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Preface

The First International Conference on Robotics and Rehabilitation Intelligence (ICRRI
2020) was held at Liaoning Shihua University, China. ICRRI is a newly-established
international conference sponsored by Springer, IEEE SMCS Japan Chapter, and IEEE
SMCS Portsmouth Chapter, focusing on the advanced development of Intelligence in
Robotics and Rehabilitation Engineering. ICRRI 2020 covered both theory and
applications in robotics, rehabilitation, and computational intelligence systems, and
was successful in attracting a total of 188 submissions addressing state-of-the-art
development and research covering topics related to Human-robot Interaction, Robotic
Vision, Multi-agent Systems and Control, Robot Intelligence and Learning, Robot
Design and Control, Robot Motion Analysis and Planning, Medical Robot, Robot
Locomotion, Mobile Robot and Navigation, Biomedical Signal Processing, Artificial
Intelligence in Rehabilitation, Computational Intelligence in Rehabilitation, Systems
Modeling and Simulation in Rehabilitation, Neural and Rehabilitation Engineering,
Wearable Rehabilitation Systems, Rehabilitation Education, Biomedical and Health
Informatics, Policy on Healthcare Innovation and Commercialization, Advanced
Control Theory and Applications, Artificial Intelligence, Big Data, and Optimization
Methods. Following the rigorous reviews of the submissions, a total of 60 papers
(31.9% acceptance rate) were selected to be presented in the conference during
September 9–11, 2020. We hope that the published papers of ICRRI 2020 will prove to
be technically constructive and helpful to the research community. We would like to
express our sincere acknowledgment to the attending authors and the distinguished
plenary speakers. Acknowledgment is also given to the ICRRI 2020 Program
Committee members for their efforts in the rigorous review process. Special thanks are
extended to Jane Li in appreciation of her contribution in the technical support
throughout ICRRI 2020. Last but not least, the help from Jane Li and Celine Chang of
Springer is appreciated for the publishing.

We hope that the readers will find this volume of great value for reference.

September 2020 Jianhua Qian
Honghai Liu
Dalin Zhou

Jiangtao Cao
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IFHS Method on Moving Object Detection
in Vehicle Flow

Rui Zhao, Haiping Wei, and Hongfei Yu(&)

School of Computer and Communication Engineering, Liaoning Shihua
University, Fushun 113000, China

yuhfln@163.com

Abstract. Moving target detection is widely used in the field of intelligent
monitoring. This paper proposes an Improved Frame Difference Method Fusion
Horn-Schunck Optical Flow Method (IFHS) algorithm to detect moving targets
in video surveillance. First, a three-frame difference method is performed on the
image to obtain a difference image. Second, the differential image is tracked
according to the HS optical flow method to obtain an optical flow vector.
Finally, the moving target is obtained by fusing the optical flow vector infor-
mation of the two difference results. The problem of incomplete contours of
moving targets detected in video surveillance by the separate optical flow
method and the three-frame difference method is solved. The experimental
simulation and experimental applications in different scenarios prove the
robustness and accuracy of the method.

Keywords: Moving object detection � IFHS � Three-frame difference method �
Horn-Schunck optical flow method

1 Introduction

With the development of artificial intelligence and the emergence of intelligent robots,
people will rely on machines to complete a large number of complex and tedious tasks.
Computer vision is a study of related theories and technologies to try to build artificial
intelligence systems that acquire “information” from images or multidimensional data.
Moving object detection is a branch of image processing and computer vision. It refers
to the process of reducing redundant information in time and space in video by
computer vision to effectively extract objects that have changed spatial position. It has
great significance in theory and practice, and has been concerned by scholars at home
and abroad for a long time.

There are three main methods of traditional moving object detection: the first is the
inter-frame difference method [1–4]. It subtracts the pixel values of two images in two
adjacent frames or a few frames apart in the video stream, and performs thresholding on
the subtracted image to extract the moving areas in the image. This method is more

This work was supported by National Natural Science Foundation of China (Grant No. 61702247)
and the Natural Science Foundation of Liaoning Province of China (Grant No. 2019-ZD-0052).
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robust, but the detected moving target contour is incomplete, which is suitable for
scenes with slow background changes and fast object movement.

The second is the background subtraction method [5, 6]. Background subtraction is
a method for detecting moving objects by comparing the current frame in the image
sequence with the background reference model. Its performance depends on the
background modeling technology used. Its disadvantage is that it is particularly sen-
sitive to dynamic background changes and external unrelated events.

The last method is optical flow method [7–9]. In the optical flow method, the
optical flow of each pixel is calculated by using the optical flow. Then the threshold
value segmentation is performed on the optical flow field to distinguish the foreground
and background to obtain the moving target area. Optical flow not only carries the
motion information of moving objects, but also carries rich information about the three-
dimensional structure of the scene. It can detect moving objects without knowing any
information about the scene. This method is less robust and susceptible to light, and the
basic assumptions are difficult to meet.

The above methods can be applied to sports scenes in most fields. According to the
movement background, the detection of moving objects can be divided into two cases:
detection in static scenes and dynamic scenes. A static scene means that the camera and
the motion scene remain relatively still. A dynamic scene is a sequence of video images
captured by a camera mounted on a moving object. The above-mentioned methods
have developed very rapidly in the past few years, and there are also some theoretical
applications worth improving in various application scenarios. The main contribution
of this paper is to propose an IFHS algorithm to improve the traditional algorithm and
solve the following two shortcomings: The first is that the optical flow method alone is
harsh and has poor robustness. The second is that the traditional frame-to-frame dif-
ference method has incomplete target contours for fast moving targets. This algorithm
effectively improves the accuracy and efficiency of moving target detection in video
surveillance. This paper is detecting video surveillance information and is therefore
performed in a static scenario.

2 Inter-frame Difference Method

2.1 Three-Frame Difference Method

Commonly used frame difference methods are two-frame difference method [10, 11]
and three-frame difference method [12, 13]. The result of the two-frame difference
method may appear that the overlapping part of the target in the two-frame image is not
easy to detect, and the center of the moving target is prone to voids. For slow moving
targets, missed tests may occur. The three-frame difference method can overcome the
double shadow problem that is easily generated by the difference between frames, and
also suppresses the noise to a certain extent [14]. Therefore, this paper chooses the
three-frame difference method. Figure 1 is a comparison of the matrix difference
method of the first frame and the 26th frame.

4 R. Zhao et al.



The three-frame difference method is to change two adjacent frames in a video
sequence to obtain characteristic information of a moving target. This method first uses
three adjacent frames as a group to perform the difference between two adjacent frames.

Next, Binarize the difference results are binarized. In order to remove isolated noise
points in the image and holes generated in the target, it is necessary to perform a
morphological filtering process on the obtained binary image, to perform a closing
operation [15]. After the image is enlarged and corroded, it is a logical AND operation.
Therefore, the area of the moving target can be better obtained.

2.2 The Process of Three-Frame Difference Method

1) Let the image sequence of n frames be expressed as:

f 0ðx; yÞ; . . .; f kð Þ x; yð Þ; . . .; f n� 1ð Þ x; yð Þf g

f kð Þ x; yð Þ represents the k-th frame of the video sequence. Select three consecutive
images in a video sequence:

f k � 1ð Þ x; yð Þ; f kð Þ x; yð Þ; f kþ 1ð Þ x; yð Þ

Calculate the difference between two adjacent frames of images, the binarization
results are expressed by Eqs. (1) and (2)

Fig. 1. Comparison images of frames 1 and 26: (a) Original image; (b) Image of two frame
difference method; (c) Image of the three-frame difference method.
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d k�1;kf g x; yð Þ ¼ f kf g x; yð Þ � f k�1f g x; yð Þ�� �� ð1Þ

d k;kþ 1f g x; yð Þ ¼ f kþ 1f g x; yð Þ � f kf g x; yð Þ�� �� ð2Þ

2) For the two difference images obtained, by setting an appropriate threshold the
binarized images b k�1;kð Þ x; yð Þ and b k;kþ 1ð Þ x; yð Þ can be obtained as shown in
Eqs. (3) and (4).

b k�1;kð Þ x; yð Þ ¼ 1 d k�1;kf g x; yð Þ� T
0 d k�1;kf g x; yð Þ\T

�
ð3Þ

b k;kþ 1ð Þ x; yð Þ ¼ 1 d k;kþ 1f g x; yð Þ� T
0 d k;kþ 1f g x; yð Þ\T

�
ð4Þ

3) The closed operation is related to the expansion and corrosion operations. The
closed operation can be used to fill small cracks and discontinuities in the fore-
ground object. And small holes, while the overall position and shape are
unchanged. Closing is the dual operation of opening and is denoted by A•B; it is
generated by dilating A by B, followed by erosion by B with Eq. 5.

A � S ¼ A� Sð ÞHS ð5Þ

4) For each pixel x; yð Þ, the above two binary images b k�1;kð Þ x; yð Þ with b k;kþ 1ð Þ x; yð Þ
perform logical and operation after closed operation to get B k�1;kð Þ x; yð Þ. The result
of the logical AND operation is represented by Eq. 6.

B k�1;kð Þ x; yð Þ ¼ b k�1;kð Þ x; yð Þ � b k;kþ 1ð Þ x; yð Þ ð6Þ

3 Optical Flow Method

3.1 Optical Flow Field

When the human eye observes a moving object, the scene of the object forms a series
of continuously changing images on the retina of the human eye. This series of con-
tinuously changing information continuously “Flow” through the retina (the image
plane), like a light “Flow”, so called optical flow. Optical flow expresses the change of
the image. Because it contains information about the movement of the target, it can be
used by the observer to determine the movement of the target. In space, motion can be
described by a motion field. However, on an image plane, the motion of an object is
often reflected by the gray distribution of different images in the image sequence.
Therefore, the motion field in space is transferred to the image and is expressed as
optical flow field [16, 17].
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The movement of a two-dimensional image is a projection of the three-dimensional
object movement on the image plane relative to the observer. Ordered images can
estimate the instantaneous image rate or discrete image transfer of two-dimensional
images. The projection of 3D motion in a 2D plane is shown in Fig. 2.

3.2 Horn-Schunck Optical Flow Method

There are two types of constraints for the optical flow method:

1) The brightness does not change.
2) Time continuous or motion is “small motion”.

Let Iðx; y; tÞ be the illuminance of the image point at time tþ dt. If u x; yð Þ and
v x; yð Þ are the x and y components of the optical flow at this point, suppose that point
moves to xþ dx; yþ dyð Þ and the brightness remains unchanged: dx ¼ udt; dy ¼ vdt.

I xþ udt; yþ vdt; tþ dtð Þ ¼ I x; y; tð Þ ð7Þ

Equation (7) is a constraint condition [18, 19]. This constraint cannot uniquely
solve for u and v, so other constraints are needed, such as constraints such as continuity
everywhere in the sports field. If the brightness changes smoothly through x; y; t the left
side of Taylor series Eq. (7) can be extended to Eq. (8).

I x; y; tð Þþ dx
@I
@x

þ dy
@I
@y

þ dt
@I
dt

þ e ð8Þ

Where e is the second and higher order terms for dx, dy, dt. The Iðx; y; tÞ on both
sides of the above formula cancel each other, divide both sides by dt, and take the limit
dt ! 0 to get the Eq. (9).

Fig. 2. Projection of 3D motion in a 2D plane.
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@I
@x

dx
dt

þ @I
@y

dy
dt

þ @I
dt

¼ 0 ð9Þ

Equation (9) is actually an expansion of Eq. (10).

dI
dt
¼ 0 ð10Þ

Assume:

Ix ¼ @I
@x

; Iy ¼ @I
@y

; It ¼ @I
@t

u ¼ dx
dt

; v ¼ dy
dt

the relationship between the spatial and temporal gradients and the velocity compo-
nents is obtained from Eq. (9) as shown in Eq. (11).

Ixuþ Iyvþ It ¼ 0 ð11Þ

Finally, the constraint equation of light is shown in the following Eq. (12).

rI � vþ It ¼ 0 ð12Þ

Horn-Schunck optical flow [20–23] algorithm introduces global smoothing con-
straints to do motion estimation in images. The motion field satisfies both the optical
flow constraint equation and the global smoothness. According to the optical flow
constraint equation, the optical flow error is shown in the following Eq. (13).

e2ðx) = (Ixuþ Iyvþ ItÞ2 ð13Þ

among them x = x,yð ÞT For smooth changing optical flow, the sum of the squares of
the velocity components is shown in Eq. (14).

s2 xð Þ ¼
ZZ

@u
@x

� �2

þ @u
@y

� �2

þ @v
@x

� �2

þ @v
@y

� �2
" #

dxdy ð14Þ

Combining the smoothness measure with a weighted differential constraint mea-
surement, where the weighting parameters control the balance between the image flow
constraint differential and the smoothness differential:

E ¼
ZZ

e2 xð Þþ as2 xð Þ� �
dxdy ð15Þ
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The parameter a in the equation is a parameter that controls the smoothness, and the
value of a is proportional to the smoothness. Use the variation method to transform the
above equation into a pair of partial differential equations:

ar2u ¼ Ixuþ IxIyvþ IxIt ð16Þ

ar2v ¼ IxIyuþ I2y vþ IyIt ð17Þ

The finite difference method is used to replace the Laplace in each equation with a
weighted sum of the local neighborhood image flow vectors, and iterative methods are
used to solve the two difference Eqs. (16) and (17).

The Horn-Schunck optical flow method uses the minimization function of (18) to
find the differential of E with respect to u and v to obtain the optical flow vectors (21)
and (22).

E ¼
X
i

X
j

e2 x; yð Þþ as2 x; yð Þ� 	 ð18Þ

Find:

Ixuþ Iyvþ It
� 	

Ix þ a u� �uð Þ ¼ 0 ð19Þ

Ixuþ Iyvþ It
� 	

Iy þ a v� �vð Þ ¼ 0 ð20Þ

�u and �v are the averages in their neighborhoods, respectively. From the above two
equations, u and v can be found. The optical flow is

unþ 1 ¼ �un � Ix
Ix�un þ Iy�vn þ It
aþ I2x þ I2y

ð21Þ

vnþ 1 ¼ �vn � Iy
Ix�un þ Iy�vn þ It
aþ I2x þ I2y

ð22Þ

The Horn-Schunck optical flow method is also called a differential method because
it is a gradient-based optical flow method. This type of method is based on the
assumption that the brightness of the image is constant. Calculate the two-dimensional
velocity field. Therefore, the direction and contour of the moving object will be
detected more completely.

The comparison between the detection results of the HS optical flow method and
the original is shown in Fig. 3. The detected effect is affected by lighting, so moving
targets are not particularly noticeable.
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4 IFHS Algorithm

The IFHS (Improved Frame Difference Method Fusion HS Optical Flow Method)
algorithm is an improvement that combines the improved three-frame difference
method with the HS optical flow method to detect motion information in video
surveillance.

4.1 Mathematical Morphological Filtering and Denoising

Digital images are subject to noise pollution during the process of acquiring and
transmitting, resulting in some black and white point noise, as shown in Fig. 4.
Therefore, we need to perform a neighborhood operation on the pixels of the image by
filtering to achieve the effect of removing noise. In the process of mathematical mor-
phological image denoising [24], the filtering denoising effect can be improved by
appropriately selecting the new installation and dimension of the structural elements. In
the cascading process of multiple structural elements, the shape and dimensions of the
structural elements need to be considered.

Mathematical morphology processes images by using certain structural elements to
measure and extract the corresponding shapes in the images, and uses set theory to

Fig. 3. Optical flow detection images of frames 1 and 26: (a) the original image, (b) the optical
flow detection image.

Fig. 4. Original image and noise image
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achieve the goal of analyzing and identifying the images, while maintaining the
original information in the images. Assume that the structural elements are Amn, n
represents a shape sequence, and m represents a dimensional sequence. The process of
Amn ¼ fA11;A12; . . .A21; . . .;Anmg is to digitally filter and denoise digital images.
According to the characteristics of noise, structural elements from small to large
dimensions are adopted, and more geometric features of digital images are maintained.
Therefore, a cascade filter is selected. The elements of the same shape structure are
used to filter the image according to the dimensional arrangement from small to large.
The series filtering composed of structural elements of different shapes is then con-
nected in parallel. Finally, calculate and plot the Peak Signal to Noise Ratio (PSNR)
value curve to show the denoising effect. PSNR is the ratio of the maximum signal
power to the signal noise power. The larger the PSNR value between the two images,
the more similar it is. The figure below shows the original image and the noise image as
shown in Fig. 4. The effect of four series noise reduction is shown in Fig. 5.

The parallel denoising effect is shown in Fig. 6. The image of the denoising effect
by the PSNR curve is shown in Fig. 7.

It is proved by experiments that de-noising through series and parallel filters is
better than series filtering alone. So we use series and parallel denoising.

Fig. 5. Effect of four series noise reduction

Fig. 6. Parallel denoising effect diagram

IFHS Method on Moving Object Detection in Vehicle Flow 11



4.2 Improved Three-Frame Difference Method

Aiming at the shortcomings of the traditional frame difference method, this paper uses
series-parallel filtering and three-frame difference method to perform image processing.
The specific process is shown in Fig. 8.

4.3 Moving Object Detection with IFHS Algorithm

Differentiate the k-frame images in the input video sequence with their k − 1 and k + 1
frames, respectively, and use the HS optical flow method to calculate the optical flow
vectors of the two images; then set a threshold to remove the length less than this
threshold optical flow vector; initialize k = 3; When a new frame enters, perform a
difference operation on the previous frame and the next frame, use the appropriate
threshold to binarize the new difference image and the previous difference image, and
then Perform logical AND operation on the two binarized images, and iteratively
accumulate the obtained moving targets in sequence. The specific operation is shown in
Fig. 9.

In this paper, the algorithm operates on a computer with Inter i5-9300H,8g memory
and 2.4 GHz. It is implemented by Matlab R2016a and its own toolbox. The data set
involved in the algorithm is publicly provided on the Internet. The URL is as follows:
http://cmp.felk.cvut.cz/data/motorway/. The “Toyota Motor Europe (TME) Motorway
Dataset” is composed by 28 clips for a total of approximately 27 min (30000 + frames)
with vehicle annotation. Annotation was semi-automatically generated using laser-
scanner data. Image sequences were selected from acquisition made in North Italian
motorways in December 2011. This selection includes variable traffic situations,
number of lanes, road curvature, and lighting, covering most of the conditions present
in the complete acquisition. The dataset comprises: Image acquisition: stereo, 20 Hz
frequency, 1024 � 768 grayscale losslessly compressed images, 32° horizontal field of
view, bayer coded color information (in OpenCV use CV_BayerGB2GRAY and CV_
BayerGB2BGR color conversion codes; please note that left camera was rotated upside
down, convert to color/grayscale BEFORE flipping the image). A checkboard

Fig. 7. PSNR curve image

12 R. Zhao et al.

http://cmp.felk.cvut.cz/data/motorway/


calibration sequence is made available. Laser-scanner generated vehicle annotation and
classification (car/truck). A software evaluation toolkit (C ++ source code). The data
provided is timestamped, and includes extrinsic calibration.

The dataset has been divided in two sub-sets depending on lighting condition,
named “daylight” (although with objects casting shadows on the road) and “sunset”
(facing the sun or at dusk). For each clip, 5 s of preceding acquisition are provided, to
allow the algorithm stabilizing before starting the actual performance measurement.
The data has been acquired in cooperation with VisLab (University of Parma, Italy),
using the BRAiVE test vehicle.

In this paper, in order to fuse the advantages of various algorithms together to make
up for their shortcomings, we combine the improved three-frame difference method and
the HS optical flow method into a new method (Improved Frame Difference Method
Fusion Horn-Schunck Optical Flow) to detect vehicle motion information in the video.
For the sake of comparison, we take frame 1 and frame 26 as examples. It is simulated
on the running software of matlab. After the video is subjected to the three-frame
difference method, the difference result is tracked and detected by the HS optical flow
method. First calculate the magnitude of the optical flow vector. Because optical flow is
a complex matrix, you need to multiply by conjugate. Second, you need to calculate the
average value of the optical flow amplitude to represent the speed threshold. Finally,
this paper use threshold segmentation to extract moving objects, next filter to remove
noise. The mathematical morphological filtering denoising was mentioned above. After
multiple comparisons in the experiment, as shown in the detection result of Fig. 7,

Fig. 8. Improved three-frame difference method flowchart
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the comparison of the PSNR curves of the series filtering denoising and the parallel
filtering denoising. This paper uses series, parallel, and filtering to denoise, and Xia
compensates for the loss of the image during the transmission process, so as to make
the detection target contour clearer in the following.

Remove the road by morphological erosion, and fill the car hole by morphological
closure. In this way, the vehicle information in the video can be more completely
retrieved. The image results of the specific method combined detection are shown in
Fig. 10.

Fig. 9. IFHS algorithm flowchart
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4.4 Vehicle Flow

This paper has an image of 120 � 160 pixels. We add a white virtual bar on its 30th
line to make a “ruler” to measure the content. Then we also need to add a car border to
show the tracked and show the tracked car. Because the vehicle needs to have two
frames to pass the frame, in order to clearly show the frame effect, we take the middle
frame 6 and 22 as an example. At the same time, we called the toolbox in matlab to
calculate the area and border of the car. An image with a white ruler and a border in the
image is shown in Fig. 11. The border of the car passed the white bar. We judged that it
was passing by the car.

Next, you need to calculate the percentage of the area of the car to the area of the
drawn border. After many experimental prediction tests, we found that more than 40%
of the area of the frame is a vehicle. As shown in the figure, we determine whether the
vehicle is a vehicle based on whether the percentage is greater than 40%. This paper

Fig. 10. IFHS algorithm detection image: (a) Original image (b) IFHS algorithm detection
image

Fig. 11. Framed image of the car at frame 6 and 22.
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uses the white bar as a ruler to count the number of vehicles. This experiment uses
highway video information, so no one will cross the road. If there is a pedestrian on the
road, the new algorithm will draw a border around the detected object and the per-
centage of its area detected will not reach 40%. White bars are not counted. In order to
make the identification clearer, the parameters should be adjusted from 40% to 45% in
the experiment, so that the car can be completely distinguished. The detected image is
shown in Fig. 12. Take the images of frames 22 and 43 as examples in this paper.

This paper selects a certain number of frames based on the speed of the vehicle and
considers the vehicle to be in the process of moving from video surveillance to entry.
Here in this video, the selected frame number is 20. This paper takes the maximum
value of the vehicle count in 10 frames out of 20 frames as the number of vehicles we
think is currently passing through the road section, and then add up to get the video
traffic volume.

Due to the three-frame difference method, the video image has a total of 118
frames, with 20 frames as a part, and the result is rounded up. Then six partial loops are
accumulated to get the number of vehicles in the video. The specific counting results
are shown in Table 1.

As can be seen from Table 1, each process of vehicle technology counts a total of 6
times, and the video passes through a total of 10 vehicles.

5 Evaluation

In order to test the effectiveness of the algorithm in this paper, the F-measure method
[25] is used to evaluate the effectiveness of the proposed new moving target detection
algorithm. F-Measure is the tp (true positives) detected by Precision and Recall
weighted harmonic average fp (false positives) fn (false negatives) tn (true negatives).

Fig. 12. An image with a border around the detected image

Table 1. Video vehicle computer results

TIME 1 2 3 4 5 6

NUM 1 3 4 7 9 10
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Precision ¼ tp
tpþ fpð Þ ð23Þ

Recall ¼ tp
tpþ fnð Þ ð24Þ

f 1 ¼ 2PR
PþR

ð25Þ

f 1 combines the results of P and R.When F1 is high, the comparison shows that the
experimental method is ideal. The following Table 2 compares the experimental
results.

From the standpoint of video alone, this article uses four videos for comparison.
From the results of separate tests, it can still be proven that the accuracy of the
algorithm in this paper is higher than the accuracy of the two algorithms alone.

6 Conclusion and Future Work

After testing in this paper, the algorithm has obvious advantages in detecting vehicle
information in video than the two algorithms alone, which can prove the accuracy and
robustness of the algorithm. The experimental results show that the IFHS method has a
good guiding effect on vehicle flow detection. The test results in Tables 1 and 2 show
that the algorithm can well compensate for image holes between frames. The matching
optical flow information obtains the movement trajectory to achieve the positioning
algorithm of the vehicle during the movement. It can reduce the number of false
recognitions, speed up the detection speed, reduce the complexity of the computer,
meet the needs of traffic flow statistics, and ensure the accuracy of the number of
statistics. Through several comparative iterative experiments, we find that the method is
both effective and stable.

In the future, this algorithm can intelligently monitor the information in video
surveillance, saving human resources. In order to provide basic guarantees for intel-
ligent transportation systems. In the future, research on monitoring and identifying
vehicle information at intersections in real time and managing traffic lights at inter-
sections may continue. If a large amount of traffic is detected, the changes in lighting

Table 2. Analysis and comparison of different video detection F1 of each algorithm

Video HS optical flow method Three-frame difference method IFHS algorithm

Video 1 0.61 0.73 0.82
Video 2 0.63 0.75 0.83
Video 3 0.66 0.79 0.81
Video 4 0.59 0.70 0.91
f 1 average 0.62 0.74 0.84
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will accelerate, otherwise it will slow down, thereby promoting the development and
popularization of intelligent transportation systems.
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Abstract. With the rapid development of the next generation mobile network,
terminal equipment and data traffic are growing rapidly, and the developing
trend of the communication network is presents intelligence and large capacity.
D2D (device-to-device) communication sharing spectrum resources with cel-
lular users is being developed rapidly, for it can effectively solve the problem of
large-scale user terminal access, improve the utilization rate of spectrum
resources, and expand the coverage of the network. A D2D power control
algorithm with price control based on non-cooperative game theory is proposed
to solve the interference problem in the hybrid network system of cellular users
and D2D users. Firstly, the utility function is established by analyzing the
benefit and utility of D2D users and the interference to the cell base station, and
by considering the service quality of the cell users and constraint of the inter-
ference tolerance of the base station to the transmission power. Then, by using
the interference size of D2D users to cellular users, base station updates the
interference price of the cellular system. Accordingly, the D2D users adjust the
transmission power and maximize the profit and maximizes the overall profit of
the system by using the Lagrange multiplier method to find the price. Next, the
existence and uniqueness of Nash equilibrium solution are proved by taking
Nash equilibrium as the result of non-cooperative game. Finally, numerical
simulation results show that the algorithm can effectively control the trans-
mission power of D2D users and effectively improve the total rate of D2D
networks.

Keywords: Non-cooperative game � D2D � Interference price � Throughput

1 Introduction

With the rapid development of the next generation mobile network, the number of
terminal devices and applications presents an explosive growth. How to solve the
problem of large-scale user terminal access and the shortage of spectrum resources, and
further expand the coverage of network is an important problem that must be solved in
the development of network technology [1]. D2D (device-to-device) communication
technology has developed rapidly because it can effectively improve spectrum uti-
lization, expand network coverage and improve system throughput [2–5]. D2D com-
munication refers to the technology of direct communication between adjacent devices
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in the communication network, which is one of the key technologies of The5th Gen-
eration mobile communication (The5th Generation, 5G) [6]. Because D2D users share
the spectrum resources of cellular users, the system will produce the same frequency
interference, which will seriously affect the performance of cellular network commu-
nication. Therefore, reasonable methods should be adopted to reduce the interference
caused by the introduction of D2D communication [7].

Power control is an effective method to limit interference directly. In the literature
[8], the author presents an energy-saving algorithm to minimize the transmission power
of D2D users, which can ensure that the cellular users can achieve the minimum signal
interference noise ratio, so that D2D users can carry out signal transmission at the
lowest transmission rate, and achieve a significant reduction in energy consumption. In
literature [9], the power distribution problem is modeled as a reverse iterative combined
auction game, and joint wireless resources and power distribution scheme are used to
improve the performance of the uplink system. Literature [10] also considers the
resource allocation scheme of system uplink, and proposes a greedy heuristic resource
allocation algorithm based on interference degree to maximize the access quantity of
D2D users and satisfy the service quality of both cellular users and D2D users, which
greatly increases the throughput of cellular network. Literature [11] studied the power
control strategy based on game theory and proved its excellent performance in energy
efficiency. Literature [12] proposed joint scheduling and resource allocation algorithms
for interference management and network throughput optimization. Literature [13]
USES centralized resource management scheme in D2D communication network.
Although the system energy efficiency is improved, the signaling cost and complexity
are high. Literature [3] also adopts the centralized resource allocation method, which
consider the improvement of spectrum utilization in the case of a pair of D2D users, but
ignores the interference between D2D users. In order to reduce the complexity and
signaling overhead, the optimal switching power control strategy is proposed in liter-
ature [14] according to the distributed power control method. Based on the density and
path loss index of D2D link, the coverage of D2D link and the rate expression of D2D
link are derived to maximize the transmission rate of D2D link. Literature [15] also put
forward a distributed power control scheme. In the case of limiting the total trans-
mission rate, the overall power consumption of the system is minimized. In literature
[16], the author proposed a resource management method of joint channel allocation
and power control by using Stackberg game. After resource allocation is stable, one
D2D user USES one channel, and there are only at most one D2D user in one channel,
which cannot guarantee the utilization of spectrum resources. Literature [17] studied
the resource allocation scheme under the multi-user scenario, and used the knowledge
of graph theory to solve the resource allocation problem. This scheme could achieve
sub-optimal performance, but with little feedback information, the access rate and
throughput could not reach the ideal level.

Aiming at the interference problem of D2D users reusing cellular users’ spectrum
resources for communication, considering the interference tolerance requirements of
cellular users’ service quality and base station, a D2D upstream power control scheme
with interference price control is proposed based on the non-cooperative game theory.
Firstly, the power control problem of D2D inter-user interference in the system is
transformed into a game problem by the interference price. Considering the cellular
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customer service quality and the interference of base station tolerance of transmission
power constraints, according to the interference of D2D users update price of reuse,
adjust the transmission power, get the optimal response of the distributed power control
scheme, using the Lagrange multiplier method to find prices to maximize the benefits,
ensure the overall revenue maximization system. Simulation results show that the
transmission power of D2D users can be effectively controlled and the system
throughput can be effectively improved.

2 System Model

In this paper, the power control of uplink is studied under the single cell application
scenario. The cell consists of a central base station and multiple users. Base stations and
user terminals are configured with omni-directional antennas. The communication users
in the system are divided into cellular users andD2D users. EachD2D user pair contains a
transmitter and a receiver.D2D user multiplexes the spectrum resources of the cellular
user, and D2D user terminal can realize direct communication without the forwarding of
the base station. It can not only improve the utilization rate of spectrum resources in D2D
network, but also expand the network coverage and system capacity. The systemmodel is
shown in Fig. 1 as the scenario when D2D users reuse cellular uplink resources.

Let’s say there are C orthogonal channels in the cell C = {Ci|i = 1, 2 …, c}, D2D
user pairs are denoted as sets D = {Dj |j = 1, 2 …, n}. With the need of the D2D
communication technology to communicate multiplexing cellular network and cellular
network sharing spectrum, D2D communication link with the cellular communication
link exists interfere with each other, including the base station signal by the cellular
user when interference from the D2D launch, D2D user on the receiving end also
received same cellular users and other D2D launch the interference to the user. If the
interference is not managed effectively, it may even affect the normal communication

Fig. 1. System model
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of cellular users. Reasonable control of D2D users’ transmitting power plays a crucial
role in reducing interference, improving spectrum utilization and ensuring communi-
cation quality. Pc is the transmitting power of cellular users, Pj is transmitting power of
D2D user j, Pj´ is transmitting power of D2D user j′, Gcj is the channel gain of cellular
user and D2D user j receiver, Gj′j is the channel gain between adjacent D2D, Gjj is the
channel gain of D2D transmitter and receiver, GcB is the channel gain of cellular user
c and base station, GjB is the channel gain between the transmitter of D2D user j and the
base station, r2 is the receiver noise power.

During the uplink communication, when multiple D2D users reuse the channel
resources of the cellular users, the cellular users are interfered with from the D2D
transmitter because the D2D users interfere with the signal reception of the base station.
Therefore, the SINR of the cellular users is SINRC:

SINRC ¼ PcGcBP
j2D

PjGjB þ r2
ð1Þ

The data transmission rate of cellular users can be expressed as

Rc ¼ log2 1þ SINRcð Þ ¼ log2 1þ PcGcBP
j2D

PjGjB þ r2

0
B@

1
CA ð2Þ

Similarly, cellular users will interfere with the receiving end of D2D users when they
communicate. The corresponding SINR of D2D users is SINRj:

SINRj ¼ PjGjj

PcGcj þ
P

j02D=j
Pj0Gj0j þ r2

ð3Þ

The data transmission rate of D2D users on the sub-channel is:

RD ¼ log2 1þ SINRj
� �¼ log2 1þ PjGjj

PcGcj þ
P

j02D=j
Pj0Gj0j þ r2

0
B@

1
CA ð4Þ

In order to better manage the interference of D2D communication, a pricing mechanism
is considered for D2D users to manage the interference of their transmitter. The base
station control interference price factor k = [k1, k2, … kn]

T represents the price
required for each D2D user to reuse the cellular user channel resources. With the price
given by the base station, D2D users adjust the transmission power to maximize their
own benefits. All D2D users who reuse the same cellular users want to maximize their
own interests and show the nature of non-cooperation. For the competition between
D2D users, the non-cooperative game model can be used to solve the resource allo-
cation scheme.
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3 Non-cooperative Power Control Game Model

3.1 Non-cooperative Game Model

According to the system model, the non-cooperative game model between D2D users is
defined as: G = [N, {Pj}, {uj(pj, p−j)}], Where N represents the terminal set of D2D
users, {Pj} is the set of power policies for all D2D pairs, Pj = [0, Pmax] is the policy
space of the terminal j 2 N, Pmax is the maximum transmission power of the user
terminal, uj(pj, p−j) is the set of utility functions for all D2D pairs.

Because the base station controls the price of D2D users’ communication, and its
goal is to get the maximum benefit from the interference quota sold to D2D users.
Meanwhile, according to the interference size, the interference size of D2D users to the
base station can be known. The utility function of the base station is

UBSðk;PÞ ¼
XN
j¼1

kjI Pj
� � ¼XN

j¼1

kjPjGjB ð5Þ

Where I(Pj) interference power from D2D transmitter. The maximum interference that
can be borne by the base station is limited. It is assumed that the maximum interference
tolerance that the base station can bear is the threshold value Q, that is to say, the
interference of all D2D users to the base station terminal shall not be greater than the
maximum interference tolerance. Can be expressed as:

XN
j¼1

PjGjB �Q ð6Þ

I ¼
XN
j¼1

PjGjB ð7Þ

there is I � Q. In general, because D2D communication is considered as a supplement
to cellular systems, cellular users tend to have higher priority. Therefore, in order to
guarantee the communication quality of cellular users, the base station must coordinate
the interference caused by D2D transmission. For communication quality, a cellular
user must ensure that the data transmission rate Rc is greater than the minimum data
rate Rc,min, namely Rc � Rc,min. If the cellular user updates the transmission power
without ensuring the formula base station will increase the interference price to force
the D2D user to reduce the transmission power.

In order to maximize its total utility, the base station needs to find the optimal
interference price to maximize its income, as shown below

maxUBSðk;PÞ s:t
XN
j¼1

PjGjB �Q ð8Þ
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The utility function of D2D users can be defined as:

uj Pj;P�j
� � ¼ log2 1þ PjGjj

PcGcj þ
P

j02D=j
Pj0Gj0j þ r2

0
B@

1
CA� kjPjGjB ð9Þ

It is observed from formula (9) that the utility function of each D2D consists of two
parts: benefits and costs. If the transmission power of D2D users increases, the
transmission rate will be accelerated and the benefits will also increase. However, with
the increase of transmitting power, D2D users cause more interference to the base
station. The base station adjusts the price according to the interference, D2D users will
pay more cost to the base station for this communication, so we need to find an optimal
response and find the optimal state between the cost and the total revenue. The D2D
user optimization model can be expressed as

max uj Pj;P�j
� �8j 2 N

s:t Pmin �Pj �Pmax
ð10Þ

The ideal result of the game is to enter the equilibrium state and obtain the Nash
equilibrium point, which means that any D2D user cannot improve his utility by
changing his power while maintaining the current strategy. The game strategy of D2D
user terminal j is to determine the appropriate transmission power and maximize the
utility value of the terminal in the Nash equilibrium state, that is:

ðNPGÞ : maxpj2Pj uj pj; p�j
� �

; 8j 2 N ð11Þ

For j, p�j 2 Pj is the optimal strategy when other terminals decide to choose p��j ¼
p�1; � � � ; p�j�1; p

�
jþ 1; � � � ; p�n

n o
that is

p�j ¼ arg maxpj2Pj
uj pj; p

�
�j

� �
; 8j 2 N ð12Þ

Then strategy portfolio p� ¼ p�1; � � � ; p�; � � � ; p�n
� �

is a Nash equilibrium. The optimal
policy of each terminal is the response function of other terminal policies, defined as:

r p�j
� � ¼ min pmax; p

�
j

� �
ð13Þ

The following is an analysis of the existence and uniqueness of two key properties of
Nash equilibrium solutions.

3.2 Existence of Nash Equilibrium Solution

Theorem 1 (existence): Nash equilibrium exists in power control mode G.
Proof: since the pure policy space of terminal j is defined as {0 � Pj � Pmax}, So it’s
a convex set on Euclidean space that satisfies the conditions of nonnullity, closure,
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boundedness, and the utility function uj(pj, p−j) is a continuous function of Pj, Take the
first and second derivatives of the effect function uj(pj, p−j) with respect to Pj.

@uj
@Pj

¼ 1
1n2

Gjj

PcGcj þ
P

j02D=j
Pj0Gj0j þ r2 þPjGjj

� kjGjB ð14Þ

@2uj
@P2

j
¼ � 1

ln 2
Gjj

PcGcj þ
P

j02D=j
Pj0Gj0j þ r2 þPjGjj

0
B@

1
CA

2

\0 ð15Þ

The second derivative of the effect function uj(pj, p−j) to Pj is less than 0, so uj(pj, p−j)is
a concave function of Pj, which means that the non-cooperative game model in this
chapter has Nash equilibrium.

3.3 Uniqueness of Nash Equilibrium Solution

Theorem 2 (uniqueness): Power control model G has a unique Nash equilibrium.
Proof: As stated in theorem 1, there is a Nash equilibrium point in the non-cooperative
power control game, which is represented by r(P).

Where rj(Pj) represents the optimal response set of gambler j, where rj(P−j) is the
response set of other gamblers. The key to proving that the game model has only a
unique Nash equilibrium point is to prove that the optimal response r(P) is a standard
function because there is a unique solution to the standard function.

1. positive nature

Take the first derivative of uj(pj, p−j) versus Pj

@uj
@Pj

¼ 1
1n2

Gjj

PcGcj þ
P

j02D=j
Pj0Gj0j þ r2 þPjGjj

� kjGjB ¼ 0 ð16Þ

We have:

P�
j ¼

1
ln 2kjGjB

�
PcGcj þ

P
j02D=j

Pj0Gj0j þ r2

Gjj
ð17Þ

Because r(P) > 0 can get the constraint condition that interferes with the price factor is

kj � Gjj

PcGcj þ
P

j02D=j
Pj0Gj0j þ r2

 !
ln 2GjB

ð18Þ
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At the same time, it also indicates that if the interference price is too high, D2D user
j cannot complete the communication. At this time, the j that cannot complete the
communication will be deleted from this communication.

2. monotony

Proof: when P � P′, there is

rðpÞ � rðp0Þ ¼ 1
ln 2kjGjB

�
PcGcj þ

P
j02D=j

Pj0Gj0j þ r2

Gjj

� 1
ln 2kjGjB

�
PcGcj þ

P
j02D=j

P0
j0Gj0j þ r2

Gjj

0
B@

1
CA ð19Þ

We get r(P) − r(P′) < 0, which is r(P) < r(P′), so the function is a minus function of
the variable, the optimal response strategy vector that satisfies the monotonicity.

3. scalability.

Scalability requires that any a > 1 has ar(P) > r(aP).
So we assume 8a > 1, we can get

arðpÞ � rðapÞ ¼ a� 1ð Þ 1
ln 2kjGjB

� PcGcj þ r2

Gjj

� 	
ð20Þ

So ar(P) − r(aP) > 0,we can get ar(P) > r(aP), so the scalability is proved.
In summary, since the optimal response r(P) meets the requirements of positivity,

monotonicity and scalability, the optimal response function r(P) is the standard function.
It also proves that there is a unique Nash equilibrium in the non-cooperative game

model.

4 Power Distribution

According to the results of the game analysis above, It is known that each D2D user is
communicating in a “non-cooperative” manner. All D2D users will choose the power
distribution scheme of the value of the maximum utility function, and each D2D user’s
choice is restricted by the following conditions.

maxuj Pj;P�j
� �8j 2 N

s:tPmin �Pj �Pmax
ð21Þ

The objective of this optimization model is to maximize the value of the utility
function, and the variable p of this optimization problem is a convex set, and the utility
function u is a concave function, so the −u in this model is a convex function.
Therefore, the optimization problem is a convex optimization problem. The following
Lagrange function is constructed by the constraint condition:

Power Control Algorithm of D2D Communication 27



Jj ¼ �uj Pj;P�j
� �þ ajPj � bj Pj � Pmin

� �� cj Pj � Pmax
� � ð22Þ

Jj ¼ �RD þ k�j PjGjB

h i
þ ajPj � bj Pj � Pmin

� �� cj Pj � Pmax
� � ð23Þ

Where aj, bj, cj, are Lagrange multipliers (non-negative real Numbers), which can be
obtained by using K.K.T condition [18].

Pj � 0 8 j 2 D
ajPj ¼ 0

Pj � Pmin � 0
bj Pj � Pmin
� � ¼ 0
Pj � Pmax � 0

ð24Þ

cj Pj � Pmax
� � ¼ 0

@Jj
@Pj

¼ � @RD
@Pj

þ k�j GjB þ aj � bj � cj ¼ 0
ð25Þ

So k�j ¼
1

1n2GjB

Gjj

PcGcj þ
P

j02D=j
Pj0Gj0j þ r2 þPjGjj

ð26Þ

After adjusting the interference price, we can use the iterative method to reach the Nash
equilibrium state, and the best response of the user is as follows

pj p�j
� � ¼ 1

ln 2kjGjB
�
PcGcj þ

P
j02D=j

Pj0Gj0j þ r2

Gjj

2
64

3
75
Pmax

0

ð27Þ

In the formula x½ �ba¼ max min x; bð Þ; af g.
Combined with the optimal price and the maximum interference tolerance of the

base station, the following power control algorithm can be obtained:

1. Initialization Pj = 0 , 8 j 2 D base station initialization price is k*.
2. Number of iterations: t = 0
3. for j = l to N users do
4. Each D2D user finds the optimal response that meets the conditions and works with

the optimal solution P�
j

5. The base station measures the total interference received
P

PjGjB

6. Calculate the total interference PcGcj +
P

Pj′ Gj′j +r
2 received by user j

7. Update prices based on interruptions
if
P

PjGjB < Q Base stations reduce interference price
8. Update the best response function P�

j

9. t = t + 1
10. Loop5

11. until Pt
j � Pt�1

j




 


= Pt�1
j




 


� �
� n for all 8 j 2 N

12. The base station detects the total disturbance value and calculates the benefit.
13. Get the optimal transmission power Pt

j
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5 Simulation

In order to evaluate the influence of D2D resource allocation algorithm on the system
performance, simulation was used to verify and analyze. Users are randomly dis-
tributed in the cell. The base station is located in the center of the cellular system.
Cellular users and D2D users are randomly distributed in the area with the base station
as the center of the circle. Simulation parameter Settings are shown in Table 1.

Figure 2 shows the curve of the relationship between the transmission power of
D2D users and the number of iterations. and define the transmitted power change state
at the 0.01% level for the stable convergence, in the process of simulation, with the
increase of the number of iterations, the D2D to the transmission power is increasing,
under the algorithm to adjust the user power eventually stabilised, convergence speed
in step 10 or so, has the characteristics of rapid convergence, and at the same time if the
initial power setting values closer to convergence, will further improve the convergence
speed of the algorithm.

Table 1. Main parameter Settings for simulation

Name of parameter Parameter values

Cell system radius 500 m
D2D user versus distance 15–30 m
Channel bandwidth 5 MHz
Number of sub-channels 5
Maximum transmitting power of base station 43 dBm
D2D user transmission power [0, 24] dBm
White Gaussian Noise −174 dBm/Hz

Fig. 2. Transmission power and iteration number of D2D users
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Figure 3 shows the curve of the change of interference price with the number of
iterations. Showed with the increase of the number of iterations, interference price
convergence leveled off gradually, show that the iterative has better convergence. In
addition, interference tolerance Q is larger, the faster convergence rate, the less the
number of iterations required. With the decrease of the tolerance interference, Q con-
vergence properties gradually become worse. Also you can see that the interference
tolerance Q big system, interfere with the price will be relatively small in balance. This
is because when the interference tolerance is large, the interference quota is sufficient,
and the competition between D2D users is small, the interference price set by the base
station will be reduced. In a system with small interference tolerance, when the
interference quota is relatively rare, the competition between D2D users is large, and
the interference price of the base station is relatively high in order to maximize the
utility.

Figure 4 is the curve of the transmission rate of cellular users changing with the
number of iterations. The minimum rate required to guarantee the communication
quality of cellular users is set to 5 bit/s/Hz. Because cellular users rate is lower than the
minimum transmission rate, minimum service quality can’t guarantee cellular sub-
scribers, base station will disturb the price began to increase reuse, D2D users will
reduce their transmission power, with the increase of the number of iterations, cellular

Fig. 3. Interference price and iteration times
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user’s transmission rate began to recover, the final stable near the minimum trans-
mission rate, thanks to the D2D to communication, The rate of cellular users is sig-
nificantly lower than it was at the beginning.

Figure 5 shows the curve of the total rate of D2D network with the limit of
interference power. With the increase of the interference tolerance Q, the total speed of
D2D network also increases. When the interference tolerance is small, the revenue of
D2D network’s total rate increases rapidly. When the interference tolerance is large, the
total rate of D2D network increases slowly and even tends to be stable. And with the
increase of the number of users, the total rate of D2D network is also increasing. This is
because with the increase of the interference tolerance, more D2D users will be con-
nected to the base station. Although the total rate of D2D network is increased, the
interference amount is increased, and congestion may even occur, so the change trend
of D2D network is slower. The total D2D network rate is positively correlated with the
interference tolerance of the base station and the growth rate is gradually slow.

Fig. 4. Transmission rate and iteration number of cellular users
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6 Conclusion

A D2D communication resource allocation algorithm based on non-cooperative game
theory is proposed to solve the problem of system interference when D2D users reuse
cellular users’ uplinked wireless resource communication. By pricing the interference
of D2D users in the system, the uplinking power control problem in the hybrid network
is transformed into a non-cooperative game problem, and the proposed power control
algorithm not only maximizes the utility of D2D users, but also ensures that the system
interference does not exceed the tolerance and has good convergence. Numerical
simulation shows that the algorithm can effectively control the transmitting power of
D2D users and effectively improve the total speed of D2D network.
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Abstract. Increasing new knowledge or learning about new skills is often the
main factor that triggers search users to conduct exploratory searches. Due to the
lack of knowledge of their problem domain, it is difficult to form a learning path
about new knowledge or new functions in the minds of searchers in the early
stage of performing exploratory search, often searching for unnecessary infor-
mation, resulting in wasting search time, the search is inefficient. However, the
current search system does not provide enough support to solve this problem.
For this reason, this paper designs a query path recommendation method sup-
porting exploratory search based on a search goal shift graph. In the initial stage
of exploratory search, directly recommends a set of query paths for searchers
based on the searcher’s initial query, helping the searcher to find appropriate
learning objects and build efficient learning paths, avoiding the search for
irrelevant information, thereby shortening the search time and improving the
search efficiency.

Keywords: Exploratory search � Query paths recommendation � Search goal
shift graphs

1 Introduction

The main goal of exploratory search is learning and surveying [1], so the understanding
of new knowledge or the learning of new skills is often the main motivation for search
searchers to conduct exploratory search. Usually, such learning and investigation is not
a simple question answer search, but through the continuous collection and analysis of
relevant domain information, complete the construction and understanding of certain
knowledge or concepts, and finally integrate it into one of their own knowledge sys-
tems. The process is not only about memorization of salient facts, but rather the
development of higher-level intellectual capabilities [2]. However, before the searcher
performs the exploratory search, the relevant domain knowledge is often few or even
blank. Therefore, in the initial stage of the exploratory search, it is difficult to form a
learning path about new knowledge or new skills, which often deviates from the task
target. Some unnecessary information is searched and learned, resulting in a search
time that is too long and inefficient. As in the following example:
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A mother wants to take her children out of the country during the summer vacation
to broaden their horizons. Since she has never been abroad before, this will be her first
overseas trip. There is almost no plan in her mind, and even her destination is not
determined. Therefore, she prepared to develop a reasonable travel plan by web search.
This is a typical exploratory search task. In the early stage of the search, she opened her
search process with the query “the best route to travel abroad”. With the continuous
browsing of the search results, she found that European culture is more intense, so she
used the query “French Travel” to keep searching, and then she found that the Paris
Orsay Museum may be very helpful for the expansion of the children’s knowledge. She
thus launched an in-depth search of the Musée d’Orsay with a series of queries such as
“Paris Musée d’Orsay”, “Orsay Gallery”, “Matador Oil Painting”. With the deep
exploration of the Orsay Museum, she gradually felt that the current search content
deviated from her mission goal – “Travel Plan”, so she had to fall back to the initial
query to re-find some new information related to the “Travel Plan”.

From the above example, we can see that the “Orsay Gallery” and “Matador Oil
Painting” queries are not very helpful to complete the search task – “Travel Plan”.
These queries are unnecessary. The reason for this problem is that the searcher did not
know the process to achieve their goal, and did not generate a clear search idea in the
mind to support future queries in the initial stage of the search. If the search system can
provide searchers with a set of query paths related to search tasks in the early stage of
search, help searchers to generate clear search ideas, such as “French Travel Guide”
“Travel Visa Processing” “Ticket ordering”. This problem will be solved very well.

However, the current query recommendation methods mainly focus on optimizing
searchers’ current query, and do not help searchers to directly build an efficient learning
path which is far away from satisfying searchers’ information needs of the whole
search session. A recommendation system of exploratory search should propose a
sequence of search goals in a well-defined order with a starting and ending point, rather
than submit a sequence of unordered queries simply recommended because they are
“similar” queries. We thus designed a query path recommendation method that learns
from the behavior of many searchers to support new searchers engaged in exploratory
search. Our recommendation method is based on a search goal shift graph. Firstly, we
used the Dijkstra’s shortest path algorithm to find all possible query paths in the graph.
And then we used a greedy algorithm to select a set of paths from all the paths by
maximizing a linear combination of similarity and diversity. Finally, we demonstrated
the effectiveness of the method for exploratory search by comparing experiments with
the other methods.

2 Related Works

Exploratory search is a type of information seeking and a type of sense-making focused
on the gathering and use of information to foster intellectual development [3]. It is
proposed by Marchionini to distinguish another well-known type of search activity:

A Query Path Recommendation Method Supporting Exploratory Search 35



lookup search. Lookup is the most basic kind of search [4] and refers to focused
searches where the user has a specific goal in mind and also an idea of the expected
result. A typical example would be a user wants to know who the current president of
the United States is and looking for the information on the Web. In contrast to lookup
search, the searcher may have a vague information need in an exploratory search
system [5]. His goals are not necessarily well defined, neither are his the means to
achieve them in the first place. For example, a user wants to know more about AI, he
doesn’t really know what kind of information he wants or what he will discover in this
search session; he only knows he wants to learn more about that topic. Hence, the main
goal in exploratory search is learning. The learning process is opportunistic, iterative,
and multi-tactical [6].

Recently, exploratory search research focuses on the characteristics of the
exploratory search process and the different types of support needed to help people
make exploratory searches. Someone tries to construct an interactive Intent Modeling
for Exploratory Search [7]. Some research efforts focus on traditional search techniques
to support people engaged in exploratory search, such as query suggestions. For
example, [8] employed a task graph to generate task recommendations for searchers to
assist them in exploring different aspects of a topic, [9] proposed a topic-oriented query
for exploratory search method, [10] designed a session-based concept suggestion
model that supports information search by proposing concepts for query expansion.
Other attempts have been made to design and research visual search interfaces to
support exploratory search tasks. For example, [11] designed exploratory ranking
interface; [12] used a negative feedback search intent radar interface to help users
conduct exploratory search.

The above research work mainly focuses on refining user requirements, helping
users to find the next search direction. But they do not pay attention to the confusion of
users in the initial stages of exploratory search.

In contrast to these methods, our method mainly focuses on recommending a set of
query paths that help searchers avoid searching for irrelevant information when they
cannot construct a clear search path in the initial stage of exploratory search.

3 Paths Recommendation Framework

The basic framework of the query path recommendation method for exploratory search
mainly consists of two parts, offline and online, as shown in Fig. 1:
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1. Offline section: It mainly consists of two major steps: search goal shift graph
building and query paths building. In the offline part, we construct a search goal
graph. And then we use the Dijkstra’s shortest path algorithm to find all possible
query paths in the graph.

2. Online part also contains two steps, the initial query check and top-k recommend. In
the online part, if the current query is the initial query, we will use a greedy
algorithm to select a set of paths from all the paths that we found by maximizing a
linear combination of similarity and diversity.

4 Query Paths Building

4.1 Related Definitions

1. Search goal: An atomic information need is reflected through a query or more
queries. That is, two consecutive queries in the same session, and if they are similar
to each other above a given thresh-old, they belong to the same search goal. The
form is described as:

Samegoalðq; q0Þ ¼ 1 Simðq; q0Þ[ threshold h
0 Simðq; q0Þ\threshold h

�
ð1Þ

2. Query path: Suppose q1 is the initial query of the user, U ¼ ðu1; u2; . . .; unÞ is the
search goal set. If there is a query sequence 9S ¼ ðq1; q2; . . .; qnÞ, and each query
represents a different search goal qi 2 ui [ qj 2 uj [ ui 6¼ uj, and there is a certain

logical relationship between two adjacent search targets ui $R uj, the query
sequence S is a query path related to the initial query q1.

Build Search Goal 
Shift graph

Diversified and Similar 
Paths Recommendation

Next Query 
Recommendation

Yes

 Query1 , Query2 ,…,  Queryn

Online Offline

Search Logs

No
Initial Query?

Search Goal Shift Graph

Build Query Paths

Fig. 1. Paths recommendation framework
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4.2 The Search Goal Shift Graph

For the construction of query path, it is a simple idea to find query paths through a
graph. According to the definition of the query path, we find that the search goal shift
graph is very suitable for discovering query path discovery.

The search goal shift graph is a search goal organization model proposed by us
[13]. We found that there are a lot of search goal shift phenomena in exploratory search
through a large number of experiments. The definition of the search goal shift is as
follows:

Search Goal Shift: A user isn’t interested in the current query q or he fell that enough
information has been collected for the current q such as “Travel abroad France”, then
submits a query q’ for the next step search, such as “Passport application process”. If
the query q and the query q’ do not belong to the same search goal but they are
topically-coherent, the search process between the two queries is defined as the search
goal shift.

Thus, we extracted all the queries submitted in the search goal shift processes from
search engine logs and used the queries to build a search goal shift graph following the
method designed in [13].

The search goal shift graph is a directed graph Ggs = (V, E, w) where:

1. The set of nodes is V = Q, Q is a distinct set of search goals;
2. E�V � V is the set of directed edges;
3. w : E ! ð0; 1� is a weighting function that assigns to every pair of search goals

g; g0f g 2 E a weight Wðg; g0Þ.
The building process of the search goal shift graph is shown in Fig. 2 and 3.
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Fig. 2. Construction of node set.
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4.3 Query Paths Identification Algorithm

According to the definition of the query path and the search goal shift graph, if a node v
as the initial goal of an exploratory search, all other nodes in the search goal shift graph
may be the final goals for this exploratory search. Therefore, we define the shortest
paths between node v and all other node are query paths for the node v.

Based on the above ideas, we adopt the Dijkstra algorithm [14] to find all the
shortest paths between nodes in a graph as candidate recommendations.

Let the node at which we are starting be called the initial node. Let the distance of
node Y is the distance from the initial node to Y. We assign some initial distance values
and will try to improve them step by step.

1. Mark all nodes unvisited. Create a set of all the unvisited nodes called the unvisited
set.

2. Assign to every node a tentative distance value: set it to zero for our initial node and
to infinity for all other nodes. Set the initial node as current.

3. For the current node, consider all of its unvisited neighbors and calculate their
tentative distances through the current node. Compare the newly calculated tenta-
tive distance to the current assigned value and assign the smaller one. For example,
if the current node A is marked with a distance of 6, and the edge connecting it with
a neighbor B has length 2, then the distance to B through A will be 6 + 2 = 8. If B
was previously marked with a distance greater than 8 then change it to 8. Otherwise,
keep the current value.

4. When we are done considering all of the unvisited neighbors of the current node,
mark the current node as visited and remove it from the unvisited set. A visited node
will never be checked again.

5. If the destination node has been marked visited (when planning a route between two
specific nodes) or if the smallest tentative distance among the nodes in the unvisited
set is infinity (when planning a complete traversal; occurs when there is no con-
nection between the initial node and remaining unvisited nodes), then stop. The
algorithm has finished.

6. Otherwise, select the unvisited node that is marked with the smallest tentative
distance, set it as the new “current node”, and go back to step 3.

Flower

Chinese tea
Arts and crafts

Wine
Flower

Fresh flower
Red rose

Wine

French wine
Sparkling wine Online

Store

Search goal
 shift check 

Node set Search goal shift graph

Fig. 3. Construction of edge set.
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The query paths identification algorithm based on the search goal shift graph as
follows (Table 1):

5 Query Paths Recommendation

Our objective is to recommend a set of query paths related to the initial query that help
the searcher generate a clear search idea in the early stage of exploratory search. So our
recommendation paths should be both relevant and diverse.

Given a query paths set D and an initial query Q, our goal is to select top-k query
paths @ that exhibits (i) high coverage of the result set of Q, and (ii) high diversity
among the result set of @.

We refer to RQ as the results or the result set of Q. the result set of every query path
p is always a subset of the result set of the initial query Q, i.e. Rp �RQ And we use
coverage to measure the relevance between the recommended top-k paths and the
initial query. The coverage of the query Q is defined as the number:

covð@Þ ¼ [ p 2 QRp

�� �� ð2Þ

Table 1. Algorithm for exploratory paths identification.

Input: the distance matrix between nodes A
Output: query paths Path[]
1. For i<n do
2. Dis[i]=A[0][i];
3. Path[i].add(v[0]);
4. End for
5. T={v[0]}  
6. While size(T)<n do
7. Foreach Dis[i] in Dis do
8. v[k]=find_min(v[0], Dis[i],Dis[]);  
9. For j<n do
10. If Dis[k]+1≤Dis[j] then
11. Dis[j]= Dis[k]+1
12. Path[j].add(v[k]);
13. End if
14. End for
15. T.add(v[k]);
16. Dis.delete(v[k])
17. End for
18. End while
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While the diversity between two queries p and p′ is defined as:

disðp; p0Þ ¼ Rp [Rp0
�� ��� Rp \Rp0

�� ��
¼ Rp

�� ��þ Rp0
�� ��� 2 Rp \Rp0

�� �� ð3Þ

Overall, the function we aim at maximizing is:

f ð@Þ ¼ kcovð@Þþ ð1� kÞ
X
P;P02@

disðP;P0Þ ð4Þ

where k [0; 1] is a parameter that trades off between coverage and diversity. Therefore,
the recommendation problem of the query paths is transformed into an optimal com-
bination problem under a given constraint condition. That is, given a recommended
number of conditions, how to select a set of exploration paths using the function f ð@Þ
maximum.

@� ¼ argmaxf ð@Þ subject to @j j ¼ k ð5Þ

For k = 0, This problem corresponds to the well-known MaxiMumCoverge problem
[15], which is known to be NP-hard. The problem can be solved by a greedy strategy,
specific greedy algorithm as follows (Table 2):

6 Experiment

Our goal is to help search users generate a relatively clear search idea in the early stages
of an exploratory search, rather than recommending the next search direction. There-
fore, the traditional accuracy, error rate and recall rate methods could not meet our
testing needs. In order to ensure the accuracy and objectivity of the evaluation results,
we evaluated our recommendation method based on the user experiences.

We designed five exploratory search tasks similar to the “overseas travel planning”
search task mentioned earlier, and then recruited 30 students from our university to

Table 2. Algorithm for exploratory paths recommendation
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participate in this experiment. All participants were divided into three groups on aver-
age, and performed the four exploratory search tasks designed in Sect. 3. The first group
adopted the TOES method to support the user’s exploratory search, the second group
adopted the STES method and the third group adopted the GSES method. In addition, in
order to ensure that the participants’ own knowledge does not affect the exploratory
nature of the tasks, we conducted a background survey of the participants to ensure that
the participants were not experts or researchers in the topics of the search tasks.

6.1 Baseline Method

We compared our design recommendation method (GSPR) with the following two
methods that also support exploratory search based on query recommendation.

1. Topic-Oriented Exploratory Search (TOES): TOES is a query recommendation
method based on the topic semantic association graph. The topic semantic associ-
ation graph has been built by hyperlinks on the Internet [8].

2. Exploratory Search Based on Search Task (STES). STES is a query recommen-
dation method based on the task graph. The task graph is built by different search
tasks that have been identified based on entities and syntactic structure patterns of
queries from user logs [9].

6.2 Evaluation Metrics

1. Recommendation utilization rate: It indicates the proportion of recommended
queries adopted by a user in a task.

Usage ¼ Qrecommend

Q
� 100% ð6Þ

where Qrecommend represents the number of recommended queries adopted by the user.
Q represents the number of all queries submitted by a user in a task.

2. Search time: It is the time spent by a user during the whole task.
3. Exploring effect: we used a concept map to evaluate how users change their

knowledge structure as a result of exploratory search [16].

6.3 Experimental Results and Analysis

According to the comparison result in Fig. 4, the utilization rate of the method we
designed is higher than the other two methods about 50%, while the comparison of
Fig. 5 shows that the user’s search time are less than the other two methods using our
method, and the comparison results of Figs. 6, 7 and 8 show that the exploring effect
produced by three different recommended methods is almost the same. This means that
our method can better satisfy the user needs relative to the other two methods during
exploratory search, and users can effectively shorten the search time to improve search
efficiency using our method.
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Fig. 4. Comparison result of utilization rate.

Fig. 5. Comparison result of search time.

Fig. 6. Numbers of common nodes between pre- and post-search concept maps.
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7 Conclusion

Through in-depth analysis of the exploratory search process, we found that it is difficult
to form a relatively clear search idea in the user’s mind before performing exploratory
search, often searching for unnecessary information, making the entire exploratory
search process full. The blindness leads to the user’s long search time and the search
efficiency is extremely low. In order to solve this problem, we have designed a search
path recommendation method for exploratory search. The method utilizes the search
target migration map to directly recommend a set of query paths for the user according
to the initial query of the user in the initial stage of the exploratory search, thereby
helping the user to quickly plan the learning content and avoid searching for those
irrelevant information, thereby shortening the search time. Search efficiency.

Fig. 7. Numbers of lost nodes between pre- and post-search concept maps.

Fig. 8. Numbers of new nodes between pre- and post-search concept maps.
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Abstract. Image super-resolution reconstruction technology is an important
image processing technology used to improve image quality and video resolu-
tion in the field of computer vision. Nowadays, the main methods of super-
resolution reconstruction based on convolutional neural network (CNN) are
mostly to get higher peak signal-to-noise ratio (PSNR), which will produce
many other problems, such as, the visual sensory effect of the image is not ideal,
the gradient back propagation is difficult, the training effect of long training time
is not ideal, the image lacks some high-frequency information and texture
details, etc. In this paper, an improved image super-resolution reconstruction
method based on generative multi anti network (GAN) is proposed. For the
traditional generative adversary network, a VGG19 network assistant generator
and discriminator model training are added, and the loss function is improved.
Combined with the GAN adversary loss, the feature loss of the auxiliary VGG19
network is added. Experimental results show that compared with the existing
methods, this method improves the overall visual effect of the reconstructed
image, restores more realistic texture effect and higher MOS score under the
condition of ensuring PSNR.

Keywords: Computer vision � Super-resolution reconstruction � Generative
countermeasure network

1 Introduction

1.1 Research Background

Human beings obtain information mainly through vision. Image plays an important role
in the process of information transmission. Compared with the ordinary definition
image, the detail features of high-resolution image will be better, and it is more con-
ducive for people to extract the key information to obtain the corresponding knowl-
edge. In general, super-resolution [1] is defined as a process of obtaining a high-
resolution image from a low-resolution image, which improves the resolution of the
original image by means of software or hardware. Super-resolution has a relatively
simple classification method, according to the number of input low-resolution images,
the image super-resolution method can be classified into single image super-resolution
and multi image super-resolution. Single image super-resolution is more challenging
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than multi image super-resolution [2], because it needs to learn the relationship
between them to visualize the low-resolution image of self-training set The details that
are lost compared to high-resolution images. Image super-resolution reconstruction is
widely used in military, medical [3] and public security fields.

1.2 Related Work

With the development of deep learning technology [4], more work will be applied to
convolutional neural network [5] and generate confrontation network [6] or other deep
learning models to perform single image super-resolution reconstruction. However,
these methods are usually affected by many other factors. Compared with the vision of
real high-resolution image and the high-resolution image generated by various depth
learning technologies, many problems will be found. Most depth learning methods
cannot avoid the visual effect of the deviation between the reconstructed image and the
real image, because the feature images they generate are difficult to get from the context
information Obtain the unique features of the input low resolution image. Moreover,
the deep learning model is sensitive to the change of super parameters, and the training
difficulty caused by the instability of the network during the training will bring certain
difficulty to the super-resolution reconstruction task.

The methods of image super-resolution reconstruction can be divided into three
categories, interpolation based, reconstruction based and learning based [7]. The
method based on interpolation is simple and fast, but it is easy to produce fuzzy jagged
edges, and the image perception effect is poor; the edge of the method based on
reconstruction is relatively smooth, but the algorithm is complex and inefficient; the
method based on learning adds prior information, which is greatly affected by the
samples, and the efficiency is also low. This paper mainly uses the method based on
learning. The basic idea of learning based method is to represent the image super-
resolution reconstruction as a nonlinear mapping from low-resolution image to high-
resolution image, and then get an approximate mapping function through machine
learning algorithm under supervised learning. Many domestic research institutes and
universities have studied the theory and algorithm of image super-resolution technol-
ogy. Although the whole domestic research in this field started late, there is still good
progress. Among them, the most prominent ones are the method based on deep con-
volution neural network proposed by Dong Chao, Tang Xiaoou, he Kaiming and others
in the Department of information engineering of the Chinese University of Hong Kong
[8] in 2014. SRCNN (2015 TPAMI) [9] proposed by Dong Chao and others is the first
neural network model that applies deep learning technology to image super-resolution
reconstruction. It can be divided into three steps,image block extraction and feature
representation, feature nonlinear mapping and final reconstruction. Compared with the
traditional methods, SRCNN has a very good reconstruction effect, especially in the
aspect of double magnification, and inspired other methods based on convolutional
neural network, mainly including pixel recursive super-resolution (PRSR) and per-
ceptual loss [10]. However, although SRCNN has a high PSNR (peak signal-to-noise
ratio), the resulting images usually lack high-frequency details, and the sensory effect is
relatively general, which can not meet the expected fidelity in high-resolution.
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At present, deep neural network has shown great potential in the field of image
super-resolution reconstruction, but there are still many problems to be solved. Com-
pared with the shallow model, the deep neural network can automatically learn the
structure of the feature layer, and its powerful learning ability can more accurately
restore more rich and detailed high-resolution content. However, it is still a very
challenging task to train deep network for image super-resolution reconstruction. The
existing methods based on the depth neural network have some shortcomings. For the
image super-resolution reconstruction, the depth learning method may not use the
pooling layer sometimes, so when the depth of the network increases, more parameters
will be introduced, so it is easy to have the problems of over fitting, the model occupies
too much space, and it is difficult to store and reproduce. Therefore, most of the
existing methods are inspired by the residual prediction method and use relatively
shallow networks. Kim et al. Trained the deep convolution neural network to learn the
residual between the high-resolution image and the low-resolution image magnified by
the bicubic [11] interpolation method, and combined the magnified low-resolution
image with the predicted residual to obtain the reconstructed image. Therefore, we can
explore the method of combining deep network and shallow network training, in which
the shallow network can train stably, while the deep network can ensure accurate high-
resolution image reconstruction. Another disadvantage of the existing depth neural
network based methods is that the up sampling operation is performed in the image
domain, which does not make full use of the layered features of the original low-
resolution image, so the performance is relatively low. In view of this, Zhang et al. Of
Northeastern University of the United States proposed a residual dense network RDN
(2018 CVPR) [12] to make full use of the hierarchical characteristics of all
convolutions.

There are two directions of super-resolution reconstruction, one is to recover the
real and reliable details, and the application scenes such as super-resolution recon-
struction on medical images, low-resolution camera face or shape recovery and other
scenes that require strict details. The other is to pursue the overall visual effect, with
low requirements for details. For example, the restoration of low resolution video TV,
the restoration of camera blurred image and so on. This paper pursues the second
direction. In the generation model of the combination of current deep learning tech-
nology and image super-resolution reconstruction algorithm, the visual effect of the
image generated by the super-resolution model based on the generative countermeasure
network is better. In order to obtain a higher PSNR, the traditional model based on the
loss function of mean square error (MSE) [13] is solved. However, due to the ill posed
problem of image super-resolution reconstruction and the defects in the structure design
of the generated model, how to present the detailed features of the generated image
more truly and clearly has become an important part of the current generated coun-
termeasure network model to be improved. Compared with the existing methods, this
paper changes the loss function to replace the traditional convolution neural network
loss of mean square error with the generated network loss of confrontation and content,
and transforms the content of the traditional pixel space into the similarity of con-
frontation property; introduces the depth residual network [14] to extract the detail
texture in the image. In addition, because the current image quality evaluation stan-
dards are mainly aimed at the traditional methods and the super-resolution model
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reconstruction results based on convolutional neural network, the reconstruction results
of the generation model such as the generation countermeasure network are not fully
applicable, which will lead to the inconsistency between the subjective and objective
quality evaluation results of the generated image. The reconstruction effect of SRGAN
[15] model is far better than other methods, but it is the worst in the traditional quality
evaluation standard. Therefore, whether other indicators should be considered for
evaluation has become a question to be explored. Based on these problems, this paper
studies image super-resolution reconstruction technology.

2 Network Model Design

2.1 Generative Countermeasure Network

The idea of generative adversary network originates from the idea of game theory [16],
which is an unsupervised learning method. It is a machine learning technology by
making two neural networks play games with each other. This method was proposed by
Ian goodsell et al. in 2014. These two networks are called “generators” and “dis-
criminators”. The training process is shown in the Fig. 1.

The goal of the generator is to generate data that is indistinguishable from the
training data set. The goal of the discriminator is to correctly determine whether a
particular example is real (that is, from a training dataset) or fake (that is, created by the
generator). Usually starting from the vector of random numbers, it indirectly learns to
produce realistic examples by receiving feedback from the decision of the discrimi-
nator. When the discriminator is deceived to classify the false image as the real image,
the generator knows that it does well. When the discriminator rejects the false image
generated by the generator, the generator knows that it needs to be improved. The
discriminator is also improving, for each category it makes, it gives feedback whether
the guess is correct or not. Therefore, as the generator generates more realistic data, the
discriminator can better improve its identification ability. Both networks improve at the
same time. The goal of training is that when the false examples generated by the
generator cannot be distinguished from the real data, the generator and the discrimi-
nator reach their Nash equilibrium, and the discriminator can at most randomly guess
whether the examples are real or false.

Fig. 1. The flow chart of alternating training between generating network and discriminating
network for general generative countermeasure neural network.
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Thers is the objective function of GAN.
Discriminator

max
D

V D; Gð Þ ¼ Ex�Pdata xð Þ log D xð Þð Þ½ � þEz�Pz xð Þ log 1� D G zð Þð Þð Þ½ � ð1Þ

Generator

min
G

V D; Gð Þ ¼ Ez� pz zð Þ log 1� D G zð Þð Þð Þ½ � ð2Þ

Where X is the real sample, D (x) is the probability that x is judged as the real sample
by the discriminator, Z is the sample of the input generator, G (z) is the sample
generated by the generator, and D (g (z)) is the probability that the sample generated by
the generator is judged as the real sample after the discriminator model. Goodsell
theoretically proves the convergence of the algorithm, and when the model converges,
the generated data has the same distribution as the real data (ensuring the model effect).
Therefore, the role of generative adversary network is to add an additional discrimi-
nator network and two losses (discrimination loss and generation discrimination loss),
and train two networks in an alternative training way.

2.2 Network Model of This Paper

The method of this paper is to optimize the network model based on the generative
counterwork network, using the deep residual network (Resnet) and skip connection,
and optimizing the objective function, adding a new auxiliary network VGG19 [17]
network and a new feature loss. Combined with the generative counterwork network
loss and feature loss, compared with the SRCNN network using MSE as the loss
function, the method of this paper The recovered image is more realistic, and the
generated image is more similar to the target image in semantics and style. The process
of up sampling is put in the residual network, which greatly reduces the parameters and
improves the training efficiency. The network model is shown in Fig. 2.

Fig. 2. Generator network. Network with corresponding kernel size, number of feature maps
and stride indicated for each convolutional.
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As shown in Fig. 2, the Generator network has 14 residual blocks of the same
layout. We use three rollup layers, a small 3 � 3 kernel and 64 feature maps, then
batch standardization layer and parametricrelu [18] as activation functions. Two sub-
pixel convolution layers are trained to increase the resolution of the input image.
Specifically, the generated network consists of three parts. After the low resolution
image enters, it will pass through a convolution + relu function; then it will pass
through 14 residual network structures. Each residual network is activated by convo-
lution layer, BN layer and relu, then connected by a residual edge jump, then connected
by a residual edge jump after being activated by convolution layer and relu; then
connected with a residual edge jump after being connected by a convolution layer and a
residual edge jump; finally, it will enter the upper sampling part, and connect After two
times of up sampling, the image becomes 4 times of the original, and the resolution is
improved. The first two parts are used for feature extraction, and the third part is used to
improve the resolution.

In order to distinguish the real HR image from the generated SR sample, we train a
discriminator network. The architecture is shown in Fig. 3. We use leakyrelu to activate
(a = 0.2) and avoid maximum pooling across the network. It consists of eight con-
volution layers, among which the number of 3 � 3 filter cores increases. With the
deepening of network layers, the number of features increases and the size of features
decreases. The activation function is leakyrelu. Finally, the probability of natural image
prediction is obtained by two full connection layers and the final sigmoid activation
function. Discrimination network is composed of convolution and leakyrelu and
standardization.

The residual structure mainly solves the problem of gradient disappearance. The
multiplication of error back propagation [19] is the root of gradient disappearance.
Adding one path is equivalent to adding another addition term, which can be returned
through the added path, equivalent to adding 1, and the signal is strengthened to a
certain extent. The residual network contains the possibility of numerous shallow
networks, which can be transformed into shallow networks through training. So when
there are many stacked networks, the result will be much better if the residual module is

Fig. 3. Discriminator network. Network with corresponding kernel size, number of feature maps
and stride indicated for each convolutional.
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introduced. The introduction of the residual module represents a deeper network layer,
which is more helpful to extract the detail texture of the image. BN [20] layer is batch
standardization, which can translate and scale the distribution. The standardization of
each layer can resist the disappearance of gradient and make parameter learning easier.
Batch standardization is equivalent to data enhancement, because each random sam-
pling is different, and the data becomes more and more to prevent over fitting. BN can
greatly improve the speed and accuracy.

VGG19 network is to take the same feature map on a certain convolution layer,
compare the differences on the feature map, so that the image details can be recon-
structed better. Its network structure is shown in the Fig. 4. The traditional training of
GAN discriminator network is to compare the real high-resolution image with 1, and
generate the image with 0. We have improved it, the real high-resolution image and the
false high-resolution image are introduced into the discrimination model through the
feature map extracted by VGG19 network, and the result of the real high-resolution
image is compared with the probability of determining that it is the generated image to
get loss. Comparing the result of false high-resolution image feature map with the
probability of true image, the loss is obtained. Use the obtained loss to train; train the
generation model, transfer the low-resolution image into the generation model, get the
high-resolution image, use the high-resolution image to get the discrimination result
and compare with 1 to get the loss. The real high-resolution image and the false high-
resolution image are introduced into the VGG network to obtain the features of the two
images, and the loss is obtained by comparing the features of the two images.

2.3 Loss Function

The most important thing of a network is to specify an optimization target. The tra-
ditional task of image super-resolution reconstruction using convolutional neural net-
work is based on the mean square error of pixel level as the optimization objective. The
objective function used in this paper increases the loss of feature content of VGG19
network and the loss of Countermeasures of generative countermeasures network. That
is, G loss = VGG loss + GAN loss; D loss = GAN loss. MSE loss is the minimum
mean square deviation of image pixel space; GAN loss is the loss of
generator/discriminator part defined by GAN model; VGG loss is the VGG loss based

Fig. 4. VGG network. Network with corresponding kernel size, number of feature maps and
stride indicated for each convolutional.
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on the relu activation layer of pre-trained 19 layer VGG network, and the Euclidean
distance between the generated image and the feature representation of reference image
is calculated. A feature map of a certain layer is proposed on the trained VGG, and the
feature map of the generated image is compared with that of the real image. The
definition of loss function LSR is very important to the performance of our generator
network.

MSE is the most widely used optimization target of image super-resolution
reconstruction algorithm, and many methods rely on it. However, the solution of MSE
optimization problem usually lacks high-frequency content while realizing extremely
high PSNR. Our solution is not only to rely on pixel loss, but also to use a loss function
closer to perceptual similarity. We define the VGG loss according to the relu activation
layer of the pre trained 19 layer VGG network in Simonyan and Zisserman. As
mentioned above, unlike the traditional GAN model discriminator D, we estimate the
possibility that an input image is real and a generated image, and that the discriminator
attempts to predict the probability that the real image xr is more real than the false
image xf . We replace the traditional discriminator with the improved discriminator,
which is expressed as DRa . The discriminator in GAN can be expressed as,

D xð Þ ¼ r C xð Þð Þ ð3Þ

r is sigmoid function and C xð Þ is output of non transform discriminator. The improved
discriminator can be expressed as follows,

DRa xr; xf
� � ¼ r C xrð Þ � IEXf C xf

� �� �� � ð4Þ

Where IEXf represents the operation of averaging all false data in mini batch pro-
cessing. The discriminator loss can be defined as,

LRaD ¼ �Exr log DRa xr; xf
� �� �� �� Exf log 1� DRa xf ; xr

� �� �� � ð5Þ

The counter loss of generator is in a symmetrical form,

LRaG ¼ �Exr log 1� DRa xr; xf
� �� �� �� Exf log DRa xf ; xr

� �� �� � ð6Þ

Where Xf ¼ G xið Þ and xi represent LR image input. The counter loss of generator
includes xr and xf . The advantage of our generator is that it is suitable for the gradual
change of the data generated in the confrontation training and the actual data, while in
the traditional GAN, only the generated part takes effect. In the next part of the
experiment, we can see that the improved loss function can help to learn clearer edges
and more delicate textures.
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3 Experimental Analysis

3.1 Evaluating Indicator

The evaluation indexes used in this paper are PSNR, SSIM and MOS. The peak signal
to noise ratio (PSNR) unit is dB, which is the most common and widely used index to
evaluate image quality. It is generally defined by mean square error (MSE). The mean
square error of X and y of two m � n images is defined as,

MSE ¼ 1
MN

PM
i¼1

PN
j¼1

X i; jð Þ � �X i; jð Þ½ �2 ð7Þ

For RGB color image with three channels, each pixel has three RGB values, and its
mean square error is defined as the sum of variance of all values divided by the image
size and then divided by 3. Peak signal to noise ratio (PSNR) is defined as,

PSNR ¼ 10log10
2n�1ð Þ2
MSE

h i
ð8Þ

Each sampling point is represented by n-bit linear pulse code modulation, that is, the
possible maximum pixel value in the image is 2N − 1. At present, peak signal-to-noise
ratio (PSNR) is the most commonly used evaluation index for SR quality evaluation.
The higher PSNR is, the higher image reconstruction quality is. However, it is also
mentioned in the previous article that PSNR has its limitations. A high PSNR does not
mean that the visual effect of the image is better. As shown in Fig. 5, the PSNR value
of figure a is higher than that of figure B, but figure a is obviously more fuzzy and its
visual effect is worse than that of figure B. The reason for this phenomenon is that the
training target of a-map is MSE, which also shows that PSNR has great limitations in
evaluating the visual effect of super-resolution reconstruction.

Fig. 5. Comparison of different super resolution reconstruction algorithms and Peak signal to
noise ratio (PSNR) values.
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In addition to peak signal noise, another commonly used evaluation index is
structural similarity (SSIM). SSIM is a measure of similarity between two images.
From the perspective of image composition, structure information is defined as inde-
pendent of brightness and contrast, reflecting the attributes of object structure in the
scene, and distortion is modeled as a combination of brightness, contrast and structure.
The mean value is used as the estimation of brightness, the standard deviation as the
estimation of contrast, and the covariance as the measurement of structural similarity.

The range of structural similarity is 0 to 1. When two images are as like as two
peas, the value of SSIM is equal to 1. Similar to the peak signal-to-noise ratio (PSNR),
SSIM can reflect people’s subjective feelings and the visual effect of images, but it still
has limitations in reflecting the visual effect of images.

The third commonly used evaluation index is subjective quality score (MOS),
which is the most representative subjective evaluation method of image quality, and
can directly reflect the evaluation of image quality by human eyes. The subjective
quality evaluation uses the absolute classification scoring standard to map the poor and
good scores to the number between 1–5. In the subjective quality evaluation test, the
final score is calculated as the arithmetic mean value of the single score of the given
image by the n-digit tester. As shown in Table 1.

3.2 Experimental Environment and Data Set

The experimental environment of this paper is NVIDIA geforce GTX 1050, and the
language is python 3.6.5, frame is pytorch1.2.0.

The data set used in the experiment is DIV2k, which is a newly released high-
quality image data set for image restoration task, including 800 training pictures, 100
verification pictures and 100 test pictures. In addition, set5 and set14 standard datum
data sets (including 5 and 14 images respectively) are added to further compare the
model performance. All the experiments were carried out between the low resolution
image and the high-resolution image with a scale factor of 4 times. The mean value of
the weight of the network model and the discrimination model was 0, and the variance
was 0.02. The Gaussian distribution is initialized randomly, and the error back prop-
agation adopts the random gradient descent algorithm Adam, which is set as beta 0.9,
the initial learning rate is 0.0001, the initial decay rate is 0.1, minimum batch size 16. In
the training process, the generation model and the discrimination model are updated
alternately. The experimental results are compared with VDSR, LapSRN, SRCNN,
bicubic, ESPCN, SRGAN, ESRGAN models.

Table 1. Subjective quality scoring table

Score Quality

5 Best
4 Good
3 Average
2 Poor
1 Very bad
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3.3 Experimental Process and Result Analysis

The whole network model and training process have been described in detail above.
Generally speaking, the anti network architecture is the continuous improvement of the
generator to cheat the discriminator, so as to improve the perception quality of SR
image. This is not the same as the image generated using MSE optimization. We use
two convolution layers with a small 3 � 3 kernel and 64 feature maps, and then use
BN layer and ParametricReLU as activation functions. The discriminator network uses
the leakyrelu activation function to avoid using the max pooling layer. It contains 10
volume layers and increases its kernel from 64 to 512. The 512 feature graphs are
composed of two fully connected layers and the last sigmoid function to get the
probability of final sample classification. The VGG19 network first transfers the image
into the VGG19 network, which has been pre trained. First, the image subtraction
operation (each color channel subtracting its own mean value) is carried out, otherwise
the result of the image will be different. Then combine the three channels to form a new
input layer image after conversion, and take the feature map of the last layer, in order to
pay more attention to the main part of the image. The main parameters of each con-
volution layer of the discrimination network are shown in Table 2.

In the above experiments Three point two Under environment and dataset. During
the training, the training set image is sampled four times as the input low resolution
image of the network, the convolution kernel is used 3 � 3, and the number of iter-
ations is 500000. The Fig. 6 shows the changes of PSNR value in 200000 items before
the training process using DIV2K data set. It can be seen that the PSNR value of this
improved model has little change, but the effect of image reconstruction is obviously
getting better and better, which proves that the traditional quality evaluation standard is
not fully applicable to image super-resolution reconstruction. As shown in Fig. 7.

Next, choose “baboon”, “face” and “Lenna” pictures respectively, and compare
them with SRCNN, VDSR, bicubic and LapSRN models respectively. The effect is
shown in Fig. 8, Fig. 9 and Fig. 10.

Table 2. Discriminator network structure

Convolution layer kernel_size in_channels out_channels Stride

Conv0 3 � 3 512 64 1
Conv1 3 � 3 64 64 2
Conv2 3 � 3 64 128 1
Conv3 3 � 3 128 128 1
Conv4 3 � 3 128 256 1
Conv5 3 � 3 256 256 2
Conv6 3 � 3 256 512 1
Conv7 3 � 3 512 512 1
Conv8 3 � 3 512 512 1
Conv9 3 � 3 512 512 2
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Fig. 6. Using DIV2K data set to train the network, the change chart of PSNR score of the first
200000 items.

Fig. 7. Using DIV2K data set to train the network, comparison of effect pictures of some items
in the process of network training.
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Fig. 8. The picture of the “baboon” compared with SRCNN, VDSR, bicubic and LapSRN
models respectively.

Fig. 9. The picture of the “face” compared with SRCNN, VDSR, bicubic and LapSRN models
respectively.
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We use the subjective quality score (MOS) to evaluate the above images respec-
tively. The experimental results of taking the average value of 50 test samples of each
reconstruction model are shown in Table 3. As for 50 samples, the reason to choose the
right number of samples is to ensure that the number of samples is less.

It can be seen from the subjective quality score that the method used in this paper
has better visual effect, which also proves that higher PSNR does not mean better visual
sensory effect of image. As shown in Fig. 11, Here are some examples of other test
images. The left image of each group is the first resolution image, the middle image is
the high-resolution image, and the right image is the original image.

It can be seen that the reconstructed image has more high-frequency information
and texture details, and the visual effect of the whole image has been very good, but
some shortcomings have also been found, if the resolution of the original image is too
low, the image is too fuzzy, although the visual sensory effect of the reconstructed

Fig. 10. The picture of the “Lenna” compared with SRCNN, VDSR, bicubic and LapSRN
models respectively.

Table 3. Subjective quality scoring table.

SRCNN VDSR LapSRN Bicubic OURS

Baboon 3.72 3.85 3.87 3.84 3.89
Face 3.69 3.86 3.91 3.89 3.91
Lenna 3.75 3.9 3.92 3.87 3.93
Average 3.72 3.87 3.9 3.87 3.91
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image is very good, there are certain deviations between the image and the original
image, such as the scarf pattern of the second group of pictures, the third group of
pictures Picture shelf Book stacking. However, this method pursues the overall visual
effect of the image, which is applied to the recovery of low-resolution video TV,
camera blurred image and so on. It does not require high details, so these small
problems are acceptable.

4 Conclusion

In order to make the image reconstruction model based on deep learning get more high-
frequency information and texture details, and improve the visual effect of super-
resolution reconstruction image, this paper proposes an image super-resolution
reconstruction method based on generative countermeasure network based on the
basic ResNet and SRCNN model, using Rrenet, optimizing the MSE loss in the past. In

Fig. 11. Effect test drawing. The left image is the resolution image, the middle image is the
high-resolution image, and the right image is the original image.
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this paper, a new loss function is optimized based on the generative antagonism neural
network. Here, we use the loss calculation of feature mapping based on VGG network
to replace the content loss based on MSE, which is more sensitive to the change of
pixel space and improves the efficiency of operation. Through the extensive MOS test
of the image from the common benchmark data set, it is confirmed that the recon-
structed image in this method has better visual effect and faster test time under the
condition of ensuring good PSNR and SSIM values. Through a series of experiments,
the effectiveness of this method is proved. The future research work will mainly focus
on how to reduce the training parameters and network structure while ensuring the
reconstruction quality; in addition, although the subjective quality score (MOS) is more
intuitive to reflect the image reconstruction quality, it will cost a lot of manpower,
while the traditional peak signal-to-noise ratio (PSNR) and structural similarity (SSIM)
evaluation indicators can only be used as reference factors, which are not completely
suitable It is necessary to develop a more practical evaluation index for super-resolution
reconstruction. The future goal is to find a method that can not only ensure that the
image has a higher PSNR value, but also has a better visual effect.
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Abstract. With the continuous development of the automobile industry, the
subsequent social problems have become increasingly serious. Not only traffic
accidents cause huge harm to people, but also impose a heavy burden and
impact on society. Fatigue driving is a major reason of traffic accidents, there-
fore it is essential to develop a reasonable and effective non-contact vehicle-
mounted device that can accurately detect whether the driver is fatigued at the
current time for cutting down traffic accidents and ensuring road safety. This
paper proposes a new type of fatigue driving detection system. Firstly, it collects
five kinds of face information such as PERCLOS value, blink frequency, and
closed eye duration through Openmv. Secondly, the Technique for Order
Preference by Similarity to Ideal Solution algorithm is used to fuse the stan-
dardized fatigue index with data. Finally, the quantification of the driver’s
fatigue value is realized. Experimental results show that the system can control
the alarm more accurately to remind the driver to improve the driving state in
time.

Keywords: PERCLOS � Face recognition � Fatigue detection � TOPSIS
algorithm

1 Introduction

With the increasing number of motor vehicles in the country, safe driving has become a
problem of concern in today’s society. According to statistics from the transportation
department, fatigue accidents account for a large proportion of traffic accidents every
year. Therefore, it is of great practical significance to study a system that detects the
fatigue state of drivers in real time. All the major domestic and foreign automobile
manufacturers have been trying to develop in-vehicle equipment that can effectively
avoid fatigue driving, and a variety of fatigue driving monitors are also emerging [1–3].

According to statistics, about 90% of the information in the driving of a driver is
obtained visually. At present, driver fatigue detection methods can be roughly divided
into detection based on driver physiological signals, detection based on driver opera-
tion behavior and vehicle state, and detection based on driver facial expressions.
Because the first two methods are interfered by external factors, there are many dis-
advantages, and the measurement results are not accurate enough. The detection
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method based on the driver’s facial expression uses the driver’s eyes and mouth
movement characteristics to infer the driver’s fatigue state. This type of method usually
uses a camera to obtain the driver’s facial information, and uses digital image pro-
cessing technology to perform real-time eye state Identifying and judging the fatigue
state of the driver based on this has a high detection accuracy, and has become a
hotspot of research at home and abroad [4–6]. The PERCLOS method is currently the
most commonly used detection method based on the driver’s eye state. It estimates the
driver’s fatigue degree through the ratio of the eye closure time over a period of time.
At present, the fatigue detection system usually uses P80 as the driver’s fatigue
recognition, in which P80 refers to 80% of the eye closure time as a specific time as the
fatigue state evaluation index. However, the fatigue state of the driver is judged only
based on the state of the eyes, which is prone to misjudgment and misjudgment [7, 8].
Therefore, this article uses the mouth information as one of the fatigue indicators, and
proposes and develops a new vehicle fatigue detection system, as shown in Fig. 1. As
shown, this system can more accurately determine the driver’s fatigue state.

The rest of the article is summarized as follows: the second part introduces the
hardware composition of the device; the third part analyzes the selection of various
fatigue indicators; the fourth part introduces the data fusion method in detail; the fifth
part is the experiment and conclusion.

2 Hardware Design

The hardware design of the system adopts modular thinking. The device is based on the
Arduino single-chip microcomputer and is connected with the OPENMV vision
module, shell Internet of Things module, alarm module, positioning module, and

Fig. 1. Driving condition monitoring system
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communication module. Realize the determination of human eye fatigue state based on
computer vision. The block diagram of the system hardware is shown in Fig. 2.

2.1 OPENMV Vision Module

The system uses the machine vision development component OpenMV vision module,
as shown in Fig. 3. OpenMV is an open source, low-cost, and powerful machine vision
module. It uses STM32F427CPU as the core and can communicate with other hard-
ware through UART, I2C, SPI and GPIO interfaces. The OpenMV vision module
provides a rich machine vision development module that integrates the OV7725 camera
chip. On the small hardware module, the core machine vision algorithm is efficiently
implemented in C language, and the API is provided. When developing, you can
directly use the Python language to programmatically call image processing related
algorithms and Python libraries on the IDE of the OpenMV vision module. And the
highest pixel of OpenMV can reach 300,000.

Fig. 2. Hardware design diagram

Fig. 3. OpenMV vision module device
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The machine vision algorithms on OpenMV include finding color patches, face
detection, eye tracking, edge detection and landmark tracking. The OpenMV vision
module can distinguish between two different states of human eyes opening and closing
eyes and detect the duration of opening and closing eyes; at the same time, it can also
detect the state of population expansion and contraction. When detecting face areas,
according to the “three-eye and five-eye” structure, the search area for human eyes and
population is narrowed, thereby eliminating most of the non-detection areas that do not
need to be identified.

Human eye and population state analysis and processing methods: After success-
fully locating human eyes and population, the contour ellipse fitting method based on
the least square method is used, and the human eye ellipse represents the shape features
of the human eye, and the population ellipse represents the shape features of the
population. The ratio of the long axis to the short axis of the ellipse is then used to
determine the open and closed states of the human eye. Finally, the combination of
PERCLOS and driving is used to judge the driving state, so that the driving state
monitoring system is more accurate and reliable.

As shown in the figure above, the device lights red when the human eye is not
detected or when the eyes are closed or the population opening and closing size
exceeds the threshold; when the human eye is detected and the closed eyes or the
population opening and closing size does not reach the threshold, the device lights
green. The detection results of the OPENMV vision module are shown in the Fig. 4
above.

The detection result of OPENMV vision module is displayed on the host computer
as shown in Fig. 5:

Fig. 4. OPENMV vision module detection result chart (COlor figure online)
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2.2 Positioning Module

Measuring the distance between a user’s receiver and a satellite with a known location
is the basic principle of GPS navigation. To realize this principle, we must first find out
the corresponding position of the known satellite through the existing satellite ephe-
meris, and secondly, record the transmission time, that is, the time that the signal from
the known satellite propagates to the user, and this time Multiply by the speed of light
to achieve GPS navigation. Single-point positioning and differential positioning are two
basic positioning methods in GPS navigation systems. According to the instantaneous
position of the satellite moving at high speed as the known starting data, the position of
the point to be measured is determined by the method of spatial distance resection.
Assuming that the GPS receiving device is installed at the point to be measured on the
ground at time t1, the time t2 when the GPS signal arrives at the receiving device can
be measured, plus the satellite ephemeris and other parameter settings received by the
receiving device to achieve positioning. The following figure shows the GPS posi-
tioning system (Fig. 6).

Fig. 5. OPENMV vision module detection results displayed on the host computer

Fig. 6. Schematic diagram of GPS positioning system
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Using the navigation and positioning module, you can locate the driver’s location
information in real time. When you make multiple alarms, you can send the geographic
location letter to family members or the emergency contact set by the driver yourself.

The system locates the vehicle based on the navigation module, which can monitor
the specific location of the vehicle in real time. When the driver is in a poor driving
state or a traffic accident occurs, the system can directly alarm through the commu-
nication module. Because the system needs to be installed on the car and requires
accurate location of the driver in real time, and because the device needs to be placed
on the car, we need a positioning module that is small in size, easy to install, low power
consumption, and strong endurance. After consulting the data, it was decided to use the
ATGM336H-5N dual-mode navigation module as the Beidou navigation module of
this system.

Figure 7 is the physical device diagram of Beidou navigation module; Fig. 8 is the
display result of the upper computer of Beidou navigation module:

Fig. 7. Beidou navigation module device diagram

Fig. 8. Results of Beidou navigation module
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3 Fatigue Characteristic Parameters

The eyes and mouth are the two organs that can best reflect the state of the human facial
organs. The blinking of the eyes is frequent or the eyes are closed. The driver may blink
or doze frequently; the mouth movements are large or open frequently, the driver may
Yawning or talking with fellow travellers. Therefore, we extract information from these
two organs to judge whether the driver is in a state of fatigue or inattention.

On the basis of the determination of the state parameters of the eyes, mouth and
head, the fatigue degree of the driver is determined by the five fatigue characteristic
parameters of PERCLOS value, blink frequency, duration of closing eyes, whether to
yawn or open mouth frequency.

3.1 PERCLOS Principle

PERCLOS is the abbreviation of Percent Eye Closure, which refers to the proportion of
time when the eyes are closed for a certain period of time. In the specific test, there are
three measuring methods: P70 and P80. Among them, P80 is considered to be the most
reflective of human fatigue. This paper uses the P80 method. Depending on the driver’s
eye state, we divide it into these situations:

1) Closed state: The eye state parameter is lower than 20% of its initial state
parameter.

2) Fully open state: The eye state parameter is higher than 80% of its initial state
parameter.

3) Half-open and half-closed state: the eye state parameter is 20% to 80% of its initial
state parameter.

4) Sleepy state: The eye state parameter is lower than 80% of its initial state
parameter.

According to the above, we define the meaning of different data as follows: The
curve in the figure is the curve of the degree of opening with time during the process of
eye closing and opening. According to this curve, a certain degree of closing or
opening of the eye to be measured can be obtained Open the duration, thereby cal-
culating the PERCLOS value. In the figure, t1 is the time from when the eyes are fully
opened to 20% closed; t2 is the time from when the eyes are fully opened to 80%
closed; t3 is the time from when the eyes are fully opened to 20% next time; t4 is the
eyes are fully opened Open 80% of the time next time. The value f of PERCLOS can be
calculated by measuring the value of t1 to t4.

f ¼ t3 � t2
t4 � t1

ð1Þ

Figure 9 shows the measurement principle of PERCLOS value. In the formula, f is
the percentage of eye closure time in a specific time. For the P80 measurement method,
we believe that when the PERCLOS value f > 0.15 within 1 min, the driver is con-
sidered to be in a fatigue state.
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3.2 Mouth Information Extraction

There may be two situations when the driver’s mouth is open. One is yawning and is in
a fatigue state; the other is that the driver is constantly talking and is in a distracted
state. Both of these states may cause traffic accidents, so you can put your mouth. The
action frequency of the part is used as the basis for fatigue judgment. The algorithm
steps are:

The first step is to calculate the mouth opening:
Since the mouth area has a lower gray value than the surrounding area, for the

lower half of the face image, it is easy to determine the position of the mouth and mark
the position (Fig. 10) with a rectangular frame. The ratio of the height (Gm) to width
(Km) of the rectangular frame is the mouth. The opening of the department is Om.

Om ¼ Gm

Km
ð2Þ

After the position of the mouth is determined, the width and height can be obtained
by binding the rectangular frame to the mouth, and then Om can be obtained.

Fig. 9. Schematic diagram of measurement of PERCLOS value

Fig. 10. Mouth recognition
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The second step is to judge whether the mouth is open according to Om:
When the driver does not speak, speak or yawn, the mouth closure is different:
When the mouth is closed, the opening of the mouth is kept within a certain range,

between 0.0 and 0.35, with little change; when the ordinary mouth opens, the mouth
suddenly opens and closes, and the duration is short. When the big mouth yawns, The
opening of the mouth is large, generally greater than 0.5.

The third step is to count the duration of opening the mouth:
The duration of yawning and mouth opening when speaking is different. When

yawning is greater than speaking, the duration of mouth opening can be used to
distinguish whether the driver is speaking or yawning. The method to count the
duration of the open mouth is: multiply the number of open frames of the mouth by the
time of each frame to get the duration of the open mouth as follows:

The fourth step is to calculate the mouth movement frequency:
Define the frequency of mouth movements as the number of yawns per unit time:

Fy ¼ N
T

ð3Þ

In the formula, N represents the number of times the mouth is judged by Om, T
represents the unit time, and the frequency of mouth movement in the unit time is used
as the basis for determining fatigue.

When the driver opens his mouth frequently, but the duration of opening the mouth
is not long, and O_m is between 0.0 and 0.35, it can be judged that the driver is talking
at this time; when the driver opens the mouth for a long time and O_m is greater than
0.5, then It can be judged that the driver is yawning. Speaking and yawning. The more
the driver’s mouth is opened, the higher the driver’s fatigue or the number of times he
speaks. The frequency of mouth movements when speaking must be greater than the
frequency of mouth movements when yawning.

3.3 Blink Rate

When the human body enters a state of fatigue, there will be a short period of doze, and
accompanied by obvious eyes closed completely, when the head is raised, the eyes are
opened and the eyes blink frequently. In response to this phenomenon, statistics of the
state parameters of the driver’s head within a certain period of time, combined with
blinking frequency and other information parameters, can determine the degree of
driver fatigue.

Here we take 60 s as a cycle and count once in a blink of an eye. The following
formula can be listed:

Fe ¼ N
T

ð4Þ

If the test blink frequency is greater than 0.3 within a week, the driver is considered
fatigued.
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3.4 Eyes Closed

The driver only completely closes his eyes in one of the following situations, that is,
drowsiness and drowsiness cause the eyes to be completely closed for a long time.
Record the length of eyes closed and combine with other fatigue information to judge
the driver’s fatigue.

Here we use 6 s as a cycle to record the duration of all closed eyes in a period:

Ft ¼ x1 þ x2þ ...xn=T ð5Þ

After many tests and calculations, the length of closed eyes was standardized and
transformed. If the duration of closed eyes is greater than 0.2, the driver is considered
to be in a state of fatigue driving.

4 Face Data Fusion Based on TOPSIS Algorithm

4.1 Basic Principles and Evaluation Steps of TOPSIS

The TOPSIS method (Technique for Order Preference by Similarity to Ideal Solution)
ranks the relative merits of each evaluation unit by measuring how close the evaluation
unit is to the “ideal solution” and “negative ideal solution” and is one of the multi-
objective decision analysis A common method. The “ideal solution” is a solution that
assumes that each attribute value is the optimal value; the “negative ideal solution” is a
solution that assumes that each attribute value is the worst value. If the evaluation
object is closest to the “ideal solution” and far from the “negative ideal solution”, it is
the best; otherwise it is the worst. In this paper, when applying TOPSIS method, the
expert experience method is used to determine the weights, which can not only
combine multiple indicators of various research levels into a single indicator, but also
avoid subjectively specifying the weight of each indicator. It is easy to operate and is
conducive to the fusion of face information data. It is popularized in the evaluation of
the obtained fatigue value. The evaluation steps are as follows:

Construct Evaluation Matrix. For the m indicators selected by a certain element
layer of n evaluation objects in the fatigue evaluation system, the original data matrix
X ¼ fXijgn�m is obtained. In the formula, xij is the first. The value of the jth evaluation
index of the i evaluation objects, i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;m:

Matrix Standardization. Find the maximum value xjmax and minimum value xjmin of
each column xj in X separately, and then normalize xij to get the normalized value
rij i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .;mð Þ, and get the normalization matrix R ¼ frijgn�m.

Therefore, the value of “ideal solution” rjmax is rþj ¼ 1; “negative ideal solution”
r�j ¼ 0.
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Calculate the Euclidean Distance Between the Actual Value of Each Evaluation
Object and the Ideal Solution rþj and the Negative Ideal Solution r�j :

dþ
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

j¼1

wj � rij � rþj
� �2

;

v

u

u

t d�i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

j¼1

wj � rij � r�j
� �2

;

v

u

u

t ð6Þ

Calculate the Fatigue Value Ci After the Fusion of Facial Information of This
Element.

Ci ¼ d�i
�

d�i þ dþ
i

� �

i ¼ 1; 2; . . .; nð Þ ð7Þ

It can be seen that 0�Ci � 1 and Ci indicate that the driver status of the element is
better; otherwise. It means the driver’s condition is poor.

4.2 Comprehensive Calculation of Driver’s Fatigue Evaluation Value

From the low level to the high level, the TOPSIS method is used repeatedly, and finally
the comprehensive benefit C of land use in various regions of the country is finally
obtained. According to the measured value of driver fatigue in each state, the pros and
cons of the driver’s state are arranged and compared with the actual state to verify the
accuracy of the algorithm.

5 Experiment

In this experiment, videos of three classmates driving simulation were collected, and 30
consecutive frames were randomly selected from each video as experimental samples.
The experiment calculates the fatigue parameters according to the recognition results of
the fatigue detection device, uses the TOPSIS method to fuse the face data, and then
obtains the driver’s fatigue state value, so as to determine whether the driver needs to
be reminded to adjust the driving state in time.

The experimental results are shown in Table 1. It can be seen that the fatigue value
sorting results are in line with the actual tester’s status, indicating that the system’s
reasoning results have a high accuracy. When the fatigue value is less than 0.1, the
driver is determined to be in a fatigue state, reminding the driver to promptly Adjust
your own driving status, this device can meet the needs of driver fatigue warning. The
analysis shows that the discriminant error is mainly due to the large movement of the
subject’s head that causes the eyes to be blocked, or the edge of the mouth is blurred
due to light problems, which causes problems in segmentation.
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6 In Conclusion

A real-time monitoring method for driver fatigue state based on eye state recognition is
proposed. First, locate the eyes through face detection and heuristic rules, obtain the
status information of the eyes through Openmv, and then calculate five fatigue indi-
cators such as PERCLOS, average eye opening degree, and maximum eye closure time
to infer driver fatigue status. The results show that the five fatigue indicators extracted

Table 1. Experiment

PERCLOS
value 

Blink rate Eyes 
closed 

Population opening 
and closing fre-
quency 

wide 
awake 

0.00 0.10 0.00 0.10 
0.00 0.08 0.00 0.00 

0.01 0.12 0.00 0.12 

normal 

0.05 0.12 0.00 0.15 

0.04 0.18 0.00 0.13 

0.07 0.16 0.00 0.18 

general 

0.10 0.31 0.03 0.49 

0.12 0.24 0.01 0.52 

0.16 0.42 0.18 0.40 

sleepy 

0.20 0.66 0.37 0.66 

0.18 0.71 0.17 0.70 

0.50 0.69 0.91 0.54 

Population opening 
and closing range 

Fatigue value Rank 

wide 
awake 

0.20 0.1366 2 
 0.00 0.1170 1 

0.30 0.1089 3 

normal 

0.28 0.1086 5 

0.27 0.1083 4 

0.34 0.1018 6 

general 

0.64 0.0746 9 

0.70 0.0680 7 

0.39 0.0665 8 

sleepy 

0.84 0.0499 11 

0.51 0.0368 10 

0.63 0.0233 12 
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have significant differences under different fatigue levels. The TOPSIS data fusion of
different indicators can accurately and effectively detect the fatigue state of the driver.
The research in this paper is mainly aimed at indoor environments with uniform
background light. In the future, the research will be conducted under complex working
conditions such as changes in outdoor lighting environment, occlusion and facial
expression changes. On the basis of further improvement of the algorithm, the driver’s
operating behavior and Relevant information such as vehicle trajectory, through multi-
source information fusion, further improves the reliability and robustness of the
recognition system in the actual road environment.
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Abstract. With the increasing of aging and disability population, care robots
are going to be an assistant for elderly and disabled people. However, it is not
satisfied any more with just ordering them to carry out some simple assignments
mechanically. It is desirable that the robot is capable to avoid negative emotions
of objects, and make them more secure and comfortable feelings psychologi-
cally during the work process. In this paper, in order to explore how objective
environmental factors influence subjective feelings independently, an emotion
detecting and recognition platform was developed including a virtual-reality-
interact immersive environment for inducing object emotions and an imple-
mented physiological signal detection device in which physiological signals
including Electrocardiograph (ECG), Electromyogram(EMG), Electrodermal
activity (EDA), functional near-infrared spectroscopy (fNIRS) were recorded
synchronously. Verification experiments were executed and the results showed
its availabilities and efficiencies of the proposed emotion detection system.

Keywords: Virtual environment � Physiological signal � Emotion detection

1 Introduction

With the acceleration of aging society in China, elderly caring issues are worsening in
the coming decades. Service robots will have to be alternative in most of the situations.
In the process of human-robot interaction, it is very important for human’s physical and
mental health to be human’s positive emotions, to eliminate the alertness of the robot
and the psychological state of safety and freedom [1]. If the service robot cannot
perceive and respond to the user’s emotions and psychology, the user will easily
generate negative emotions [2]. Therefore, what is becoming more and more important
is that service robots ‘perception and feedback of users’ emotions and psychology.

Studies have shown that the users may be affected emotionally by the robot’s
appearance and behavior [3]. Professor Morales of Nagoya university in Japan use
robots as mobile vehicles to a variety of factors affecting human comfort (linear
velocity, linear acceleration, angular velocity, angular acceleration, obstacle distance,
etc.). Professor Anna G. developed a new robot training method [4]. The robot interacts
naturally and reasonably with the subjects through an EMG acquisition device that
captures the muscles of the human face. Different EMG signals were isolated from
facial expressions to obtain positive and negative feedback [5]. Affective computing is

© Springer Nature Singapore Pte Ltd. 2020
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an interdisciplinary field based on psychology, computer science and biomedical
engineering proposed by Picard [6]. Picard considers that human physiological signals
contain a lot of emotional information, and researchers can infer emotions by detecting
human physiological signals [7]. The key for emotion research is the method of
inducing and detecting emotions.

With regard to the method of detecting emotions, researchers can indirectly detect
human emotions by detecting physiological signals related to emotions. Emotional
physiological signals are controlled by the body’s central nervous system and auto-
nomic nervous system [8]. The central nervous system is derived primarily from the
cerebral cortex. The main function is to produce human thinking and emotional
changes. Electroencephalography (EEG) and functional near infrared spectroscopy
(FNIRS) have been added in more and more studies as a beneficial means to study the
lower emotional changes in the central nervous system [15, 16]. The autonomic ner-
vous system is not dominated by human will, it is closely related to emotions. When
human beings are emotionally stimulated, various organs and tissues of the organism
will be extensively activated, resulting in an obvious physiological response beyond the
normal physiological rhythm [9]. The rich sources of information on the physiological
response of the human body include brain and heart activity, blood pressure and
respiration and skin temperature changes, Muscle changes, and sweat secretion. When
human beings are emotionally stimulated and enter a more intense state of stress, brain
wave disorders will occur, such as rapid heartbeat, increased sweating, muscle stiffness
and other physiological phenomena [17–19]. However, under the same stimulus, the
difference in individual’s psychology and personality makes the physiological changes
they produce have differences, so a single physiological signal change is not enough to
express emotions. Different types of physiological signals have different sensitivity to
emotions, and fusion of multiple physiological signals can solve this problem [10].

With regard to the method of inducing emotions, with the development of science
and technology, Virtual Reality (VR) technology has gradually become an important
tool for psychological research [11]. Virtual reality technology can simulate the real
world and provide users with a high degree of immersion [12]. In the study of emo-
tions, virtual reality technology can not only effectively induce people’s emotions [13],
but also can more easily design the scenes needed for the experiment according to the
needs of the experiment, and can avoid various external interference [14].

This article studies the impact of obstacles on human emotions during the inter-
action between humans and wheelchair robots. Aiming at the problem of emotion
induction and emotion detection, this paper has designed a new 4D human-computer
interaction experiment platform. The platform is composed of two parts, including an
emotional induction platform and a physiological signal detection platform. The
emotion-inducing platform uses virtual reality technology to design the scenes needed
for the experiment. The platform is used to induce the subjects’ emotions. The hard-
ware equipment includes an intelligent wheelchair robot and a set of specialized VR
equipment. The physiological signal detection platform integrates four emotion-related
physiological signals. The hardware equipment includes an electrocardiogram module,
electromyogram module, Electrodermal activity module, and a functional near-infrared
spectroscopy instrument. The 4D human-computer interaction experiment platform is
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built to effectively induce people’s real emotions and detect emotions comprehensively
and accurately. This has laid a solid foundation for future research in the field of
emotion recognition.

2 4D Human-Computer Interaction Experiment Platform

2.1 Mobile Device Module

The intelligent wheelchair uses four brushless dc motors to drive omni-directional
wheels. The operation mode of intelligent wheelchair can be divided into manual
control mode and PC control mode. Manual control mode manual control mode switch
position in the command input module through the command input module. The
command input module has two knobs, an emergency stop button and a joystick. Two
knobs are used to control mode switching and speed level adjustment respectively.
When the wheelchair is in PC control mode, it can be driven by receiving information
from the external computer through the RS232 data communication interface. As an
experimental platform, the use of this intelligent wheelchair helps with a variety of
control needs (Fig. 1).

2.2 Environmental Equipment Module

Any subtle changes in space can lead to physiological responses that is difficult to be
detected. In order to minimizing the psychological and emotional reaction of non-
experimental factors in the experiment. We developed an environmental device for
reasonably efficient emotional induction. Oculus rift cv1 professional VR virtual reality
equipment was employed as a visual device. It can simulate an interactive and realistic
360° 3D scene. wo screens with resolution of 1080 � 1200 pixels are mounted
simultaneously that ensures the smooth operation of 360° 3D scene without interrup-
tion. It helpful for users to fully immerse themselves in the 3d virtual world, and makes
it possible to have a high degree of immersion and presence in the scene.

Fig. 1. The function and structure of the intelligent wheelchair
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To ensure clear details of the virtual scene, we used Autodesk 3Dmax to design the
scene model (room, floor, window, ceiling, human body, wheelchair, obstacles). After
the drawing is completed, the 3D model is rendered with VRAY to simulate the real
scene. Then, we used the UNITY 3D integrated game development tool as a platform
for scene visualization and virtual scene construction. The 3D model drawn in advance
was imported, and the software development kit based on Unity3D environment pro-
vided by Oculus was used for programming modification. Call the VR camera provided
by Oculus for the main camera. Users can also control the perspective freely according
to their will on the basis of ensuring continuous effects (Figs. 2 and 3).

2.3 Physiological Signal Detection Equipment Module

This research is mainly to build an emotional detection platform based on physiological
signals. So that enrich the comprehensive study of human physiological changes under
the emotional fluctuations. We collected the blood oxygen content of the prefrontal
lobe under the control of the central nervous system and the electrical signals of the
heart, muscle and skin under the control of the autonomic nervous system, respectively.
From the active and passive two aspects to examine the physiological response of
human body.

Cardiac, muscle and skin conductance signals are collected using MP160 multi-
channel physiological signal acquisition instrument from BIOPAC. MP160 is a pow-
erful computerized multi - guide physiological recorder. An integrated approach is
provided for the collection and recording of physiological signals from a variety of

Fig. 2. Oculus rift cv1 professional VR virtual reality equipment

Fig. 3. The human model and the experimental scene built in unity3D environment
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different position. The signal of blood oxygen content in the frontal lobe of brain was
selected from the functional near-infrared spectroscopy (fNIRS) of WOT-100 produced
by Hitachi. It can monitor changes in cerebral blood flow in the frontal lobe of the
brain. Functional near infrared spectroscopy (fNIRS) is a new non-invasive brain
imaging technique. FNIRS performs functional brain imaging on a similar principle to
functional magnetic resonance imaging (fMRI). When the brain receives an external
stimulus, neural activity in the brain causes local hemodynamic changes.

3 Main Software Design

3.1 4D Effect Driver Function

It realizes the synchronization of virtual environment and real environment, achieves
the consistency of physical sensation (wheelchair) and visual effect (virtual environ-
ment), and constructs a 4D human-computer interaction environment. To do this, you’ll
need a laptop, an Oculus rift cv1 virtual reality device, and an intelligent wheelchair
and an RS232 USB cable. The specific connection mode is shown in Fig. 4.

We use Visual Studio 2012 programming platform and C++ language to write the
program. The control procedure of the intelligent wheelchair follows the instruction
manual and communication protocol of the intelligent wheelchair. Four brushless dc
motors are driven by control instructions. The entire control instruction contains a total
of 21 bytes. Every 3 bytes controls the operation of a motor, including enable, rotation
direction, and motor speed. 1–3 bytes, 4–6 bytes, 7–9 bytes and 10–12 bytes are
respectively responsible for controlling the left front wheel, right front wheel, left rear
wheel and right rear wheel (Fig. 5).

Fig. 4. Laboratory equipment connection diagram

Fig. 5. Intelligent wheelchair control commands
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Based on the Visual Studio 2012 programming platform, we created a Visual
interface by adding MFC project resource dialog while writing the wheelchair driver.
Firstly, manually enter a real speed (0 m/s–1.6 m/s). After clicking start, open the serial
port and save the real speed into the set speed array. Brushless dc motor is driven by
hexadecimal assignment (command speed = real speed *219.8). At a sampling rate of
50 ms, the speed array is written continuously to the serial port, and then the RS232
data line is used to pay the brushless dc motor under the four omnidirectional wheels
for motion control.

On the other hand, the above speed array is written into the set virtual serial port
through virtual serial port technology. Use the Visual Studio 2012 platform to program
using the C# language, Load the script into the wheelchair model. When the startup
button is opened, the virtual serial port is opened at the same time, and unity3d
automatically executes the prepared script. Receive the realistic speed from the visu-
alization window. The virtual wheelchair model will move in line with the world
coordinate system in 3D unity (displacement = speed * time * direction of movement).
After the stop button is pressed, each serial port is closed, the serial port handle is
cleared, and the intelligent wheelchair and the virtual wheelchair are stopped.

3.2 Synchronization Function of Multi-physiological Signal Equipment

The Biopac MP160 and the HITACHI WOT-100 functional near-infrared spectroscopy
(fNISR) are two physiological signal detection devices. To ensure the consistency of
sensor detection data. We consider programming two kinds of physiological signal
detection equipment to achieve synchronous acquisition.

Synchronization program using Visual Studio 2012 programming platform, using
C++ language. it is convenient for people to interact with the program during its
operation by using MFC. The formation and construction of the interface is done by the
computer. Because of the WOT-100 functional near-infrared spectroscopy equipment,
the equipment is equipped with software ktControlPC, which can receive the trigger
signal and the termination signal through the serial port. Change the parameter set in
ktControlPC to set the serial port trigger. Use the docking between two virtual serial
port modules. Realize the trigger and termination of upper computer control.

The Biopac MP160 host device can receive signals from external triggering devices
via the Biopac STP100 isolated digital interface. In order to realize the function of
control trigger and stop of upper computer, C8051 single chip microcomputer is used
to connect with STP100 isolated digital interface. The digital signal generated by the
MCU will consist of two levels. The digital signal generated by the MCU will consist
of two levels, +5 v and 0 v. Positive 5 V is interpreted as binary 1, 0 V is interpreted as
binary 0. When the serial port is opened and the switch is off (the button is pressed), the
rising edge signal changes from 0 V to +5 V. When the serial port is closed, the drop
edge signal changes from +5 V to 0 V when the switch is on (the button is pressed).
The Setuptrigger option in the software AcqKnowledge attached to the Biopac MP160
device was set as the External mode, and the rising edge trigger mode was selected.
The equipment for recording physiological signals is a Biopac M160 basic unit (with
corresponding ECG, EMG, and EDA modules) and a WOT-100 functional near-
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infrared spectroscopy device. Record the signal on the laptop using AcqKnowledge 5.0
and ktControlPC software.

Firstly, AcqKnowledge and ktControlPC are configured separately. Run the MFC
program to initialize the serial port. After pressing the start collection button, the
program will simultaneously send a trigger signal to the serial port communicating with
the MCU. At the same time, the data collection and data storage of the sensor will also
start to run. The data is stored in a file as a time series for easy analysis and processing.
After pressing the end collection button, each serial port is closed, the serial port handle
is cleared, and the sensor stops data collection (Fig. 6).

4 Emotional Induction Test

4.1 The Subjects

The consent of all participants has been obtained in this study. A total of 15 participants
aged from 21 to 26 (M = 23.2, SD = 2.2). All the subjects were students and teachers
from Shenyang university of technology. The subjects were assured that they had no
history of chronic or psychiatric illness. And all subjects had no or minimal experience
with virtual environments.

4.2 Wearing Mode

Before the experiment, the test equipment should be properly worn for the subjects.
CATHAY CH3236TDY disposable physiological electrode was used as a medium to
connect the BIOPAC wireless detection module with the human body. The skin
conductance EDA module in BIPACMP160 connects the left index finger, middle
finger and lower left metacarpal respectively to measure. EMG is connected to the
brachioradialis muscle of the right arm. ECG is connected to the lower left chest. Head
Hitachi functional near infrared spectroscopy and Oculus VR virtual reality equipment.
As far as possible, subjects should be comfortable to wear and have clear vision before
the experiment so that avoiding adverse effects on the experiment (Fig. 7).

Fig. 6. Schematic diagram of physiological signal detection equipment connection
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4.3 Design of the Experiment

The main purpose of this experiment is to consider the factors that may affect the
human emotions (the distance between the obstacle and the human body, the shape of
the obstacle) in the complex environment in which the human interacts with the
intelligent wheelchair robot.

For this reason, we used 4D high immersion virtual scene to create a 10 m*20 m
full simulation virtual indoor scene. A virtual model similar to a subject in an intelligent
wheelchair was made. The width of the wheelchair is 1 m and the height of the human
eye is 1 m. Simulate real life scenarios that may occur when a person interacts with an
intelligent wheelchair robot. Then two independent factor evaluation experiments were
conducted.

The transverse distance between the subject and the obstacle was taken as an
independent evaluation factor: during the experiment, the wheelchair would move in a
straight line at a constant speed, with an obstacle on the left side of the road. obstacle
plane parallel to the runway. In the experiment, the distance d between the wheelchair
and the obstacle (a cube with side length r = 1 m) was 0.2 m, 0.3 m, 0.4 m, 0.5 m,
0.6 m, 0.7 m, 0.8 m (Figs. 8 and 9).

The obstacle shape was taken as an independent evaluation factor: during the
experiment, the wheelchair would move in a straight line at a constant speed, with an

Fig. 7. Wear mode of physiological signal acquisition equipment

Fig. 8. Distance experiment Fig. 9. Shape experiment
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obstacle on the left side of the road. Different from the distance experiment in the
previous group, the obstacle in this group faces the runway vertically at the sharp
Angle. The height of each obstacle is 1 m, and the radius of the outer circle is 0.5 m.
The distance between the wheelchair and the obstacle is fixed as d = 0.2 m. The
subjects performed each independent factor evaluation in an experiment in which
intergroup comparisons were in random order. Before each experiment, the subjects
were given a 3-min break to calm down and adjust their mood, reduce the possibility of
interference between groups.

5 Data Analysis

In the distance experiment, we obtained 105 data samples from 15 subjects (each
subject,7 experiments and 7 physiological data samples). In the shape experiment, we
obtained 36 data samples from 12 subjects (each subject,3 experiments and 3 physi-
ological data samples).

Each sample contains four physiological signals, including ECG, EMG, EDA and
prefrontal blood oxygen content. Tables 1, 2 and Figs. 10, 11 and 12 are sample
information and physiological signal data, where the emotion- inducted variable is the
distance between the person and the obstacle. Tables 3 and 4 and Figs. 13, 14 and 15
are sample information and physiological signal data, in which the emotion-induced
variable is the shape of the obstacle.

Table 1. Distance experimental sample information

Sample Specific information

Number of subjects 15 persons (9 males and 6 females)
Number of samples 105
Sampling frequency 2000 Hz
The sample time 20 s

Table 2. Sample 1 2 3 of a subject in distance experiment

Distance variable Obstacle shape Wheelchair speed The runway length

0.2 m quadrangular 0.4 m/s 8 m
0.4 m quadrangular 0.4 m/s 8 m
0.8 m quadrangular 0.4 m/s 8 m
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Fig. 10. Physiological data from sample 1

Fig. 11. Physiological data from sample 2

Fig. 12. Physiological data from sample 3
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Table 3. Shape experimental sample information.

Sample Specific information

Number of subjects 12 persons (8 males and 4 females)
Number of samples 36
Sampling frequency 2000 Hz
The sample time 15 s

Table 4. Sample 4 5 6 of a subject in shape experiment.

Shape variable Distance Wheelchair speed The runway length

Triangular prism 0.2 m 0.4 m/s 6 m
Quadrangular 0.2 m 0.4 m/s 6 m
Cylinder 0.2 m 0.4 m/s 6 m

Fig. 13. Physiological data from sample 4

Fig. 14. Physiological data from sample 5
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After the end of the experiment, we carried out a general analysis and research on
the distance experiment and the shape experiment respectively. Both the blood oxygen
content signal and the skin electrical signal are the original signals of the sensor. We
carried out band-pass filtering on the EMG signal to eliminate the interference of
baseline drift and signal noise, and detected the original ECG signal with QRS wave
group so that calculating the corresponding RR interval to convert it into the heart rate
signal.

Under the test of independent evaluation factors with shape as the emotional
inducing variables:

(1) When the obstacle has a large lateral distance to the subject (0.6 m–0.8 m), the
change range of each physiological signal is relatively flat, even without obvious
fluctuation.

(2) When the lateral distance between the obstacle and the subject is relatively
average (0.4 m–0.5 m), each physiological signal has a certain range of change.

(3) When the obstacle is relatively close to the transverse distance of the subject
(0.2 m–0.3 m), the physiological signals will fluctuate greatly.

Under the test of independent evaluation factors with shape as the emotional
inducing variables:

(1) when the obstacle is a sharp triangular prism and a quadrilateral prism with edges
and corners, the variation range of each physiological signal is relatively large.

(2) when the obstacle is a round cylinder, the fluctuation of each physiological signal
is relatively gentle.

And then the measured physiological data (EMG, ECG, EDA, fNIRS) were nor-
mally distributed. After the data were imported into Statistical Product and Service
Solutions, repeated two-factor RMANOVA was applied. The obstacle distance test
results, where the distance was an independent evaluation factor, showed that the
obstacle distance [F(3,51) = 44, P = 0.0+] and the time [F(2,34) = 3.7, P = 0.03] had
significant influence on the experiment. The distance (0.2 m–0.3 m) was significantly

Fig. 15. Physiological data from sample 6

90 B. Yang et al.



different from other groups in the distance experiment (P = 0.02). Shape test results
showed that shape of obstacle [F(1,16) = 4.56, P = 0.05] and time [F(2,34) = 10,
P = 0.004] had significant influence on the experiment. When the obstacle is a rounded
object, there is a significant difference between the groups of other sharp objects in the
shape experiment (P = 0.01).

To this end, we can come up with a theory: With the proximity of obstacles, the
pressure on people’s emotional and physiological reactions showed an increasing trend
in the distance experiment. When the obstacle is an object with edges and corners, the
stimulation to human body is more obvious than that of the round object in the shape
laboratory.

According to the above analysis, it is not difficult to find that changes inmood lead
to fluctuations in the physiological signal spectrum. There is a strong correlation
between emotions and physiological signals.

6 Conclusion

This paper studies the influence of obstacles on human emotions during the interaction
between human and wheelchair robot, and builds a 4D human-computer interaction
experiment platform. The platform consists of two parts, including an emotional
induction platform and a physiological signal detection platform.

The emotion-inducing platform uses virtual reality technology to design an
immersive virtual experiment scene for human and wheelchair robot interaction, and
can simultaneously run the wheelchair robot in the real environment and the wheelchair
in the virtual environment, further increasing the immersion. The platform can effec-
tively induce the emotions of the subjects.

The physiological signal detection platform integrates four emotion-related physi-
ological signals controlled by the autonomic nervous system and the central nervous
system, and the platform realizes the synchronous acquisition of the four physiological
signals.

This paper carefully designed the experimental process, and studied the influence of
a single factor (the distance between people and obstacles and the shape of obstacles)
on people’s emotions. According to the later report of the subjects, the majority of
subjects subjectively indicated that the distance between the obstacles and the shape of
the obstacles did have the ability to affect their own emotional changes. With the
increase of the distance of the obstacle and the sharpness of its shape, negative emo-
tions such as tension, anxiety and fear appeared at the psychological level. By statistical
analyzing the physiological data obtained in the experiment, This paper finds that the
distance between the person and the obstacle and the shape of the obstacle can indeed
affect the emotional change of the person, verifies the correlation between the emotion
and the physiological signal, proves the feasibility of the experiment design, and proves
the effectiveness of the human-computer interaction experiment platform.
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Abstract. The walking rehabilitation training and comfortable auxiliary
walking in daily life are crucial in improving the life quality for the elderly and
the disabled. A walking rehabilitation training robot is developed in this paper,
which integrates passive walking, active walking and hybrid walking mode. To
achieve a non-contact detection approach of motion intention, we develop a
multi-channels proximity sensor, and establish the detection platform. A motion
control method with compliance and safety based on adaptive neural fuzzy
inference system is proposed to investigate the user’s motion intention and
generate the control target. Finally, comparative experiments are implemented to
verify the superiority and effectiveness of the proposed method. The results
showed that the rehabilitation training robot with the proposed controller has the
capability to precisely control motion state after calculating the user’s walking
intents. Our proposed method can effectively provide the assist strategy with
compliance and safety for the elderly and the disabled. The walking assisted-
robot with similar structure, which integrates the proposed approach, has a good
universal property for the elderly and the disabled with different motion capa-
bility in the hospitals, pension centers, and families.

Keywords: Walking rehabilitation training robot � Multi-channels proximity
sensor � Safety and compliance � Adaptive neural fuzzy inference system

1 Introduction

Owing to the growth of aging population and the disabled people suffering from lower
limb disorders, there exist great demands for assisted walking tools under the condition
of relative lack of professional nursing [1, 2]. Meanwhile, walking rehabilitation
training and comfortable auxiliary walking by assisted walking tools are crucial in
behavioral assistance of daily life. Assisted walking robot generally can be categorized
into two types: exoskeleton robots [3, 4] and walking vehicle robots [5, 6]. Although
different kinds of auxiliary devices effectively provide multiple auxiliary functions in
public places, they would prefer to stay in their home where they feel more confident
than moving to any expensive adult care or healthcare facilities. Therefore, our labo-
ratory developed a welfare robot: Walking Rehabilitation Training Robot (WRR),
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which can be applied to interior space for the elderly and the disabled who have lost
their walking balance. This WRR integrates three auxiliary modes, passive walking,
active walking and hybrid walking mode, which provides the appropriate assisted
walking according to the user’s motion capability.

It’s crucial to accurately identify the user’s motion intention during the process of
operating the robot [7]. In recent years, some interaction strategies, such as handle
manipulation, voice interaction and bioelectric signal interaction, have been applied to
intention recognition [8–10]. Using the joystick is often adopt to identify the user’s
direction intention, however, it’s difficult and dangerous for the users to focus on
controlling the joystick during rehabilitation training walking [8]. Speech recognition
can accurately recognize human language through deep neural network technology [9],
but it is difficult to accurately express the ambiguous position and direction. Surface
electromyography has been applied to recognize the motion intention, because of its
rich information and mature non-invasive acquisition technology [10]. However, it is
troublesome for the patients to wear the sEMG devices repeatedly in the application
process. Moreover, due to the high time-varying of sEMG signal, the lack of lower
extremity function leads to the large individual difference, which affects the stability of
the system. To improve the safety and convenience of patients, this paper proposes a
non-contact motion intention recognition approach. Through the application of multi-
channel proximity sensors and pressure sensors, the motion intention is investigated,
which includes the walking speed intention and abnormal gait. Finally, the motion
controller is proposed based on the motion intention. Various experiments and com-
parative analysis are performed to verify the correctness and effectiveness of the
method.

The remaining part of this paper is organized as follows. Section 2 introduces the
walking rehabilitation training robot and multi-channels proximity sensor. Section 3
illustrates details about the motion method based on the adaptive neural fuzzy inference
system. In Sect. 4, the experiments and comparative analysis are conducted. Finally,
the conclusions are given in Sect. 5.

2 Walking Rehabilitation Training Robot

Aiming to resolve convenient assistance of daily behavior based on the user’s appeal,
our laboratory developed WAR in Fig. 1 for people with walking disabilities. WAR
provides functions of auxiliary standing and auxiliary walking. WAR equipped with
the omnidirectional wheel could swerve in narrow spaces with no turning radius. It has
three gait training modes: (i) Passive training (based on the preset path); (ii) Active
training (based on recognition of users’ intention); (iii) Hybrid training (the combi-
nation of Passive training and Active training). These directions and velocities of the
two robots can be controlled by telecontroller, joystick, and the body center of gravity,
which can achieve active motion, passive motion and hybrid interactive strategy
combined with the actual situation of the patient.

To detect the walking direction intent and gait information, the test platform was
implemented, as shown in Fig. 2. Proximity sensors (Fig. 2(c)) were adopted to
measure a user’s walking while using the walking assistive robot. The proximity sensor
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can detect linear distance from the robot plate to both legs, and the communication
frequency of whole system is 100 ms. The proximity sensor measures the distance and
sends data to a microcomputer (Fig. 2(b)). The microcomputer converts CAN com-
munication data to Serial communication data, and sends them on a PC (Personal
Computer). The application on the PC has two functions, recording the distance data
and controlling the walking assistive robot.

Pressure plate

Omnidirectional moving chassis

8-channel proximity sensor

Data acquisition circuit

Fig. 1. Walking rehabilitation training robot

SH74552
Microcontroller

SN65HVD230 
CAN Transceiver VL6180X

Fig. 2. 8-channels proximity sensor
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Fig. 3. Overall block diagram of the proposed assistive strategy with safety and compliance
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3 Motion Control Method

The Fig. 3 shows the block diagram of the proposed assistive strategy with safety and
compliance, which serves as the controller for the robot. In Fig. 3, the ANFIS (adaptive
neural fuzzy inference system) receives the relative distance data of both legs from the
proximity sensors, and then generates an output driving speed. This output value,
combined with the emergency braking force determined by the abnormal gait recog-
nition system, is sent to control the robot for safe assistance. The forearm pressure
information and gait information of user are applied to identify the abnormal gait [11].
It is crucial to provide emergency braking force with the aim of walking safety. Finally,
the robot provides the functions of assisted-walking and abnormal gait recognition
based on the user’s motion intention.

3.1 Kinematics of Walking Rehabilitation Robot

According to the robot’s structure, the motion coordinates of the walking rehabilitation
robot is established in Fig. 4. The parameters and coordinate system are as follow: l:
distance between the geometric center and wheel; v: the velocity of the robot; a: angle
between x-axis and the movement direction of the robot; hi: angle between the wheel
i (i = 1,2,3,4) and the x-axis. The kinematics equation of robot is:

v1
v2
v3
v4

2
664

3
775 ¼

� sin h cos h l
cos h sin h �l
� sin h cos h �l
cos h sin h l

2
664

3
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vy
_h

2
4

3
5 ð1Þ

Fig. 4. Motion coordinates of robot
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where vx, vy are the x and y component of velocity of robot. The relationship between
the four wheels speed is:

v1 þ v2 ¼ v3 þ v4 ð2Þ

Then we obtain the following equations:

vx ¼ cxGv � cos h
vy ¼ cyGv � sin h

ð3Þ

where cx, cy are the velocity parameters along x-axis and y-axis, and Gv is walking
intention speed.

3.2 Adaptive Neural Fuzzy Inference System

Considering the fuzziness properties in this computational process, especially the
mapping between the user’s intention speed and measured gait information, the fuzzy
approach is applied in this paper. To be applicable for users with various motion
capability, the adaptive neural fuzzy inference system (ANFIS) is adapted for its
excellence at adaptation and low computational cost. The designed architecture of
ANFIS is shown in Fig. 5, which includes five layers. The calculation process is shown
in Fig. 6.

Where cij, rij are the premise parameters to be adjusted by using the back propa-
gation gradient method in Fig. 6. xi expresses the fitness of the fuzzy rule.
pi0; pi1; � � � pi10 are the parameters of the inference part. For the training of the learning
scheme, the input data of the 32 distance data and intention velocities, and output data
of the driving speed are collected.

Aij

Aij

Aij
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Fig. 5. The ANFIS architecture
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4 Experiments and Discussion

4.1 Experiment of Auxiliary Walking

The experiment of auxiliary walking is conducted based on the proposed method. Four
subjects walk 10 times (20 m/time) assisted by the rehabilitation robots, as shown in
Fig. 7. Two walking states are included, normal gait and restraint gait. To simulate the
restraint gait of the elderly and the disabled, the knee joint of subject is fixed with the
holder.

Figure 8 shows relative distance data between both legs and the rehabilitation robot
under the conditions of normal gait and restraint gait. For the purpose of exact goal,

Layer 1:(input layer) each code in this paper represents the degree of the 
membership function for the input variables with Gaussian shaped member-

ship function:

Layer 2:(rule layer) the fitness of each fuzzy rule is determined by using 
the t-norms algebraic product operation:

Layer 3:(normalization layer) the fitness is normalized to be between 0-1:

Layer 4:(inference layer) the inference operation for the fuzzy rule is pro-
cessed, with the Sugeno inference model:

Layer 5:(output layer) this layer is the defuzzification layer. It infers each 
fuzzy rule for the final output:

Fig. 6. The five layers of ANFIS
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data of start-up time and end time are excluded during the whole calculation. The
subject 1 is the normal gait assisted by the rehabilitation training robot in Fig. 8(a) and
the subject 2 is the restraint gait assisted by the rehabilitation training robot in Fig. 8(b).
The normal gait of subject 1 is alternate swing in Fig. 8(a), which implies that the
rehabilitation training robot effectively keep up with the user’s intentional walking
speed. The right leg of subject 2 is nearer to the robot in restraint gait than left leg,
which is an effective and ease method to support the body weight according to the
subject’s walking habit. The experiments show that the proposed approach accurately
recognize the gait rhythm, which provides the theoretical basis for calculating the
walking speed based on user’s subjective intention. The rehabilitation training robot
based on the proposed approach effectively keep up with the users’ walking speed
(Fig. 9).
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Fig. 7. Experiment of auxiliary walking
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To quantify the comfort of interaction, walking speed and stride length are applied
to evaluate the subjective comfort. The parameters of walking speed and stride length
are divided into five grades (Very Low, Low, Common, High, Very High). It represents
the user’s five perception levels for different parameters. The model of comfort eval-
uation for subject 1 is established in Fig. 7. The subject 1 has the most comfortable
feeling when the system adopts the fast walking speed and the medium stride length.
The proposed auxiliary strategy close to active gait improves the comfort of users.
Therefore, the walking rehabilitation training robot with the proposed controller pro-
vides the most comfortable auxiliary strategy for the users with different motion
capability.

4.2 Method Comparison

To examine robot’s movement accuracy, the following experiment and method com-
parison are implemented. When one subject performs 100 forward steps of uniform
length (approximately 30 cm), we check how accurately the rehabilitation robot fol-
lowed the stride length. Figure 10(a) and (b) show the results conducted by previous
control method in [12] and [13], respectively, and Fig. 10(c) presents the results based
on the proposed control method.
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Fig. 9. Comfort assessment of one subject
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Compared to Fig. 10(a) and (b), the signals in Fig. 10(c) have the minimum
fluctuation. The mean value, standard deviation, maximum value, and minimum value
with different control methods are shown in Fig. 4(d), which includes the statistical
results of subjects with various motion capability. The experiment shows that the
proposed control method effectively generates straight-line motions that closely cor-
responded to the stride lengths and stride rates of the subject. It provides a solid
theoretical basis for active-assisted walking training and semi-assisted walking training
in walking rehabilitation training.

Moreover, experiment with time-varying parameters is performed where the for-
ward movements of a subject are retested by varying the stride lengths in the following
order: 10, 15, 20, 25, and 30 cm in Fig. 11. The experiment shows that the proposed
method has more accurate displacements compared to the results with the PID con-
troller. Specifically, in Fig. 11, the widest fluctuation range appears in the 15 cm-stride,
and the strides exceeding 20 cm showed relatively fewer fluctuations. We can verify
the advantages of the proposed method through experiments:
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Fig. 10. Comparison of robot displacement variations. (a) Result of the prelearning controller.
(b) Result of the PID controller. (c) Result of the proposed controller. (d) Comparison of
statistical parameters
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a. The statistical results show that the proposed control contributes to reduce the faulty
measurements and generations in previous time steps. The rehabilitation training
robot with the proposed controller has the capability to precisely control motion
state after calculating the user’s walking intents.

b. Compared with PID control method, the proposed method can ensure that the robot
track the user’s gait more accurately. The auxiliary mode, which has both safety and
flexibility, provides an efficient training mode for different groups of users.

To verify the economy and reliability of this method, we compare the proposed
method with traditional method, as shown in Table 1. Most of the abnormal gait
recognition methods need to wear special wearable equipment. Although the recog-
nition rate is almost the same as other recognition methods, the proposed method
increases the recognition of dragging abnormal gait, and it’s more comfortable, eco-
nomic and convenient. For the purpose of better service for the elderly and people with
walking disabilities, our laboratory established smart house based on multiple welfare-
robots: GRR, WAR, Intelligent Wheelchair Robot (IWR), Excretory Support Robot
(ESR), and Transportation Robot (TR). These robots integrate the proposed method, as
shown in Fig. 12. It includes 3 areas: recreation area, living area, and rehabilitation
area. The method proposed in this paper can be applied to similar walking aids, which
has a better promotion value for the scene of assisting the elderly and the disabled in
daily life.
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Fig. 11. Comparison of robot displacements based on PID controller and the ANFIS controller,
respectively, for different stride lengths
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5 Conclusions

This study proposes a non-contact auxiliary strategy with compliance and safety for
walking rehabilitation training robot. Firstly, we develop the walking rehabilitation
training robot for the disabled and the elderly. To achieve a non-contact motion
intention detection, we develop the 8-channel proximity sensor, and establish the
detection platform of gait information. Then, we propose the motion controller with
compliance and safety. Especially, the ANFIS is proposed to investigate the user’s
motion intention and generate the control target. The experiments and comparative

Table 1. Comparison of recognition system of abnormal behavior

COP-FD SVM Our
method

Wear equipment Proprietary wearable
devices

Proprietary wearable
devices

No

Wearing position Shoes Waist No
Recognition in multiple
directions

Yes Yes Yes

Dragging gait Yes No Yes
Accuracy rate 90% 95.83% 91.22%
False recognition rate 18.18% 0.89% 6.27%

Fig. 12. Experimental scenes in daily life. (a) Application scene: the smart house based on five
welfare robots (b) Walking rehabilitation training based on preset path (c) Auxiliary walking and
take things on the table (d) The recognition of abnormal gait
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analysis are implemented to verify the superiority and effectiveness of the proposed
method. The results show that our method can effectively provide the assist strategy
with compliance and safety for the elderly and the disabled with different motion
capability. Compared with the previous methods, our method has improved the system
economy, which is more suitable for an intelligent walker with a similar structure. The
assist-robots integrated with the proposed method have a good universal property for
the elderly and the disabled with weak motion capability in the hospitals, pension
centers, and families. However, the proposed algorithm is verified on the simulated
scenarios in our lab. It may be different from the real scene of assisting the elderly and
the disabled. Therefore, we plan to conduct detailed research and continue to optimize
the algorithm in some specific scenarios in future work.
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Abstract. In this paper, we considered the task of the robot learning
low-level trajectory task in a novel clustered constraint environment.
We propose a novel adaptive trajectory algorithm used to generate the
necessary trajectory which satisfies the constraint of avoiding collision
with an obstacle. Our approach is based on Gaussian mixture model
which decomposes the trajectory into several ellipses since the isoline
of a single Gaussian model is also an ellipse. Moreover, we employed
the principle of the artificial potential field to modify the direction of
the motion in the presence of obstacles. Since our approach is based
on the underlying reactive skill dynamics, it does not share the same
disadvantages as approaches which assume both the model of the task
trajectory and the response from the obstacle should be learned from the
demonstrations.

1 Introduction

The most essential skill in humans is the reaching skill. Human beings apply
reaching skill in most of our daily life activities to bring a human hand to the
object of interest without collision. This strong environmental adaptive skill is
required for collaborative robot arms that must coexist with a human operator
at work places such as in part assembly tasks. For industrial manipulators, it
is usually assumed that the motion of the end-effector is mostly disturbed by
any obstacle especially when the task learning is a low-level trajectory task. In
such a situation, the task execution must be interrupted and a control algorithm
has to be used to move the end-effector around the obstacle. Addressing this
challenging problem requires a robot to possess a set of skills which may be
difficult to pre-program since the position of the obstacle is usually not known
in advance.

Ignorance of such circumstance led to most prior approaches proposed in
the past [1,2] assuming that demonstrations are performed in uncluttered con-
strained environments. But the presence of cluster in the environment can intro-
duce additional constraints which if not accounted for can undermine the under-
lying human intent of reaching the desired goal. So, their approach is impractical
in a real-world scenario since human environment keeps changing with time.

c© Springer Nature Singapore Pte Ltd. 2020
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https://doi.org/10.1007/978-981-33-4932-2_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4932-2_8&domain=pdf
https://doi.org/10.1007/978-981-33-4932-2_8


106 U. E. Ogenyi et al.

Further approaches employed the principles of motion planning algorithms
which can compute collision-free path required for a robot to successfully com-
plete a task [3]. Researchers have employed various motion planning algorithm,
such as Dynamic roadmaps (DRM) [4,5], Rapidly Exploring Random Trees
(RRT) [6,7], and elastic [8,9]. Although, significant improvements have been
made using this approach, in general, motion planning algorithms is computa-
tional complex due to the high dimensionality of the configuration space that
must be considered.

Another school of thought believe that Learning from Demonstration (LfD)
could better be employed in learning skills from human demonstration in a clus-
tered environment. Amongst other benefits of LfD approach is its flexibility in
learning complex motions and simplicity/easy to implement [10]. Also, LfD has
the advantage of allowing people without programming skills to transfer tasks
skills to the robot just by demonstrating and allowing the robot to learn from
those demonstrations [11]. This attribute of LfD makes the robot more adaptive
to a new environment with only minor adjustment to the learning parameters.

Several works have been proposed to learn the dynamic movement primi-
tive as well as coupling terms for obstacle avoidance from demonstrations. For
example, [12] learn a DMP which encapsulates correlation information of the
coupling motor control variables and employed reinforcement learning to modu-
late the optimal parameters of the dynamical system in a new an environment.
Furthermore, Chi et al., [13] method integrated dynamic potential filed with the
acceleration equation of the DMP to realise reactive action depending on the
distance and velocity between the robot’s end-effector and the obstacle. [14] also
employed this method and further introduced cost function to estimate the devi-
ation from the mean of demonstrations to the distance of the obstacle from the
environment. A major drawback of this approach is the assumption that only
the mean of the demonstration sufficiently expresses demonstrated skills. In con-
trast, we propose a control strategy which aims to in addition to the mean of the
distributed demonstrations identify and incorporate how spread the distribution
is in order to efficiently express the demonstrated skills. Moreover, DMPs allows
only a single demonstration which limited its ability to potentially learn different
ways of executing tasks skills, hence limiting its robustness in new scenarios.

On the other hand, the statistical model (GMM/GMR) permits variant
demonstrations for task learning, hence promising robust generalisation of tasks
in new scenarios. The probabilistic approach ‘GMM/GMR’was used for mod-
elling and predicting motion trajectory [15]. In another work, [16] presented a
method that uses GMM/GMR to encode and compute an average trajectory
from a set of sub-optimal task demonstrations. Some approaches [17] added the
skill constraints at the demonstration stage such that the influence of the con-
straints is learned to achieve the desirable trajectory at the reproduction stage.
However, learning the influence of the entire constraints from the demonstration
stage is not feasible and therefore this approach is not suitable for an adap-
tive reaching tasks considered in our work. Our proposed approach estimates



Adaptive Collision-Free Reaching Skill Learning from Demonstration 107

the parameter both from the demonstration state and the reproduction stage to
more accurately acquire the desired trajectory.

In our work, we tackle the problem of learning skills from human demonstra-
tions which can be influenced by the presence of obstacles. We use kinaesthetic
teaching for data collection from human demonstrations. From these demonstra-
tions, robot joint angles and its associated timesteps are recorded and used to
learn the direction which will lead the end-effector through the desired motion.
We adopt the GMM to compute the optimal path for the robot to reach the
goal point and proposed a modified virtual repulsive potential function to avoid
obstacles.

2 Motion Trajectory Learning

The most popular method for learning human motion trajectory is by using
Gaussian Mixture Model (GMM). The GMM is a mixture of a sequence of
Gaussian distributions that can allow an arbitrarily large number of Gaussian
components and a small number of variances. Rather than having hard assign-
ments into clusters, like in K-means, GMM supports soft assignments which
implies that each distribution has some level of responsibility for producing a
given data point.

2.1 Gaussian Mixture Model

To extract the characteristics of a human arm motion trajectory for any collec-
tion of time t = (t1, t2, ..., tN )T , the probability density function of the Gaus-
sian distribution of a vector x = (x1, x2, ..., xN )T with K-components of a D-
dimension is defined as:

p (xj |θ) =
M∑

m=1

πmN (xj |μm, Σm) (1)

Where p(xj |k) = (xj ;μm, Σm) is the set of the model parameters; μm is the
mean and Σm is the covariance matrix of the Gaussian, and (πm) is the prior of
the j-th component, and exp is the exponential function. The priors are adjusted
to satisfy the constraints in (8) and (3) where the sum of all the mixture weights
must be equal to 1 and each of the weight must lie between 1 and 0.

M∑

m=1

πm = 1form = 1, ...,M (2)

0 < πm < 1 (3)

N (xm;μm, Σm) =
1

(2π)
D
2

√|Σm|
exp(−1

2
(xi − μm)

T

Σ−1(xi − μm)) (4)
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In most cases, the optimal number of K-component is unknown. One way to
estimate it is by using the information comparing criteria. The popular ones are
the Bayesian Information Criterion (BIC) and the Akaike Information Criterion
(AIC). While both can estimate the required components, however, care must
be taken on the choice of the information criteria, as the BIC tend to choose
more complex models that might overfit whereas, the AIC tends to choose simple
models that might underfit.

2.2 Gaussian Mixture Regression

In order to retrieve smooth trajectories of the estimated trajectories, the trajec-
tories are considered as a regression problem and Gaussian Mixture Regression
(GMR) is applied. Following the regression method, the conditional expectation
of xs given xt is estimated as follows:

μk =
[
μt,m

μs,m

]
, Σm =

(
Σtt,m Σts,m

Σst,m Σss,m

)
(5)

By applying the weighted mean and variance, the expected distribution of
xs given xt can be computed as a block decomposition of the data-point xj .
For each component K, the conditional expectation of xs,m given the temporal
value xt and the estimated conditional covariance of xs given xt are given by the
theorem of Gaussian conditioning based on combination property of Gaussian
distribution as follows:

xs,m = μs,m + Σst,m(Σt,m)−1(xt − μt,m), (6)

Σs,m = Σs,m − Σst,m(Σt,m)−1Σts,m (7)

2.3 Learning GMM Parameters

Learning requires estimating the model parameters (the mean, covariant and
mixing coefficient) of the distribution to permit soft assignments of the K-
components to the data points. It helps to find the best-fit parameters for the
model. To find the maximum likelihood of a data point being fitted into the k-
components, EM employs Bayes theorem to compute the probability that given
observation belongs to each cluster. It works by choosing random values for the
mixing data points and using those guesses to estimate the next set of the data
[18]. The EM algorithm consists of two steps: E-step or Expectation step and
the M-step or Maximisation step.

E-step: Estimates the distribution of the hidden variable given the data and
the current values of the parameters. To achieve that, a latent variable Zm is
introduced to each data point. The latent variable Zm indicates the probability
that the ith data point is generated from the mth Gaussian components. In order
to start the E-step, we need to initialise the values of the parameters. A good
practice is to estimate them using k-means.
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Zi
m =

πmN (xi|μm, Σm)
∑M

m=1 πmN (xi|μm, Σm)
(8)

Zm =
N∑

i=1

Zi
m (9)

M-step: After calculating the posterior, we then need to estimate the param-
eters of each Gaussian and evaluate the log-likelihood. To do this, we first com-
pute the maximum likelihood of the parameters estimated in E-step. This set of
iteration continues until the threshold defined in the log-likelihood is met.

πnew
m =

1
N

N∑

j=1

Zi
m (10)

μnew
m =

1
Zm

N∑

i=1

Zi
mxi (11)

Σnew
m =

1
Zm

N∑

i=1

Zi
m(xj − μnew

m )T (xj − μnew
m ) (12)

The EM is well known for its convenient and easily extensibility to incre-
mental learning, however, the major limitation of the EM algorithm is that it
requires to keep all the historical data in memory for accurate order update to
be achieved. Moreover, traditional GMM cannot adjust the parameters of the
distribution as new data points arrive or are acquired, and can hone in on a local
maxima that is not close to the optimal global maxima. To overcome this prob-
lem, [19] proposed an algorithm which merges density components to improve
the log-likelihood and reduce the number of clusters. This proposed algorithm
failed to account for the novel data points that might arrive one-by-one as it
universally assumed that new data comes in blocks. Addressing this challenge,
[20] proposed an approach to tackle novel data points which arrives one-by-one
by keeping only two GMM components in the memory and without historical
data.

3 Theoretical Background of Artificial Potential Field

The traditional potential field method as proposed by [21] assumes that the robot
is moving by the influence of abstract artificial force fields. The artificial field
consists of two components: the repulsive potential field and attractive potential
field. Considering a robot that needs to move from its current position “A” to
a goal position “B” in the presence of an obstacle “O”. Using the principle of
APF, the goal point generates attractive potential fields which make the robot
move towards it. Conversely, the obstacle generates a repulsive force which is
inversely proportional to the distance between the robot and the obstacle with
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a defined distance threshold to push the robot away from the obstacle. In other
words, attractive force (15) is applied for the robot to reach the goal point and
repulsive force (17) to avoid obstacles. The attractive artificial filed is represented
as:

Uatt(q) =
1
2
ηρ2 (13)

Here, η is a positive scaling factor, ρ is the distance between the robot q and
the goal. Assuming the goal is a point object in a 2-D plane. The position of
the goal and that of the end-effector could be expressed as vectors of [xg, xg]T

and [xr, xr]T respectively. So, the parameter ρ which is the Euclidean distance
between the robot end-effector position and the goal position which is calculated
as below.

ρ =
√

(xr − xg)2 + (yr − yg)2 (14)

The corresponding attractive force is given by the negative gradient of the
attractive potential (15). Consequently, there is a move from higher to lower
potential field along the negative of the attractive field in other to reach the goal
position.

F(att)(q) = −∇Uatt(q) = ηρ (15)

To prevent collision between the robot and the obstacle, the traditional repulsive
potential function is represented as follow:

Urep(q) =

{
1
2k( 1

d(x) ) − 1
d0

)2 : d(x) ≤ d0

0, : d(x) > d0

(16)

where k is the repulsive potential gain coefficient, d(x) is the minimum distance
between the robot’s current position and the obstacle, and d0 is the distance
threshold which limits the range of the repulsive potential field. So, when the
distance between the robot and the obstacle is greater than d0, the robot will
not be affected by the repulsive force. Assuming, the position of the obstacle is
represented as [xo, yo]T . Then, the associated repulsive forces could be computed
by finding the negative gradient of the repulsive potential function (16):

Frep(q) = −∇Urep(q) =

{
k( 1

d(x) ) − 1
d0

) 1
d(x)2

∂d(x)
∂q : d(x) ≤ d0

0 : d(x) > d0

(17)

dx =
√

(xr − xo)2 + (yr − yo)2 (18)

The total repulsive potential field can be obtained by summing up the poten-
tials caused by all of the obstacles within the workspace.

Urept(q) =
N∑

i=1

Urepi(q) (19)
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Using this function, moving the robot to the goal while avoiding obstacle is
achieved by following the direction of the resultant forces obtained by summing
all the negative gradients attractive/repulsive potentials of the target and obsta-
cle obtained from a given point in the plane. Doing this, the total potential force
field vectors will point away from the obstacle and towards the goal as influenced
by the combined gradient of the attractive/repulsive potentials.

Fnet = Fatt + Frep (20)

4 Desired Direction Estimation

In this section, we presented an approach to fit ellipses on the generalised trajec-
tory to permit elliptical potential field force around the segmented ellipse that
formed the trajectory. In addition, we modelled the optimal closest point from
the ellipse to the obstacle to enhance the robot’s ability to avoid obstacle with
minimal computational power.

4.1 Trajectory Segmentation with Fitted Ellipse

Considering that a Gaussian mixture model consists of several single Gaussian
models (SGM) which can be represented by an ellipse since the isoline of proba-
bility density is also an ellipse [22]. Based on that, we hypothesized to fit ellipses
on the generalised trajectory from the GMR to permit elliptical potential field
force influence around the ellipse rather than on the generalized trajectory. To
formed the ellipse and computed the orientation of the ellipse; firstly we com-
puted the eigenvalues and corresponding eigenvectors and used then to find the
axes of the strain ellipses which is used to calculate the ellipse orientation.

Using the general equation of an ellipse which is centred at (0,0), aligned at
the major and minor axes that are defined by σx and σy; where σx > σy is given
as: (

x

σx

)2

+
(

y

σy

)2

= 1 (21)

Assuming the same single GMM is sampled from the underlying Gaussian
distribution having the centre determined by the mean μi. Then, the ellipsoidal
probabilistic contour of the eigenvectors �Vi with a corresponding covariance
matrix Σi for a given K-component is given as [�Vi, Di] = Eig(Σi). This is an
indication that the shape and size of the ellipse are underpinned by its associated
covariance matrix Σi.

The orientation of the component is constructed as the angle φ of largest
eigenvector towards the x-axis:

φ = arctan
�V x2

�V x1

(22)
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where �V x2 and �V x1 are the eigenvectors of the covariance matrix that cor-
responds to the largest eigenvalues. This is an indication that the magnitude of
the component alignment to the desired direction can be tuned by modifying
the eigenvalues of the confidence ellipse and computing the angle of the largest
matrix eigenvalues.

4.2 Obstacle Closest Distance

Various distance threshold calculation approaches have been proposed in the
literature [23]. The most common approach is to introduce a fixed threshold
value which must be maintained at every situation. This approach is not adaptive
since the threshold value is fixed and is independent of the inclined angle of the
object to the position of the robot. The most adaptive approach to calculate the
threshold distance by sampling different point locations on the surface of the
obstacle in order to estimate the closest point from each of the K-component
ellipses of the trajectory.

The case of finding the closet point from the obstacle to a single GMM
component (the trajectory) is established by analyzing the steps captured by
[24] and summarized here. Considering an ellipse that is centred along the x
and y axes, and parameterised by (xe, ye) with radius a and b representing the
semi-major and semi-minor axis of the ellipse at an angle φ. With the values of
point Pp(xp, yp) and point Pe(xe, ye) given, the distance D(Pp, φ) between the
two points can be calculated as in Eq. 23.

(D(Pp, φ)) =
√

(xp − xe)2 + (yp − ye)2 (23)

From Eq. 23, we can deduce that the distance D(Pp, φ), is a function of φ,
and any value of φ which drive the differential of D(Pp, φ) to zero will form the
minimum distance which is Dmin.

D(Pp, φ)
dφ

= 0 (24)

By substituting the values of xe = a.cosφ and ye = a.sinφ, into the Eq. 23,
we can compute the minimum distance as shown in Eq. 25.

Dmin =
√

(xp − a.cosφ)2 + (yp − b.sinφ)2 (25)

4.3 Trajectory Component Adjustment

Haven computed the closest point from the obstacle point to the desired trajec-
tory, and also the desired orientation of the fitted ellipse, this section presents
the schematics for the component adjustment. The component adjustment will
ensure that the robot maintains the threshold and adjust any component(s) that
falls below it in the presence of an obstacle. By ensuring that only affected com-
ponents are adjusted, the computational complexity is reduced and the motion
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Fig. 1. Geometry for calculating the shortest distance between the robot and obstacle

of the robot will become similar to the way human being cloud have performed
the same task.

The overview of component adjustment approach is illustrated in Fig. 2.
Figure 2 (a) shows the presence of an obstacle within the workspace of the
robot. The black dotted lines represent the optimal trajectory the robot would
follow in the absence of an obstacle. Now that the environment has changed,
the robot must avoid the obstacle while moving to the target point and it must
maintain a close distance from the optimal trajectory. To apply our approach,
we fitted the acquired trajectory with ellipses in the form of 6-GMM components
and measures the distance of the obstacle to the components. It was computed
that only 3-components are closer to the robot the obstacle. Thus, they are the
only components that must be adjusted in order to satisfy the task and envi-
ronmental constraints. As illustrated in Fig. 2 (b), those identified components
were adjusted by applying the modified AFP presented in Subsect. 4.4.

4.4 Modified APF

We modified the traditional APF so we can apply it in our obstacle avoidance
case. Here the focus is on the repulsive potential field as the attractive poten-
tial field has the form of the traditional attractive potential field. To find the
repulsive points, the trajectory is segmented and interest is focused on the areas
with potential of been influenced by the obstacle. This approach reduces the
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Fig. 2. Figure showing (a) the trajectory at the point of obstacle approach (b) the
response of the robot on applying the component adjustment method.

computational complexity as it only samples few points to estimate the closet
point as against considering the entire demonstration. The minimum distance
between the fitted ellipse and the obstacle is used to modify the repulsive force
computational equation in Eq. 16. In the equation, instead of using d(x), the
distance between the robot and the obstacle, we used dmin which is the closet
point from the robot to the segmented GMM component as shown in Fig. 1 and
presented in Eq. 26.

Ûrep(q) =

{
1
2k( 1

(dmin)
− 1

dth
)2 − eσi

2
: dmin ≤ dth

0, : dmin > dth

(26)

where σi represents the width of the distribution for each of the given K-
component of the Gaussian.

F̂net = F̂a(q) + F̂r(q) (27)

5 Experimental Setup

The operator is tasked to perform a realistic robot sweeping an object into a
dustpan while avoiding multiple stationary obstacles within the scene. Using
the robot, a user pushes a piece of rubbish denoted by T on 14 cm 14 cm table
into a dustpan (G) while avoiding obstacles (o1, o2 and o3) as depicted in Fig.
3. The operator repeated this task for three time in order to collect a set of
demonstrations required for the GMM/GMR.

5.1 Data Acquisition and Preproccessing

The experimental data is acquired from a widely used Sawyer robot platform.
The research version of Sawyer robot is compatible with ROS and integrated
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Fig. 3. In the experiment, a sample demonstration of a sweeping task is performed.

with a variety of sensors such as vision and force sensors. In the experiment,
the Sawyer robot learns how to sweep an object into the dustpan while avoiding
multiple objects (obstacles). A similar approach has been studied to allow a
robot such as Roomba Vacuum Cleaning Robot to better adapt to an unseen
environment [25]. The teaching process can be achieved in two ways: (i) using a
remote joystick to teleoperation through the desired task (ii) using kinaesthetic
teaching. In this work, we adopt the second method which allows the human
demonstrator to move the robot manipulator through the desired motion while
the robot records the trajectory. The key benefits of this method are that it
allows for accuracy and direct recording of the control commands, and ensures
that the demonstrations are constrained to actions that are within the robot’s
abilities, hence eliminating correspondence problem.

We assume that the important sensing information comes from (i) the state
of the robot’s end-effector which is obtained using the Sawyer robot built-in
encoder, (ii) the distance between the robot and the target, and (iii) the shortest
distance between the robot and the obstacles retrieved from the Kinect sensor
since it can return distance information representing an absolute position of the
obstacle in a specific range and we choose the shortest distance as our desired
value as illustrated in Eq. 25.
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5.2 Experimental Result

In order to validate the proposed learning by demonstration with obstacle avoid-
ance approach proposed, we conducted several experiments for a robot to gener-
ate a trajectory needed to satisfy both the task constraints and the environmental
constraints. The experiment is a sweeping task which involves using the robot
to push a piece of rubbish denoted by T on 14 cm 14 cm table into a dustpan
(G) while avoiding obstacles (o1, o2 and o3) as depicted in Fig.4 (a). From Fig.
4 (a), the robot successfully moved through the path position of the rubbish to
the dustpan without colliding with any obstacles objects on the table as pre-
sented in Fig. 3. Further experiments with similar scenarios were performed and
the outcome came out successful as shown in (b)–(d). Overall, the experiment
proved that the proposed approach can permit successful object reaching tasks
in a clustered environment.

Fig. 4. Figure (a)–(d) shown samples of the reproduced trajectories. The circular points
represent the position of obstacles in the environment while the start point is the origin
and the goal point is defined ahead.

5.3 Conclusion

A learning by demonstration framework to enable a robot to move its manip-
ulator from a start position to a goal position while avoiding obstacles is pre-
sented in this work. The kinesthetic teaching technique was employed to acquire
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motion demonstrations from the human teacher while DTW was used to align the
demonstrated trajectories. The optimal trajectory is modelled using the Gaus-
sian mixture model and Artificial potential difference. Our approach allows for
the part of the demonstration prone to collision to be identified such that only
a section of the demonstration will be adjusted to satisfy both the task and
environmental constraints. Hence, reducing the amount to data to be left in the
memory to achieve a satisfactory reproduction.

Although, obstacle avoidance is studied, there are still many problems to be
further discussed. While our approach can thrive in an environment with static
obstacles it is not guaranteed to perform greatly in an environment with moving
obstacles. This area will be further investigated in future.
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Abstract. Efficient and autonomous execution of large-scale missions using a
group of robots implies the use of an advanced control system, usually consisting
of multiple subsystems arranged in a hierarchy. For the purpose of unification
of interaction of separate subsystems, an event-based cooperative control frame-
work for robot teams is developed. In the paper, we demonstrate how this frame-
work can be used in solving challenging problems in robotics: path-following
problem, real-time path-planning problem, group routing problem, and action-
planning problem. A novel approach to formalization and analysis of logic dis-
crete event systems, which are the main component of the framework, based on
logic calculus and automatic theorem proving is also briefly described.

Keywords: Cooperative control · Discrete event system · Path-following ·
Path-planning · Group routing · Action planning

1 Introduction

The rapid development of unmanned technologies in recent decades has led to a sig-
nificant growth in commercial, environmental and military robotic applications. In sit-
uations where extensive research is required in an area of interest, but no resources or
time is available to deploy a static surveillance network, it is justified to use a team of
autonomous robots.

To ensure long-term autonomous operation in an unknown environment, robots
must be equipped with an advanced control system that typically consists of many inter-
related components. There are two basic approaches [23] to organize a control system.
Horizontal organization assumes the equality of individual system components, while
vertical organization establishes their hierarchy. In practice, as a rule, hybrid solutions
are used. Regardless of the type of organization, the issues concerning interaction of
system components and formation of their behavioral logic are important. Many con-
trol architectures have been designed to treat these issues. However, for the most part
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they are aimed at solving specific problems, for example, task allocation and planning
[30], formation control [28], and path-planning [8,24], and suffer from scaling and uni-
formity deficiencies.

Shortcomings of known architectures can be overcome by using an event-driven
approach [7,13], within which the behavior of individual system components is
described in terms of events. Indeed, while considering some system, it may be noted
that in fact a designer is interested in system’s discrete state changes only at certain
points in time through instantaneous transitions. If a concept of event is associated
with each such transition, the notion of discrete event system is obtained. A discrete
event system (DES) is a discrete-state, event-driven system, that is, its state evolution
depends entirely on the occurrence of asynchronous discrete events over time. In many
cases consideration of a complex system with the event-driven point of view proves to
be helpful. In addition, event-based control systems benefit from being able to change
the pattern of behavior only when it is necessary, thus reducing the computational load.

In the paper, we adopt and enhance a hierarchical control system for autonomous
underwater vehicles (AUV) from [1,2]. In contrast to the analogues [7,13], the designed
event-based framework uses events as triggers at different levels of control. Another
essential feature of the control architecture presented is the usage of logical infer-
ence machine at different levels of the control system, for example, to constrain DES
behavior according to paradigm of supervisory control and modify DES at the mid-
dle control level, or to design action plans due to the new information obtained at the
high level of the control system. The paper describes general concepts of the frame-
work (Sect. 2) with providing a formal approach to the analysis of its main component
(Sect. 3) and demonstrates how it can solve challenging problems in robotics: cooper-
ative path-following problem (Sect. 4), path-planning problem (Sect. 5), group routing
problem (Sect. 6), and action planning problem (Sect. 7).

2 Event-Based Control Framework

For efficient implementation of joint operations, it is assumed that each AUV in the team
is provided with a hierarchical control system consisting of three levels (see Fig. 1).
The function of the lower level is to execute control laws corresponding to the current
operating mode determined by the intermediate level. The planner at the intermediate
(tactical) level determines the way of solving the task activated as a result of strategic
planning at the upper level. The high-level planner at the upper level performs spatio-
temporal decomposition of the mission into a sequences of tasks (or actions). Although
placed at the intermediate level, the multicomponent DES, as a subsystem that provides
a response to events detected by analyzing data from sensors and means of communi-
cation, is used for tasks corresponding to different control levels. So switching the DES
state can initiate updating of control actions at the lower level or replanning a path at
the intermediate level.

There are several levels of abstraction which a designer may implement when con-
structing DES. Timed and stochastic ones allow taking into account moments of time
at which events occur. When such information is not necessary and only the order of
events matters, untimed DES are employed, describing so called logical behavior of the
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Fig. 1. Control system architecture.

system. The problems modeled with the help of logical DES include restricting state
set which system may achieve, a proper ordering of events, finding unwanted events in
the event sequences, and many others. A convenient way to formalize logical DES is
automata model. Finite state automata explicitly represent system states and state tran-
sition structure what makes easier the system-theoretical properties study, such as, for
example, safety and liveness of the system. Exactly automata-based logical DES are
used in presented control system at the intermediate level.

A wide variety of problems traditional for the lower level can be efficiently solved
with controllers synthesized using sublinear vector Lyapunov functions [15,33]. In
Sects. 4 and 5, the control system design approach based on these functions are applied
to build path-following controllers for both a single AUV and multi-AUV formation.

For the representation and processing of knowledge at the upper level, the logical
calculus of positively-constructed formulas (PCFs) will be used [32]. A detailed discus-
sion of the calculus, its characteristics and features can be found in [19]. In this paper,
among other issues, we consider how the PCF calculus, primary used at the upper level
of control system, may be applied to control DES.

3 PCF-Based Approach to des Control

In the late 1980s, for DES modeled as automata the supervisory control theory (SCT)
was established. SCT supposes that some events may be forbidden from occurring by
an acting device called a supervisor, in order to restrict system behavior according to
a set of constraints. Comprehensive survey on the state of the art SCT may be found
in [4,29,34]. In this section we consider how the logical inference in the PCF calculus
may be employed to solve one of the basic problems of SCT.

Consider DES in the form of an automaton G = (Q,Σ,δ,q0,Qm), also called a plant
in the automatic control theory [27]. Here Q is the set of states q; Σ is the set of events;
δ: Σ×Q → Q is the transition function; q0 ∈ Q is the initial state; Qm ⊂ Q is the set of
marked states. Let Σ∗ denote a Kleene closure. δ is easily extended on strings from Σ∗.
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G generates formal language L(G) = {w : w ∈ Σ∗ and δ(w,q0) is defined} and marked
language Lm(G) = {w : w ∈ L(G) and δ(w,q0) ∈ Qm}. For any L ⊂ Σ∗ a prefix-closure
of L is the set of all strings that are prefixes of words of L, i.e. L = {s|s ∈ Σ∗ and ∃t ∈
Σ∗ : s · t ∈ L}. Symbol · denotes string concatenation and is often omitted.

Let Σc be a controllable event set, Σuc =Σ\Σc, Σc∩Σuc = /0. The supervisory control
framework assumes that a supervisor switches control patterns in such a way that the
supervised DES achieves a control objective described by some regular language K.
Denote L(J /G) a language generated by the closed-looped behavior of the plant and the
supervisor. Let Lm(J /G) denote the language marked by the supervisor: Lm(J /G) =
L(J /G)∩Lm(G). The main goal of supervisory control is to construct such supervisor
that L(J /G) = K and Lm(J /G) = K.

The notion of controllability plays a crucial role in SCT. K is controllable (with
respect to L(G) and Σuc) if KΣuc ∩L(G)⊆ K [27]. Only controllable languages may be
exactly achieved by the joint behavior of the plant and supervisor. To verify controlla-
bility condition, a product of automata for the system and the specification is built to
check if the same uncontrollable transitions present in both specification and the plant.
This idea is borrowed for controllability checking via PCFs.

The general form of PCF representing some automaton consists of the single base
B = {I(S),L(ε,S), Lm(ε,S),δ(Si1,σi,Si2),δm(S

i
1,σ

i,Si2),Σc(σ j),Σuc(σ j)}, i∈ {1, . . . ,n},
j ∈ {1, . . . ,m}, n is the number of transitions, m is the number of events, and two ques-
tions shown in Fig. 2. Here the predicate L(s,S) denotes “s is a current sequence of
events in the state S” and Lm(s,S) denotes “s is a current sequence of events in the
state S, and s is a marked string”. The first arguments of these atoms will accumulate
the strings of languages generated and marked by the automaton. Predicate of the form
δ(S1,σ,S2) is interpreted as the automaton transition from a state S1 to a state S2 with an
event σ. Predicates δm(S1,σ,S2) are employed in case when S2 is a marked state. The
predicate I( ) denotes the initial state of the automaton. Controlled and uncontrolled
events will be represented by the predicates Σc( ) and Σuc( ), respectively. As usual, the
function symbol “·” denotes strings concatenation, and the “ε” symbol corresponds to
the empty string. Applying the inference rules to this PCF, the strings of the languages
generated and marked by the automaton will be built as the first arguments of the atoms
L(s,S), Lm(s,S) in the base.

σ,s,σ′,s′ L(σ,S),δm(s,σ′,s′) Lm(σ σ′,s′)

σ,s,σ′,s′ L(σ,S),δ(s,σ′,s′) L(σ ·σ′,s′)

Fig. 2. General form of PCF representation of some automaton.

The PCF FG×H constructing the product of automata G and H , a recognizer for
K, consists of one base subformula, which base conjunct is BG×H = {I1(S0), I2(P0),
δ1(Si1,σ

i,Si2), δ2(Sk1,σ
k,Sk2)}, containing atoms for transitions δ1, i = 1,n1, of the first

automaton and transitions δ2, k = 1,n2, of the second one. The questions of FG×H are
as follows below:
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Q1,p : ∀s, p I1(s), I2(p)−∃I3(s · p),δ3(ε,ε,s · p)
Q2,p : ∀σ,s1, p1,s2, p2,σ′,s′ δ1(s1,σ,s2),δ2(p1,σ, p2),δ3(s′,σ′,s1 · p1)−

−∃δ3(s1 · p1,σ,s2 · p2).

Index 1 in the subscripts of atoms corresponds to the atoms of the automaton G ,
2 to the H , and 3 to the atoms corresponding to the product of G and H . Here, the
functional symbol · is used to trace the pairs of states in the product automaton. Q1,p

adds to the base the initial state of the product automaton and undetermined transition
atom corresponding to the third automaton, thanks to which the connectivity of the
product automaton is controlled by Q2,p. The latter adds the transition atoms of the
product automaton to the base.

According to the paradigm of the PCF calculus, to verify controllability of K we
built an inference for the negation of the corresponding formula. To check if K is not
controllable we employ the PCF FG×H with additional rules Q1–Q6 depicted in Fig. 3.
In these rules, states which are simultaneously achieved from the states of G and G×H
by the same events will be called the neighbouring states and stored as arguments of
the predicate N( , ).

Q1 : s1,s2, p1, p2,σ I1(s1), I3(p1),δ1(s1,σ,s2),δ3(p1,σ, p2) N(s1, p1)
Q2 : s1,s2, p1,σ N(s1, p1),δ1(s1,σ,s2),Euc(σ) Chk(p1,σ,0)
Q3 : p1, p2,σChk∗(p1,σ,0),δ3(p1,σ, p2) Chk(p1,σ,1)
Q4 : p1,σChk(p1,σ,0) UC(p1,σ)
Q5 : s1,s2, p1, p2,σ N(s1, p1),δ1(s1,σ,s2),δ3(p1,σ, p2) N(s2, p2)
Q6 : p1,σUC(p1,σ)

Fig. 3. Questions of the PCF checking the controllability.

Q1 adds to the base the initial states of G and G ×H as a first pair to be checked
for uncontrollable transitions. Although such s1, p1 are not neighboring states in our
sense, N(s1, p1) is necessary for further inference.
Q2 checks if there is an uncontrollable transition from some state of the automa-
ton corresponding to the plant. Upon successful answer to this question, the atom
Chk(p1,σ,0) is added to the base. The first argument of this atom denotes a state
p1 of H , in which the transition on the uncontrollable event σ should exist for K to
be controllable. By default we suppose that the transition does not exist so the third
argument in Chk() is 0 before checking by the next rule.
Q3 is aimed to check if both neighboring states share the same uncontrollable event.
A successful answer to this question means that the uncontrollable event is legal,
i.e., allowed by the specification, since a transition with it exists in both G and H .
We need to delete the atomChk(p1,σ,0) with the help of ∗ operator from the base to
ensure that there will not be additional answers to this question with the same pair
of states.
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Q4 checks if the atom Chk(p1,σ,0) is present in the base. Its presence in the base
means that an uncontrollable event is not allowed by the specification, i.e., K is not
controllable. So the atom UC(p1,σ) is added to the base upon a successful answer.
It contains information about the state and the event that violate the controllability
condition. This atom is further used in the goal question to complete the inference.
It’s worth noting that the inference search strategy must be configured in such a way
that this question is checked for an answer immediately after the previous one.
Q5 adds the next checked pair of states to continue the inference search. Q6 is the
goal question that ends the inference. If the inference has ended with the exhaus-
tion of the search options for substitutions and the answer to the goal question has
not been found then the specification language is controllable. Since the formalized
automata are finite with finite sets of events, then the search space for the inference
in this formalization is finite. Therefore, the inference ends in both cases – either the
specification is controllable or not.

Further development of the PCFs-based approach to DES will allow solving impor-
tant SCT problems such as centralized and decentralized supervisors construction, par-
tially observed DES design and study.

4 Formation Path-Following Problem

This section extends the results from [31] by introducing event-triggering mechanisms
for communication and control of AUVs. Event-based control and communication
strategies are widely used in multi-robot systems [5,21,25] because they allow reduc-
ing the load on communication channels and onboard computing devices. Despite some
progress in this area, the event-triggered formation control problem subject to parameter
uncertainties, control saturation, and measurement errors still remain relevant.

We consider a leader-follower formation of underactuated AUVs whose movement
in the horizontal plane is described by the following equations [17]:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ẋi = ui cos(ψBi)− vi sin(ψBi),
ẏi = ui sin(ψBi)+ vi cos(ψBi),
ψ̇Bi = ri,
Fi = muiu̇i+dui,
0 = mviv̇i+muriuiri+dvi,
Gi = mriṙi+dri, i= 1,N

(1)

where xi, yi are the coordinates of the i-th AUV in a global reference frame, ψBi is the
yaw angle; ui vi are the surge and sway speeds, ri is the yaw rate; m{·}i define the mass-
inertial characteristics of the AUV, which depend on the nominal mass mi and moment
of inertial Izi; d{·}i are the disturbances; Fi, Gi are the control force and torque.

We assume that the AUV with the number l ∈ 1,N is selected to be the formation
leader. The leader’s task is to track the movement of a virtual target (VT), which as a
point moves along a given path. Other members of the formation should maintain its
relative position with respect to the leader.
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Denote by (x0,y0) the global coordinates of the VT and by u0, r0, ψB0 its forward
speed, angular speed, and heading angle respectively. We assume that the follower, hav-
ing either the direct measurements (distance and bearing angle) or its global coordinates
and the global coordinates of the leader obtained through communications, can calcu-
late its relative coordinates

[
sei
yei

]

= R

[
xi − xl
yi − yl

]

, R(ψB0) =
[

cosψB0 sinψB0

−sinψB0 cosψB0

]

, i �= l. (2)

For the leader (i= l) in (2) we have i= l and l = 0.
Using the relative coordinates, dynamic equations for the leader-follower pair can

be written as ⎧
⎪⎪⎨

⎪⎪⎩

ṡei = −vtl cosψl + r0yei+ vti cosψi,
ẏei = −vtl sinψl − r0sei+ vti sinψi,

ψ̇i = ri+ β̇i − r0,

v̇ti = Fi−dui
mui

cosβi − muri+dvi
mvi

sinβi,

(3)

where vti = (u2
i +v2

i )
1/2 is the absolute speed, ψi = ψBi+βi−ψB0 is the angular devia-

tion from the VT’s heading direction; βi = arctan(vi/ui) is the side-slip angle. Consid-
ering the VT as a leader for the formation leader, the equations for the VT-leader pair
are easily obtained.

Let the desired position of the follower with respect to the leader in coordinates (sei,
yei) be given by vector (s∗ei, y∗

ei). For the leader, it is natural to take s∗el = 0, y∗
el = 0. To

improve formation accuracy, each AUV must move in such a way as to satisfy

ψi = ψ∗
i � arctan

r0s∗ei
u0 − r0y∗

ei
, vti = v∗

ti �
√

(r0s∗ei)2 +(u0 − r0y∗
ei)2.

The formation path-following problem consists in deriving control laws for Fi and
Gi that ensure

lim
t→∞

|�sei(t)| ≤ s∞
ei, lim

t→∞
|�yei(t)| ≤ y∞

ei, lim
t→∞

|�ψi(t)| ≤ ψ∞
i , lim

t→∞
|�vti(t)| ≤ v∞

ti ,

where �sei(t) � sei(t) − s∗ei, �yei(t) � yei(t) − y∗
ei, �ψi(t) � ψi(t) − ψ∗

i (t) and
�vti(t) � vti(t)− v∗

ti(t); s
∞
ei, y

∞
ei, ψ∞

i , v∞
ti characterize the steady state errors.

In order for followers to be able to maintain a desired formation, the leader changes
the VT’s speeds depending on the current value of the path curvature cc as

{
u̇0 = k0(u0(t)−u∗

0(t)), u∗
0(t) = u0 +(u0 −u0)|cc(t)|/cc,

r0 = cc(t)u0,

where u0, u0 are upper and low bounds for VT’s speed u0, cc is the curvature constraint
(|cc(t)| ≤ cc). The leader broadcasts information about the state of TV at moments
tk = tk−1 +g0h, k = 1,2, . . . with minimal positive integer g0 satisfying condition

|x0(tk−1 +g0h)− x0(tk−1)| > σ0|x0(tk−1 +g0h)|, σ0 > 0, (4)

where x0 �
[
u0 r0 ψB0

]T
, h is the sampling interval, which is common for all AUVs.
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The formation path-following control laws are designed as

Fi(t) = Fci(tk)+Fsi(tk), Gi(t) = Gci(tk)+Gsi(tk), t ∈ [tk, tk+1),
Fsi(tk) = sat(k1i�ŝei,k+ k2i�v̂ti,k,F si),

Gsi = sat(k3i�ŷei,k+ k4i�ψ̂i,k+ k5i�r̂i,k,G si),
(5)

where Fci, Gci are the feedforward controllers aimed at canceling disturbances and
tracking the heading direction of the the VT (see [31]); Fsi, Gsi are the feedback con-
trollers, F si, G si are control resources allocated for stabilization, �ŝei,k, �ŷei,k, �ψ̂i,k,
�v̂ti,k, �r̂i,k are the latest error estimates available at tk, k ji are feedback gains to be
determined ( j = 1,5), sat(σ, σ̄) = sign(σ)min(|σ|, σ̄) is the saturation function.

Similarly (6) the control signal update time tk is determined by tk = tk−1 +gih with
gi to be the minimal positive integer satisfying the following event triggering condition

|xei(tk−1 +gih)− xei(tk−1)| > σi|xei(tk−1 +gih)|, xei �
[
sei yei

]T
, σi > 0. (6)

The structure of the closed-loop system (3), (5) and (6), after some simplification,
allows to apply some modifications of algorithms based on vector Lyapunov functions
[15,33] for synthesis of feedback gains ki j. Table 1 shows the possible events detected
by the leader (L) or follower (F) and the actions to be taken on those events.

Table 1. Events for the formation path-following problem.

AUV role Event Action

L, F Condition (6) is fulfilled Update control signals using (5)

L Condition (4) is fulfilled Broadcast the state of the VT and other data

F Information from the leader
has been received

Update estimates �ŝei,k, �ŷei,k, �ψ̂i,k, �v̂ti,k,
�r̂i,k used in (5)

5 Path-Planning Problem

The path-planning problem is currently being actively studied in literature (see, for
example, review papers [20,26]). The main emphasis in these studies is on develop-
ing algorithms that provide real-time path planning [12,36]. This section proposes a
new event-based approach for reactive path planning in an unknown environment. The
designed control system allows the AUV to move alone a reference path represented as
a sequence of line and arc segments, avoiding obstacles detected by a forward-looking
sonar (FLS). The approach employs a DES to identify situations that require updating
the current path. The DES together with path-planning algorithms implements a simple
behavioral strategy that can be expressed as follows:

– do not get to a place where it is impossible to get out using standard obstacle avoid-
ance algorithms;
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– do not alter once chosen obstacle avoidance direction until the AUV return to the
reference path (left or right hand rule);

– rebuild the path only if it is really necessary;

The graphical representation of the designed DES is shown in Fig. 4. The DES has
the following states: mPF – following the reference path; mDOL – avoiding the detected
obstacle from its left side; mDOR – avoiding the detected obstacle from its right side;
mNRF – navigation to the reference path; mSOL – searching for an obstacle on the left;
mSOR – searching for an obstacle on the right; mMC – mission completed. State mMC
is marked.

Fig. 4. A graphical representation of DES for path-planning.

We also distinguish the following events: eOP – the AUV has reached the end of
the reference path; eOL (eOR) – an obstacle is detected on the left (right) side; eIAOL
(eIAOR) – soon the AUV will not be able to avoid approaching the obstacle on the
left (right) side; eOA – an obstacle is detected ahead; eNON – there are no obstacles
nearby; eNOD – no obstacle detected; eRPR – the AUV has returned on the reference
path; eEAP – the AUV has reached the end of the avoidance path.

There are two possible actions when an event is triggered. Action A1 provides con-
struction of a path to avoid a detected obstacle using a modification of algorithms pre-
sented in [35]. Action A2 generates a path that leads the AUV to the reference trajec-
tory. In this case the path planner is based on Dubins curves [9,22]. To make the AUV
move along the generated path, the path-following controller designed in the previous
section is used. All paths generated by the path-planning algorithms is first-order dif-
ferentiable (smooth) and meet kinematic constraints given by minimum turning radius.
The obtained obstacle avoidance paths lie no closer than safe distance from obstacles.

Due to space limitations, here we presented a simplified version of the DES without
specifying parameter values (e.g. characterizing the proximity of an obstacle) that affect
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the logic of the AUV behavior when navigating in obstacle environments. Simulation
results for the AUV (with the designed path-planner) moving in an obstacle environ-
ment are shown in Fig. 5. The left figure shows the trajectories of the AUV (desired and
actual) and the right figure depicts the evolution of the state of the DES in the consid-
ered simulation scenario. Points on the graph mark the moments when the current path
is rebuilt. In this simulation scenario, the AUV changes its path about 10 times in 600 s.
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Fig. 5. Simulation results for path-planning in obstacle environment.

6 Group Routing Problem

The use of coordinated AUVs groups seems to be the most promising technology that
allows providing operational coverage of big-scaled underwater regions. As the opera-
tional field is usually large compared to the vehicles’ sensing capabilities, the task allo-
cation and route-planning problems inevitably arise to provide time/resource-effective
mission implementation. Therefore, each vehicle in the group must be associated with
a series of survey tasks located in different areas of the region. The construction of a
feasible and effective group route is a problem of high computational complexity even
for the simple classical formulations with one type of constraint.

In this paper, we consider the multi-attribute vehicle routing problem for AUVs
environmental monitoring. The group task here is the well-timed inspection of the
objects set over a specified period and under a given set of requirements [10]. These
requirements may come in various combinations of spatial, temporal or functional con-
straints [6]. Such routing problems, which combines a whole range of restrictions and
requirements of various nature, are primarily classified as rich or multi-attribute routing
problems [11]. These extended formulations, aimed at more accurate real-world prob-
lems modelling, nowadays are both insufficiently studied and of great scientific research
interest [3]. We propose using the decentralized hybrid evolutionary approach for the
efficient generation of feasible group routes.
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Denote by T the duration of a single required routing period. The value T is usually
determined depending on the required frequency of the group communication sessions
or as a period towards the nearest expected event to provide the capability to react on
any emergent condition changes in a quick and efficient manner. Let the mission include
n objects (tasks) located within the connected mission area D. Each task i is assigned a
set of parameters describing its inspection requirements:

– object location (xi,yi,zi) within the area D;
– object inspection periodicity pi as the recommended time-length between its two

consecutive inspections by the AUVs of the group;
– the required type of inspections ui ∈ {0,1} (1 if early inspection ahead of time pi is

allowed, 0 otherwise);
– minimal number of vehicles li to conduct a single object inspection;
– single-inspection duration si.

Let the working group consists of m functionally equivalent vehicles, which can
still differ by their cruising speed vi. We define the route of a single vehicle i as a
numerical vector ri = 〈r0,ri1,ri2, ...,rih,r0〉 of tasks indexes in the consecutive order of
their inspections. On each routing period, the group starts from the specified rendezvous
location r0 and should return there by the time T to provide the cooperative communi-
cation session. Such a session involves inner-vehicle data sharing among the group and
the current group strategy adjustment (if needed). The group route R = {r1,r2, ...,rm}
is a set of all single AUV’s routes.

During the route implementation, the time ti j, that i-th AUV spends on j-th task
inspection, is calculated as ti j = t1 + t2 + t3 according to the following rules:

1. The idle time t1 before the inspection can be started:
(a) t1 = 0 if u j = 1 or the period since the task’s last inspection exceeds p j;
(b) In other cases, t1 is defined as the time until the expiration of p j.

2. Waiting time t2 until the required number of vehicles arrive:
(a) t2 = 0 if at least li vehicles have already gathered to conduct the inspection;
(b) Otherwise, an AUV has to wait up to the maximum allowed downtime tW .

3. An actual inspection duration t3:
(a) If t2 ≤ tW , then the inspection is conducted t3 = si;
(b) If downtime has expired t2 > tW , the i-th AUV leaves the current object.

We use the next function as the objective function to rate the group efficiency:

F(R) = Φ(R)+m ·Ψ(R) → min (7)

Φ(R) here is a penalty function for inspection delays, while Ψ(R) evaluates the
“favorableness” of the terminal conditions as being starting conditions for the next rout-
ing period. The calculation procedure for both functions is in-detail described in [14].

Currently, no approach can be singled out as a universal method to solve the multi-
attribute routing problems for the robotic groups. The most efficient ones combine meta-
heuristic structures with intelligent neighbourhood search strategies and exact methods
techniques. According to the present-day studies [16,18], hybrid evolutionary algo-
rithms allow finding close-to-optimal solutions with better scalability and in better time
(on average) than any other heuristic and meta-heuristic approach.
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In this regard, we propose an original modification of the hybrid evolutionary algo-
rithm to solve the route planning problem. The group route R acts as a chromosome
here, while (7) is the fitness function. The proposed approach includes several special-
ized heuristics, advanced local search procedures, and additional solution improvement
schemes. The approach demonstrates high efficiency for all data sets without signifi-
cant quality loss, even in the most complex problem statements. For those test cases,
on which we were able to brute-force the global optimum, the proposed evolutionary
approach has found solutions that are inferior to the optimal ones by no more than
1.3%. The solution fragment for the case with highly diversified mission condition is
illustrated in Fig. 6 (grey circles stand for ui = 1, white for ui = 0).

Fig. 6. The fragment of a group route for six vehicles in a mission of twenty objects.

7 Action Planning Problem

Fig. 7. The initial scene.

Let us present an example of the use of the
calculus of PCFs for planning the actions
of robots at the upper level. Within the
framework developed in this work, the
PCF formalization of the problem pre-
sented below should be taken as a mission
specification for robots. The result of an
automatic inference search for that spec-
ification will be consecutive action plans
that will be transferred to the middle level
as task parameters.

Let us consider some working envi-
ronment for robots in the form of a
flat platform, which can be schemati-
cally depicted as in Fig. 7: there are three
robots, two blocks, and the target area in
which it is necessary to move the blocks.
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We divide the scene into squares and try to find the minimal plans for the movement of
robots on the scene from cell to cell at which the blocks will be delivered to the target
area.

Plans for the movement of blocks by a group of three robots will be constructed
as follows. Any two robots can move blocks, so at first, they are distributed among the
blocks, push the blocks to the edge of the scene, and then push them to the target area.

Let us consider the predicates, functional symbols, and their interpretation:

– R(x,y)—“x is a robot facing the direction y ∈ {N,E,S,W}”;
– B(x)—“x is the block that needs to be moved”;
– W (x)—“x is the width of the scene”;
– H(x)—“x is the height of the scene”;
– Pos(x,y,z)—“x is a robot or block positioned at coordinates (y,z)”;
– App(x,u,v)—“x is a robot appointed to the task to move at coordinates (u,v)”;
– Free(x,y)—“coordinates (x,y) are free for a robot to move there”;
– Ready(x)—“x is ready to move a block”;
– Move(x)—“x is moving a block”;
– Bmoved(x,y)—“x is the block number y that was already moved”;
– � (x,y)—“auxiliary computable predicate that is substituted with logic true constant

if x is less than y, or equal, and to constant false otherwise”;
– = (x,y), �= (x,y)—“the same as above for the treatment of equality and inequality”;
– dist(x,y,u,v)—is a functional symbol needed to evaluate the distance between cells

with coordinates (x,y) and (u,v).

Predicate Free() will also be treated as computable for readability and will be
marked with symbol #. The symbol ∗ near the predicate indicates that this predicate
will be erased from the base after the successful answer, this is an approach to model-
ing the obsolescence of facts over time. The base of facts contains atoms that correspond
to the initial scene, as depicted in Fig. 7:

∃ R(r1,N),R(r2,E),R(r3,S),B(b1),B(b2),Pos(r1,1,8),Pos(r2,7,7),Pos(r3,7,2),

Pos(b1,6,5),Pos(b2,2,3),H(10),W(8)

The goal is to move blocks B1,B2 to the Goal position. It can be formalized with
following non-Horn rule:

∃x,yB(x)&Pos(x,4,10)&B(y)&Pos(y,4,9)∨B(x)&Pos(x,4,9)&B(y)&Pos(y,4,10)

Next, we present the rules (questions, in terms of PCFs) on the basis of which a con-
structive inference of plans will be built to achieve the goal.

The first one, Q1, corresponds to the distribution of robots by the first part of the
plan’s goals, which robots will move, which blocks in the north direction.

Q2 can be read as, if the distance between a robot’s next position and the current task
position is less than the robot’s starting position than it needs to rotate to another
direction. Actually, Q2 is “rotating” the robot eastward, and rotating the rest direc-
tions will look similar.
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Q3 corresponds to the movement of robots in the facing direction (this one is for
the north). Checking the distance between the current position of the robot and its
appointed target is a heuristic to reduce the search space of the inference.
Q4 is checking the achievement of the currently appointed task. If the robot is posi-
tioned near the block and ready to move it, then it needs to rotate north.
Q5 can be read as, if two different robots are ready to push the block, they simulta-
neously begin to move.
Q6.1 and Q6.1 are needed for the verification of reaching the edge of the scene by the
robot moving the block.
Q7.1 is appointing one of the robots to move to the edge of the block for further
pushing to the target. If the current position of the block is on the left side of the
scene, i.e. when x < w/2, then assign the target position of the robot to the left of
the block, otherwise in another case, and it should be the rule Q7.2.
Q8.1 and Q8.2 are needed to verify the achievement of the second destination and
turn robots in the needed direction.
Q9.1 and Q9.2 are needed to move the robot and the block. These rules will add to
the base a fact that completes the inference.

Q1 : ∀b,x,y B(b),Pos(b,x,y)−
⎧
⎨

⎩

∃App(r1,x,y−1),App(r2,x,y−1)
∃App(r2,x,y−1),App(r3,x,y−1)
∃App(r1,x,y−1),App(r3,x,y−1)

Q2 : ∀r,x,y,u,v R∗(r,N),Pos(r,x,y),Free#(x,y+1),

App(r,u,v),dist(x,y,u,v)< dist(x,y+1,u,v)−∃ R(r,E)

Q3 : ∀r,x,y,u,v R(r,N),Pos∗(r,x,y),Free#(x,y+1),

App(r,u,v),dist(x,y,u,v) � dist(x,y+1,u,v)−∃ Pos(r,x,y+1)

Q4 : ∀r,x,y,d R∗(r,d),Pos(r,x,y−1),App∗(r,x,y)−∃ R(r,N),Ready(r)

Q5 : ∀b,x,y,r1,r2,x1,y1,x2,y2 Ready(r1),Ready(r2),Pos∗(r1,x1,y1),Pos∗(r2,x2,y2),

Pos∗(b,x,y),Free#(x1,y1 −2),Free#(x2,y2 −2),r1 �= r2−
−∃ Pos(r1,x1,y1 +1),Pos(r2,x2,y2 +1),Move(r1,b),Move(r2,b),Pos(b,x,y+1)

Q6.1 : ∀r,b,x,y,h Move∗(r,b),Ready∗(r),Pos(r,x,y),H(h),y= h−1−∃ Bmoved(b,1)

Q6.2 : ∀r,b,x,y,h,n Move∗(r,b),Ready∗(r),
Pos(r,x,y),Bmoved∗(b,n),H(h),y= h−n−∃ Bmoved(b,n+1)

Q7.1 : ∀b,n,x,y,w Bmoved(b,n),Pos(b,x,y),W (w),x< w/2

⎧
⎨

⎩

∃App(r1,x−1,y)
∃App(r2,x−1,y)
∃App(r3,x−1,y)

Q8.1 : ∀r,b,n,x,y Bmoved(b,n),Pos(b,x,y),App∗(r,x−1,y)−∃ Ready(r),R(r,E)

Q8.2 : ∀r,b,n,x,y Bmoved(b,n),Pos(b,x,y),App∗(r,x+3,y)−∃ Ready(r),R(r,W )

Q9.1 : ∀b,x,y,r,xr,yr Ready(r),R(r,E),Pos∗(r,xr,yr),Pos∗(b,x,y),Free#(x+3,yr)−
−∃ Pos(r,xr +1,yr),Move(r,b),Pos(b,x+1,y)

Q9.2 : ∀b,x,y,r,xr,yr Ready(r),R(r,W ),Pos∗(r,xr,yr),Pos∗(b,x,y),Free#(x−1,yr)−
−∃ Pos(r,xr −1,yr),Move(r,b),Pos(b,x−1,y)

It is assumed that with the complete construction of the inference, facts will be
accumulated in the refuted bases, reflecting the successive changes in the state of the
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scene. At the same time, it will be quite easy to extract from there the minimum of
the constructed plans. It should be noted that the described setting can be changed and
complicated for the movement of different sizes of blocks, the presence of obstacles on
the scene. Here we give a minimal formalization to demonstrate the idea of Non-Horn
approach to constructive PCF based deductions and inference of plans.

8 Conclusion

The paper presents the general concept of the framework without detailed elaboration
of particular issues related, for example, to filtering, processing and dispatching events.
We have individually validated the proposed methods to be used on different levels of
the suggested architecture. Currently, we are finishing the development of the advanced
modelling system combining the software simulator and the real multi-robot testbed
platform. Thus, the next step in our study is to conduct integrated simulation and practi-
cal experiments with complex scenarios involving different levels of group cooperation.
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to home health care: a review of relevant routing and scheduling problems. Oper. Res. Health
Care 13–14, 1–22 (2017). https://doi.org/10.1016/j.orhc.2017.06.001

7. Dai, X., Jiang, L., Zhao, Y.: Cooperative exploration based on supervisory control of multi-
robot systems. Appl. Intell. 45(1), 18–29 (2016). https://doi.org/10.1007/s10489-015-0741-
3

8. Davies, T., Jnifene, A., Davies, T.: Path planning and trajectory control of collaborative
mobile robots using hybrid control architecture. J. Syst. Cybern. Inform. 6 (2013)

9. Dubins, E.L.: On curves of minimal length with a constraint on average curvature, and with
prescribed initial and terminal positions and tangents. Am. J. Math. (1957)

10. Dunbabin, M., Marques, L.: Robots for environmental monitoring: significant advancements
and applications. IEEE Robot. Autom. Mag. 19(1), 24–39 (2012). https://doi.org/10.1109/
MRA.2011.2181683

11. Hartl, R., Hasle, G., Janssens, G.: Special issue on rich vehicle routing problems. CEJOR 14,
103–104 (2006). https://doi.org/10.1007/s10100-006-0162-9

https://doi.org/10.1109/SIBCON.2019.8729592
https://doi.org/10.1145/2666003
https://doi.org/10.1007/978-0-387-68612-7
https://doi.org/10.1016/j.neucom.2017.05.007
https://doi.org/10.1016/j.orhc.2017.06.001
https://doi.org/10.1007/s10489-015-0741-3
https://doi.org/10.1007/s10489-015-0741-3
https://doi.org/10.1109/MRA.2011.2181683
https://doi.org/10.1109/MRA.2011.2181683
https://doi.org/10.1007/s10100-006-0162-9


136 I. Bychkov et al.

12. Hernández, J.D., Vidal, E., Moll, M., Palomeras, N., Carreras, M., Kavraki, L.E.: Online
motion planning for unexplored underwater environments using autonomous underwater
vehicles. J. Field Robot. 36(2), 370–396 (2019). https://doi.org/10.1002/rob.21827

13. Ju, C., Son, H.I.: Modeling and control of heterogeneous agricultural field robots based on
Ramadge–Wonham theory. IEEE Robot. Autom. Lett. 5(1), 48–55 (2020)

14. Kenzin, M., Bychkov, I., Maksimkin, N.: Task allocation and path planning for network
of autonomous underwater vehicle. Int. J. Comput. Netw. Commun. 10(2), 33–42 (2018).
https://doi.org/10.5121/ijcnc.2018.10204

15. Kozlov, R.I., Kozlova, O.R.: Investigation of stability of nonlinear continuous-discrete mod-
els of economic dynamics using vector Iyapunov function. I. J. Comput. Syst. Sci. Int. 48(2),
262–271 (2009). https://doi.org/10.1134/S1064230709020105
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Abstract. In this paper, we study the time-optimal motion planning
problem for multi-robots under their kinodynamic constraints along spec-
ified paths. Unlike previous approaches that coordinate their motions
only at a road intersection and without considering noise influence, we
for the first time use the probabilistic motion model caused by the noise
when planning robot motion. By deriving the conflict probability, we
design a scheme to sufficiently guarantee conflict probability below our
expectation. In particular, we map the potential conflict to the infeasi-
ble rectangle region in robot’s path-time coordinate plane, which enables
us to apply velocity interval propagation to find a time-optimal motion
for each robot. Then we integrate our approach into two popular multi-
robot motion planners, i.e., conflict-based search and prioritized planning
approach. Experimental results demonstrate that, conflict-based search
needs more computation time to achieve less motion time than prioritized
motion planner.

Keywords: Motion planning · Multi-robot system · Optimization ·
Probability analysis

1 Introduction

Recent years have witnessed the rapid growth of autonomous multi-robot deploy-
ment in many applications such as warehouse automation and manufacturing
applications [1]. In multi-robot system, a central problem is how to coordinate
robot motions such that they can efficiently reach their goals without colli-
sion, and in the meanwhile, their motion time should be minimized because
less motion time brings more profit. Towards this aim, a vast majority of motion
planning approaches have been presented (see e.g. [1]).

Previous approaches mainly focus on the problem of planning multi-robot
motions without specific path constraints and without considering noise influ-
ences. Unlike them, we for the first time plan the multi-robot motions along
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specified paths in a dynamic environment, where the obstacle is not static and
robot motions are impacted by stochastic noise. The fixed path constraints may
come from scenarios such as traffic intersections or warehouses where robots need
to cross multiple lanes or aisles. Along these paths, robots can only accelerate
or brake to their goals. To solve the optimal motion planning of multi-robot, we
have to first know how to plan an optimal motion for a single robot.

If there is not an acceleration bound, the motion planing of a single robot
along a specified path can be formulated as a visibility graph in the path posi-
tion/time space, as presented in [2]. Based on this formulation, a polynomial-time
algorithm is presented in [3] to find an optimal solution with velocity and accel-
eration bounds in the absence of dynamic obstacle. The influence of dynamic
obstacle has been taken into account in [4] that constructs reachable sets in the
path-velocity-time space by propagating reachable velocity sets between obstacle
tangent points. However, these approaches assume that robot can move strictly
as our wish, which is not true in reality due to the uncertainty caused by noise.

The uncertainty of robot motion has been widely studied in the past robotic
research. In the book [5], a wealth of techniques and algorithms related to the
probabilistic robotics have been introduced, where the measured motion is gen-
erally given by the true motion corrupted with noise. The probabilistic motion
model also needs to be taken into account when planning robot’s motion. In [6],
a decentralized probabilistic framework is presented for the path planning of
autonomous vehicles by deriving a relation transforming the maximum turn
angle into a maximum search angle. In [7], a particle filter framework is pro-
posed to treat the uncertainty in motion planning by updating trajectory can-
didates, perception measurement, trajectory selection and resampling motion
goal. Via assigning probabilities to the generated trajectories according to their
likelihood of obeying the driving requirements, particle filtering approach is also
used in [8] that formulates the motion planning as a nonlinear non-Gaussian esti-
mation problem. In the same line with them, this paper also builds the motion
corrupted with noise as a probabilistic motion model.

For multi-robot systems, the optimal coordination is a well-known NP-
hard problem [9], even in static environment. There are already some optimal
approaches that solve this problem in a graph-based map. Many of them, such
as [10–12], first plan optimal path individually for each robot and then coor-
dinate them when necessary. Analogously, the robot motion coordination with
specified paths also relies on the individually optimal motion. For example, the
approach in [13] first finds out the minimum and maximum traversal times for
each path segment of each robot, then formulates their coordination as a mixed
integer nonlinear programming problem that combines collision avoidance con-
straints for pairs of robots. To handle the non-convex challenge in this formula-
tion, another more advanced approach in [14] successfully transforms it into two
linear subproblems by introducing some additional constraints. As a result, the
general-purpose solver such as mixed integer linear programming can be applied
to find out an approximated optimal solution in a reasonable time. However, all
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these approaches assume that robot’s motion is deterministic. It is true in video
game or computer simulation, but not in practical implementation.

In this paper, we study how to optimally coordinate multi-robot motion
with uncertain noise influence and under kinodynamic constraints along speci-
fied paths. The motion uncertainty brings the difficulty in conflict detection. For
this problem, we develop a conflict detection scheme based on the probability
analysis that can ensure the conflict probability below our expectation at any
time. In order to plan motion in the path-time coordinate plane, we simplify
dynamic obstacle or robot obstacle to rectangle and then apply the velocity
interval propagation to plan the time-optimal motion of individual robot. Then,
inspired by the conflict-based scheme proposed in [15], we apply a two-level
scheme to resolve conflicts. In particular, a conflict tree is constructed to store
all coordination options at the high-level algorithm, and optimal solution is indi-
vidually found out for each coordination option. After enumerating all possible
options, the final optimal motion coordination can be established. As a com-
parison, we also integrate our probabilistic conflict analysis into a lightweight
heuristic planner, i.e., prioritized motion planning, to reduce its computation
time.

The structure of this paper is as follows: in next section we present the prob-
lem formulation. In Sect. 3, we present how to plan an optimal motion for a single
robot based on the probabilistic motion model. Section 4 presents the optimal
multi-robot coordination scheme. In Sect. 5, experimental results are demon-
strated that compare the effectiveness of our proposed probabilistic conflict-
based search with prioritized path planning. Section 6 provides the conclusion of
this paper.

2 Problem Formulation

We start by formally formulating the multi-robot path planning problem. Sup-
pose there are n robots denoted as r1, r2, .., rn that need to operate in a region
W of 2-d Euclidean space. Each robot ri is assigned a path to move from its
start point si to its goal point gi where si ∈ W, gi ∈ W, where its path can
be represented as an arc-length function qi(p) : [0, pmax

i ] �→ W. Our aim is to
determine πi = (pi, vi, ti), ∀i ≤ n in the path-velocity-time (PVT) state space.
We assume that robot ri starts its movement at time 0 and ends at time tmax

i .
Then we have πi(0) = si, πi(tmax

i ) = gi, and πi(t) ∈ W (0 ≤ t ≤ tmax
i ). The

robot dynamics must be under its velocity and acceleration bounds [1]:

∀0 ≤ i ≤ n, ṗi = vi + δi

vi ∈ [vi, vi]
v̇i ∈ [ai, ai]

(1)

where δi is a noise that follows a normal distribution N(0, σ2
i ), and vi ≥ 0 and

ai < 0 < ai. The robot trajectory with respect to space-time is denoted as πi,
i.e., πi(ti) = (pi(ti), vi(ti), ti). Note that a robot path qi(p) has been determined
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Fig. 1. An eight-robot system, where the path of each robot has been marked out with
arrow.

and the remained problem is to decide the one-to-one correspondence between
its path position pi(t) and time t. Besides, we denote that Π(πi, πj) stands for
the trajectory collision part between πi and πj . Then, a feasible solution should
satisfy that Π(πi, πj) = ∅,∀i 	= j, which means no collision between any two
robots. We further denote Tmax = max{tmax

i , i = 1..n}. Then we can formally
define our problem as

min Tmax

subject to
(1),

and πi(0) = si, πi(tmax
i ) = gi, i = 1..n,

and ∀i 	= j, Π(πi, πj) = ∅.

(2)

An example of this problem is shown in Fig. 1, where 8 robots need to move
in the arrow direction. We assume that the path for each robot has been decided,
but their positions with respect to time are unknown. Our goal is to decide the
relationship between their positions and time such that their motions are strictly
under the velocity and acceleration bounds, and they do not collide with each
other, and the makespan of completing all motions is minimized.

3 Time-Optimal Motion for a Single Robot

We start by building the time-optimal motion for a single robot in a dynamic
environment. This problem has been partly addressed in paper [4] that relies
on the deterministic motion model to find the optimal bounded-acceleration
trajectory for a single robot moving along a fixed, given path with dynamic
obstacles. In this paper, we extend this approach to handle probabilistic motion
model.
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Fig. 2. An exemplified diagram of velocity interval propagation.

3.1 Velocity Interval Propagation

Velocity interval propagation(VIP) is the backbone of the single robot’s planner.
In the path-time coordinate plane, dynamic obstacles can be formulated as a list
of rectangles Oi = [p

oj
, poj

]×[toj
, toj

], j = 1, ...,m, as shown in Fig. 2. The robot’s
initial state is (pi(0), vi(0), 0), where vi(0) ∈ [vi, vi] and the terminal condition
is (pi(tmax

i ), vi(tmax
i ), tmax

i ), where vi(tmax
i ) ∈ [vi, vi]. Besides, the acceleration

ai ∈ [ai, ai]. The planner’s task is to find a set of collision-free trajectory πi over
above conditions in the path-velocity-time state space.

Ignoring obstacle’s influence and assuming the initial velocity vi(0) is v1
i (0),

the robot’s reachable set R(t : (pi(0), vi(0), 0)) of velocities at time t is proved
to be a convex region in the path-velocity plane, where (pi(0), v1

i (0), 0) is the
initial state of the robot. The set of velocities V (tmax

i ) attainable a target point
(p(tmax

i ), t(tmax
i )) is the intersection R(tmax

i : (pi(0), vi(0), 0)) ∩ {(pi, vi)|pi =
pi(tmax

i ), vi ∈ [vi, vi]}.
On the basis of the above, VIP computes the minimum and maximum start-

ing velocity vi and vi’s terminal velocity intervals V1 and V2, respectively. Then
VIP minimizes and maximizes the terminal velocity without input terminal
velocity constraint, and generates terminal intervals V1 and V2 by construct-
ing a parabolic trajectory with acceleration ai and ai that interpolates (pi(0), 0)
and (pi(tmax

i ), tmax
i ). The final terminal velocity intervals [vi, vi] is the smallest

interval containing V1, V2, V3, V4.
Meanwhile, there are only two cases of collision free trajectory. The first

one connects directly to the goal and the next pass tangentially along either
the upper-left or lower-right vertex of one or more path-time obstacles. So the
planner is designed to find the collision-free trajectories that pass through com-
binations of upper-left and lower-right obstacle vertices. When there is only one
obstacle O, according to the obstacle’s location in path-time coordinate plane,
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Algorithm 1. Time-Optimal Motion Planning of Single Robot
1: function Forward(Vi, Si)
2: for j do = 1,...,2n
3: for i do = 0,...,j-1
4: For each disjoint interval [a,b] in Vi

5: Call Propagate([a, b], i, j)
6: end for
7: Vj ← Merge(Sj) For each disjoint interval [a, b] in Vj :
8: Call PropagateGoal([a, b], j)
9: end for

10: end function
11: function Propagate([a, b], i, j)
12: [a′, b′] ← V IP ((pi, ti), [a, b], (pj , tj))
13: If [a′, b′] is empty, return
14: Let L(t) and U(t) be the lower and upper examples.
15: BL ← Channel(L(t)), BU ← Channel(U(t))
16: If BL = BU �= nil, Insert(([a′, b′], BL), Sj)
17: Else
18: If BL �= nil, Insert(([a′], BL), Sj)
19: If BL �= nil, Insert(([b′], BU ), Sj)
20: end function
21: function Merge(S)
22: Repeat until S is unchanged
23: If ∃([a, b], B), ([a′, b′], B′) such that Suffix?(B, B′)
24: Remove ([a, b], B), ([a′, b′], B′)
25: Add ([min(a, a′), max(b, b′), B′]) to S
26: Output V =

⋃
([a,b],B)∈S,b−a≥ε[a, b]

27: end function

we just have to combine O and the interval [vi, vi] to calculate the collision-free
trajectory πi, as shown in an example of Fig. 2. By connecting multiple obstacles’
upper-left and lower-right obstacle vertices, the algorithm can be easily extended
to multiple obstacle environments.

Then the time-optimal motion planning approach for a single robot with
dynamic obstacles can be developed as Algorithm 1. In the first step, we sort
the upper left and lower right obstacle vertices in the ascending order of their
time into the list (p1, t1), ..., (p2n, t2n). Besides, we use a set Si to store veloc-
ity interval and singleton velocity for each element in this list. Note that we
only highlight its main part and ignore details, because you can read [4] for its
complete information.

3.2 Probability-Based Motion Planning

The approach of velocity interval propagation assumes that the robot strictly
moves as planned. However, due to the noise influence, there may be some devi-
ations with the planned motion, which may lead to the robot collision in reality.
We thus have to take these deviations into account in order to plan a safe motion.
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Fig. 3. An illustration of robot position influenced by noise.

Suppose that robot ri starts at t = 0 and moves as planned for Δt. Then the
robot position is:

pi(Δt) =
∫ Δt

0

vi(t) dt +
∫ Δt

0

δi dt = p′
i(Δt) + p′′

i (Δt), (3)

where p′
i(Δt) is the part that moves exactly as our plan, and p′′

i (Δt) is the
deviation part caused by the noise. Because the noise δi is an independent input
that follows normal distribution N(0, σ2

i ), we can conclude that p′′
i (Δt) follows

N(0,Δt·σ2
i ). As shown in Fig. 3, the red curve represents the planned motion. At

time Δt, the robot is planned to move to p′
i(Δt). The deviation at this moment is

represented as p′′
i (Δt), from which we find that the small overlapping white area

between dynamic obstacle and normal distribution represents the probability
that robot collide with dynamic obstacle. This probability can be calculated by

Pi(Δt) =
∫ −z

−z−ld

1√
2πΔtσi

e
− x2

2Δtσ2
i dx. (4)

If this probability is small enough, it can be inferred that the planned path
is safe. We use Pε as the probability threshold, i.e., a safe path should meet
Pi(Δt) ≤ Pε. By this means, we can get the minimum z∗(Δt) that meets this
condition:

z∗(Δt) = min
{

z|Pi(Δt) ≤ Pε

}
. (5)

Since Pi(Δt) is a monotonously decreasing function with z, z∗(Δt) can be easily
found out by solving

Pi(Δt) =
∫ −z

−z−ld

1√
2πΔtσi

e
− x2

2Δtσ2
i dx = Pε. (6)

Suppose that this dynamic obstacle obstructs the path from t1 to t2. Then
for Δt ∈ [t1, t2], its corresponding z∗(Δt) can be determined. As shown in Fig. 4,
z∗(Δt) forms two curves z∗

l (Δt) and z∗
r (Δt), which are at the left and right side

of dynamic obstacle, respectively. It is easy to prove that the extended dynamic
obstacle is centerline symmetry because
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original part

extension part
feasible

infeasible

Fig. 4. The extension of dynamic obstacle for collision avoidance.

Pi(Δt) =
∫ −z

−z−ld

1√
2πΔtσi

e
− x2

2Δtσ2
i dx (7)

=
∫ z+ld

z

1√
2πΔtσi

e
− x2

2Δtσ2
i dx = Pε, (8)

where (7) denotes the right-side curve and (8) denotes the left-side curve. With
the extended dynamic obstacle, a feasible path is the one that does not cross
over it. In this way, we can apply the approach of velocity interval propagation
to find the time-optimal path, only if it takes the extended dynamic obstacle
into account.

4 Time-Optimal Motion for Multiple Robots

It is difficult to plan time-optimal motions for multi-robots because each robot
has numerous motion options to reach their goals. The time-optimal motion
planner should take all potential options into account and find out the best
one from them. We have already proposed an approach to plan the time-optimal
motion for a single robot in dynamic environment. To coordinate the multi-robot
motions, we can either apply a conflict-based search scheme to spot all conflicts
and resolve them by constructing a conflict tree, or prioritize the motion order
of all robots and plan their motions successively according to this order.

4.1 Conflict Probability Between Robots

We have derived how to get the conflict probability between a robot and a
dynamic obstacle. Analogously, we can derive the conflict probability between
robots, by replacing deterministic moving obstacle with non-deterministic mov-
ing robot. Suppose that there are two robots r1 and r2 whose paths and motion
have been given. Their paths intersect at point v, as shown in Fig. 5(a). The
conflict is defined to happen when both robots are very near v simultaneously.

To quantitatively provide the conflict probability, we define that the intersec-
tion point v is located at pv

1 of r1’s path and pv
2 of r2’s path. The collision happens
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when r1 stays within the region [pv
1 − dε, p

v
1 + dε] and r2 within [pv

2 − dε, p
v
2 + dε]

at the same time, where dε denotes a small path segment. We have derived that
p1(Δt) = p′

1(Δt)+p′′
1(Δt) in (3) where p′

1(Δt) is given and p′′
1(Δt) follows normal

distribution N(0,Δt · σ2
1). Thus, p1(Δt) follows N

(
p′
1(Δt), Δt · σ2

1

)
. In a similar

way, we know that p2(Δt) follows N
(
p′
2(Δt), Δt · σ2

2

)
. We can further get the

probability of robot r1 and r2 staying within the region [pv
1 − dε, p

v
1 + dε] and

[pv
2 − dε, p

v
2 + dε] at time t = Δt,

Pv
1 (Δt) =

∫ pv
1+dε

pv
1−dε

1√
2πΔtσ1

e
−

(
x−p′

1(Δt)

)2

2Δtσ2
1 dx, (9)

Pv
2 (Δt) =

∫ pv
2+dε

pv
2−dε

1√
2πΔtσ2

e
−

(
x−p′

2(Δt)

)2

2Δtσ2
2 dx. (10)

So the conflict probability at Δt between r1 and r2 is Pv
1,2(Δ) = Pv

1 (Δt)·Pv
2 (Δt).

Our aim is to let
∀Δt > 0, Pv

1,2(Δt) ≤ Pε. (11)

4.2 Conflict Resolution

To coordinate the motion of r1 and r2 at v, we can let one of them move freely,
and the other one considers it as a dynamic obstacle. Suppose that r1 has the
time-optimal motion without considering r2’s motion. Its motion will be con-
sidered as a dynamic obstacle by r2, as presented in Fig. 5(b). To apply VIP to
find r2’s time-optimal motion, we should get the feasible area in its path-time
coordinate plane. Because r1’s motion is given, Pv

1 (Δt) is known, and we can
find probability requirement on r2 passing [pv

2 − dε, p
v
2 + dε] by solving

Pv
2 (Δt) =

∫ pv
2+dε

pv
2−dε

1√
2πΔtσ2

e
−

(
x−p′

2(Δt)
)2

2Δtσ2
2 dx <

Pε

Pv
1 (Δt)

, (12)

as shown in Fig. 5(c). Then we can get r2’s conflict region in its path-time coor-
dinate plane. As shown in Fig. 5(d), we use Cv

r1,r2
to denote it. On the contrary,

when r2 moves freely, Cv
r2,r1

denotes the conflict region that r1 needs to avoid.

4.3 Obstacle Simplification

It should be noted that VIP can only handle the dynamic obstacle whose shape
is rectangle in the path-time coordinate plane, while the shape of our obstacle
based on probability is not. In order to apply VIP to solve our problem, we have
to simplify the shape of our obstacle to rectangle. We discuss the simplification
scheme of dynamic obstacle and robot obstacle, respectively.
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infeasible
region

feasible

infeasible

Fig. 5. A two-robot motion coordination, (a) r1 and r2 intersects at v, and red lines
represent conflict segment, (b) r1’s optimal motion is given, (c) r1’s probability at
conflict segment and probability requirement on r2, both with respect to time, (d) the
infeasible region on r2’s path-time coordinate plane. (Colour figure online)

Dynamic Obstacle Simplification. We suppose that the exact region of its
original dynamic obstacle is known, as shown in gray part of Fig. 6(a). The
extension part can be obtained by applying (7) and (8) for Δt ∈ (t1, t2), as
shown in the dark area of Fig. 6(a), where zmax denotes its maximum path
length. Then we can use a rectangle with length ld + 2zmax and width t2 − t1 to
cover it, and this rectangle can be applied for calling VIP to obtain the optimal
motion.

Robot Obstacle Simplification. For the robot obstacle, we suppose that it
is covered by a rectangle with a top left vertex (tu, pu) and bottom right vertex
(td, pd). Our job is to decide the two vertexes. From (12), we know that if Pv

1 (Δt)
is smaller than Pε, the required probability of Pv

2 (Δt) is less than 1. In this case
there is no limitation on robot path. However, when Pv

1 (Δt) is equal to Pε,
the limitation comes. Thus, we can conclude that the robot obstacle comes into
being when Pv

1 (Δt) = Pε. Then we can get two Δt to meet this condition, where
the large one is tu and the small one is td, i.e.,

Pv
1 (tu) = Pv

1 (td) = Pε (13)

Next, we need to decide the width of this rectangle. It can be found that the
width of robot obstacle is negatively proportional to the required probability. The
smaller required probability is, the larger obstacle width should be. According
to (12), we can infer that the smallest required probability corresponds to the
largest Pv

1 (Δt), i.e.,
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Fig. 6. Obstacle simplification illustration, (a) gray part is the original dynamic obsta-
cle, dark part is the extension, and rectangle is its simplified form, (b) gray part is the
robot obstacle, and rectangle is its simplified form.

Pv
1,max = Pv

1 (Δtmax) = max
{

Pv
1 (Δt),∀Δt > 0

}
,

Pv
2,min =

Pε

Pv
1,max

,
(14)

where Δtmax denotes the moment of maximizing Pv
1 . Then, we can also get two

p′
2(Δt) to meet (14), where the small one is pu and the large one is pd, i.e.,

Pv
2,min =

∫ pv
2+dε

pv
2−dε

1√
2πΔtmaxσ2

e
−

(
x−pu

)2

2Δtmaxσ2
2 dx,

=
∫ pv

2+dε

pv
2−dε

1√
2πΔtmaxσ2

e
−

(
x−pv

)2

2Δtmaxσ2
2 dx.

(15)

Hence, to find the rectangle that can cover robot obstacle, it is not necessary
to compute all parts of robot obstacle. By simply calling (13), (14) and (15), the
simplified rectangle can be built.

4.4 Probabilistic Conflict-Based Search Scheme

The conflict-based search (CBS) is originally presented to minimize the sum of all
robots’ cost in an undirected graph whose edges have been assigned specific cost.
In this section we extend it to find the time-optimal motion for multi-robots with
specific paths. CBS works at two levels, where at the low level a time-optimal
motion is planned for each individual robot under dynamic obstacles and high-
level constraints, and at the high level conflicts are spotted and resolved at
their earliest start time. Conflict is resolved by adding two successor nodes in
the conflict tree. Each robot involved by this conflict is assigned an additional
constraint at the low level.

We have presented how to plan time-optimal motion for a single robot with
dynamic obstacle, as presented as Algorithm 1. This acts as the low-level algo-
rithm in the probabilistic conflict-based search (P-CBS) scheme. We extend the
high-level search to incorporate the conflict based on probability, as presented in
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Algorithm 2. Probabilistic Conflict-based Search Scheme
1: function HighLevelSearch
2: R.constraints = ∅
3: R.solution = find individual motion by Algo. 1
4: R.cost = the maximum cost of all individual paths in R.solution
5: Insert R to Open
6: while Open �= ∅ do
7: P ← best node from Open // lowest solution cost
8: Validate the paths in P until a conflict occurs
9: if P has no conflict then

10: Return P.solution
11: end if
12: C ← conflict between ri and rj in P
13: for robot ri in C do
14: A ← new node
15: A.constraints ← P.constraints + Cv

rj ,ri

16: A.solution ← P.solution
17: Update A.solution by by Algo. 1
18: end for
19: end while
20: end function

Algorithm 2. At the beginning, all robots are given their time-optimal motions
by solely considering dynamic obstacles. Then, the first conflict between two
robots is spotted, as shown in line 12, where the two robots are denoted as ri

and rj . For each of them, a new node is added to the conflict tree, and a new
solution is found. This procedure continues until all conflicts have been resolved.

Similar to CBS, P-CBS is also a complete and optimal algorithm with respect
to the motion time, because the search of P-CBS has enumerated all possible
situations for the time-optimal solution.

4.5 Prioritized Motion Planning

Intuitively, priority-based approach assigns each robot an unique priority, and
robots’ motion is planned in the descending order of their priorities [16,17]. The
collision can thus be avoided with this scheme because low-priority robot con-
sider high-priority robot as dynamic obstacle. In this approach, priority assign-
ment plays a significant role in its performance. We assign the priority to robots
according to their Euclid distance of start points and goal points, with a long
Euclid distance leading to a high priority, because robots with long distance
should avoid interference as much as possible to shorten the maximum of motion
time. Its basic procedures are presented in Algorithm 3.



150 H. Wang et al.

Algorithm 3. Basic procedures of prioritized planning
1: function PrioritizedPlanning
2: Assign the priority in the descending order of li
3: O = ∅
4: for i ← 1..n do
5: R.solution = find individual motion by Algo. 1
6: if not found then
7: Report failure and terminate
8: end if
9: O = O ∪ R.solution

10: end for
11: end function

5 Experiments and Results

5.1 Environments and Metrics

The experimental environments are set up like Fig. 1, where there are n × n
robots moving in horizontal and vertical directions with path length = 70 m.
Thus, there are 2n robots in total. Here we evaluate the performance of motion
planning approaches in three configurations, which are n = 2, 4, 6. A robot is
configured to be with width = 1 m and length = 2 m. Its velocity and acceleration
bound is set to vi = 0, vi = 3 and ai = −3, ai = 2, respectively.

In general, we investigate the influence of noise intensity and safety require-
ment on their performance. The noise intensity is represented by its standard
variance, i.e., σi, and safety requirement means the conflict probability thresh-
old, i.e., Pε. Here we vary σi from 0.1 to 0.9 and vary Pε from 10−4 to 10−1,
respectively. We set the maximum of their motion time as our optimized goals. In
addition, we compare the computation time of compared approaches to evaluate
their computation complexity.

5.2 Results

First, we investigate the influence of noise intensity on the performance of com-
pared approaches by fixing conflict probability threshold to 0.01. The maximum
of motion time of all robots and computation time in finding solution are pre-
sented in Fig. 7, where PRIOR denotes the prioritized motion planning and P-
CBS denotes the probabilistic conflict-based search. From Fig. 7(a), we find that,
with the increase of noise intensity, the maximum of motion time also increases
for both approaches, because an intensive noise brings more uncertainty and
forces robots to take more conservative actions to keep safety. It can also be
observed that P-CBS achieved a lower motion time compared to PRIOR, espe-
cially for a large number of robots. From Fig. 7(b), we observe that the noise
intensity has a minor impact on the computation time when robot count is small,
but clearly increases it when robot count is large, such as n = 6. Besides, P-CBS
needs more computation time than PRIOR in general because P-CBS needs to
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Fig. 7. Performance of compared approaches w.r.t. noise intensity, where (a) is the
maximum of motion time, (b) is the computation time, and the conflict probability
threshold Pε = 0.01
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Fig. 8. Performance of compared approaches w.r.t. conflict probability threshold, where
(a) is the maximum of motion time, (b) is the computation time, and the noise intensity
σi = 0.3

check more motion options, while there is only one option for PRIOR. Last,
Fig. 7 does not show the results of 6 robots when noise intensity is large, because
there is not a feasible solution in these cases. This tells us that a large number
of robot or an intensive noise may result in the failure of P-CBS and PRIOR.

Second, we investigate the influence of conflict probability threshold on the
performance of compared approaches by fixing noise intensity to 0.3. The results
of motion time and computation time are presented in Fig. 8. We find that the
motion time decreases with the increase of conflict probability threshold, because
a large conflict probability threshold relieves safety requirement and provides a
large freedom in motion planning. Regarding to its influence on the computation
time, the planner needs more computation time when conflict probability thresh-
old is small. Last, Fig. 8 also demonstrates that P-CBS achieves smaller motion
time and needs more computation time than the prioritized motion planning
approach.
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6 Conclusions

In this paper, we study the problem how to plan time-optimal motion for
multi-robots moving along specified paths. Unlike previous approaches that plan
robots’ motion without considering their stochastic noise, we build our approach
on the probabilistic motion robot. Towards the aim of minimizing the motion
time, we present the conflict probability analysis to ensure the robot’s safety.
Because the shape of dynamic obstacle and robot obstacle is irregular in the
path-time coordinate plane, we present a simplification scheme to transform
them to rectangle, such that the velocity interval propagation can be used to find
the time-optimal motion of each individual robot. In the end, we integrate our
probability analysis with two popular multi-robot planners, i.e., conflict-based
search and prioritized planning, and compare their performance in solution qual-
ity and computation time. Experimental results show that conflict-based search
can find better solution, while incurring more computation time than prioritized
planning.

In the future, we are going to relax the constraint of specified path. For
example, in a free space, there can be many paths for a robot walking from a
start position to the goal position. The motion planning becomes more compli-
cated because robots need to first decide their paths and then their motions.
In addition, P-CBS demands long computation to find an excellent solution. It
would be useful to develop a simplified but efficient algorithm that can find a
competent solution in a short time.
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Abstract. This paper deals with the dynamic precision analysis of a
linear-type rail redundant sliding manipulator. Based on the analysis of
the mechanism structure, kinematics, stiffness performance and dynamic
characteristics of the redundant sliding manipulator, the dynamic error
caused by elastic deformation of links is analyzed. A mathematical model
of the dynamic precision of the redundant sliding manipulator system
is established in this paper by the geometric method. The influence of
parameters such as equivalent stiffness and moment of inertia on the
dynamic error of the manipulator is analyzed and parameter optimiza-
tion schemes are proposed to reduce the dynamic error. Simulation analy-
sis and experiment verify the dynamic precision of the redundant sliding
manipulator. This paper provides a theoretical guidance for the high-
precision operations of the redundant sliding manipulator.

Keywords: Dynamic precision analysis · Dynamic error · Redundant
manipulator · Sliding manipulator

1 Introduction

For decades, as redundant manipulators have huge application prospects in
aerospace, military industry, manufacturing, medical, civil and other fields, and
will play an increasingly important role in the future [1–3]. Thus the study of
their dynamic errors can improve the theoretical study of dynamic accuracy.
With the progress of exploration and the change of experiment demand, more
and more scientific experiments require the redundant manipulators to simulta-
neously possess the ability to carry out autonomous and precise operations to
improve the efficiency and operational safety [4,5]. Therefore, research on the
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dynamic accuracy of redundant manipulators has become an important part of
robotic technology [6,7].

Redundant manipulators are nonlinear and strongly coupled dynamic sys-
tems [8,9]. Due to the limitation of mechanical manufacturing technology level
and manufacturing cost, actual structural parameters and motion parameters
inevitably have deviations [10]. In addition, during the high precision technical
operation process of the redundant manipulator, some of their own error sources,
elastic deformation and vibration caused by inertial forces during high-speed
movement, and errors caused by external interference are uncertain and random
[11]. Fang et al. [12] proposed a new set of kinematic indicators that can evalu-
ate redundant parallel manipulators. Guo et al. [13] proposed a dynamic analysis
method for spherical motors. Tong et al. [14] proposed a Gough-Stewart paral-
lel manipulator with linear orthogonality to achieve dynamic decoupling. Tsai
et al. [15] integrated the existing uncertainty models for the practical application
of serial and parallel manipulators. Yang et al. [16] used a hypothetical mode
method and Lagrange method to describe the dynamic model of a flexible manip-
ulator with unknown interference. At present, most of the researchers’ research
on the dynamic precision of manipulators is for parallel manipulators or the
flexible manipulators. However, there are few studies on the dynamic accuracy
of the redundant rail-type sliding manipulator which is used for high-precision
operations. Therefore, research on the dynamic accuracy of the redundant sliding
manipulator is the top priority for the development of robotic technology.

In order to resolve the appeal issue, this paper deals with the dynamic pre-
cision analysis of a linear-type rail redundant sliding manipulator. The dynamic
error of the redundant sliding manipulator caused by elastic deformation of links
is analyzed, and parameter optimization schemes are proposed to reduce the
dynamic error. This paper provides a theoretical guidance for the high-precision
operations of the redundant sliding manipulator.

The remainder of this paper is organized as follows. Section 2 outlines the
redundant sliding manipulator studied in this paper. Section 3 establishes the
mathematical model of dynamic precision of the redundant sliding manipula-
tor by the geometric method. Section 4 analyzes the influence of parameters on
dynamic errors. Section 5 verifies the dynamic accuracy through simulation and
experiment, and proposes parameter optimization schemes. Section 6 summarizes
the innovation in this paper.

2 Overview of the Redundant Sliding Manipulator

In this paper, we have carried out the development of a linear-type rail redundant
sliding manipulator. The redundant sliding manipulator is mainly composed of
macro manipulator, a micro manipulator platform, micro gripper, micro vision
system and control system. Figure 1 shows the prototype of the macro-micro
manipulator. The dexterous manipulator provides a wide range of accessible
space and the dexterous posture of the end-effector, the micro manipulator per-
forms the micro-operation, and the macro manipulator performs the macro-
operation. The whole precision manipulator has good spatial accessibility and
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Fig. 1. The linear-type rail redundant sliding manipulator

dexterity, as well as the characteristics of precise positioning, rapid response and
easy operation. Combined with the measuring instruments such as the micro-
scope, the micro-operation task with high precision can be realized.

The redundant sliding manipulator studied in this paper is composed of dif-
ferent types of sliding rails as a mobile base and a six degrees-of-freedom (DOF)
redundant manipulator. Due to its unique structural features, it has the advan-
tages and characteristics of being both a redundant manipulator and a mobile
manipulator. On the one hand, as a redundant manipulator, the DOFs of the
redundant manipulator is greater than the DOFs required to achieve the primary
task defined by its end effector, so it has received great attention. The existence
of redundancy allows the manipulator to complete secondary tasks and primary
tasks simultaneously. Specifically, due to redundancy, the redundant manipu-
lator has multiple control solutions for the tasks that can be completed, from
which we can choose the best solution to complete the secondary tasks. On the
other hand, with the development of complex technological society and the intro-
duction of new concepts and innovative theoretical tools in the field of intelligent
systems, the mobile manipulator has attracted great interest in the industrial,
military and public service fields. Compared with fixed robots, they have large-
scale maneuverability and control capability.

Therefore, the redundant sliding manipulator studied in this paper has the
advantages of large working space, light weight, high fault tolerance, strong
robustness, high operating accuracy, easy replacement of different types of rails
to complete various operating tasks and so on. Compared with the traditional
redundant manipulator, its configuration has larger workspace, more flexible task
operation and higher fault tolerance. Moreover, compared with the traditional
mobile manipulator, its controllability is stronger and the precision is higher.
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Based on the above advantages, redundant sliding manipulators have huge
application prospects in aerospace, military industry, manufacturing, medical,
civil and other fields, and will play an increasingly important role in the future.
In the military field, it can meet the operational requirements of military opera-
tions such as mobile shooting, pursuit of the enemy, and material transmission. In
the aerospace field, it can be used for high-precision operation of space on-orbit
service, thereby improving astronauts’ work efficiency and operating accuracy
simultaneously. In terms of industry, redundant sliding manipulators can com-
plete the production work of automated production lines, thus greatly liberating
manpower. In terms of medical treatment, it can be applied in minimally invasive
surgery and surgical surgery to improve the accuracy of surgery, thereby improv-
ing the success rate of the operation. In terms of civilian use, redundant sliding
manipulators can be used as supernumerary robotic limbs. The wearer can wrap
it around the waist or back, which can greatly increase the range of movement
of the manipulator and thus better assist the people in daily life. Therefore, the
redundant sliding manipulator in this paper has great application prospects, and
plays an important role in practical applications. Therefore, the research on the
precision of the redundant sliding manipulator is the most important part of the
robot technology.

3 Dynamic Precision Modeling of the Redundant Sliding
Manipulator

3.1 Establish Vibration Differential Equations

This paper assumes that the link of the manipulator is a cantilever beam fixed
at one end, and the flexibility of the joint and the link itself merges into equal
flexibility.

In general, linear vibration of mechanical system can be described by linear
differential equation as follows:

mẍ + cẋ + kx = f(t) (1)

where m is the vibration mass, c is the damping coefficient, k is the stiffness, x
is the displacement, ẋ is the speed, ẍ is the acceleration, f(t) is the disturbance
force or excitation force, and t is time.

The Lagrangian equation method is to solve the vibration differential equa-
tion of the vibration system by establishing the kinetic energy T , potential energy
U , and energy loss function D of the vibration system, i.e.,

d

d

(
∂T

∂q̇i

)
− ∂T

∂qi
+

∂U

∂qi
+

∂D

∂q̇i
= Fi(t) (i = 1, 2, 3, · · · , 7) (2)

where qi is generalized coordinate, q̇i is a generalized velocity, and Fi(t) is a
generalized excitation force.
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The vibration model discussed in this paper is the free vibration under the
ideal state, so the energy dissipation function and the generalized excitation
force are ignored, then the Laplace equation (2) can be simplified as:

d

dt

(
∂T

∂q̇i

)
− ∂T

∂qi
+

∂U

∂qi
= 0 (i = 1, 2, 3, · · · , 7) (3)

which gives

T =
7∑

i=1

1
2
JiΔθ̇2i

V =
7∑

i=1

1
2
ki (liΔθi)

2

(4)

where li, mi, Ji and ki are the length, the mass, moment of inertia and equivalent
stiffness of the link i, respectively.

For the link of the manipulator, only the bending stiffness and tensile stiffness
are considered, and the stiffness of the joint and the link is approximated to a
stiffness, which is called the equivalent bending stiffness. The equivalent bending
stiffness and tensile stiffness are denoted by k = 3EI/l3 and k = EA/l, where
E is the elastic modulus, I is the moment of inertia, and l is the link length, A
is the cross-sectional area.

The moment of inertia is a measure of inertia representing the rotation of an
object and a property of the object itself. The moment of inertia of an object
on any axis c is defined as Jc =

∑n
i=1 mir

2
i . It can be seen that the moment of

inertia is determined by the mass and its distribution, and its unit is kg · m2.
By substituting the kinetic energy T and the potential energy V into (3), it

can be obtained as follows:

0 = JiΔθ̈i + kil
2
i Δθi (5)

In the form of matrix, the following can be obtained:
⎡
⎢⎣

0
...
0

⎤
⎥⎦ =

⎡
⎢⎣

J1 . . . 0
...

. . .
...

0 . . . J7

⎤
⎥⎦

⎡
⎢⎣

Δθ̈1
...

Δθ̈7

⎤
⎥⎦ +

⎡
⎢⎣

k1l
2
1 . . . 0

...
. . .

...
0 . . . k7l

2
7

⎤
⎥⎦

⎡
⎢⎣

Δθ1
...

Δθ7

⎤
⎥⎦ (6)

where
[
Δθ̈1 . . . Δθ̈7

]T
is the angular acceleration array and

[
Δθ1 . . . Δθ7

]T is
the angular displacement array. Further simplified (6) as the following equation:

[M] [Δθ̈] + [K][Δθ] = [0] (7)

where [M] is the mass matrix and [K] is the stiffness matrix. Equation (7) is the
free vibration differential equation of the manipulator.
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3.2 Natural Frequency and Main Vibration of the System

The angular displacements Δθi(i ∈ [1, 2, 3, 4, 5, 6, 7]) are used to describe the
deviation between the deformed position and the ideal position of the links.
Moreover, the angular displacements are used to qualitatively describe the
dynamic precision caused by the elastic deformation of the manipulator. Δθi

are assumed as harmonic vibration at the same frequency and phase but differ-
ent amplitude, i.e.,

Δθi = Ai sin(ωt + ϕ) (8)

where Ai are different amplitude.
Substitute (8) into (6), we can obtain:⎡

⎢⎣
k1l

2
1 − J1ω

2 . . . 0
...

. . .
...

0 . . . k7l
2
7 − J7ω

2

⎤
⎥⎦

⎡
⎢⎣

A1

...
A7

⎤
⎥⎦ =

⎡
⎢⎣

0
...
0

⎤
⎥⎦ (9)

The characteristic equation of (9) is as follows:

|B| =
∣∣[K] − ω2[M ]

∣∣ =

∣∣∣∣∣∣∣
k1l

2
1 − J1ω

2 . . . 0
...

. . .
...

0 . . . k7l
2
7 − J7ω

2

∣∣∣∣∣∣∣
= 0 (10)

Further extending the determinant in (10) can obtain that:

(k1l21 − J1ω
2) . . . (kil

2
i − Jiω

2) = 0 (11)

Then, (11) can be regarded as a quadratic equation with the frequency ω2
i

as the unknown, and the solution can be expressed as:

ω2
i =

kil
2
i

Ji

(12)

It can be seen that the natural frequency problem can be solved by solving
the eigenvalues. Theoretically, the vibration system has n DOFs, and n natural
frequencies can be obtained. Since these frequencies are related only to the nat-
ural parameters of the vibration system (such as mass and stiffness) and not to
the initial energy of the vibration, they are called the natural frequencies of the
vibration system.

Differential equations cannot directly reveal the relationship between the
amplitude of the link and the amplitude of the end-effector in the vibra-
tion process. Assuming that the initial condition of the vibration is: t =
0,Δθi = Δθi0,Δθ̇i = Δθ̇i0, then the expression for amplitude Ai is Ai =√

Δθ2i0 +
(

Δθ̇i0
ω

)2

. Corresponding to different natural frequencies, the expres-

sion of the amplitude Ai is as follows:

A
(n)
i =

√√√√Δθ2i0 +

(
Δθ̇i0

ωn

)2

n ∈ (1, 2, · · · , 7) (13)
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where A
(n)
i is the amplitude when the natural frequency is ωn.

Thus, the main vibration of each order n of the system is:
⎧⎪⎪⎨
⎪⎪⎩

Δθ
(n)
1 = A

(n)
1 sin (ωnt + ϕn)

...
Δθ

(n)
7 = A

(n)
7 sin (ωnt + ϕn)

(14)

In general, the free vibration of 7-DOF is synthesized by the main vibration
of 7 different frequencies, and the result of the synthesis is not necessarily simple
harmonic vibration. Therefore, the general solution of the differential equation
(7) is the superposition of the above seven main vibrations, that is:

Δθi = Δθ
(1)
i + · · · + Δθ

(7)
i = A

(1)
i sin (ω1t + ϕ1) + · · · + A

(7)
i sin (ω7t + ϕ7)

(15)
Equation (15) gives the general vibration solution of the 7-DOF free vibra-

tion model, which provides a theoretical basis for establishing the mathematical
model of dynamic accuracy.

3.3 Establish Mathematical Model of Dynamic Precision

When discussing the error of the end-effector, the maximum value of the angular
displacement is selected as the research object, so the maximum vibration error
of 7-DOF is calculated as follows:

Δθi = A
(1)
i + · · · + A

(7)
i

(16)

The most commonly used maximum error in the error analysis selected in
(16) can simplify the analysis process and make the results relatively accurate.

The linear sliding rail of the redundant sliding manipulator is considered
as a revolute joint in kinematic modeling, so the manipulator is considered as
a 7-DOF redundant sliding manipulator. The kinematic model of the redun-
dant sliding manipulator is shown in Fig. 2. According to the kinematics of the
manipulator, the position of the end-effector can be obtained on the Cartesian
coordinates, as shown below:

px = l3 ∗ cos(θ1 + θ2 + θ3) ∗ sin(θ4 + θ5) − l4 ∗ cos(θ7) ∗ (sin(θ1 + θ2 + θ3)∗
sin(θ6) − cos(θ1 + θ2 + θ3) ∗ cos(θ4 + θ5) ∗ cos(θ6)) − l0 ∗ cos(θ1 + θ2) + l2∗
cos(θ1 + θ2 + θ3) ∗ cos(θ4) − l4 ∗ cos(θ1 + θ2 + θ3) ∗ sin(θ4 + θ5) ∗ sin(θ7)

py = l4 ∗ cos(θ7) ∗ (cos(θ1 + θ2 + θ3) ∗ sin(θ6) + sin(θ1 + θ2 + θ3) ∗ cos(θ4+
θ5) ∗ cos(θ6)) − l0 ∗ sin(θ1 + θ2) + l3 ∗ sin(θ1 + θ2 + θ3) ∗ sin(θ4 + θ5) + l2∗
sin(θ1 + θ2 + θ3) ∗ cos(θ4) − l4 ∗ sin(θ1 + θ2 + θ3) ∗ sin(θ4 + θ5) ∗ sin(θ7)

pz = l1 + l3 ∗ cos(θ4 + θ5) − l2 ∗ sin(θ4) − (l4 ∗ cos(θ6 + θ7) ∗ sin(θ4+
θ5))/2 − l4 ∗ cos(θ4 + θ5) ∗ sin(θ7) − (l4 ∗ cos(θ6 − θ7) ∗ sin(θ4 + θ5))/2

(17)
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Fig. 2. Simplified model and simplified kinematics model of the redundant sliding
manipulator

Furthermore, the position error of the end-effector of the redundant sliding
manipulator can be obtained as follows:

ex = l3 ∗ cos(Δθ1 + Δθ2 + Δθ3) ∗ sin(Δθ4 + Δθ5) − l4∗
cos(Δθ7) ∗ (sin(Δθ1 + Δθ2 + Δθ3) ∗ sin(Δθ6) − cos(Δθ1 + Δθ2 + Δθ3)∗
cos(Δθ4 + Δθ5) ∗ cos(Δθ6)) − l0 ∗ cos(Δθ1 + Δθ2) + l2 ∗ cos(Δθ1 + Δθ2+
Δθ3) ∗ cos(Δθ4) − l4 ∗ cos(Δθ1 + Δθ2 + Δθ3) ∗ sin(Δθ4 + Δθ5) ∗ sin(Δθ7)

ey = l4 ∗ cos(Δθ7) ∗ (cos(Δθ1 + Δθ2 + Δθ3) ∗ sin(Δθ6) + sin(Δθ1+
Δθ2 + Δθ3) ∗ cos(Δθ4 + Δθ5) ∗ cos(Δθ6)) − l0 ∗ sin(Δθ1 + Δθ2)+
l3 ∗ sin(Δθ1 + Δθ2 + Δθ3) ∗ sin(Δθ4 + Δθ5) + l2 ∗ sin(Δθ1 + Δθ2+
Δθ3) ∗ cos(Δθ4) − l4 ∗ sin(Δθ1 + Δθ2 + Δθ3) ∗ sin(Δθ4 + Δθ5) ∗ sin(Δθ7)

ez = l3 ∗ cos(Δθ4 + Δθ5) − l2 ∗ sin(Δθ4) − (l4∗
cos(Δθ6 + Δθ7) ∗ sin(Δθ4 + Δθ5))/2 − l4 ∗ cos(Δθ4+
Δθ5) ∗ sin(Δθ7) − (l4 ∗ cos(Δθ6 − Δθ7) ∗ sin(Δθ4 + Δθ5))/2

(18)
It can be seen from (18) that the errors ex, ey and ez of the end-effector

are functions of many parameters (such as equivalent stiffness ki and moment of
inertia Ji). Furthermore, the dynamic error can be minimized by analyzing the
influence of these specific parameters on the dynamic errors, which is of guiding
significance for the high-precision operation of redundant sliding manipulator.
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4 Dynamic Precision Analysis of the Redundant Sliding
Manipulator

4.1 Preliminaries of Dynamic Precision Analysis

Parametric Analysis Theory. It is known that the dynamic errors ex/y/z

are multi-independent and complex function variables. In the analysis process,
dynamic errors ex/y/z are taken as the research objects. Taking only the research
object as an independent variable and other variables as constants, we can obtain
the following functions:

ex/y/z = Cx/y/z · f(β) (19)

where β is the variable under study and Cx/y/z is the constant quantity corre-
sponding to ex/y/z.

Influence Coefficient Analysis Theory. The error influence coefficient is the
ratio between the error increment and the increment of the independent variable
causing the increment. Partial deviations of dynamic errors ex/y/z relative to
each parameter are defined as the error influence coefficient of each parameter,
that is:

Yx/y/z =
∂ex/y/z

∂β
(20)

where β is the study variable, and Yx/y/z is the influence coefficient for ex/y/z

corresponding to β.
The error influence coefficient is an important basic theory in the study of

error and its compensation. The two-dimensional parametric analysis method
(19) and the error influence coefficient method (20) are used to analyze the
influence of each parameter on the dynamic error, which can not only make
the two independent analysis results complement each other, but also make the
overall analysis results more complete and accurate.

4.2 Stiffness and Rotational Inertia Analysis of the Redundant
Sliding Manipulator

Influence of Stiffness and Rotational Inertia Analysis. According to (19),
the influence of stiffness ki change and the moment of inertia Ji change on
the dynamic errors ex/y/z is analyzed, and the functional relationships between
ex/y/z and the independent variables ki and Ji are as follows:

ex/y/z = Cx/y/z · f (ki)
ex/y/z = Cx/y/z · f (Ji)

(21)
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Influence Coefficients of Stiffness and Rotational Inertia Analysis. The
dynamic error influence coefficients of the equivalent stiffness ki and the moment
of inertia Ji are defined as the ratio of the increment of the dynamic errors ex/y/z

to the increment of the equivalent stiffness ki and the moment of inertia Ji that
caused the increment. It can be obtained as follows:

Yki
=

∂ex/y/z

∂ki

YJi
=

∂ex/y/z

∂Ji

(22)

5 Simulation Analysis and Experiment

5.1 Simulation Analysis

The links of the 7-DOF linear-type rail redundant sliding manipulator are made
of alloy steel, whose cross section is a circle with radius r = 20 mm. The pre-
liminary dimensions of each link are l0 = 236 mm, l1 = 208 mm, l2 = 166 mm,
l3 = 166 mm, and l4 = 47 mm. According to the equivalent stiffness theory and
the configuration of the redundant sliding manipulator, it can be obtained that
the link 1, link 3, link 4 and link 6 are equivalent bending stiffness, and the link
2, link 5 and link 7 are equivalent tensile stiffness.

Based on the known material and the design dimensions of each link, the
required parameters are calculated as follows: m1 = 2.327 kg, m2 = 2.051 kg,

Fig. 3. Dynamic errors ex, ey and ez corresponding to different equivalent stiffness ki

and equivalent rotational inertia Ji.
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m3 = 1.637 kg, m4 = m5 = 1.637 kg, m6 = m7 = 0.463 kg, J1 = 0.452 kg · m2,
J2 = 2.315 × 10−3 kg · m2, J3 = 0.159 kg · m2, J4 = 5.700 × 10−2 kg · m2, J5 =
1.025 × 10−3 kg · m2, J6 = 6.261 × 10−4 kg · m2, J7 = 1.582 × 10−4 kg · m2,
k1 = 5.905 × 106 N/m, k2 = 1.244 × 109 N/m, k3 = 8.626 × 106 N/m, k4 =
1.697 × 107 N/m, k5 = 1.559 × 109 N/m, k6 = 7.476 × 108 N/m, k7 = 5.505 ×
109 N/m. The initial conditions of vibration are A1 = · · · = A7 = 0.1mm,
Δθ10 = · · · = Δθ70 = 0.1mm, Δθ̇10 = · · · = Δθ̇70 = 5mm/s.

It can be seen from Fig. 3 that the change of equivalent stiffness ki and the
moment of inertia Ji will cause changes in dynamic errors and exhibit different
curve relationships. The changes of equivalent stiffness k7 and the moment of
inertia J3 have the greatest influence on the dynamic errors, while the changes of
equivalent stiffness k1 and the moment of inertia J7 have the smallest influence
on the dynamic errors. That means that the design of the redundant sliding
manipulator has a great advantage for improving the dynamic accuracy due to
the unique configuration of its slide rail. In other words, if the dynamic error
is guaranteed to meet certain conditions, the equivalent stiffness of link 7 and
the moment of inertia of link 3 are required the most in the design process, that
is, the equivalent stiffness of link 7 and the moment of inertia of link 3 are first
considered.

Fig. 4. The stiffness influence coefficient and the rotation inertia influence coefficient
of dynamic errors ex, ey and ez.

Figure 4 shows the stiffness and rotational inertia influence coefficient of the
dynamic errors ex, ey and ez. Comprehensive analysis of the dynamic error
influence coefficient curves of each equivalent stiffness ki and moment of inertia
Ji shows that the equivalent stiffness of link 6 and link 7 and the moment of
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inertia of link 3 and link 4 have the greatest influence on the dynamic errors
of the manipulator in the whole working space. Generally speaking, when the
equivalent stiffness and the moment of inertia are small, the dynamic errors are
not very stable and may change rapidly. When designing, we must pay attention
to the instability of dynamic errors within this range.

Remark : From the above analysis, the parameter optimization scheme for reduc-
ing the dynamic errors can be obtained as follows:

(1) Equivalent stiffness: The bending deformation of the link has a much greater
influence on the dynamic error than the tensile deformation. Therefore, the
adjustment of the equivalent bending stiffness is more important for reducing
the dynamic errors of the system.

(2) Moment of inertia: The size and distribution of the mass directly affect the
magnitude of the moment of inertia, and thus directly affects the magnitude
of the dynamic error of the manipulator.

(3) When adjusting the moment of inertia, the cross-sectional area of each link
may be changed, so the change of the equivalent stiffness must also be con-
sidered. Therefore, the moment of inertia and the equivalent stiffness can be
adjusted at the same time, so as to reduce the dynamic errors of the system.

Fig. 5. Configuration changes of the manipulator during operation.

5.2 Implementation and Verification Experiment

The experimental platform in this paper is the linear-type rail redundant sliding
manipulator introduced in Sect. 2, whose dimensions and D-H parameters are
the same as the simulation. In this experiment, a set of joint angles is input
to the manipulator, and the configuration changes of the manipulator during
operation is as shown in Fig. 5.
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Fig. 6. Dynamic errors ex, ey and ez corresponding to angular displacements Δθi.

By changing the values of the angular displacements Δθi in real time during
the movement of the redundant sliding manipulator, the corresponding errors are
shown in Fig. 6. We can find that the change of angular displacements Δθ5, Δθ3
and Δθ4 has the greatest impact on dynamic errors ex, ey and ez, respectively.
The rule of error variation in the experiment is consistent with the simulation,
which further proves the accuracy and practicability of the dynamic error anal-
ysis method in this paper.

6 Conclusion

This paper deals with the dynamic precision analysis of a linear-type rail redun-
dant sliding manipulator. Based on the analysis of the mechanism structure,
kinematics, stiffness performance and dynamic characteristics of the redundant
sliding manipulator, the dynamic error caused by elastic deformation of links is
analyzed. A mathematical model of the dynamic precision of the redundant slid-
ing manipulator system is established by the geometric method. The influence
of parameters such as equivalent stiffness and moment of inertia on the dynamic
error of the redundant sliding manipulator is analyzed and parameter optimiza-
tion schemes are proposed to reduce the dynamic error. Simulation analysis and
experiment verify the dynamic precision of the redundant sliding manipulator.
This paper provides a theoretical guidance for the high-precision operations of
the redundant sliding manipulator.
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Abstract. This paper proposes a variable speed optimal designing method of
ball-screw transmission mechanisms based on NoCuSa (Nonhomogeneous
Cuckoo Search Algorithm). The optimal function of the input speedwas designed,
without changing the mechanical structure of the original ball-screw driving
mechanism. It can reduce the peak output of the ball-screw and improve output
performance. In this paper, kinematic dimensionless equations of rotation angle,
velocity, acceleration, and jerk were established for the optimization problem-
solving. the mathematical model of the optimization based on seventh-order
polynomial was given. The NoCuSa was used to optimize the design function
objective function and get the optimal speed function. Finally, the optimized speed
function was brought into the dimensionless equation to obtain the optimal output
and compared with the GA (Genetic Algorithm) optimization, Liu’s optimal
design method, and the constant speed input method. And a set of actual param-
eters of the ball-screw is selected to simulate the actual output performance.

Keywords: Ball-screw transmission � Cuckoo search algorithm � Variable
speed design � Kinematic optimization

1 Introduction

The variable input speed design method of the transmission mechanism originated from
the design of the cam mechanism. In order to improve the output performance of the
system, the traditional method can only redesign the mechanical structure of trans-
mission system. For the traditional constant input design method, Mills et al. [1]
studied the effects of various structural dynamic parameters on the peak acceleration
and the peak velocity of the cam mechanism, proposed an optimized design method
(1993). Yu et al. [2] proposed a cam curvature optimization method based on para-
metric polynomial and studied the relationship between cam profile and peak accel-
eration (1996). Qiu et al. [3] proposed a generalized cam curve design optimization
method that can simultaneously multiple targets for kinematics or dynamics opti-
mization (2005). In recent years, Kailash & Chaudhary [4] have used the method of
seeking the optimal mass distribution of the crank-sliding mechanism to reduce
vibration and noise, and compared the optimization results of TLBO and GA (2017).
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After 1990, some people began to pay attention to the research of variable speed
mechanism. For the variable speed input method, it is not necessary to redesign the
system mechanical structure. Simply optimize the design of the system input speed can
get better output characteristics and save economic costs. However, it is difficult for
conventional motors to realize complex variable speed input methods, so the rapid
development and popularization of servo motors provide a guarantee variable speed
input control. For example, in the 1990s, it emerged an electronic cam [5] composed of
servo motor system, that is, the cam curve constructed was used to simulate the
mechanical cam. Yan et al. [6] proposed a method to reduce the peak acceleration of
follower through the design of cam speed. At the same time, the polynomial speed
function was used to optimize the design and verify the feasibility of the variable speed
input method (1996). Yao et al. [7] proposed the concept of ‘active control of cam
mechanism’, proved that the output performance of servo system can be greatly
improved by applying the optimal control theory (2000). Yan et al. [8] applied B-spline
curve to input speed function design for improving the output performance of watt
press (2000). Yan et al. [9] applied the variable input speed function to the crank link
servo system, and optimized the input by the 10th order B-spline curve designing
(2000). Liu et al. [10] reduced the peak acceleration value of constant pitch screw by
20% by designing polynomial speed function, which is better than variable pitch screw
(2001). Yao et al. [11] summarized the research of variable speed input mechanical
system, introduced and exemplified the variable speed design steps (2004). Wen
Hsiang Hsieh [12] proposed a new method to drive variable speed mechanism using
planetary gear train (CCPGT) (2007). D. Mundo [13] used genetic algorithm to opti-
mize the polynomial speed function, and designed the non-circular gear instead of the
servo mechanism. Compared with the constant speed input mechanism, the peak
acceleration of the lead screw decreased by 36.9% (2007). Heidari et al. [14] used the
genetic algorithm to design the input speed function, optimized the kinematic char-
acteristics of a geneva mechanism (2008). Yan et al. [15] proposed an integrated design
method that takes dimensions, counterweights, input speed functions and controller
parameters as design variables and designed the four-bar linkage, proved the feasibility
of the method (2009). Hsu et al. [16] used cosine function to design the input speed
function, reducing the peak acceleration of lead screw (2012). Saeidi et al. [17]
compared the function design by the optimal control theory with the crank speed
function design by the genetic algorithm (2012). Yang et al. [18] used B-spline curve to
design input function, optimized a kind of screw drive system (2015).

The transmission system mentioned in this paper is a kind of ball screw drive
mechanism driven by crank-linker. The input is the circular motion of crank, and the
output is the reciprocating motion of ball screw. This system was originally a constant
speed input system, but its output performance is poor. This mechanism is also widely
used in industry, such as weft insertion mechanism [19] which is widely used in rapier
loom of textile industry. The main purpose of optimization is to reduce the peak
acceleration of ball screw to reduce the inertia load of lead screw and improve the
output performance. For the traditional optimization method, the variable pitch lead
screw design [20, 21] and the use of excellent materials are generally used [22]. In
recent years, there are also many intelligent optimization algorithms for variable pitch
design [23], but the design cost is relatively high compared with the variable speed
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method. In this paper, a cuckoo algorithm based on non-homogeneous search of
quantum mechanism is used to optimize the 7-order polynomial input speed function,
so as to optimize the kinematics of the transmission mechanism. Compared with the
other optimal design results, this method is better.

2 Model of Ball-Screw Transmission System

The transmission system is composed of a crank-linker and a ball screw system in
series, where the ball screw is driven by a crank-linker, the system input is the circular
movement of the crank clockwise, and the output is the reciprocating rotation of the
ball screw. As shown in Fig. 1, O-point is the driving point, 1 is the crank, 2 is the
connecting rod, 3 is the slider, 4 is the ball screw.

As shown in Fig. 2, suppose that the crank length R1, the link length r2, r3 is the
relative positions of the slider to O-point, h1 is the angle between the crank and the
negative half of axis X, that is, the input crank angle displacement, h2 is the angle
between the link and the negative half axis, s is the displacement of the slider to the left
end of the ball screw. During the clockwise rotation of the crank, the link moves the
slider to do a linear reciprocating motion, and the ball screw rotates to and under the
push of the slider, and the system outputs is the angle of the ball screw.

Fig. 1. Schematic diagram of ball-screw transmission mechanism

Fig. 2. Model of ball-screw transmission mechanism
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From the position relationship shown in Fig. 2, the following equations can be
obtained:

r2cosh2 ¼ r1cosh1 þ r3 ð1Þ
r2sinh2 ¼ r1sinh1 ð2Þ

It can be obtained by Eq. (1) and Eq. (2) joint operation:

cos h2
sin h2

¼ cos h1
sin h1

þ r3
r1 sin h1

ð3Þ

After identity transformation, the following results are obtained:

r1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2h1
sin2h2

� sin2h1

s
¼ r1 cos h1 þ r3 ð4Þ

From Eq. (2):

sin h1
sin h2

¼ r2
r1

Bring Eq. (5) into Eq. (4), the relative position of the slider to the O-point can be
obtain as follows:

r3 ¼ r1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2
r1
Þ2 � sin2h1

r
� cos h1

� �
ð5Þ

From the position relation, the function relation between the slide displacement
s and the rotation angle h1 is as follows:

s ¼ r3 � r2 � r1ð Þ = r1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2
r1
Þ2 � sin2h1

r
� cos h1 � r2

r1
� 1

� �� �
ð6Þ

In order to simplify the problem, only the moving process of the slider to the right
is studied, and the parameters are dimensionless. Assuming that the time for the slider
to move to the right side once is s, the stroke of the slider is 2r1, the turning angle of the
crank is p. The dimensionless parameters can be taken as follows:

T ¼ t
s
; t 2 0; s½ � ð8aÞ

S ¼ s
2r1

; s 2 0; 2r1½ � ð8bÞ

H ¼ h1
p
; h1 2 0; p½ � ð8cÞ
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Where, T; S;H 2 0; 1½ �. Take the above equation into Eq. (7) can obtain the
dimensionless relationship between the input angle and the slider displacement as
follows:

G Hð Þ ¼ S ¼ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2RÞ2 � sin2pH

q
� cos pH� 2R� 1ð Þ

� �
ð9Þ

Where R is the ratio of the length of crank and connecting rod R ¼ r1
2r2.

As a variable speed input mechanism,H is also a function of dimensionless time (T):

S ¼ G H Tð Þð Þ ð10Þ

For the lead screw with constant pitch P, the angle of the lead screw and the
displacement of the slider are linear as follows:

/ ¼ 2p
p
s ð11Þ

Assuming that the dimensionless rotation angle of the ball screw is U, since the
rotation angle of the ball screw is directly proportional to the displacement of the slider,
within the time s of the slider moving to the right, the constant relationship between the
displacement and the rotation angle can be obtained as follows:

U ¼ /
/max

¼ s
smax

¼ s
2r1

¼ S ð12Þ

Because U = S, the dimensionless speed V, acceleration A and jerk J of the ball
screw can be obtained by differentiating S with respect to T:

V ¼ dU
dT

¼ dS
dT

¼ G0 Hð Þ _H Tð Þ ð13aÞ

A ¼ d2U
dT2 ¼ d2S

dT2 ¼ G00 Hð Þ _H2 Tð ÞþG0 Hð Þ €H Tð Þ ð13bÞ

J ¼ d3U
dT3 ¼ d3S

dT3 ¼ G000 Hð Þ _H3 Tð Þþ 3G00 Hð Þ €H Tð Þ _H Tð ÞþG0 Hð ÞvH Tð Þ ð13cÞ

Where G0 Hð Þ, G00 Hð Þ, G000 Hð Þ is the first, second and third-order derivative of
G Hð Þ with respect to the input angle G Hð Þ. Where _H Tð Þ, €H Tð Þ, vH Tð Þ is the first,
second and third-order derivative of H Tð Þ with respect to dimensionless time T, i.e.
angular velocity, angular acceleration and angular jerk of the input.

The function of dimensionless speed (V), acceleration(A) and jerk (J) of the ball
screw with respect to T can be obtained by bring G Hð Þ (Eq. (9)) to the Eq. (13a–13c)
as follows [11]:
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V ¼ dU
dT

¼ dS
dT

¼ G0 Hð Þ _H Tð Þ ¼ �p
4

sin 2pHffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Rð Þ2�sin2pH

q þ p
2
sin p

2
64

3
75 dH
dT

ð14aÞ

A ¼ d2U
dT2

¼ d2S
dT2

¼ G00 Hð Þ _H2 Tð ÞþG0 Hð Þ €H Tð Þ

¼ �p2

2
cos 2pHffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Rð Þ2�sin2pH

q þ p2

8
sin2 2pHð Þ 2Rð Þ2�sin2pH

h i�3
2 þ �p2

2
cos pH

8><
>:

9>=
>;

dH
dT

� �2

þ �p
4

sin 2pHffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Rð Þ2�sin2pH

q þ p
2
sinH

2
64

3
75 d2H

dT2

ð14bÞ

J ¼ d2H
dT3

¼ d3S
dT3

¼ G000 Hð Þ _H3 Tð Þþ 3G00 Hð Þ €H Tð Þ _H Tð ÞþG0 Hð ÞvH Tð Þ

¼ �p
4

sin 2pHffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Rð Þ2�sin2pH

q þ p
2
sin p

2
64

3
75 d3H
dT3 þ 3

�p2

2
cos 2pHffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Rð Þ2�sin2pH

q
8><
>:

� p2

8
sin2 2pHð Þ 2Rð Þ2�sin2pH

h i�3
2 þ p2

2
cos pH

�
dH
dT

� �
d2H
dT2

þ p3cos2pH

2Rð Þ2�sin2pH

(
� 3p3

8
sin 4pHð Þ 2Rð Þ2�sin2pH

h i�3
2

� 3p3

16
sin3 2pHð Þ 2Rð Þ2�sin2pH

h i�5
2� p3

2
sin pH

�
dH
dT

� �3

ð14cÞ

Through the optimization design of the crank dimensionless speed function, the
actual speed, acceleration and jerk of the ball screw can be obtained through the
following variable conversion relations:

v ¼ d/
dt

¼ dS
dt

� 2p
p

� 2r1 ¼ 4pr1
ps

� V ð15aÞ

a ¼ dv
dt

¼ dV
dt

� 2p
p

� 2r1
s

¼ 4pr1
ps2

� A ð15bÞ

j ¼ da
dt

¼ dA
dt

� 2p
p

� 2r1
s2

¼ 4pr1
ps3

� J ð15cÞ

3 Optimization Design of Variable Speed Input Function

3.1 Description of the Optimization Problem

The dimensionless input speed function H(T) was choosed to the optimization. The
optimization problem is to constantly change the parameters of the input speed function
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to find a set of optimal parameters ci, so that the peak acceleration of the ball screw
when the slider moves to the right is minimum, so as to reduce the inertia load of the
system. We use polynomial function as the input angle function, and set seventh-order
polynomial input speed function as follows:

H Tð Þ = c0 + c1T + c2T2 + c3T3 + c4T4 + c5T5 + c6T6 + c7 ð16Þ

3.2 Restraint Conditions

When the slider moves from left end to the right end, there is dimensionless T, S,H2[0,
1], and the following restraint condition can be obtained.

1. In the process of slider moving to the right, the crank keeps turning clockwise and
the crank turns unchanged, that is H(T) > 0.

2. In the process of continuous crank rotation, the input crank speed function H(T)
must be continuous and the input crank speed must be at least the second-order
continuous differentiable function to reduce the driver load.

3. According to the boundary condition of sliding block moving forward, it can be
seen that H(0) = 0, H(1) = 1.

3.3 Objective Function

The main purpose of optimization is to reduce the peak acceleration of the ball-screw
output, so as to reduce the inertia load and output vibration. However, in order to
ensure that the function meets the constraints, it is necessary to ensure the rationality of
the crank angle acceleration peak at the same time, so it is also necessary to reduce the
input acceleration peak, that is, the peak value of the second derivative of the input
function €H Tð Þ�� ��. Therefore, the optimization problem is a typical multi-objective
optimization problem which can be transformed into a single objective problem by
weighting. Where, x1;x2 are the weight coefficients, for different optimization
methods and values, C is the optimization parameter. The objective function P(C) was
shown as follows:

PC ¼ x1 Aj jmax þx2 €H Tð Þ�� ��
max

¼ x1 G00 Hð Þ _H2 Tð ÞþG0 Hð Þ €H Tð Þ�� ��
max þx2 €H Tð Þ�� ��

max

ð17Þ

Where C ¼ c1; c2; c3; c4; c5; c6½ � were selected as the optimal parameters. From
Eq. 3, the parameter c0 and c7 can be obtained as follows:

c0 ¼ 0 ð18Þ

c7 ¼ 1� c1 þ c2 þ c3 þ c4 þ c5 þ c6ð Þ ð19Þ

Based on the above description the optimal polynomial parameter Cbest can be
obtained by solving the optimization problem via search algorithm.
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4 Optimal Polynomial Parameterons Searching Based
on NoCuSa

4.1 Nonhomogeneous Cuckoo Search Algorithm

NoCuSa (Nonhomogeneous cuckoo search algorithm) is an improved cuckoo algo-
rithm proposed by Cheung [24] et al. in 2016 The algorithm introduces the idea of
quantum strategy, and the nest has a nonhomogeneous update strategy. This new non-
homogeneous update law enables NoCuSa to have good ability of global search and
local search when dealing with problems in different fitness environments.

As an improved cuckoo search algorithm, NoCuSa still satisfies the three ideal-
ization assumptions as follows [25]:

1. Each cuckoo lays one egg at one time and places its eggs in a randomly selected
nest;

2. The best nest with high quality eggs will continue to the next generation;
3. The number of host nests is fixed, and the eggs laid by cuckoo will be found by the

host birds with the probability of Pa 2 0; 1½ �. In the case of being found by the host
bird, the host bird will throw away its eggs or build a new nest. For simplicity, the
nest found is replaced by a new random solution.

The steps of the NoCuSa are as follows:
Step 1. Initialize location of the nests. Sets the iteration number, difference factor a,

discovery probability Pa, range of solution and other parameters. The initial nest is
generated according to the following Eq. 20. Calculate the degree of each initial nest
according to Eq. 16 and find out the best nest.

x ji ¼ x jmin þ rand 0; 1ð Þ � x jmax � x jmin
	 
 ð20Þ

Where j is the dimension of solution. x jmax and x
j
minx are the maximum and minimum

values on the j dimension of solution set, i is the nest number. rand 0; 1ð Þ is a random
number evenly distributed in the interval [0, 1].

Step 2. Location update strategy. The update strategy of NoCuSa was shown in
Eq. 21. The general cuckoo algorithm only has strategy ① But NoCuSa has a non-
homogeneous search laws with three kind of policies to update the location of the nests.
② ③ strategy was inspired by Schrödinger equation.

otherwise

ð21Þ
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Where �Xi;k is the average value of Xi;k in generation k. gk is the best nest of
generation k. a is a control constant to stepsize. L ¼ d lnð1=gÞ; e ¼ dexp gð Þ, g; sr is a
random number evenly distributed in the interval [0, 1]. d is control parameter, i.e.,
learning regulator. s is the random path of Levis flight by a simulate method (Mantegna
1994), defied as follows:

s ¼ u

vj j1=b
ð22Þ

Where u; v is a orthodox distribution random number which meeting
u�N 0; r2V

	 

; u�N 0; r2V

	 

. rv; ru is defined as follows:

ru ¼ sin pb=2ð Þ � C 1þ bð Þ
2 b�1ð Þb � C 1þ bð Þ=2ð Þ

� �
ð23Þ

rv ¼ 1 ð24Þ

Where C(�) is the gamma function. b is a constant to control Levis flight, usually set
b = 1.5.

After updating, only the nest with better fitness value can replace the original nest.
Step 3. Updated randomly. Using the discovery probability Pa to randomly update

the nest discovered by the Host bird, the updating rule is as follows:

Xi;kþ 1 ¼ Xi;kþ 1 þ s0; if P[Pa
Xi;kþ 1; else

�
ð25Þ

Where s0 ¼ rand 0; 1ð Þ � Xi � Xj
	 


. Xi;Xj are selected from the current generation
randomly, rand 0; 1ð Þ is a random numbers in the interval [0, 1]. Pa is the probability
that the host bird finds the alien eggs, and the value of Pa affects the number of random
updates, usually set Pa = 0.25.

In Eq. 25, only random updates that are better than the original position are
accepted.

Step 4. Iteration. If the termination condition is met, the global optimal nest g i.e.,
optimal speed function parameters Cbest will be output. Otherwise, step 2 will be
returned to iterate until the termination condition is met.

4.2 Optimal Parameters Searching and Result Analysis

In this part, NoCuSa was used to optimize the seventh-order polynomial crank input
function. Because the main purpose of the optimization of ball screw drive system is to
reduce the peak acceleration of the ball screw, the weight coefficient can be taken
x1 ¼ 2; x2 ¼ 1. It can be set that Pa = 0.25, the difference factor a = 0.1, Levy factor
b = 1.5, the learning regulator d = 1.6. Set the number of iterations as 1000. The
convergence curve of the target value p, i.e., the optimization process of decreasing
p with the increase of the iteration as shown in Figure 3. As can be seen from the
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figure, NoCuSa quickly converge to the optimal solution Cbest. When running 60
generations on MATLAB®2019a, it converges to 99.9% of the optimal value.

The optimal parameters were obtained as follows:

Cbest ¼ 1:1621;�0:0058;�0:8304; 3:0000;�5:2108; 4:0000½ � ð26Þ

The optimal input function can be obtained by taking the input speed function
parameter C into Eq. (16), (18) and (19). And the result was obtained as follows:

H Tð Þ ¼ 1:1621T� 0:0058T2 � 0:8304T3 þ 3:0000T4 � 5:2108T5 þ 4:0000T6

� 1:1151T7 ð27Þ

The input speed function parameters obtained by different methods are compared in
the Table 1.

The optimal angular velocity (X), angular acceleration (X0), and angular jerk (X00)
curve of the crank can be obtained by solving the first, second, and third derivatives of
the optimal input function H Tð Þ, as shown in Fig. 4.

Fig. 3. Iterative curve of NoCuSa

Table 1. Comparison of input speed function parameters with four methods

Constant 
input
Liu
GA
NoCuSa
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By taking Eq. (20) into Eq. (14a–14c), the optimal angular displacement (U),
angular velocity(V), angular acceleration (A) and angular jerk (J) output curve of ball
screw can be obtained as shown in Fig. 5. The other 3 curves in Fig. 5 were as for
comparison.

Where, the peak values in Table 2 refer to the maximum values after taking the
absolute values of the curves.

Fig. 4. Optimal movement curve of the crank

Table 2. Comparison of kinematic characteristics of transmission mechanism with four methods

Peak velocity Peak acceleration Peak jerk

Constant input 1.6692 6.6972 24.0429
Liu [11] 1.8142 5.3061 36.0797
GA [13] 1.7409 4.3315 29.7574
NoCuSa 1.7035 4.2888 26.1268
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Fig. 5. Angular displacement curve of ball-screw in four methods

Fig. 6. Velocity curve of ball- screw in four methods
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It can be seen from Table 2 and Fig. 5, 6, 7 and 8 that the three kinds of ball screw
motion characteristic parameters optimized by the cuckoo algorithm are superior to
other optimization methods, especially the dimensionless peak acceleration is reduced
by 35.96% compared with the constant rotation, 19.17% compared with the method
proposed by Liu et al. and 0.99% compared with the genetic algorithm. It also can be
seen from Fig. 7 and Fig. 8 that the output acceleration and jerk curve was more gentle.
And the peak value of output velocity and jerk is lower than all of other optimization
methods.

Fig. 7. Acceleration curve of ball- screw in four methods

Fig. 8. Jerk curve of ball screw in four methods
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4.3 Actual Output Performance Simulation

In order to simulate the actual movement curve of the ball screw, this paper selects a set
of actual parameters of the ball screw, as shown in the Table 3. The actual output of the
ball screw can be obtained by taking the actual parameters of the ball screw into the
Eq. (15a–15c). The simulation curves of the ball screw output are shown in the Fig. 9.
Table 4 shows the simulation results of the actual output kinematic parameters of the
four methods.

Table 3. Actual parameters of ball screw

Crank Length R1
(mm)

Connecting rod lengthR2
(mm)

Screw pitch
(mm)

Lead screw length
(mm)

100 280 40 300

Fig. 9. Actual motion characteristic curve of ball-screw drive mechanism

Table 4. Comparison of actual motion parameters of ball screw in four methods

Peak velocity Peak acceleration Peak jerk

Constant 247.5944 4690.2 79499
Liu [11] 269.0987 3716.0 119300
GA [13] 258.2302 3033.5 98394
NoCuSa 252.6764 3003.6 86389
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Where, the peak values in Table 4 also refer to the maximum values after taking the
absolute values of the curves. It can be seen from Table 4 that the peak acceleration of
the ball screw obtained by the constant speed method is 4690:2 rad=s2, while the peak
acceleration obtained by this method is 3003:6 rad=s2, which is 35.96% lower. Com-
pared with the optimized design method proposed by Liu, the peak is reduced by
19.17%. Compared with the optimization of the genetic algorithm, the peak is reduced
by 0.99%.

5 Conclusion

In this paper, a variable speed design method of ball-screw mechanism based on
NoCuSa is proposed. By optimizing the input speed function of the crank, the output
peak acceleration of the ball screw is reduced and its output performance is improved.

Compared with other methods, the output peak acceleration in this method is the
lowest, the speed and jerk were lower than other optimization methods, and the curve
of acceleration and jerk is more gentle. Compared with the constant speed, the reduce
of peak acceleration is significant. The results proved the superiority of variable speed
input once again. The lower peak acceleration obtained in this paper will be of sig-
nificance for the transmission of heavy machinery. The fast convergence in iteration
shows that NoCuSa is more suitable for the design of the screw speed function than the
genetic algorithm, and this proves the applicability of NoCuSa in the design of optimal
speed function. In addition, it shows that NoCuSa has great application space and broad
application prospects in parameter optimization. In future research, this method can
also be extended to reciprocating motion mechanism of other structures, such as
reciprocating punching machine.
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Abstract. Taking the short-term traffic flow of a single section as the research
object, the dynamic Elman neural network is used to predict the short-term
traffic flow. This paper proposes an improved short-term traffic flow prediction
method based on the improved GA-Elman neural network. The replacement
crossover operator optimizes the genetic algorithm, reduces the solution space
size of the crossover process, and further improves the evolutionary efficiency of
the prediction model. The experimental results show that the prediction effect of
the proposed prediction model is better than the traditional model, and it is
verified that the improved GA-Elman prediction model can reduce the error of
traffic flow prediction.

Keywords: Short-term traffic flow prediction � Genetic algorithm � Crossover
operator � Elman neural network

1 Introduction

In recent years, with the progress of society and the increase in the number of cars, the
situation of traffic congestion in cities has become more and more serious, and it has
therefore become a core issue restricting urban development. Road traffic control and
induction can effectively relieve the pressure of urban road traffic system, and the
prediction of short-term traffic flow is the key link.

At present, a lot of in-depth research has been carried out in the field of short-term
traffic flow prediction at home and abroad, and prediction models covering various
fields such as statistical algorithms and artificial intelligence algorithms have been
established. The study of neural network-based prediction models is an important
branch. Yanqiu W [1] applied the improved BP neural network and carried out sim-
ulation experiments with MATLAB software to establish a traffic flow prediction
model to simulate the prediction algorithm of the dynamic timing of traffic flow; Ma W
[2] et al. used the BP neural network algorithm to determine the weights and proposed
a dynamic recurrent network model based on Elman, which can overcome the problem
of low prediction accuracy when the network scale is simple or the number of neurons
is small. Song XS [3] and other existing BP networks based on BP networks the
highway traffic flow model was improved, and a more operable Elman dynamic neural
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network model was proposed; He Ding [4] et al. applied the Elman dynamic neural
network to the prediction model of short-term traffic flow, and compared with the
traditional BP neural network After conducting a comparative study, it was found that
the Elman network has a better effect than the BP neural network in predicting traffic
flows with dynamic characteristics; Yang X [5] et al. Used genetic algorithms to
optimize the weights and thresholds of the BP neural network and establish traffic
Stream prediction model; Li Song [6] et al. combined the chaotic characteristics with
the time series model and used GA to optimize the BP network in order to obtain the
optimal solution when estimating the predicted value of traffic flow, which further
improved the accuracy of the predicted value of the model. Zhang Qiuyu [7] et al.
Optimized the weights and thresholds of Elman neural network through genetic
algorithms, while improving the generalization ability and prediction accuracy of
Elman neural network, it also overcomes the shortcoming of Elman neural network
easily falling into the local minimum; The above research shows that the Elman neural
network model is superior to the BP neural network model in the application of short-
term traffic flow prediction. However, the above two improved models The type
ignores the operation redundancy problem of genetic algorithms in the process of cross-
operation. The reason is that it cannot effectively reduce the size of the solution space
of the cross-process, which further leads to the low evolution efficiency of the pre-
diction model.

This paper uses a crossover operator based on permutation to optimize the genetic
algorithm [8]. This algorithm can not only use the mutation operator to avoid the
network model from falling into a local optimum, but also reduce the solution space
size of the crossover process, further improving the prediction model Evolutionary
efficiency. In this paper, after using the neural network model to make short-term traffic
flow prediction, a good prediction effect is obtained. The test results of the examples
show that this method is effective and feasible for the traffic flow prediction model.

2 Elman Neural Network Prediction Model

Elman neural network [9–11] is a typical dynamic recurrent neural network. It is a
feedback neural network model proposed by Elman in 1990. The difference between
this model and BP neural network is that there is a receiving layer in the hidden layer.
The layer can be used to memorize the output value of the previous layer of the hidden
layer and return it to the input. It can be called a one-step delay operator to realize the
memory function. The network can reflect the dynamic characteristics of the system
and enhance the global stability of the network. The Elman neural network model is
shown in Fig. 1.
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The non-linear state space expression of the Elman neural network [12, 13] is:

y kð Þ ¼ g w 3ð Þ
� �

x kð Þþ b2 ð1Þ

x kð Þ ¼ f w 1ð Þxc kð Þþw 2ð Þ u k� 1ð Þð Þþ b1
� �

ð2Þ

xc kð Þ ¼ x k � 1ð Þ ð3Þ

Where k is the moment of the current state. y, x, u, xc represents m-dimensional output
node vector, n-dimensional intermediate layer node unit vector, r-dimensional input
vector, and n-dimensional feedback state vector. w 1ð Þ, w 2ð Þ, w 3ð Þ represents the con-
nection weights from the receiving layer to the intermediate layer, the input layer to the
intermediate layer, and the intermediate layer to the output layer. g w 3ð Þx kð Þ� �

is the
transfer function of the output neuron, which is a linear combination of the output of
the middle layer. The purelin function is often used.f w 1ð Þxc kð Þþw 2ð Þ u k� 1ð Þð Þ� �

is
the transfer function of the middle layer neurons, often using the tansig function. b1, b2
is thresholds selected in the hidden and output layers, respectively.

Elman neural network uses the standard BP neural network algorithm to propagate
the error back to correct the weights in the network so that the sum of squared errors at
the output layer is minimized. The error function is defined as:

E ¼ 1
2

XT

k�1
yd kð Þ � y kð Þ½ �2 ð4Þ

In the formula.yd kð Þ represents the system output vector.

Fig. 1. Basic structure of Elman neural network
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3 Improved GA-Elman Neural Network Short-Term Traffic
Flow Prediction Model

1. Coding and fitness function selection
The selection of the encoding mechanism directly affects the operation efficiency
and accuracy of the genetic algorithm, and is the key link of the genetic algorithm
[14, 15]. Currently, two-level encoding and real number encoding are commonly
used. Since real number encoding does not require encoding and decoding, the
solution accuracy It is higher, and the neural network is more sensitive to the initial
weight and threshold, so this paper chooses real number coding. The fitness
function is the evolutionary rule of survival of the fittest in the natural world, which
is obtained through the conversion of the objective function of the problem. In order
to facilitate the selection of the fitness of the operator below, the standard fitness
function is reciprocal, that is, the fitness function F:

F ¼ 1Pn
i¼1 abs yi � aið Þ ð5Þ

Where yi is the actual output value of the i-th node, ai is the predicted output value of
the i-th node, and n is the number of Elman neural network output nodes.

2. Genetic operator
(1) Selection operator

The selection operation is the survival of the fittest of the individuals in the
group. The main purpose is to improve the global convergence and calculation
efficiency. This paper chooses the proportional selection operator, that is, the
probability that the individual is selected is proportional to its fitness. The proba-
bility Pi of individual i being selected is:

Pi ¼ FiPN
i¼1 Fi

ð6Þ

Where Fi is the fitness value of individual i and N is the number of individuals in the
population.

(2) Crossover operator
The crossover operation of genetic algorithms is to generate new gene combi-
nations and thus new individuals. Commonly used crossover operators are PMX,
PBX, etc., and the time required for traditional crossover operations is O n2ð Þ,
which leads to low evolutionary efficiency of genetic algorithms. Therefore, this
paper uses a new type of crossover operator [8] to reduce the size of the crossover
operation solution space by reducing the time required for the crossover operation.
The specific operation steps are as follows:
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1) Randomly select two tangent points on the parental chromosomes (p1 and p2): cp1
and cp2.

2) As shown in Fig. 2, swapping the positions of the two sets of chromosomal
fragments between the two tangent points (cp1 and cp2) results in two sets of
chromosomes without collision detection: o1 and o2.

3) Define a swap list based on selected chromosome fragments.
4) As shown in Fig. 3, generate a directed graph of the exchange list and find all the

different paths between the nodes in the graph.

5) Create two lists L1 and L2 with the same length as the parent chromosome, use
the first and second columns of the swap list as the indexes of L1 and L2, and set
their corresponding values to 1. When one of the items is equal to 2, it indicates
that it is an intermediate node, and the third column of the exchange list is set to 0.

6) For each path with more than two nodes, add an edge between the two endpoints
and delete all intermediate nodes.

7) Update exchange list based on improved path.
8) Apply the updated exchange list to o1 to generate op1, as shown in Fig. 4

Fig. 2. (a) Parent chromosomes (b) Two sets of chromosomes without conflict detection

Fig. 3. Exchange list and directed graph
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9) Define a list F of the same length as the parent chromosome, initialized to zero.
10) Perform the following operations to produce op2:F op1 i½ �ð Þ ¼ p1 i½ �; op2 i½ � ¼

F p2 i½ �ð Þ (i = 1, 2,…, n, n is the length of the parental chromosomes), as shown in
Fig. 5.

(3) Mutation operator
The mutation operation of the genetic algorithm is to randomly select several indi-
viduals from the population and randomly determine the mutation positions in the
selected individuals. This paper uses the basic mutation operator, which adds a
random number to the mutation gene with a uniform probability in a certain range
[16].

Fig. 4. (a) L1 and L2 (b) Updated exchange list (c) Newly generated op1

Fig. 5. Auxiliary list F and newly generated op2
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The mutation probability adopts adaptive adjustment rules [17]:

Pm ¼
k0 fmax�f0ð Þ
fmax�fð Þ ; f0 � � f

k1; f0\� f

�
ð7Þ

Where f0 is the fitness value of mutant individuals, and k0, k1 are mutation probability
adjustment coefficients.

3. Forming a new generation.
4. When the maximum number of descendants is reached, the algorithm stop.
5. Generate optimized neural network initial weights and thresholds.
6. Train and learn the Elman neural network, update the weights, calculate the error of

the objective function to determine whether it meets the requirements.
7. When the number of trainings is reached, the process ends.

4 Experimental Results and Performance Analysis

4.1 Experimental Setup

In order to verify the accuracy of the proposed theory, simulation experiments are
performed on the traffic flow prediction model. The first five time periods are selected
as the sample data to predict the current time period. Based on this, it can be deter-
mined that the Elman neural network has five input layer nodes and one output layer
node. After testing, when the number of hidden layer nodes is 18, the model has the
smallest prediction error and the best training effect. The learning rate of the network is
set to 0.1, the maximum number of trainings is 1000, the initial population of the
genetic algorithm is 100, the crossover probability is 0.6, and the number of genetic
generations is 50 generations.

In order to evaluate and compare experimental results, the research uses perfor-
mance indicators commonly used in traffic flow prediction, including:

Absolute average error:

MAE ¼ 1
T

XT

t¼1
y tð Þ � y0 tð Þj j ð8Þ

Absolute average error:

MSE ¼ 1
T

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXT

t¼1
y tð Þ � y0 tð Þð Þ2

r
ð9Þ

Relative average error:

MAPE ¼ 1
T

XT

t¼1

y tð Þ � y0 tð Þj j
y tð Þ ð10Þ
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Relative mean square error:

MSPE ¼ 1
T

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXT

t¼1

y tð Þ � y0 tð Þj j
y tð Þ

� 	2
s

ð11Þ

Accuracy:

EC ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT

t¼1 y tð Þ � y0 tð Þð Þ2
q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT

t¼1 y tð Þ2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT

t¼1 y
0 tð Þ2

qr ð12Þ

Where: y tð Þ is the measured value, y0 tð Þ is the predicted value, and T is the total number
of data samples.

In order to ensure that the magnitude difference between the dimensions is not
large, and to avoid the network prediction error from increasing due to the large
difference in the magnitude of the input and output data, the data pre-processing uses
the L2 norm normalization [18].

norm xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x21 þ x22 þ � � � þ x2n

q
ð13Þ

X ¼ xi
norm xð Þ i ¼ 1; 2 � � � n ð14Þ

L2 norm normalized data can not only prevent overfitting, but also make the opti-
mization solution stable and fast.

4.2 Analysis of Results

This article selects traffic data collected from the main arteries of the Interstate High-
way in Los Angeles, California, USA [19]. The experimental sample is selected from
November 2, 2015 to November 27, 2015. There are 1920 periods except Saturday As
the data source, training with the data from the previous 19 days, and finally using the
trained parameters to predict the traffic flow on the last day. Compare the measured data
with the predicted results, verify the effectiveness of the improved GA-Elman algo-
rithm, and compare the predicted results with the measured results. Part of the real
traffic flow data is shown in Table 1.

Table 1. Part of the real traffic flow data

Time Actual flow Normalized Date Period

… … … … …

2015/11/27 7:00 133 0.50000 1 1
2015/11/27 7:15 166 0.62891 1 1

(continued)
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The verification experiments used GA-BP neural network [5], GA-Elman neural
network [7], and improved GA-Elman neural network to construct prediction models.
The simulation results are shown in Fig. 6 and Fig. 7, and the predicted performance
index pairs are shown in Table 2.

Fig. 6. Comparison of actual value and predicted output value

Table 1. (continued)

Time Actual flow Normalized Date Period

2015/11/27 7:30 195 0.74219 1 1
2015/11/27 7:45 239 0.91406 1 1
2015/11/27 8:00 261 1.00000 1 1
2015/11/27 8:15 260 0.99609 1 1
2015/11/27 8:30 218 0.83203 1 1
2015/11/27 8:45 168 0.63672 1 1
2015/11/27 9:00 150 0.56641 1 1
… … … … …

2015/11/27 21:00 83 0.30469 1 0
2015/11/27 21:15 123 0.46093 1 0
2015/11/27 21:30 109 0.40625 1 0
2015/11/27 21:45 72 0.26172 1 0
2015/11/27 22:00 82 0.30078 1 0
2015/11/27 22:15 52 0.18359 1 0
2015/11/27 22:30 50 0.17578 1 0
2015/11/27 22:45 61 0.21875 1 0
2015/11/27 23:00 38 0.12891 1 0
… … … … …
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Figure 6 is a comparison curve between the actual value and the predicted value of
the improved model. Through analysis, it can be seen that the model can better reflect
the change trend of the traffic flow, and the deviation between the predicted value and
the actual value is small, indicating that the model is used for The prediction of traffic
flow is reasonable and effective.

Figure 7 is a comparison curve between actual values and predicted values of three
prediction models. Table 2 accurately lists the absolute average error, absolute mean
square error, relative average error, relative mean square error, and accuracy coeffi-
cients of the three prediction models. Value, can better reflect the pros and cons of the
prediction model.

By analyzing Fig. 6, Fig. 7 and Table 2, it can be seen that all three prediction
models can better reflect the change trend of traffic flow; overall, the improved GA-
Elman has the smallest error, which is smaller than the traditional GA-Elman The
model’s error is smaller because the improved crossover operator reduces the

Fig. 7. Comparison of actual value and predicted output value

Table 2. Evaluation index of percentage error

Predictive model MAE% MSE% MAPE% MSPE% Accuracy

GA-BP 3.463 1.699 10.58 4.652 0.9628
GA-Elman 3.220 1.567 9.13 4.034 0.9732
Improve GA-Elman 2.759 1.402 8.848 3.847 0.9869
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evolutionary efficiency of the genetic algorithm and can obtain better weights and
thresholds in shorter iterations; and the accuracy of the three prediction models is
greater than 0.9 The improved GA-Elman model can even reach 0.985, indicating that
the three models can fit the actual values well, especially the improved GA-Elman
model has a better prediction effect. The above analysis shows that the improved GA-
Elman prediction model has a good prediction effect. Based on GA-BP and traditional
GA-Elman model, it can accurately and effectively predict traffic flow.

5 Conclusion

Based on the measured traffic flow dataset, the improved GA-Elman neural network
model is tested. Simulation results show that the algorithm can be well applied to short-
term traffic flow prediction. The traditional GA-Elman neural network model cannot
effectively reduce the solution space size of the crossover process, which leads to low
evolutionary efficiency of the prediction model and reduced prediction accuracy. This
paper uses a new type of crossover operator to optimize the genetic algorithm, so that
the evolutionary efficiency of the prediction model is improved, and the convergence
speed and prediction accuracy are also improved.

The prediction model proposed in this article is to predict the traffic flow on
working days, and the traffic flow on non-working days is significantly different from
that on working days. In the next research work, time series can be introduced into the
traffic flow prediction model, which overcomes the shortcomings of traditional traffic
flow prediction models in the time series, and further improves the accuracy of traffic
flow prediction.
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Abstract. The tire defect detection method can help the rehabilitation robot to
achieve autonomous positioning function and improve the accuracy of the robot
system behavior. Defects such as foreign matter sidewall, foreign matter tread,
and sidewall bubbles will appear in the process of tire production, which will
directly or indirectly affect the service life of the tire. Therefore, a novel and
efficient tire defect detection method was proposed based on Faster R-CNN. At
preprocessing stage, the Laplace operator and the homomorphic filter were used
to sharpen and enhance the data set, the gray values of the image target and the
background were significantly different, which improved the detection accuracy.
Moreover, data expansion was used to increase the number of images and
improve the robustness of the algorithm. To promote the accuracy of the
position detection and identification, the proposed method combined the con-
volution features of the third layer and the convolution features of the fifth layer
in the ZF network (a kind of convolution neural network). Then, the improved
ZF network was used to extract deep characteristics as inputs for Faster R-CNN.
From the experiment, the proposed faster R-CNN defect detection method can
accurately classify and locate the tire X-ray image defects, and the average test
recognition rate is up to 95.4%. Moreover, if there are additional types of defects
that need to be detected, then a new detection model can be obtained by fine-
tuning the network.

Keywords: Rehabilitation robot � Faster R-CNN � Improved ZF convolutional
neural networks � Recognition rate � Tire defect detection

1 Introduction

The tire defect detection method has a strong self-learning ability, which can help the
robot achieve the function of automatic visual recognition [1, 2]. It meets the
requirements of rehabilitation robots for smart devices, makes medical services more
accurate, and provides patients with more advanced and effective rehabilitation treat-
ment processes [3]. A radial tire is widely recognized because it has the advantages of
high speed, energy saving, durability, safety, comfort, and driving performance. The
radial tire manufacturing process is complex and requires high precision. Quality
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problems often occur in the manufacturing process, which will directly or indirectly
affect the service life of the tire, and even endanger personal safety [4, 5]. Therefore, it
is necessary to carry out the non-destructive test on each tire before leaving the factory,
which can help persons quickly adjust the machinery production equipment in the tire
production process. This test can save production material costs and improve tire
quality.

At present, the tire defect detection methods generally employ an X-ray machine to
obtain the images of the tire, and then workers observe the obtained images to identify
whether the tires have the defects and classify these defects according to the shape and
gray features of the images [6]. However, artificial visual inspection is an objective
method. The detection results are easily affected by the level of workers’ profession-
alism. It is easy to misjudge when the workload and intensity of the workers are large
[7, 8]. Therefore, in this paper, we propose a tire detection method based on Faster R-
CNN. Using the convolutional neural network to obtain the feature point information of
the image and analyze the upper semantics, and then replace the human eye to complete
the task. It is applied to the research of rehabilitation robots, and it accomplishes a part
of tasks that human eyes cannot judge competent in a special environment, and meets
the needs of rehabilitation robots for high-precision positioning of smart devices. The
tire detection system is used to realize the human eye guidance function of the reha-
bilitation robot, and the convolutional neural network and image processing technology
are combined to complete the specific tasks of the rehabilitation robot in the given
environment. The rapid development of artificial intelligence is of great significance to
the development of rehabilitation robot automation.

In 2014, Ross Girshick et al. [9] designed the R-CNN target detection framework
with a regional nomination strategy and CNN feature extraction algorithm, which made
a great breakthrough in target classification and location tasks. To solve the problem of
low efficiency and large training space of R-CNN, Girshick et al. [10] proposed the
Fast R-CNN method. Firstly, Conv Character Map was obtained by carrying out the
convolution operation of the image. At the same time, the region of interest (ROI) was
obtained using the Selective Search method, and then the candidate region was mapped
to the feature map of the CNN last layer. The image only needs to extract features once,
which reduces the computational complexity. However, it still does not solve the
problem of the slow computational speed of a selective search algorithm. The Faster R-
CNN was proposed by Ren et al. [11], which used the region proposal networks
(RPN) to select the proposal regions on the premise of absorbing the characteristics of
Fast R-CNN. Moreover, most of the prediction is completed under the GPU, which
greatly improves the detection speed and accuracy.

Organization of the paper as follows. Section 2 provides a review of the literatures
regarding the development process of deep learning. In Sect. 3, we illustrate our
algorithm elaborately. Section 4 provides the experimental results and Sect. 5 shows
the conclusion of the paper.

204 Z. Wu et al.



2 Related Work

In recent years, the problem of tire defect detection has attracted a lot of attention for
domestic researchers. For example, Q Liu et al. [12] of Shandong University of Finance
and Economics proposed a tire defect detection algorithm based on Radon transfor-
mation in 2015; Bin Zhang et al. [13] of Qingdao University Soft Control Enterprise
proposed a tire X-ray image impurity detection technology based on image processing
in 2016. The technology has been completed in four steps: histogram column equal-
ization, Fourier transform and low-pass filtering, binarization and closed operation, and
based on which the tire bead impurity defects were identified. However, these methods
can only detect and identify the tire bead impurity defects. Xuehong Cui et al. [14] of
Qingdao University of Science and Technology proposed a tire X-ray image defect
detection method based on inverse transformation of principal component residual
information in 2017. The principal component analysis (PCA) is used to reconstruct the
dominant texture of tire image, and then the defect can be found by subtracting the
original image from the reconstructed dominant texture image (only using the small
remaining eigenvalues and corresponding eigenvectors to restore the defect and noise).
It can detect foreign matter sidewall, however, the extraction features are complex and
require people to participate in the selection.

The above methods for tire defect detection are all based on traditional machine
vision [15]. The features used for tire defect detection are artificially selected and
designed [16], and the obtained features are jagged and poorly robust. Therefore, these
methods are suitable for simple defect detection. The automatic recognition and
localization of tire X-ray images with different defect areas, various shapes and com-
plex background areas are powerless.

In 2006, Hinton et al. [17] proposed in-depth learning to solve this problem. In-
depth learning can automatically learn the features of the target according to the
training dataset, and abstract the high-level feature expression by integrating the
transformation features of each layer from low to high, which makes classification and
location easier. Since then, the emergence of excellent algorithms based on convolu-
tional neural networks, and played a great role in target detection.

In this paper, in order to improve the recognition accuracy and the location accu-
racy, the tire defect location and recognition method is improved based on the Faster R-
CNN. At preprocessing stage, the Laplace operator and the homomorphic filter are used
to sharpen and enhance the data set due to the gray values of the image target and the
background was significantly different. Moreover, we combine the convolution features
of the third layer and the fifth layer of the ZF network as the input of the RPN layer.
The convolution feature of the layer is combined as the input of the RPN layer; since
the output of the third layer of the ZF network is 384 dimensions, and the output of the
fifth layer is 256 dimensions, the convolution operation of is performed after the output
of the third layer, so that its output is also 256 dimensions. The outputs of the layers are
added.
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Figure 1 shows the specific process. Faster R-CNN network structure mainly
consists of three parts: feature extraction layer, RPN (Regional Proposal Network)
layer, Fast R-CNN layer and so on. In the feature extraction layer, the ZF network is
used to extract the feature map of the input image. The RPN layer is used to prelim-
inarily extract regions of interest (ROI). Fast R-CNN layer is used to locate and identify
tire defects.

In this paper, the faster R-CNN and ZF network [10] (a kind of convolution neural
network) is introduced to solve the task of the tire defect recognition and location,
which provides a more concise and efficient method for industrial tire defect detection.

3 Proposed Method

3.1 X-Ray Image Defect Detection of Tire

The X-ray images of tires mainly contain three types of defects: foreign matter side-
wall, foreign matter tread and sidewall bubble, as indicated by the green arrow in
Fig. 2. Figure 2 shows the flowchart of the proposed method. The red arrow is rect-
angular boxes. The training set is pre-processed before network training: homomorphic
filtering is used to enhance the training set.

Input Images

Classes
(softmax)

Boundary 
box

regressor
Conv Layers Feature maps

Region Proposal 
Network

RoI
pooling

FC
Layers

FC

FC

Feature extraction layer Fast R-CNN  layer

RPN layer

Fig. 1. Target detection framework based on Faster R-CNN (Color figure online)
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Using X-ray machine to make X-ray image of 360° tire irradiation, because the
obtained X-ray image contains some noise. Target defects such as foreign matter
sidewall and sidewall bubble, the gray difference between the target and background is
very small in some areas. In this case, it is difficult for the human eye to find and
recognize the target, which has negative for the labeling of the rectangular box and the
training of the model, so it is necessary to do pre-processing to enhance the gray
difference between these targets and background. This method is divided into two
stages: training stage and testing stage.

Training stage: The input data of the training model was increased by the image
geometric transformation method. And the rotation, the horizontal offset, the vertical
offset, the scaling and horizontal flip were selected. The data augmentation method
enables the convolutional neural network to learn more image invariant features and
avoid overfitting. Defect detection model is obtained by determining the type of target
to be detected (foreign matter sidewall, foreign matter tread, and sidewall bubble),
selecting the network and training.

Testing stage: Testing the samples to be tested with the obtained model. The deep
learning framework used in the experiment is MXNet, which is accelerated by GPU,
and the feature extraction network is ZF. The image data used in this paper are pro-
vided by Soft Holding Company Limited.

Figure 3 shows the labeled dataset sample. The tire defect detection dataset is
constructed according to PASCAL VOC dataset format standard. The rectangular box
is labeled on the image by Labelme. Figure 3(a)–(d) show the foreign matter sidewall.
Figure 3(e)–(h) show the foreign matter tread. Figure 3(i)–(l) show the sidewall bub-
ble. An XML file is automatically generated for each image to record various infor-
mation of the image, and the bounding box coordinate information.

RPN generate
proposal box

Training Fast R-
CNN

Defects detection 
model

Train

test

Rectangle 
box

Foreign 
matter 

sidewall

Foreign 
matter 
tread

Sidewall 
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Training 
set

Detection 
result

Examination 
image

Fig. 2. Defect detection process based on Faster R-CNN
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The training dataset contains 1022 pictures, including foreign matter sidewall
(215), foreign matter tread (155), sidewall bubble (126) and normal tire X-ray images
(including sidewall/ tread images) (526). The number of pictures in brackets represents
the number of pictures. The proportion of each kind of defect sample is consistent with
the frequency of occurrence of such defects. Defect image is the smallest rectangular
image containing defects. Because of the uncertainty of defects in production, the
length, width and size of defect image are different and distributed in 50 � 50–
200 � 500 pixel. In order to unify the size of defective images to meet the require-
ments of the algorithm, and to maximize the representation of image defects, while
reducing computational complexity, In this paper, each image is segmented into the
sidewall and tread regions, and the long sidewall and tread regions are divided into 8
segments and then the training dataset is composed of these images.

Improved Convolutional Neural Network
Convolutional neural network is specially designed for image recognition. It benefits
from its network structure similar to biological neural network, which reduces the
complexity of network model and the number of weights [18–21]. In this paper, ZF
network is used to extract image features.

Figure 4 shows the framework of the ZF network. The process of ZF network
detection is:

• (1) The image of size is used as input, and the feature is extracted automatically by
convolution layer;

• (2) Then the RPN is used to generate high quality proposal box, each image is about
300 proposal boxes;

• (3) The proposal boxes are mapped to the last convolution feature map of CNN;
• (4) The ROI pooling layer is used to fix the size of each proposal box;
• (5) Classification layer and boundary regression layer is used to make specific

classification judgment and accurate border regression for the proposal areas.

Fig. 3. Tire defect dataset sample
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Figure 5 shows the framework of the improved ZF network. From the above
detection process, we can see that only the last layer of convolution is used in the
recognition of ZF network. Since the image information can be extracted into the
abstract feature of the target after it passes through the multi-layer convolution layer,
Although these abstract features are helpful for judging the specific categories of
targets, after multi-layer convolution feature extraction, the details of the target will
also be lost, which makes the extracted features less sensitive to the size and location of
the target. Therefore, if only the last layer of convolutional feature information is used
to locate and identify in the detection process, there will be a great error for the smaller
defect area, because the smaller defect target (if the defect area is 25� 25 pixel) has
only one or several convolution features after passing through five layers of convo-
lution layer. Such little information not only has a negative impact on location preci-
sion, but also influences the recognition of the target.

According to the above situation, inspired by the Fully Convolutional Networks
(FCN) on the success of the Semantic Segmentation task proposed by Jonathan Long
et al. [22], to improve the recognition accuracy and location accuracy, the tire defect
location and recognition method is improved based on Faster R-CNN. Based on the
Faster R-CNN network, this paper combines the convolution features of the third layer
and the fifth layer of ZF network as the input of RPN layer. The convolution feature of
the layer is combined as the input of RPN layer; since the output of the third layer of ZF
network is 384 dimensions, and the output of the fifth layer is 256 dimensions, the
convolution operation of is done after the output of the third layer, so that the output of
the third layer is 256 dimensions, and then the output of the fifth layer is added.
Because the shallower convolution layer can extract local features in the feature

RPN RoI Pooling

FC Cls loss

Bbox Reg 
loss

Conv1
Conv3 Conv5

Fig. 5. Framework of the improved ZF network

RPN RoI Pooling

FC Cls loss

Bbox Reg 
loss

Conv1
Conv3 Conv5

Fig. 4. Framework of the ZF network
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extraction process of the target detection network, the deeper convolution layer can
extract more abstract features, if the features of multiple different layers can be com-
bined, it will help target detection [23].

The purpose of improving ZF network in this paper is to avoid gradient explosion,
improve learning rate, and extract double depth features of defect samples to improve
the classification performance of the network.

Region Proposal Network
Figure 6 shows the framework of the Region Proposal Network (RPN). The RPN is a
full-convolution network. The RPN network can quickly generate anchor boxes of
different sizes, and determine the probability of the target or background of the image
in the frame for preliminary extraction of Region of Interest (ROI), which solves the
speed problem of the Selective Search (SS) [24], and greatly improves the target
detection speed. The specific process of constructing the RPN is to use a small sliding
window (Convolution Kernel) to scan the feature map of the final convolution. After
sliding convolution, a d-D vector is mapped. Finally, the d-D vector is sent to two fully
connected layers, the regression layer and the classification layer. In each sliding
window, region proposal boxes are predicted at the same time, so the regression layer
has outputs to encode the coordinates of region proposal boxes, and the classification
layer outputs scores to estimate the probability that each region proposal box is a
target/non-target.

The RPN network uses a Bounding Box Regression (BBox) to generate an ROI,
which loss function is defined as (1).

Lregðti; t�i Þ ¼
X

i¼x;y;w;h

SmoothL1ðti � t�i Þ ð1Þ

sliding window

Feature maps

classification 
layer

256-d

2k score 4k score K anchor boxes

regression 
layer

Fig. 6. Framework of the Region Proposal Network
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Where, x, y, w, h represents the central coordinates of ROI and their width and height,
ti represents four parametric coordinates of the predicted bounding box, t�i represents
the coordinate vector of the Ground Truth (GT) bounding box corresponding to the
positive anchor. For robust loss function in [10] is shown in (2) and (3).

When xj j\1:

SmoothL1ðxÞ ¼ 0:5x2 ð2Þ

xj j � 1:

SmoothL1ðxÞ ¼ xj j � 0:5 ð3Þ

The total loss function of the RPN network is defined as (4).

LðfPigfP�
i gÞ ¼

1
Ncls

X
i

LclsðPi;P
�
i Þþ k

1
Nreg

P�
i

X
i

Lregðti; t�i Þ ð4Þ

Where, i represents the window index value generated by RPN in a single image
sample feature graph, Pi represents probability indicating that the window is a target,
P�
i represents the predictive probability of the GT, Ncls is the normalized value of the

classification term, i.e. the batch number 256; Nreg is normalized value of regression
term, k is weight value used to balance the two kinds of losses. In this paper, we set
k ¼ 1 to make the two weights approximately equal.

In this paper, a total of 12000 tire defect images are selected to make tire defect
samples for neural network training. The learning rate of the network is 0.1, and the
total number of iterations is 80000.

Fast R-CNN Network
In practical calculation, 1000 ROIs are provided by RPN network, and 300 of them are
randomly selected for Fast RCNN network training. The positive and negative samples
are judged by Intersection over Union (IOU) [25]. In order to ensure the quality of
positive samples, when IOU >0.6, the ROI is determined to be positive sample; when
IOU <0.2, it is negative sample. Fast R-CNN uses pooling to process ROI of different
sizes to ensure that input vector dimensions are the same when entering the full
connection layer. ROI pooling input is divided into two parts, RPN network output
proposals and CNN network output image feature map. Proposals correspond to the
M � N scale, so firstly, it is mapped back to the ðM=16Þ � ðN=16Þ scale by using the
spatial scale number of 1/16. Then the horizontal and vertical directions of each pro-
posal are divided into seven equal parts, and each proposal is processed by Max
pooling. After processing, proposals of different sizes are all 7� 7 in size, which
achieves fixed length output.

The proposal feature maps were obtained using the ROI pooling, and the full
connection layer and softmax calculate the category of each proposal (foreign matter
sidewall and foreign matter tread, sidewall bubble), and outputs the category proba-
bility vector. At the same time, the positional offset was obtained using BBox, which is
used to return a more accurate target detection frame. On the premise of absorbing the
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characteristics of Fast R-CNN, Faster R-CNN uses RPN prediction suggestion frame to
predict 300 high-quality candidate regions, and most of the prediction is completed in
GPU, which greatly improves the speed of target detection.

4 Experimental Results and Analysis

4.1 Analysis of Preprocessed Results

The typical method of image denoising is filtering. Median filtering is a kind of
nonlinear smoothing filter. Its core is to set the gray value of each pixel in the image to
the median value of the gray value of all pixels in a neighborhood window of the point,
so as to realize the gray value of each point within a certain range, and then remove the
noise points in the image. Therefore, it can improve the image data, suppress unnec-
essary deformation or enhance the image details of defects in the tire, and improve the
accuracy and accuracy of detection.

Figure 7(a) shows the original image, and Fig. 7(b) shows its corresponding his-
togram. It can be seen from the original image that the defect contains the foreign
matter tread. Some defects are very close to the gray value of the background, and the
gray distribution is relatively scattered. Figure 7(c) shows the image after prepro-
cessing, and Fig. 7(d) shows the histogram after preprocessing. After processing, the
gray value of the target and background of the image has obvious difference, and the
gray distribution is more concentrated.

4.2 Defect Detection Results

Figure 8 shows the results of image detection using an improved Faster R-CNN net-
work model.

Figure 8(a) shows the detection results of the foreign matter sidewall, Fig. 8(b)
shows the detection results of the foreign matter tread, and Fig. 8(c) shows the
detection results of the sidewall bubble. It can be seen that for three kinds of defects of
different sizes, the test result shows that the detection quality is high. Figure 8(d) shows

Fig. 7. The preprocessed results: (a) The original image, (b) The corresponding histogram,
(c) The preprocessed image, and (d) the histogram of the preprocessed image.
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the result of false detection. The yellow area in the picture is the real location of the
bubble defect, and the normal area in the picture is mistake for as the bubble defect
(such as the red box). This is mainly due to the fact that the weak edges of bubble
defects in X-ray images can hardly be clearly displayed, while the detection accuracy of
bubble defects with strong edges like Fig. 8(c) is higher.

The total number of pictures to be detected is 184. Table 1 shows the number
statistics of test results, include foreign matter sidewall, foreign matter tread and
sidewall bubble defects. And Table 2 shows the ratio statistics of test results.

From Table 1 and Table 2, it can be seen that the method has good detection results
for all three kinds of defects. It has a higher detection rate for other defects except for
some bubble defects.

Fig. 8. The detection results (a) The detection results of the foreign matter sidewall, (b) The
detection results of the foreign matter tread detection, (c) The detection results of the sidewall
bubble, and (d) The result of false detection. (Color figure online)

Table 1. The number statistics of test results

Defects Correct Missed False

Foreign matter sidewall 36 1 0
Foreign matter tread 55 2 0
Sidewall bubble 33 3 2
Total 124 6 2

Table 2. The ratio statistics of test results

Defects Correct rate Missed rate False rate

Foreign matter sidewall 0.973 0.027 0
Foreign matter tread 0.965 0.035 0
Sidewall bubble 0.917 0.083 0.056
Total 0.954 0.046 0.015

Tire Defect Detection Based on Faster R-CNN 213



4.3 Comparison of Test Results

In the experiment, mAP(mean average precision) [25] is used as the accuracy evalu-
ation index of tire defect detection performance. The higher the value is, the higher the
detection accuracy of the algorithm is.

Table 3 shows the comparison results of the different method. The detection
accuracy of the original algorithm is 85.17%, and the speed is 17 fps. Add the pre-
processing method to the original algorithm, the detection accuracy is 93.82% and the
speed is 19 fps. The method in this paper, the model detection accuracy is 95.37% and
the speed is 28 fps. Although the accuracy of the method in this paper is slightly
improved from 93.82%, the detection speed is greatly improved, and the detection
effect is better.

The training parameters of RPN network are set in reference [10]. The values of
other parameters in the training process are shown in Table 4.

The training results of in [10] algorithm and the results of direct detection after pre-
processed are compared with the accuracy of the detection results of this method.
Table 3 and 4 show the specific comparison results.

Figure 9 shows the detection results in [10] algorithm, Fig. 9(a) shows the detec-
tion results of the foreign matter sidewall, Fig. 9(b) shows the detection results of the
foreign matter tread, and Fig. 9(c) shows the detection results of the sidewall bubble.
The algorithm in [10] is poor for detection of foreign matter tread and sidewall bubble.

Table 3. Comparison of test results of different methods

Method mAP/% Speed/fps

Original algorithm 85.17 17
Original algorithm +Preprocessed 93.82 19
Method in this paper 95.37 28

Table 4. Parameter setting

Parameters Values

TEST.SCALES 400
TEST.MAX_SIZE 600
TRAIN.BATCH_SIZE 64
TEST.RPN_MIN_SIZE 4
CONF_THRESH 0.6
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Figure 10 shows the detection results of preprocessing tests, Fig. 10(a) shows the
detection results of the foreign matter sidewall, Fig. 10(b) shows the detection results
of the foreign matter tread, and Fig. 10(c) shows the detection results of the sidewall
bubble. The pretreatment algorithm has greatly improved the sidewall bubble.

Figure 11 shows the comparison of the detection accuracy. The histogram of the
detection accuracy obtained from the statistical results in Table 4 and 5. From Fig. 11,
it can be seen that the three methods have high detection accuracy for foreign matter
sidewall, but algorithm used in [10] is poor for detection of foreign matter tread and
sidewall bubble. Because of the preprocessing of the training dataset and the
improvement of the ZF network, the accuracy of detecting foreign matter tread and
sidewall bubble has been greatly improved (Table 6).

Fig. 9. The detection results in [10] algorithm (a) The detection results of the foreign matter
sidewall, (b) The detection results of the foreign matter tread, (c) The detection results of the
sidewall bubble.

Fig. 10. The detection results of preprocessed tests (a) The results of the foreign matter sidewall
detection, (b) The results of the foreign matter tread detection, and (c) The results of the sidewall
bubble detection.

Table 5. The number statistics of test results in [10]

Defects Correct Missed False

Foreign matter sidewall 29 5 3
Foreign matter tread 11 3 1
Sidewall bubble 10 16 4
Total 50 24 8
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In Fig. 11, the blue part represents the accuracy of the original algorithm, the
yellow part represents the accuracy of the method of add preprocessing to the original
algorithm, and the red part represents the accuracy of the method in this paper.

5 Conclusions

This paper proposes a novel tire defect detection method based on Faster R-CNN,
which is used to identify the type of tire defects and mark the location of the defects. In
the pre-processing stage, the homomorphic filtering method is used to sharpen and
enhance the training dataset, which avoids the generation of a large number of
redundant windows and improves the detection speed and accuracy. By improving the
framework of ZF network and referring to the structure of semantic segmentation
network FCN, combining the third-level convolution feature with the fifth-level con-
volution feature, smaller defects can be detected. The target improves the accuracy of
location detection and recognition in Faster R-CNN network. Compared with tradi-
tional methods, the detection process has been greatly improved in the degree of
automation, and has strong robustness, which is an effective and feasible method. In the
future, this method can be applied to the intelligent manufacturing of rehabilitation
robots to improve the core competitiveness of enterprises.

The appearance of secondary tire or waste tire will waste a lot of raw materials and
manpower, and if missed inspection enters the market, it will greatly increase the risk
of traffic. Therefore, defect detection is the most important link in tire production. The
development of a software for automatic detection and recording of tire defects will
greatly improve the efficiency of tire production, and will also provide convenience for

Table 6. The number statistics of preprocessed test results

Defects Correct Missed False

Foreign matter sidewall 62 5 1
Foreign matter tread 50 6 3
Sidewall bubble 32 7 2
Total 144 18 6
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Fig. 11. Comparison of the detection accuracy of different methods
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the future search and statistics of common tire defects, so as to improve the tire
production process, liberate manpower, and truly realize the unmanned production of
industry 4.0, which is of great practical significance to the modernization of China’s
industrial field.

At present, the method studied in this paper can accurately locate and identify
defects, but the results of the bubble location are slightly poor. In the future, we will
combine a variety of direct and non-direct detection methods to conduct in-depth
research on bubble defects.
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Abstract. Aiming at the problem of occlusion that leads to the failure of the
tracking task during the real-time tracking of the target by the drone, the
tracking-by-detection strategy is used in this article, the system design based on
intelligent algorithm of computer vision has been proposed. Yolov3-tiny
detection algorithm is used to achieve target recognition, this algorithm com-
bines accuracy and speed very well, and is easy to transplant. At the same time,
in order to further improve the control performance, fuzzy adaptive Proportion
Integration Differentiation (PID) control algorithm is used in this system to
complete the UAV tracking of the car. Verified by simulation, the accuracy of
the detection algorithm reaches more than 90%, and the detection speed reaches
30FPS, the tracking effect is good, and it can dynamically adapt to external
changes.

Keywords: Uav � Object tracking � Fuzzy control � Ros � Yolov3-tiny

1 Introduction

In recent years, drones have begun to appear in all aspects of human society’s pro-
duction and life, and have been widely used in aerial photography, surveillance,
security, disaster relief and other fields. However, the actual application of drones in
various early scenarios is mostly based on human remote control or intervention, and
the degree of automation is not high. The degree of automation of a drone is one of the
decisive factors for its greater role in the future. As the demand for drone automation
continues to expand, target tracking based on computer vision has become one of the
hotspots in current research, it mainly includes target detection in image processing and
flight control of UAV. The drone to carry the deep learning computing platform and
camera is used to further realize the automation and intelligence of the drone.

Traditional target tracking algorithms usually need to manually select the initial
frame, according to the information of the current frame and the information of the
previous frame, a relevant filter is trained, then, the position of the target in the initial
frame is predicted in the newly input frame, and the highest confidence is the most
likely tracking result. However, in the process of target tracking, it is easy for the
occlusion and temporary disappearance of the target. Once the target is lost, the
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tracking task will fail. Therefore, in the field of target tracking, most researchers use a
tracking-by-detection strategy. The detection-based target tracking algorithm combines
the detection and tracking process, identifies the target through the detector, and
transmits the target information to the tracker, that is, while the tracker tracks the target,
it continuously improves tracking process through information exchange with the
detector, and enhances the robustness of the entire tracking process. For example,
Milan et al. [1] proposed a continuous energy function minimization method, starting
from the integrity of the moving target, a whole energy function that is more suitable
for the movement characteristics was proposed. Then, by optimizing the energy
function, a better tracking effect was obtained, and a better effect was obtained in
dealing with the occlusion situation. Song et al. [2] proposed an online multi-target
tracking algorithm based on the tracking by detection strategy, which used Gaussian
Mixture Probability Hypothesis Density to handle error detection, and for the tracking
debris phenomenon caused by the occlusion during the tracking process, a layered
tracking frame was designed to link the trajectories of the target number exchange. This
method has achieved good results when dealing with occlusion and fragmentation.

In recent years, deep learning has achieved good results in the field of detection and
recognition, and more and more are applied to target tracking based on detection.
Considering the excellent performance of deep learning in target detection, and the
effect of tracking by detection strategy in solving occlusion and other problems, the
tracking by detection strategy to detect targets with deep learning was used in this
article, so as to obtain more accurate detection results for target tracking. The current
mainstream detection algorithms can be divided into two-stage detection algorithms
and one-stage detection algorithms according to structure. Two-stage detection algo-
rithms are represented by R-CNN [3] and Faster R-CNN [4], etc., and one-stage
detection algorithms are SSD (Single Shot Multibox Detector) [5] and YOLO [6–8],
etc. to represent. The main difference between the two types of algorithms is that two-
stage consists of two stages of detection and classification, and one-stage integrates
detection and classification into one stage. The performance indicators of the detection
algorithm are mainly accuracy and speed. The two-stage algorithm has advantages in
accuracy, but the processing speed is too slow. The one-stage algorithm is slightly
worse in accuracy, and the detection speed reaches more than 40fps, yolov3 has
improved the performance of detecting small targets, and the accuracy has also been
greatly improved. And this algorithm can use GPU to accelerate, the network structure
is simple, the calculation amount is small, which improves the real-time detection and
is easy to transplant, so this article uses yolov3-tiny as the detection algorithm.

2 Overall System Framework

This system is based on open source flight control software px4 and robot operating
system (ROS), using the open source framework GAAS to encapsulate px4 and ROS. In
this simulation platform (the simulator is Gazebo), it can quickly verify the algorithm,
reducing the difficulty of upper-level algorithm developers to get started. The entire
system adopts a modular design, which reduces the coupling of the system. The software
architecture between px4 and the simulation environment and GAAS is shown in Fig. 1:
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Sitl (software in the loop) simulates the operation of px4 flight control software on
the computer. ROS integration with px4 follows this pattern: px4 communicates with
the simulator (gazebo), receives sensor data through the simulator and sends it to the
motor and actuator. You can also control px4 through the ground station and offboard
mode.

ROS provides a series of operating system-level services designed for robot-related
programming. With ROS, multiple independent programs running on one or more
computers can easily implement interprocess communication (IPC), significantly
reducing the difficulty of collaboration. In ROS, each running program is a ROS node,
and all ROS nodes can establish communication with other programs through Roscore.
The communication content between ROS programs is carried in the form of message.
That is, the ROS program packages the data to be transferred into a message, and then
transmits it. Each ROS node can publish data through a specified topic, and can also
subscribe to a topic to receive corresponding data.

The communication between px4 and each module is connected by mavros.
Mavros is the encapsulation of mavlink for ROS, which can encapsulate the mavlink
data packets into ROS topics and messages, which are transmitted in the ROS network.
ROS provides related APIs for Python and C++. Developers can simply write code to
implement ROS node establishment, topic publishing and subscription.

3 Vision-Based Target Detection

3.1 Yolov3-Tiny Network Structure

Yolov3 algorithm [9–11] is a strong real-time deep learning target detection algorithm.
On the basis of extracting image features through convolution, it adopts the method of
residual network, and sets up a fast link connection between some layers, and adds the
feature map of the upper layer of the image to the feature map of a relatively higher

Fig. 1. Px4 on sitl
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layer. When the number of layers is deepened, it can increase the mean average
precision (MAP) value and the accuracy of small target detection. Yolov3-tiny is a
lightweight version of yolov3. The network structure is simple, the calculation is small,
and the real-time performance is high. It is easy to transplant to mobile devices.
Through the integration of various advanced methods, the short board of the yolo series
(fast but not good at detecting small objects) is filled to achieve the amazing effect and
the speed of pulling out groups. The network structure diagram is shown in Fig. 2:

The image input of yolov3-tiny is 416 * 416 * 3. After multiple convolution and
pooling operations, two detectors are finally obtained. One of the resolutions is 13 * 13,
suitable for detecting larger targets; the other detector has a resolution of 26 * 26,
suitable for detecting smaller targets. The detection process is to generate 3 anchors in
each grid on the two feature maps of 13 * 13 and 26 * 26. The K-means clustering
method is used to generate anchors on the labeled data set. The target bounding box is
obtained by calculating the error between the prediction box and the groundtruth, and
the probability that the target bounding box belongs to a certain category is calculated.
In Fig. 3, x, y, a, and b are the offsets of the prediction box and groundtruth, respec-
tively, and are used to regress the prediction target bounding box.

Fig. 2. Yolov3-tiny network structure
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3.2 Simulation Production Data Set

The first step is to start the simulation environment. UAVs and cars appear on the
ground. Then add some other models to expand the sample of the data set. The car is
the target to be tracked. The drone is flying to the square of the car and using the
visualization tool Rviz to subscribe to the camera information. At this time, Rosbag is
used to record the video recorded by the camera, the aircraft is moved to obtain images
of the car from different perspectives to expand the diversity of image data, or some
obstacles are added to the accessories of the car. Then the script is used to convert the
recorded video into a frame by frame image to get the image data we need, as shown in
Fig. 4 below. The target to be detected is labeling in the picture with the LabelImg
labeling tool to get the xml label.

Fig. 3. Bounding-box regression

Fig. 4. Part of the data set
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3.3 Detection and Recognition Result

According to the category of the target to be detected, the parameters of the yolov3-tiny
network configuration file is modified to train the network model. The trained weight
file is tested, and the recognition effect is shown in Fig. 5 under different angles,
different heights, and surrounding interferences.

4 Real-Time Target Tracking

The next task is for the drone to track the detected car. The process is to fly the drone
directly above the car by controlling the aircraft. When yolo detects the car, the
tracking control algorithm is starting. The traditional PID controller requires an
adjustment of its parameters to operate in an optimal for each change of variable, and it
does not respond efficiently to disturbances. Fuzzy adaptive PID [12] can improve the
response of the system and its parameters are tuned automatically according to the state
of the process, thus enhancing the robust performance of the system. Fuzzy adaptive
PID [12, 13] is a combination of PID control and fuzzy control, using fuzzy rules for
fuzzy inference, querying the fuzzy matrix table for parameter adjustment, using the
error E and error rate of change Ec as input, through PID control parameters tuning can
better improve the control performance of the drone tracking car.

Fig. 5. Detection result
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4.1 PID Control Model

The discrete-time PID controller model is shown in Eq. 1:

u kð Þ ¼ kpfe tð Þþ 1
Ti

X1
j¼0

Te jð Þþ Td
e kð Þ � e k � 1ð Þ

T
g ð1Þ

In the above formula, kp is the proportionality coefficient, Ti is the integration time,
and Td is the derivative time. The role of kp is to increase the response speed of the
system, the role of kp/Ti is to eliminate steady-state errors, and the role of kp * Td is to
improve the dynamic characteristics. For different control systems, PID parameter
settings need to cooperate with each other to achieve the desired control performance.
The error model of this system is shown in Fig. 6:

Assuming that the car is detected at time t0, the center pixel coordinate of the
boundingbox is ðx0; y0Þ, and the center pixel coordinate of the boundingbox where the
car moves to t1 at the next time is ðx1; y1Þ. The errors on the pixel plane are:

Ex ¼ y1 � y0 Ey ¼ x1 � x0 ð2Þ

The error E and error change rate Ec are taken in the system as the input of the
controller, and the P, I, and D parameters Dkp, Dki, Dkd of the PID controller as the
output. The fuzzy PID control structure is shown in Fig. 7:

Fig. 6. Error model

Fig. 7. Fuzzy PID control structure
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4.2 Fuzzy PID System

Firstly, E and Ec are fuzzy processed, the fuzzy results are put into the knowledge base,
and fuzzy reasoning is carried out according to the rules of the knowledge base.
Finally, the results are clarified and defuzzified. The three parameters Dkp, Dki, Dkd of
the PID controller are modified and used as the input of the PID controller.

4.2.1 Define Fuzziness and Membership
The error E and error change rate Ec and the fuzzy subsets of outputs Dkp, Dki, Dkd are
taken as fNB;NM;NS; ZO;PS;PM;PBg, The domain of error E and error change rate
Ec is f�3; 3g, and the quantization level is f�3;�2;�1; 0; 1; 2; 3g. In order to deal
with the application of fuzzy controllers in different scenarios, by introducing quanti-
zation factors Ke Kec, and scale factors K can be dealt with.

4.2.2 Building a Knowledge Base
Large, medium and small are defined as the language of fuzzy rules, and the control
rules written according to experience are as follows:

Rule 1: When Ej j is large and Ecj j is large, in order to improve the tracking
performance of the system, larger kp and kd are taken, and at the same time, in order
to avoid a large overshoot, ki takes 0;
Rule 2: When Ej j is large and Ecj j is medium and small, the larger kp, medium and
small kd are taken, and ki takes 0;
Rule 3: When Ej j is medium and Ecj j is large, in order to make the system have a
small overshoot, kp is medium, ki is 0, and kd is large;
Rule 4: When Ej j is medium and Ecj j is medium and small, kp is medium, ki is 0,
and kd is medium and small;
Rule 5: When Ej j is small and Ecj j is large, kp is small, ki is large, and kd is large;
Rule 6: When Ej j is small, Ecj j is medium and small, and kp, ki and kd are small.

4.2.3 Deblurring
Finally, the center of gravity method is used to blur, the formula is:

u ¼
P

xilnðxiÞP
lnðxiÞ

ð3Þ

In the above formula, u represents the center of gravity, i represents the number,
and l is the degree of membership.

5 Simulation Verification and Analysis

5.1 Filter-Based Tracking Algorithm

Kernel Correlation Filter (KCF) is to train a correlation filter based on the information
of the current frame and the information of the previous frame, and then calculate the
correlation with the newly input frame, and the confidence map obtained is the
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predicted tracking result, the point with the highest score (or block) is the most likely
tracking result.

First start the simulation environment, run the KCF algorithm, manually select the
initial rectangular box, transfer the initial position of the target to the tracking algo-
rithm, start the tracking algorithm, and control the movement of the car, as shown in
Fig. 8:

It can be seen from the experimental results that when the target is occluded, the
tracker loses the target, causing the mission to fail. The KCF algorithm has the fol-
lowing two shortcomings: First, because the KCF target frame has been set during the
tracking process, the size of the target changes from beginning to end, but the target
size in our tracking sequence changes from time to time. This It will cause the target
frame to drift during the tracking process of the tracker, resulting in tracking failure.
The second point is that KCF does not solve the problem of processing when the target
is occluded during the tracking process.

5.2 Tracking Based on Target Detection

The implementation of yolo target detection under ROS is darknet-ros [14]. The weight
file and configuration file of the trained yolov3-tiny network are placed in the yolo
configuration folder corresponding to darnknet-ros. The ROS configuration file is
modified to change the topic of the image subscribed by default to the topic published
by the aircraft camera. Running yolo, when the target is detected, the control algorithm
is starting to keep track of the target. The entire algorithm flow is shown in Fig. 9:

Fig. 8. KCF tracking results
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The accuracy of the detection algorithm is shown in Table 1. At the same time, the
detection rate of the algorithm reaches 30 Frames Per Second (FPS), which has good
real-time performance (Fig. 10).

Start

Start the simulation and take off the 
drone to the top of the car

Run detection algorithm

Is the target 
detected?

Control car 
movement

Start tracking 
control algorithm

End

No

Yes

Fig. 9. Target tracking flowchart

Fig. 10. Tracking result
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The tracking performance of the fuzzy adaptive PID control algorithm is shown in
Table 2. In the table, x_error represents the difference between the center coordinate x
of the entire pixel plane and the center coordinate x of the bounding box of the
detection algorithm, and y_error represents the difference between the center coordinate
y of the entire pixel plane and the center coordinate y of the bounding box of the
detection algorithm. The standard to measure the tracking effect is that the smaller the
x_error and y_error, the better the tracking effect of the control algorithm.

When the height of the plane from the ground car is different, the speed of the
moving car changes on the pixel plane. Fuzzy adaptive PID control can use fuzzy sets
and fuzzy inference to describe the dynamic characteristics of the system and make
control decisions based on fuzzy rules. It has great potential in solving complex control
problems and can dynamically adapt to changes in the outside world, further improving
the tracking effect of the drone on the car.

6 Summary and Outlook

The simulation results show that the drone can complete the detection and tracking of
the target autonomously through the offboard mode. A deep learning network is
selected with a simple structure, a small amount of calculation, and strong real-time
performance, and suitable computing platform resources as the host computer’s
autonomous control of the drone can better complete simple tracking tasks. For large-
scale, wide-area detection and tracking problems, a single drone takes a long time. In
future research, research on multi-machine collaborative sensing tasks can be con-
ducted to rationally divide the operating area of each drone, improve work efficiency,
and further achieve intelligence.

Table 1. Yolov3-tiny test results

Group Object Accuracy (%)

1 Car 96
2 Car 98
3 Car 100
4 Car 98

Table 2. Tracking algorithm control performance

Group Distance between drone and car (m) x_error (pixel) y_error (pixel)

1 3 −13 21
2 4 −10 18
3 5 −7 10
4 6 −3 4
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Abstract. Hyperspectral image classification is a research hotspot in remote
sensing image analysis and application, and its high dimensionality and few
samples make it a challenging problem. In this paper, we propose to use linear
dynamic system model combined with linear transformation and sparse repre-
sentation to achieve hyperspectral image classification. First, we perform image
preprocessing based on the intuition that the neighboring pixel of a pixel likely
share similar spectral characteristics. Second, we establish the linear dynamic
system model of each sub-cube image extracted from the image, and at the same
time, introduce linear transformation and sparse representation principles into
the established model, and propose a novel linear dynamic system combining
linear transformation and sparse representation (LDSLTSR). Finally, we use the
error between the linear transformation of the model and the sparse represen-
tation to achieve classification. The spatial and spectral information of the image
is fully considered in our method, which is conducive to the classification effect.
The experiments are conducted on public AVIRIS data and Pavia University
data to demonstrate the effectiveness of the proposed method. The results show
that the proposed LDSLTSR method effectively outperforms other current state-
of-the-art methods.

Keywords: Hyperspectral image classification � LDSLTSR � Linear dynamic
system model

1 Introduction

With the development of remote sensing technology, the application range of hyper-
spectral images is getting wider and wider, which can be applied to fields such as
precision agriculture, environmental management and social security [1]. In the
application, hyperspectral image classification is one of the important technologies
applied and has become a hot topic in research. However, the hyperspectral image has a
narrow band and a large number of bands, resulting in strong correlation between
pixels due to redundant information. The problem of high pixel dimension and cor-
relation between pixels poses a huge challenge to the classification of hyperspectral
images.

The original hyperspectral image classification method used only spectral infor-
mation, without considering the spatial distribution of pixels. The main classification
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methods include KNN method [2, 3], maximum likelihood estimation [4], artificial
neural network [5], kernel based method [6] and so on, in which the support vector
machine [7] demonstrates a superior performance. The hyperspectral images describe
the feature information is spatially continuous, so ignoring the spatial information leads
to undesirable classification results. With the in-depth study of remote sensing image
classification, scholars agree that combining spectral information and spatial infor-
mation can obtain better classification results. The sparse expression method is widely
used in this field and has obtained some good results [8, 9]. In recent years, deep
learning methods have become a hot spot in the field of pattern recognition and image
analysis, and have also been applied to remote sensing image classification by many
scholars and have obtained good classification results [10, 11]. However, the deep
learning algorithm requires a lot of parameters, the model is complex, it is not easy to
adjust the parameters, and the easier it is to overfit. In addition, deep learning requires a
large number of training samples, while the number of samples for hyperspectral
images is limited. Some traditional methods have simple models and less calculation,
and satisfactory classification results can also be obtained.

In this paper, we apply linear dynamic system model and introduce linear trans-
formation and sparse representation to propose LDSLTSR method to realize hyper-
spectral image classification. The proposed method fully describes the spatial and
spectral characteristics of the image, and obtains satisfactory results. The overall flow
chart of the algorithm is as follows (Fig. 1).

Fig. 1. The overall flow chart of the algorithm is as follows
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2 Hyperspectral Image Preprocessing

For the specific task of hyperspectral image classification, not all spectral information is
useful. Therefore, how to filter the spectral information useful for the classification task
can not only improve the classification accuracy of the spectral image, but also simplify
the calculation and reduce the storage space. Two layers of preprocessing are used in
this article. The first layer of preprocessing is to consider the correlation between
spatial pixels. Each pixel has a strong spatial correlation with the surrounding pixels in
a certain neighborhood. Based on such correlation, each pixel can be reconstructed
from a linear combination of surrounding pixels. The spectral dimension of the image
remains unchanged after reconstruction and the reconstructed pixels have more distinct
spatial characteristics. The purpose of the second layer of preprocessing is to reduce
dimensionality. Data with hundreds of dimensions will cause the distance between
classes to be small, reducing the accuracy of classification. We use the traditional PCA
method for dimensionality reduction.

The ground objects have continuity in space, and each pixel in the hyperspectral
image has similar spectral characteristics with the pixels in the neighborhood. There-
fore, each pixel can be approximated to the vector reconstructed by linear combination
of neighboring pixels. After the reconstruction is completed, the image has not only
made obvious improvements in visual effects and enhanced robustness, but also the
reconstructed image has more accurate structure and edge information, providing better
distinguishable data for subsequent classification tasks.

y � ŷ; ŷ ¼ Da ð1Þ

where y 2 Rm�1 is the center point pixel, ŷ is the pixel reconstructed by D, m is the
number of spectral bands, D ¼ ½d1; d2; . . .; dn� 2 Rm�n is a dictionary composed of
neighborhood pixels, di is the i-th pixel in the neighborhood and a is the weight
coefficient vector. The calculation process is to first get a, and then calculate the
reconstructed pixel ŷ by a. The calculation formula is as follows:

â ¼ arg
a
minf y� Dak k22 þ k ak k22g

ŷ ¼ ðDTDþ k � IÞ�1DTy
ð2Þ

where the regularization parameter k in the formula is twofold, on the one hand, it can
make the least square solution stable, on the other hand, a certain sparsity is imposed on
the weight coefficient, and set k ¼ 1 in this article. In the reconstruction process, D is
required to be a redundant dictionary (m\n). And if the pixels with all spectral
information are directly used for calculation, m is too large to meet the requirements
and cannot achieve the desired effect. In our method, the spectral information is uni-
formly divided into subsets of hyperspectral data along the spectral dimension coor-
dinates of the hyperspectral image, see Fig. 2.
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In Fig. 2, the hyperspectral images are divided into 5 subsets. Use the sliding
window to slide from left to right and top to bottom on each subset. The center point
pixel of the sliding window area is the pixel to be reconstructed, and other pixels in this
area constitute a dictionary. The center point pixel is a linear combination of pixels in
the dictionary. In this way, each pixel for each subset is reconstructed. For one pixel, 5
reconstructed subset pixels are generated. Then, these 5 reconstructed pixels are re-
connected together in the original spectral order to obtain the final reconstructed pixel.

In Fig. 3, the horizontal axis represents the spectral bands, and the vertical axis
represents the pixel value of each band. The center point pixel is reconstructed by linear
combination of 48 pixels in the neighborhood. Since the pixels in the neighborhood
have a strong correlation with the pixels at the center point, after linear combination
reconstruction, the displayed information of the pixels is more refreshing, which is
conducive to the task of subsequent image classification.

Fig. 2. The reconstruction process of a pixel

Fig. 3. The example of a pixel (center point pixel) and its reconstructed pixel
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The first layer processing considers both spatial and spectral information, which can
be said to re-establish data with spectral spatial characteristics. As can be seen in Fig. 4,
the work makes the edges of the image more discriminative. However, the dimen-
sionality of the entire data is still very high, which is not conducive to image classi-
fication. Therefore, we use the second layer of preprocessing, namely dimensionality
reduction. The PCA (Principal Components Analysis) dimensionality reduction algo-
rithm is used to obtain spectral information with large amount of information, small
correlation, and strong discriminativity between classes through mathematical trans-
formation. One pixel of AVIRIS data is 200 dimension, we use PCA to reduce the
dimension to 50 dimensions. One pixel of Pavia data is 103 dimension, we use PCA to
reduce the dimension to 25 dimensions.

3 The Proposed LDSLTSR Method

As a mathematical model of dynamic texture, linear dynamic system (LDS) can
effectively and accurately capture the appearance and motion information of texture,
and can accurately describe the transfer characteristics of a 3D data in time and space
domain [12]. We use the characteristics of LDS to describe the relationship between the
spatial domain and the spectral domain of hyperspectral images to achieve the purpose
of accurate classification.

3.1 LDS Model

Linear time-invariant dynamic system, referred to as linear dynamic system, as a linear
Gaussian state space model, expressed by the following two equations:

xtþ 1 ¼ Axt þBvðtÞ
yt ¼ Cxt þwðtÞ

�
ð3Þ

The two equations are called the state equation and the observation equation, where
A, B, C are constant matrices that do not depend on the input. yðtÞ 2 Rm, xðtÞ 2 Rn,

Fig. 4. Example of hyperspectral image and its reconstruction of AVIRIS data

Hyperspectral Image Classification Based on a Novel LDSLTSR Method 235



A 2 Rn�n, C 2 Rm�n, B 2 Rn. The state transition matrix A describes the behavior of
the hidden state in the time domain. For 3D data, it captures the motion information.
The observation matrix C describes the transition process from the hidden state to the
output variable, and captures the appearance change information of the 3D data. Q is
the process noise, R is the observation noise, which are the zero-mean-normally dis-
tributed random variables with covariance matrices Q and R, namely vðtÞ�Nð0;QÞ
and wðtÞ�Nð0;RÞ. Therefore, the model parameters of LDS can be expressed as
fA;B;C;Q;Rg. Therefore, for a 3D data, building an LDS model means calculating
model parameters fA;B;C;Q;Rg. Once the model parameters have been determined,
K-NN can be used for classification based on Martin distance, or Martin distance and
the kernel function can be classified by support vector machine method.

In this study, the parameter R ¼ ðA;B;CÞ is used as the model parameter. Given a
linear dynamic system model denoted as R ¼ ðA;B;CÞ, it has an equivalent family
member representation, which belongs to the knowledge of control theory. In this
family, each member can be described as P � R ¼ ðP�1AP; P�1B;CPÞ, where P is a
linear non-singular transformation matrix, and R ¼ ðA;B;CÞ and P � R ¼ ðP�1AP;
P�1B;CPÞ are similar systems. Similar systems are characterized by different transition
matrices and hidden states, but the same output variables. Similar systems in a family
have the same output variables even though their model parameters are different, which
means that family members can describe the same 3D data. The space composed of all
systems obtained by non-singular matrix transformation is called linear transformation
space.

3.2 The Proposed LDSSR Method

The problem to be solved is how to build the LDS model of one pixel of the hyper-
spectral image. Based on the strong correlation of the neighborhood space, we use the
cubic data of a pixel neighborhood in the hyperspectral image to build the LDS model
of the pixel, and combine the linear transformation theory to achieve the solution.

Using a moving sliding window to slide in the spatial domain to extract the
neighborhood cubic data of each pixel, each obtained cubic data represents the center
point pixel in the space. In this way we get a cube dataset of all categories of hyper-
spectral images. Randomly extract a certain proportion of data from each category in
the cube data set to form a dictionary of sparse representation. Assuming the size of the
dictionary is L, we use the method proposed in Reference [13] to obtain the LDS model
parameters of each cube data, expressed as M ¼ fðAi;Bi;CiÞgLi¼1, A 2 Rn�n, C 2 Rm�n,
B 2 Rn. The parameter m is the size of the observed feature vector, or the number of
pixels in a frame of video image, and the parameter n is the size of the LDS model,
which is equal to the size of the model parameters and the number of hidden variables.
According to the sparse representation principle, each test data can be linearly repre-
sented by the data in the dictionary, see Eq. (6)
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xtþ 1 ¼
PL
i¼1

aiAixt þ
PL
i¼1

aiBiwðtÞ

yt ¼
PL
i¼1

aiCixt þ vðtÞ

8>><
>>:

ð4Þ

Given a system, a model such as formula (1), a new state vector can be obtained by
linear coordinate transformation as follows

~x ¼ P�1x ð5Þ

where P is the linear non-singular matrix of n� n, so a new state space model is
obtained as follows

x*tþ 1 ¼ ~A~xt þ~BwðtÞ
yt ¼ ~Cx*t þ vðtÞ

�
ð6Þ

The transformation relationship between the new model parameters and the original
model parameters is ~A ¼ P�1AP, ~B ¼ P�1B, ~C ¼ CP. When looking at formulas (6)
and (8) carefully, it is not difficult to find that they have the same form. In other words,
the system reconstructed with sparse coding must be equivalent to a member of the

similarity transformation space family. This relation is expressed as
PL
i¼1

aiA ffi P�1AP,

PL
i¼1

aiBi ffi P�1B,
PL
i¼1

aiCi ffi CP. This assumption is reasonable, that is, a linear trans-

formation model can always be found in the linear transformation space, which is equal
to or infinitely close to the sparse coding reconstruction system. The problem is for-
mulated as follows

J ¼ min CP�
XL
i¼1

aiCi

�����
�����
2

F

þ P�1AP�
XL
i¼1

aiAi

�����
�����
2

F

þ P�1B�
XL
i¼1

aiBi

�����
�����
2

F

ð7Þ

where fA;B;Cg is the model parameter of the test sample, fAi;Bi;Cig is the model
parameter of the system in the dictionary, and L is the size of the dictionary. In the
modeling process, the coding coefficient x should be sparse, because only the items in
the dictionary with the same class as the test sample should play an important role in
the reconstruction and contribute a lot, while the corresponding coefficients of other
types of samples should be zero or very small. Based on this assumption, formula (9) is
updated to formula (10) as follows.

J ¼ kC CP�
XL
i¼1

aiCi

�����
�����
2

F

þ kA P�1AP�
XL
i¼1

aiAi

�����
�����
2

F

þ kB P�1B�
XL
i¼1

aiBi

�����
�����
2

F

þ ka ak k1

ð8Þ
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where the parameters kA; kB; kC; ka are the constant coefficients of weight. However,
the contribution of the data in the dictionary to the solution is different, a large coef-
ficient means a large contribution, and vice versa. However, the contribution of the data
in the dictionary to the solution is different, a large coefficient indicates a large con-
tribution, and vice versa. Therefore, we added a coefficient weight term to the solution
and proposed the LDSLTSR method as follows

J ¼ kC CP�
XL
i¼1

aiCi

�����
�����
2

F

þ kA P�1AP�
XL
i¼1

aiAi

�����
�����
2

F

þ kB P�1B�
XL
i¼1

aiBi

�����
�����
2

F

þ ka ak k1 þ ai � �a
�� ��2

2 ð9Þ

In our LDSLTSR method, there are three terms, the first term

kC CP�PL
i¼1

aiCi

����
����
2

F

þ kA P�1AP�PL
i¼1

aiAi

����
����
2

F

þ kB P�1B�PL
i¼1

aiBi

����
����
2

F

represents the

error between the linear representation of the dictionary and the linear space of the test
data, and we hope this error is as small as possible; the second term ka ak k1 indicates
that the test data consists of a few basic vectors in the dictionary, and the coefficient of
the base vector of the dictionary with the same label as the test data is large; the third

term ai � �a
�� ��2

2 represents the weight of the basis vector in the dictionary.

3.3 The Optimization of LDSLTSR Method

The task of optimization is to learn the parameters a	 and P	, where
ða	;P	Þ ¼ argmin

a;P
Jða;PÞ. The optimal solution strategy in this paper is to fix one

parameter and solve another parameter. It can be seen from the Eq. (11) that when the
transformation matrix P is fixed, the equation is a convex optimization problem to
optimize the coding coefficient a; when a is fixed, the formula is nonlinear with respect
to P. The optimization process is that when these two variables are alternately fixed, the
other parameter is obtained when the Eq. (11) is minimized. But the problem that needs
to be raised is that the solution obtained by this kind of solution is a local optimum, and
the result of optimization is closely related to the initial value of the selection.

When learning the parameter a, the linear non-singular matrix P needs to be fixed,
and the optimization problem is transformed into a traditional sparse representation and
solved as follows.

min
a

fkC CP�
XL
i¼1

aiCi

�����
�����
2

F

þ kA P�1AP�
XL
i¼1

aiAi

�����
�����
2

F

þ kB P�1B�
XL
i¼1

aiBi

�����
�����
2

F

þ ka ak k1 þ ai � �a
�� ��2

2g
ð10Þ

Transform the above equation to get the following expression.
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min
a

fkC C
0 � DCa

�� ��2
F þ kA A

0 � DAa
�� ��2

F þ kB B
0 � DBa

�� ��2
F þ þ ka ak k1 þ ai � �a

�� ��2
2g
ð11Þ

In the above expression, Dc ¼ ½C1;C2; � � � ;CL�, DB ¼ ½B1;B2; � � � ;BL�,
DA ¼ ½A1;A2; � � � ;AL�, a ¼ ½a1; a2; � � � ; aL�, C0 ¼ CP, A

0 ¼ P�1AP, B
0 ¼ P�1B. In this

paper, the feature-sign search method is used to solve the above optimization problem.
When learning the parameter P, the non-singular matrix a needs to be fixed, and the

optimization problem is equivalent to the minimization problem as follows

min
P

fkC CP�
XL
i¼1

aiCi

�����
�����
2

F

þ kA P�1AP�
XL
i¼1

aiAi

�����
�����
2

F

þ P�1B�
XL
i¼1

aiBi

�����
�����
2

F

g ð12Þ

The space P 2 GLðnÞ formed by the linear non-singular matrix P is infinite.
Considering the theoretical and computational difficulties, it is difficult to find the
optimal P in the uncompressed GLðnÞ space. The way to solve this problem is to
abandon the space GLðnÞ, and replace it with the most compact subspace, that is the
n� n matrix space OðnÞ, where. The optimized method applies the fast Jacobi-type
algorithm proposed in [14].

3.4 The Classification of Hyperspectral Image

The parameters a	 and P	 are obtained by optimizing the proposed SS method. The
representation error is used to classify the test sample, and the representation error
calculation is as follows

eðjÞ ¼
XF
t¼1

yt �
Xmj

j¼1

a	j CjZ
	
t

�����
�����
2

2

ð13Þ

where mj is the number of samples of the j-th category in the dictionary. In this way,
identify the category of the test sample: identityðyÞ ¼ argmin

j
fejg, where

Z	
t ¼ P�1 	 xt.

4 Experiments and Analysis

To illustrate the effectiveness of the proposed method, the experiments are conducted
on public AVIRIS data and Pavia University data. Some state-of-the-art classifiers are
applied for comparison, including SVM, SOMP [15], NRS [16], JCR [17], KCRT-CK
[18] and CNN [11]. The parameters set in the experiment are kA ¼ kB ¼ kC ¼ 1. The
number of iterations of optimization solution is 50, and In most cases, only 3 to 10
iterations are needed to get the optimal a	 and P	. All methods use the same training
data and test data. In all the experiments, we randomly chose 5% of the samples from
each class as a function of training samples and the rest as test samples. Each
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classification experiment is repeated for 10 trials with different training and testing
samples and overall classification accuracy is averaged over the 10 repeated trials.

(a) Classification analysis of AVIRIS data
AVIRIS data and Pavia data are applied to verify the validity of the algorithm. The
hyperspectral image of AVIRIS dataset holds 220 bands with pixels in the 0.4- to 2.45-
region of the visible and infrared spectrum with a spatial resolution of 20 m. The water-
absorption bands and are removed, results in 200 spectral bands. The original Indian
Pines dataset consists of 16 ground-truth land-cover classes. Some of the classes
contain a small number of samples, which increased the difficulty of classification. The
classification accuracy is illustrated in Table 1.

(b) Classification analysis of Pavia data
Pavia data is acquired by the Reflective Optics System Imaging Spectrometer (ROSIS).
The ROSIS sensor generates 115 spectral bands ranging from 0.43 to 0.86. The image
has 103 spectral bands with pixels under the spatial resolution of 1.3 m. There are 9
classes in this image. The classification accuracy is illustrated in Table 2.

Table 1. Classification accuracy (%) for the AVIRIS on the test set (OA)

Class SVM SOMP NRS JCR KCRTCK CNN LDSLTSR

Alfalfa 39.02 92.68 70.73 73.17 97.56 100 100
Corn-notill 76.73 92.22 91.44 93.23 96.58 98.36 98.62
Corn-min 81.53 93.44 93.71 95.98 95.18 97.8 98.20
Corn 70.89 91.08 69.01 72.30 100 97.20 100
Grass/Pasture 91.71 96.77 92.63 96.31 98.62 99.30 98.71
Grass/Tree 100 98.78 99.24 100 100 99.07 99.21
Grass/Pasture-mowed 88.00 100 52.00 36.00 92.00 100 100
Hay-windrowed 99.07 100 99.77 100 99.77 92.72 100
Oats 27.78 100 33.33 5.56 83.33 97.34 89.33
Soybeans-notill 83.98 91.08 90.39 93.82 98.86 98.23 97.89
Soybeans-min 94.70 96.70 99.55 99.68 99.46 97.66 99.82
Soybeans-clean 77.67 90.62 84.62 92.68 97.00 99.32 98.67
Wheat 99.46 98.91 97.83 98.91 99.46 99.01 99.56
Woods 93.23 99.30 98.77 99.38 99.65 98.60 99.58
Building-Grass-Trees 89.34 100 95.39 97.41 99.14 92.59 100
Stone-steel Towers 84.34 97.59 81.93 89.16 98.80 94.92 96.70
OA 88.24 95.6 94.34 96.06 98.48 98.33 98.63

240 Y. Liu and T. Bai



It can be seen from Table 1 and Table 2 that the LDSLTSR method proposed in
this paper has achieved good classification results. The preprocessing process plays a
role in removing noise, while considering the spatial correlation of pixels. The LDS
model describes the texture and spectral characteristics of the image. At the same time,
the introduction of linear transformation and sparse representation to optimize the
model solution result in satisfactory classification results.

5 Conclusion

In this paper, we propose a linear dynamic system model combined with linear
transformation and sparse representation method (LDSLTSR) for hyperspectral image
classification. We use linear dynamic system model to describe the spectral and spatial-
contextual information, and use linear transformation and sparse representation to
explore the characteristics of the image. In contrast with some state-of-the-art methods,
our method can better capture the similarity and distinctiveness among neighbouring
pixels, resulting in better classification performance. The shortcoming of this paper is
that there is no detailed analysis of the parameters such as the dimension of dimension
reduction and the size of the pixel neighborhood. Undoubtedly these parameters will
affect the classification, which is the next work plan.

Acknowledgement. This work is supported by the Liaoning Province Education Department
Fund Project (No. JYT2020042).

Table 2. Classification Accuracy (%) for the AVIRIS on the test set (using spectral–spatial
information based on PCA and sparse coding)

Class SVM SOMP NRS JCR KCRTCK CNN LDSLTSR

Asphalt 98.27 98.07 99.58 99.51 98.96 99.42 99.50
Meadows 99.91 99.51 99.97 99.98 99.97 99.93 100
Gravel 92.17 95.24 96.29 96.45 98.62 98.69 98.34
Trees 97.97 97.64 94.74 96.77 98.95 99.88 99.71
Painted metal sheets 99.42 100 99.92 100 100 99.97 100
Bare Soil 97.95 95.67 94.59 95.16 98.80 99.45 100
Bitumen 96.32 96.49 96.66 96.32 99.75 99.47 99.63
Self-Blocking Bricks 95.17 85.84 97.49 98.49 99.03 97.89 98.28
Shadows 97.18 97.07 99.65 99.53 97.54 99.96 100
OA 98.31 97.18 98.38 98.69 99.51 99.54 99.53
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Abstract. Remote sensing scene classification is an active issue in the field of
remote sensing image analysis. However, due to the different shooting angles
and scales, the characteristics of the images are changeable, which makes remote
sensing scene classification challenging. Recently, convolutional neural network
(CNN) has demonstrated excellent performance of classification in the field of
remote sensing image analysis. In this paper, a deep learning based classification
method using CNN is developed. Applying this deep learning framework for
scene classification automatically integrates the traditional feature extraction and
classification stages into a complete learning process without designing feature
extraction and classifier respectively. The developed CNN can extract the depth
characteristics of the images to reduce the impact of ground object deformation
on the classification accuracy. Experiments are conducted on the well-known
UCMLU and WHU19 datasets and the classification accuracy can achieve
98.10% and 96.84%. The experiment results compared with other advanced
methods show the efficacy of the proposed method.

Keywords: Remote sensing scene � Classification � Convolutional neural
network

1 Introduction

Remote sensing scene classification finds applications in a variety of domains including
land use, urban planning, environment monitoring and has important significance for
military application. However, the ground objects of remote sensing images are diverse
and the viewing angle of the sensor and the size of the image are variable, which makes
RSS classification a challenging problem. Many scholars have carried out research and
made some progress. The advanced HOG-LBP feature combined with SVM is pro-
posed in [1]. BOW method [2, 3] uses local and global features to improve classifi-
cation performance. LBP method [4] uses multi-scale features for classification. The
above methods can be classified as traditional methods. The research process of these
methods is divided into two steps: feature extraction and classification. The classifi-
cation results are limited to feature description and classifier performance. Recently,
deep learning shows a powerful approach and widely used in Remote sensing scene
classification [5–7]. It integrates the two steps of feature extraction and classification
into an automatic learning process, which is an intelligent method closer to the human
brain. Deep learning combined with metric learning [8, 9] has been applied to improve
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the classification accuracy by forcing intra-class compactness and inter-class separa-
bility. Deep features [10–13] can be explored by deep learning methods and have
obtained some progress.

In this paper, a deep convolutional neural network based on ZF-Net neural model is
developed for remote sensing scene classification. The number of samples of remote
sensing scene images is limited. The purpose of this paper is to apply the deep CNN
learning method to achieve high-performance classification of these limited samples.
The experiment results show that higher classification accuracy is achieved compared
with other advanced methods.

2 Overview of the Proposed Method

The CNN network has been shown to provide better classification results than the SVM
algorithm [14]. However, there are a few literatures on the application of CNN network
to the classification of remote sensing scene image. In this paper, we have found that
CNNs can be effectively employed to classify remote sensing scene classification.

The entire process of our proposed method is introduced in this section. The
flowchart for remote sensing scene classification is shown in Fig. 1. For deep CNN
networks, a large amount of training data is required to obtain ideal classification
results. However, the amount of data in remote sensing scene images is not sufficient.
Therefore, in the training phase, the data needs to be enhanced. The methods of
enhancement are rotation and mirroring. After the training data is enhanced, its amount
will increase exponentially. Data normalization and enhancement belong to the data
preprocessing process. When the preprocessing of the data is completed, the deep CNN
network is trained. After training the network, use the trained weights and bias
parameters to classify the test data.

3 Convolutional Neural Network Architecture

A typical CNN network usually consists of several convolutional layers, max pooling
layers, and fully connected layers. Convolutional layer and max pooling layer generally
appear in pairs. The network finally ends with a fully connected neural to output

Fig. 1. Flowchart for remote sensing scene classification
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classification result. A CNN network with only one convolutional layer, one max
pooling layer and one fully connected layer is shown in Fig. 2.

Convolution layer: For an input image, using a sliding window to move from left to
right on the image, the local area of the image covered by the sliding window is
performed convolution calculation with a filter. In Fig. 2, the size of input image is
5 � 5 and stride is set as 1, where the symbol � represents the convolution operation.
And the filter size of the convolutional layer is 3 � 3, and we obtain the output of

convolution layer, where Hij ¼
Pi¼3;j¼3

i¼1;j¼1
Fij � Vij (Take the sliding window moving to

the first local area as an example) with size 3 � 3. The stride defines the step length of
each step of the sliding window. The larger the stride, the smaller the output data size
of the convolutional layer, which can result in a smaller network calculation, but the
more information may be lost in the image. The convolution operation can describe the
texture features of the image as much as possible, while helping to reduce the overall
number of network training parameters and reduce computational cost and can help to
obtain more effective training and more effective models. Usually, the convolutional
layer is followed by a max pooling layer.

Max pooling layer: The pooling layer also has the effect of reducing the image size.
In Fig. 2, the size of the output layer of the convolutional layer is reduced from 3 � 3
to 2 � 2 after passing through the max pooling layer. In fact, the max pooling layer
operation is also a convolution filtering operation, and a filter is also required. At this
time, the value of each position in the filter is 1, and the convolution operation is
expressed as Mij ¼maxf Hij � 1g i;j¼2

i;j¼1(Take the sliding window moving to the first
local area as an example). In other words, maximum pooling is to extract the maximum
value in each sliding window field to replace the whole of sliding window field.
Another important function of the pooling operation is to keep the features of the image
invariant to the location. Pooling operation can also be mean pooling expressed as

Mij ¼mean Hij � 1
� �i;j¼2

i;j¼1. Maximum pooling is more widely used in CNNs than mean

pooling. Therefore, it can be seen that the pooling operation reduces the amount of
calculation of the higher layer, while providing a form that is invariant to the
transformation.

Fig. 2. A CNN with a convolutional layer, a max pooling layer and a fully connected layer

Deep Convolutional Neural Network 245



Fully connected layer: A CNN ends with the fully connected layer for classifica-
tion. Each output of the fully connected layer is connected to each neuron in the
previous layer. In order to achieve classification, it is necessary to add softmax layer to
the last layer. The softmax function is shown as follows.

PðyðiÞ ¼ njxðiÞ;FÞ ¼

yðiÞ ¼ 1jxðiÞ;F
yðiÞ ¼ 2jxðiÞ;F

..

.

yðiÞ ¼ NjxðiÞ;F

2
66664

3
77775 ¼ 1Pn

j¼1
eF

T
j x

ðiÞ

eF
T
1 x

ðiÞ

eF
T
2 x

ðiÞ

..

.

eF
T
n x

ðiÞ

2
66664

3
77775 ð1Þ

In Eq. (1), PðyðiÞ ¼ njxðiÞ;FÞ means the probabilistic for ith training data out of n
number of training data, the jth class out of number of classes for i ¼ 1; 2; . . .;m, where
F presents filter and FT

n x
ðiÞ are inputs of the software layer.

4 Deep CNN for Remote Sensing Scene Classification

In many researches on image recognition, the number of samples of training images is
limited, and the training process of large-scale convolutional neural networks can easily
lead to overfitting. Therefore, most of CNN used in image recognition have lower
layers. The number of remote sensing scene images is also very limited, so we choose
to use fewer layers of CNN for image recognition.

4.1 Neural Network Architecture

The CNN architecture adopted in this paper is illustrated in Fig. 3. A ZF-Net neural
model [15] consisting of five convolution layers, three max pooling layers, two fully
connected layers and one software layer is developed to realize classification task. The
following describes the network structure in detail.

Fig. 3. The architecture of CNN for remote sensing scene classification
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In this architecture, we consider gray images as inputs to the CNN model and all
images are cropped to images with size of 224 � 224. Therefore, the size of input
layer is 224 � 224. The filter size of the first convolutional layer is 7 � 7, and the
number is 96, using a stride of 2. Since the input data size of the first few layers is
relatively large, the number of filters should not be too large, and the input data size of
the following base layer is relatively small, so you can use a larger number of filters to
extract the feature map, such as the third time in the network structure In the convo-
lution operation, the number of filters reaches 384. In this way, the output of the first
convolutional layer is activated through a rectified linear function ReLUðxÞ ¼
maxðx; 0Þ and contains 110 � 110 � 96 nodes. The calculation formula of the spatial
size of output data is ðsize�of�input � size�of�filterÞ=strideþ 1. There are 4800
parameters that need to be trained in this layer. The first convolution layer is followed
by the first max pooling layer with size 3 � 3 and stride 2. The max pooling layer is
the second hidden layer of the entire network, and the output has 55 � 55 � 96 nodes.
The function of this max pooling layer is to reduce the amount of data, thereby
reducing the amount of calculation, and to make the data invariant to location. There
are no parameters to be trained in this layer. The output of the first pooling layer is used
as the input of the second convolutional layer. The size of the filter of the second
convolutional layer is 5 � 5 with stride 2. There are 6656 parameters that need to be
trained in this layer and the output size is 26 � 26 � 256. Since the second max
pooling layer size is 3 � 3 with stride 2, its output contains 13 � 13 � 256 nodes.
The second max pooling layer is followed by three consecutive convolutional layers,
the size of the filter is all 3 � 3, and the stride is all 1. The spatial size of the input and
output data of these three layers has not changed, the number of filters are 384, 384,
256 and the number of parameters that need to be trained are 3840, 3840, 2560
respectively. The output of the fifth convolution layer has 13 � 13 � 256 nodes.
Next, there is a max pooling layer, namely the third max pooling layer whose output
data size is 6 � 6 � 256. The last two layers are fully connected layers. Each output
node of the fully connected layer is connected to each neuron of the input data.
Therefore, there are ð6 � 6 � 256 þ 1Þ � 4096 parameters that need to be trained in
the first fully connected layer, and 4097 � 4096 parameters that need to be trained in
the second fully connected layer.

4.2 Training Process

The ZF-Net learning algorithm is developed for the training and classification. The
training process is an iterative process, including forward propagation and backward
propagation. The forward propagation channel starts from the input data and performs
operations such as convolution, pooling and full connection to obtain classification
results and network parameters. It can be said that it is a process from input to output.
The back propagation channel is to calculate the error between the result and the
expected result after the result obtained in the forward direction to update the network
parameters, see Fig. 4. The arrows indicate the sequential direction of operations and
processes. Any operation and process can only be carried out in the direction of the
arrow, and cannot be carried out against the direction of the arrow. The symbol
represents the subtraction operation between the data input into the symbol.
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The forward propagation channel is the path from the input of the block diagram to
the output. It can output classification results through calculations of convolution, max
pooling and fully connected layers. The backward propagation channel is the path from
the output of the block diagram back to the input. It is to calculate the error between the
classification result obtained by forward propagation and the expected classification
result to update the network parameters. By continuously iterating the forward prop-
agation and back propagation processes, the error is continuously reduced, and finally it
is less than the set value or the number of iterations reaches the maximum, and the
iteration process is stopped, and the network parameters are saved for the classification
of the test data. As explained in Fig. 4, the forward propagation channel and the back
propagation channel form a closed loop, based on the idea of negative feedback, which
makes the error between the currently obtained classification results and the expected
classification results smaller and smaller, when the error is small enough to complete
the training process.

In the process of forward propagation, the output of the previous layer Li�1 is the
input of the current layer Li, denoted as xi. Then the output of the current layer, xiþ 1 is
calculated as follows.

xiþ 1 ¼ fiðuiÞ; ui ¼ WT
i xi þ bi ð2Þ

where Wi is the weight matrix, bi is the bias vector and fið�Þ is the activation function of
the applied for Li layer. A ReLU activation function is used in this architecture. Since
remote sensing scene classification is a multi-classification problem, a softmax oper-
ation is required to be defined as follows.

y ¼ 1
PC
k¼1

eW
T
L;KxL þ bL;K

WT
L;1xL þ bL;1

WT
L;2xL þ bL;2

..

.

WT
L;CxL þ bL;C

2
666664

3
777775

ð3Þ

C is the number of output categories, L is the number of CNN layers.

Fig. 4. Block diagram of remote sensing scene classification
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In the process of forward propagation, the main task is to update the trainable
parameters, including the weight Wi and the bias bi, which are updated as follows.

WiðupdatedÞ ¼ Wi þDWi; biðupdatedÞ ¼ bi þDbi ð4Þ

The gradient descent method is used to update the parameters. The specific method
is to calculate the loss function as follows.

JðhÞ ¼ � 1
m

Xm
i¼1

XC
j¼1

1 j ¼ Y ðiÞ
n o

logðyðiÞj Þ ð5Þ

where m is the number of training samples. The variable Y is the desired output. The

variable yðiÞj represents the jth entry of the actual output yðiÞ of ith training sample. The
variable hi contains Wi and bi. Then, h is updated based on the following formula.

h ¼ h� g � rhJðhÞ ð6Þ

where g is the learning rate, and

rhJðhÞ ¼ @J
@h1

;
@J
@h2

; � � � ; @J
@hL

� �
ð7Þ

where

@J
@hi

¼ @J
@Wi

;
@J
@bi

� �

@J
@Wi

¼ @J
@ui

� @ui
@Wi

¼ @J
@ui

� xi
@J
@bi

¼ @J
@ui

� @ui
@bi

¼ @J
@ui

ð8Þ

where the symbol � indicates that the elements are multiplied correspondingly. The
flowchart of training the CNN model is shown in Fig. 5.

In the training process, as the number of iterations increases, the error between the
output and the expected output becomes smaller and smaller. During each iteration, the
weight and bias parameters are updated according to the direction of the gradient of the
loss function. When the error is small enough, the iterative process stops, and the
obtained CNN parameters are saved as following classification parameters.
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4.3 Classification

After the training process is over, all the parameters of the CNN network are ready, and
the classification can be performed. The working process of classification is just like the
process of forward propagation stage as shown in Fig. 6, which is an open-loop pro-
cess. The test data is sent to the CNN network, which is processed by the convolutional
layer, the pooling layer and the fully connected layer to output the classification results.
The weights of the filters and the biases in the convolution all come from the
parameters completed in the training process.

5 Experiments and Analysis

The experiment is carried out on the UCMLU data and WHU19 data to evaluate the
developed deep CNN for remote sensing scene classification.

5.1 The Data Sets

The UCMLU data set is a 21-level land use image database for research purposes. Each
of the following categories has 100 images as shown in Fig. 7. The pixel resolution of
the public domain images of this database is 1 foot, the pixel size of most images is
256 � 256, and there are 2100 scene images in 21 categories. Each image is a
3-dimensional RGB image.

Fig. 6. Flow chart of CNN classification

Fig. 5. Flow chart of CNN training process
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The WHU19 data set is collected from Google Earth, which provides high-
resolution satellite images up to 0.5 m. It is a brand new public data set, composed of
950 pictures with a size of 600 � 600 pixels, evenly distributed in 19 scenes, as shown
in Fig. 8. Each image is a 3-dimensional RGB image.

5.2 Experimental Results and Analysis

The whole experiment process is divided into 4 steps, including data separation, pre-
processing, training, and classification.

Data separation: 80% of the randomly selected data in each category is used as
training data, and the rest as test data.

Fig. 7. Example images of UCMLU data

Fig. 8. Example images of WHU19 data
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Preprocessing: First, in UCMLU data, some image pixel sizes are not uniform, so
normalized to 256 � 256. When the size of original image is larger than 256 � 256, it
is cropped; when the size of original image is smaller than 256 � 256, the edge pixels
are supplemented by edge interpolation algorithm. Next, in order to obtain better
classification results, the training data is enhanced. A window with a size of 224 � 224
is used to randomly select sub-image as training data. Thus, five images with a size of
224 � 224 pixels are extracted from one image. And for WHU19, all images are
compressed to a pixel size of 256 � 256 and then performed the same operation as
UCMLU data. Each sub-image is rotated 90° gradually and their mirror image, see
Fig. 9. The image in the red box represents the image used for training data extracted
from the original image, the three images side by side are rotated images, and the
second row of images represents the mirror image of the first row of images. In this
way, an original image is enhanced to become 40 images. Therefore, for UCMLU we
have 67200 samples for training, and for WHU19 we have 30400 samples for training.

Training: In the experiment, the training parameters include the learning rate,
momentum, bias and the number of iterations. The settings of these parameters are
shown in Table 1. All the weights and biases are initialized to be a random value
between −1 to 1.

Classification: To evaluate the effectiveness of the CNN model, the results of
comparison with other advanced methods are reported. 20% of the samples in the two
data sets are used to test the CNN. The classification accuracy is shown in Table 2.

Fig. 9. Example images of an enhanced image from UCMLU data (Color figure online)

Table 1. Settings of the training parameters.

Training parameters Values

Learning rate 0.001
Momentum 0.9
Weight −1 to 1
Bias −1 to 1
Number of iterations 2000
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From Table 2, we can see that our deep CNN achieves the highest classification
accuracy, which demonstrates the effectiveness of the developed method. There are two
main factors that restrict classification accuracy. One factor is the number of training
samples, which is limited in the number of training samples in remote sensing scene
classification problems; the other factor is the number of CNN layers, and deeper CNN
can achieve better classification results accompanied by the demand for more training
samples.

6 Conclusion

A CNN-based approach for remote sensing scene classification is developed using a
deep learning method. Compared with MS-CLBP, MS-CLBP-FV, CBRCN, SICNN,
CaffeNet+FV, TL-MFF, the developed method could achieve competitive accuracy
using public UCMLU data and WHU19 data. In this study, the architecture of our
CNN, which is constructed with ZF-Net neural model to perform classification task,
contains five convolutional layers, three pooling layers and two fully connected layers.
A total of 97600 images are used for training, and 610images are used for testing. In
fact, CNN-based deep learning method needs a large number of labeled training
samples to achieve higher classification accuracy. In the future, under the constraints of
a limited number of samples, the research direction is to improve the robustness and
efficiency of the method through parameter setting and network structure adjustment.
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Abstract. Considering the problems that large number of acoustic sampling
data and the multiple leaks localization errors are largre, multiple leaks local-
ization method based on compressed sensing and time-frequency analysis is
presented. In this scheme, the wavelet analysis is denosied acoustic signal
collected at the ends of pipeline, and then CS is used to reconstruct the denoised
signal accurately to reduce the amount of collected acoustic signal. Then, the
cross-correlation function of multiple leaks is analyzed with the smooth Affine-
Wigner distribution. The multiple peak time is extracted simultaneously, and the
multiple peak time is the time delay. The multiple leaks positions can be esti-
mated by the multiple time delay and the distance between upstream acoustic
sensor and downstream acoustic sensor. Field experiment results that the pro-
posed method can accurately locate the multiple leaks.

Keywords: Multiple leaks � Compressed sensing � Time-frequency analysis �
Fluid pipeline

1 Introduction

Fluid pipeline leak is a common phenomenon in fluid transportation [1, 2]. However,
the existing leak detection and localization methods are generally aimed at a certain
leak position, when the pressure of the local section of the fluid pipeline is too high or
affected by corrosion, wear, vibration and so on, sometimes there are two or more leak
points in the fluid pipeline. The traditional detection and localization methods for one
leak localization often fails [3–6]. Therefore, it is important significance that studied
multiple leaks localization method of fluid pipeline to locate leaks.

It is a common used method of pipeline leakage detection to eliminate noise and
obtain effective leakage signal by signal processing method. Wavelet analysis
(WA) can effectively denoise leakage acoustic signal. Zhao et al. [7] used wavelet
analysis to denoise the collected acoustic signal, so as to realize the accurate locate the
leak. Additionally, compressed sensing (CS) can simultaneously samples and com-
presses the acoustic signal [8, 9], overcomes the shortcomings of Nyquist sampling
theorem. Moreover, it can reconstructs the original signal with high precision by a
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small number of signal sampling points. Thus, CS saves the storage space and com-
puting resources of sampling data. Moreover, it can reduce the signal sampling rate.
Most leak detection and localization systems use high-speed sampling for leak local-
ization. Because of the large amount of processing and analysis of the collected
acoustic signal, they increase the burden of computer calculation and storage.

Most of the studies of pipeline leak localization were studied by the assumption of a
single leak. Time delay estimation is a common localization method by calculating time
delay estimation of the leakage acoustic signal arriving at ends of the pipeline.
Moreover, the peak value of the cross-correlation function is obtained, and localization
is calculated by the time delay estimation. Li et al. [10] designed a leakage positioning
method based on the pipeline model by CS algorithm. Xiao et al. [11] proposed a
estimate sound velocity method by the dispersion effect of the leakage signal, and the
leak localization according to the pipeline length and the cross-correlation time delay. It
is difficult to distinguish the peak information of the cross-correlation function when
the multiple leaks wave propagates upstream and downstream from each leak.
Therefore, the leak localization method based on single leak is not applicable to
multiple leaks. However, time-frequency analysis (TFA) can analyze the non-stationary
leak acoustic signals from the time-domain and frequency-domain, so as to locate
multiple leaks by time-frequency analysis.

In this paper, a method of multiple leak localization by CS and TFA is proposed.
Firstly, multiple leaks acoustic signal is denoised by WA and reconstructed by CS.
Secondly, the multiple leaks time delay of cross-correlation function calculation with
the smooth Affine-Wigner distribution are obtained. Finally, multiple leaks localization
is calculated by CS and TFA.

2 Multiple Leaks Localization Method

2.1 Multiple Leak Localization Analysis

Suppose the length of the pipeline is L and a leak occurs at position x from the
upstream of the pipeline. Then, the time delay of transmission of the leakage acoustic
signal to the ends of pipeline is as follows:

Dt ¼ ðL� 2xÞ=a ð1Þ

The leak position x is calculated as follows:

x ¼ ðL� aDtÞ=2 ð2Þ

When multiple leakage occurs, the time delay of multiple leaks is estimated by the
cross-correlation function of multiple leak acoustic signal. The time delay estimation
generated by the single leak is Dt. Because multiple leaks will produce multiple peaks,
the corresponding time delay can locate leaks with Eq. (2). Due to the interaction
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between multiple leak signals, the superimposed signals from multiple leaks are
obtained at the ends of pipeline.

xaðtÞ ¼
Xn
i¼1

siðtÞþ n1ðtÞ ð3Þ

xbðtÞ ¼
Xn
i¼1

siðt � siÞ þ n2ðtÞ ð4Þ

where xa and xb are superimposed upstream and downstream signals, respectively. n1
and n2 are noise of the outside pipeline, and si is the delay time between each leakage
acoustic signal, and the cross-correlation function is obtained as follows:

RxaxbðsÞ ¼ E xaðtÞxbðt � sÞf g

¼
Xn
i¼1

Rsisiðt � siÞþ
Xn

i¼j¼1;i 6¼j

Rsisjðt � sjÞ

þ
Xn
i¼1

Rsin2ðt � siÞþ
Xn
j¼1

Rsjn1ðt � sÞþRn1n2ðsÞ

ð5Þ

Suppose n1 tð Þ and n2 tð Þ are random noises and independent of each other.

RxaxbðsÞ ¼
Xn
i¼1

Rsisiðt � siÞ þ
Xn

i¼j¼1;i6¼j

Rsisjðt � sjÞ ð6Þ

where Rxaxb sð Þ is the sum of cross-correlation function of each leak acoustic signal, andPn
i¼j¼1;i6¼j

Rsisjðt � sjÞ is the cross-correlation function of the acoustic signal at each leak.

According to Eq. (6), when multiple leaks occurs, the correlation function is the
sum of cross-correlation function of each leak acoustic signal, and there is multiple
peaks of correlation function. Thus, it divided into two cases:

(1) There is single leak in pipeline, then RxaxbðsÞ ¼ Rsisiðt � s1Þ, that is, the cross-
correlation function can obtain the peak value at s1. According to Eq. (3), we can
calculate the leak localization with Dt ¼ s1.

(2) there are multiple leaks, and two leakage signals are orthogonal to each other.
Thus, Rsisjðt � sjÞ is equal to 0 for i, j. Therefore, Eq. (6) is the sum of the auto-
correlation functions of each leak. There are multiple values with the cross-
correlation function in s ¼ si (i ¼ 1; 2; . . .; n). If the leak detection and localiza-
tion system increases the sampling frequency and has sufficient resolution, mul-
tiple leaks can be located by the cross-correlation method. However, a large
number of data is collected to increase the burden of computer storage and
analysis.
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2.2 Wavelet Analysis and Compressed Sensing

Wavelet analysis decomposed [12, 13] the leakage acoustic signal into components
with different frequency bands and time by wavelet transformation. The noise can
eliminate by the wavelet coefficient of the threshold value. Then, the leakage acoustic
signal is reconstructed to achieve the purpose of denoising.

CS is a signal processing method that the leakage acoustic signal is sampled and
compressed at the same time, and the original signal is reconstructed with less leak
acoustic signal sampling. Because the signal sampling rate is reduced, the signal
transmission cost is reduced.

The process of compressed sensing algorithm is as follows:
The measurement matrix is U 2 RM�N (M�N), the measured sparse signal is

X 2 RN , and the field measured signal value Y 2 RM , the compressed sensing model of
the signal is as follows:

Y ¼ UX ð7Þ

According to the definition of compression ratio (Cr), it can be written as follows:

Cr ¼ Sa � Sb
Sa

� 100% ð8Þ

where Cr is compression ratio of the multiple leaks signal, Sa is the sample data length
of the original multiple leaks signal, and Sb is the estimated sample data length after the
measurement matrix observation.

The larger Cr, the higher the compression rate of multiple leaks. Therefore,
according to the design of different Cr, multiple leaks can be compressed and collected.

2.3 Time-Frequency Analysis

Cross-correlation function of multiple leaks acoustic signal of pipeline is analyzed by
the smooth Affine-Wigner distribution.

Sxaxbðs;xÞ ¼ ASPWðRxaxbðsÞÞ ð9Þ

where Sxaxbðs;xÞ is the time-frequency distribution of cross-correlation function mul-
tiple leaks acoustic signal.

The smooth Affine-Wigner distribution is described as follows:

ASPWðt;xÞ ¼ 1
x

Z þ1

�1

Z þ1

�1
h

s
x

� �
g

u� s
x

� �
xa uþ s

2

� �
xb u� s

2

� �
duds ð10Þ

where g tð Þ and h tð Þ are smooth functions in time domain and frequency domain of
multiple leaks acoustic signal, respectively.
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The peak time of the time-frequency distribution Sxaxbðs;xÞ of the cross-correlation
function from multiple leaks signals corresponds to the delay time between multiple
leaks signal.

x1;...;n; t̂1;...;n
� � ¼ argmaxSxaxbðs;xÞ ð11Þ

where x1;...;n is the peak frequency corresponding to the peak frequency distribution
peak of the multiple leaks acoustic signal, and t̂1;...;n is the time delay of the multiple
leaks acoustic signal.

2.4 Multiple Leak Localization Method

According to the characteristics of cross-correlation function of multiple leaks acoustic
signal, multiple leaks localization equation is calculated as follows:

l̂1;...;n ¼ Lþx1;...;nt1;...;n
2

ð12Þ

where l̂1;...;n is the calculated localization of multiple leaks, and L is the length of the
pipeline.

The multiple leaks acoustic signal at the ends of the pipeline are collected. The
schematic diagram of localization method of multiple leaks in pipeline based on
compressed sensing and time-frequency analysis is shown in Fig. 1.

Fig. 1. The schematic diagram of localization method of multiple leaks in pipeline based on CS
and TFA
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3 Experiment of Multiple Leaks Localization of Pipeline

3.1 Experimental System of Multiple Leaks Localization

The length of pipeline is 2000 m, and the pipeline inner diameter is 50 mm. The
upstream pressure of pipeline is 0.8 MPa, and the flow rate is 120 L/min. The acoustic
signals of multiple leaks at the ends of the pipeline are obtained by acoustic sensor
(PCB 106B). The multiple leaks experimental system of loop pipeline is shown in
Fig. 2. The loop pipeline experimental system consists of a loop pipeline and multiple
leaks localization system. In the loop pipeline system, centrifugal pumps are used to
extract the fluid from the storage tank and pressurize the fluid, and the fluid returns to
the storage tank through the loop pipeline. The multiple leaks localization system
mainly consists of PCB 106B, industrial controlling computer and data collector (NI
cDAQ-9181). According to the actual pipeline fluid transportation process, the sam-
pling frequency is set to 1000 Hz. Multiple leaks position simulate multiple leaks.
Moreover, multiple leaks acoustic signal is obtained by PCB 106B at the ends of
pipeline, and collected by NI 9253. Then, the collected acoustic signal data is stored in
the industrial controlling computer for multiple leaks localization.

3.2 Time-Frequency Analysis of Multiple Leaks Localization

Multiple leaks acoustic signal are obtained by signal sampling rate of 1000 Hz at the
ends of pipeline. When the multiple leaks occurs at 500 m, 600 m and 800 m at the
same time from upstream of the pipeline, the leak apertures are 2 mm, 3 mm and
4 mm, respectively. Wavelet basis function of daubechies 4 is used. The acoustic signal
is reconstructed with optimal tree structure. The acoustic signal is obtained from
upstream of the pipeline. Then, it is processed by CS after wavelet analysis. The
sparsity is set to 100, and the measurement number is M ¼ 200, and Cr ¼ 80%. When
three leaks occur at the same time, the recovery signal and the original signal of
upstream of the pipeline is shown in Fig. 3.

Fig. 2. The experimental setup for multiple leaks localization in loop pipeline
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It can be seen from Fig. 3, the time-domain signal is a relatively obvious signal
inflection point. If the obtained acoustic signal upstream and downstream is calculated
according to the cross-correlation function, there will be a relatively obvious peak
value, so it is impossible to obtain the multiple leaks delay time and locate the leaks.

The original acoustic signal is estimated by CS, so the number of signal sampling
points is increased by calculating the sampling rate of 200 Hz with CS. Moreover, the
number of time-domain sampling points are increased by CS, and CS reduce sample of
signal acquisition. The error between the original signal and CS recovery signal is
shown in Fig. 4.

It can be seen from Fig. 4, the error between the recovery signal and the original
signal is ±0.2, which can better recover the original multiple leak acoustic signal.
Then, the cross-correlation function is used to calculate the multiple leak recovery
signal upstream and downstream.

The time delay estimation of the three leaks of cross-correlation function is shown
in Fig. 5.

Fig. 3. The recovery signal and the original signal of upstream of the pipeline

Fig. 4. The error between the recovery signal and the collected acoustic signal
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It can be seen from Fig. 5, because the multiple leaks sound waves are mixed
together, the amplitude attenuation characteristics of multiple leaks sound wave are
more complex when it propagates from each leak to the upstream and downstream.
When calculating time delay estimation, there is a relatively obvious peak, which is
difficult to distinguish the peak value of the cross-correlation function of each leak
signal, so it is unable to obtain the time delay estimation of multiple leaks.

Because the cross-correlation analysis can not obtain accurate delay time of mul-
tiple leaks, the time-frequency analysis method is used to analyze the peak value of
cross-correlation function of multiple leaks signal with the time domain and frequency
domain. Thus, the smooth Affine-Wigner distribution is used to analyze the time-
frequency of the multiple leaks acoustic signal, and the time-frequency analysis result
by the smooth Affine-Wigner distribution is shown in Fig. 6.

Fig. 5. Time delay estimation with the cross-correlation in 3 leaks

Fig. 6. Time-frequency analysis of cross-correlation of three leaks signals
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It can be seen from Fig. 6, the spectrum of multiple leakage signal has three
obvious spectrum peaks in the time range of 0–3 s in the frequency range of 0.1–
0.3 Hz, and the time delay corresponding to the spectrum peak is estimated, so it can be
calculated multiple leaks delay time.

Time-frequency distribution of three dimensional is used to highlight the cross-
correlation function time spectrum of multiple leaks, as shown in Fig. 7.

It can be seen from Fig. 7, the peak value of the three leaks signal is the time delay
of the corresponding leaks. Three leaks localization can be calculated by Eq. (12).

The multiple leaks acoustic data are collected in the loop pipeline, and 25 groups of
experimental data are carried out for single leak, two leaks and three leaks, respec-
tively. Then, the collected multiple leaks acoustic data are processed according to CS
and TFA. Some of the experimental data and the results of multiple leaks localization
by the proposed method is shown in Table 1.

In the experiment of single leak, two leaks and three leaks, the average value of
each leak localization error is calculated, and the statistical distribution diagram of
relative error of time-frequency location of multiple leaks is established, it is shown in
Fig. 8.

Fig. 7. Cross-correlation in time-frequency analysis in 3 dimensional display

Table 1. Localization results of time-frequency of correlation function with multiple leaks

Leak points Leak position (m) Localization (m) Relative error (%)

1 800 797 0.15
2 600 804 0.2

800 780 1
3 600 620 1

800 777 1.15
1000 960 2
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It can be seen from Fig. 8, the normal distribution of single leak with an average
error is 1.9%, the normal distribution of two leaks with an average error is 2%, and the
normal distribution of three leaks with an average error is 2.2%. Because the time-
frequency analysis can highlight the time delay of multiple leaks more clearly, and then
the localization of multiple leaks can be calculated. Thus, the proposed method can
locate multiple leaks from the above experimental results.

4 Conclusion

A method of multiple leaks localization based on compression sensing and time-
frequency analysis is proposed. The multiple leaks acoustic signal is obtained at the
ends of the pipeline, and it is de-noised by wavelet analysis, and then the signal is
reconstructed by compression sensing after de-noising. Cross-correlation function is
applied to calculate time delay estimation of multiple leaks acoustic signal with the
smooth Affine-Wigner distribution. In the multiple leaks experiment of loop pipeline,
the minimum relative error of single leak is 0.15%, the minimum relative error of two
leaks is 0.2%, and the minimum relative error of three leaks is 1%. Field experiments
show that the proposed method based on CS and TFA can effectively estimate the
localization of multiple leaks.
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Abstract. In view of the ill-posed problems in the reconstruction of the tem-
perature field in the furnace, on the basis of based on the Markov radial basis
function and the Tikhonov regularization algorithm (MTR), propose a based on
the Markov radial basis function and the correction Tikhonov regularization
algorithm (MCTR). The algorithm performs singular value decomposition on the
coefficient matrix of the temperature field measurement system, through the
proportion of the sum of standard deviations of small singular values to standard
deviations, determine the cutoff value of small singular values, select eigenvectors
corresponding to small singular values to construct a new regularization matrix.
Compared with the MTR algorithm, the unit matrix is used as the indifference
correction of the regularization matrix, MCTR algorithm selectively corrects only
small singular values, avoid the introduction of deviation when correcting larger
singular values, get more reliable parameter solutions. The simulation experiment
proves that the MCTR algorithm has higher reconstruction accuracy and stronger
anti-noise ability in the reconstruction of acoustic temperature field.

Keywords: Singular value � Regularization matrix � Temperature field

1 Introduction

The distribution of the temperature field in a large boiler can quickly reflect the
combustion situation in the furnace, in the furnace directly affects the ignition and
burnout of pulverized coal and the safety of the boiler, the measurement of temperature
field is extremely important for boiler combustion control and diagnosis [1]. The
detection technology of the temperature field in the acoustic furnace is to use the sound
wave flight time to reverse the temperature distribution of the area to be measured, it
belongs to the inverse problem research of inferring the cause from the result. Com-
pared with the traditional contact temperature measurement, the acoustic temperature
measurement has the advantages of non-contact, large measurement object range and
visualization [2, 3], and has attracted much attention.

© Springer Nature Singapore Pte Ltd. 2020
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The typical acoustic two-dimensional temperature field reconstruction algorithms
include least squares method [4–6], Fourier regularization method [7], Gaussian
function and regularization method [8], algebraic reconstruction method [9, 10], RBF
neural network method [11], Landweber iteration method [12–15], genetic method
[16], etc. These algorithms all require that the number of grid divisions of the area to be
measured is less than or equal to the number of effective acoustic wave paths, which
limits the accuracy of temperature field reconstruction due to too few original tem-
perature sampling points. Literature [17] proposed Tikhonov regularization method,
literature [18] proposed a method based on radial basis function and singular value
decomposition, the number of grid divisions is not limited by the number of effective
acoustic paths, and more original temperature sampling points can be obtained, which
improves the reconstruction accuracy of the temperature field.

Acoustic temperature field reconstruction is an ill-posed inverse problem, and very
sensitive to noise changes during flight time measurement, practical temperature field
reconstruction algorithms need to have a certain degree of anti-noise ability to be better
applicable to complex industrial environments.

The Markov radial basis function uses the method of function approximation to
simplify the complicated actual situation into easy-to-understand mathematical rela-
tions and establish a positive problem model. The Tikhonov regularization improves
the ill-conditionedness of the matrix by introducing regularization parameters [26] and
regularization matrices [19–23]. The regularization matrix is a correction to the ill-
conditioned matrix, this paper uses the eigenvectors corresponding to small singular
values to construct a new regularization matrix to replace the standard Tikhonov
identity matrix, the differential correction of different singular values, that is, it avoids
the introduction of bias when correcting larger singular values, and can effectively
reduce the variance of the parameter estimation, thereby obtaining a more stable
parameter solution. In the reconstruction process of the temperature field, higher
reconstruction accuracy and stronger anti-noise ability can be obtained.

2 Acoustic Method Temperature Field Reconstruction
Principle

The principle of acoustic temperature measurement is to obtain the medium tempera-
ture indirectly according to the propagation speed of sound wave in the medium, the
two have the following relationship [24–26]:

c ¼
ffiffiffiffiffiffiffiffi
rRT
M

r
¼ Z

ffiffiffiffi
T

p
ð1Þ

c : the propagation speed of sound wave in the medium, m=s
r: the ratio of specific heat at constant pressure to specific heat at constant volume for
gas medium;

R: the ideal gas constant, worth 8.314 J=mol � K;
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T : absolute temperature of a gas, K;
M: as a molar mass of gas, kg=mol;
Z: as a constant determined by the gas composition, the flue gas is 19.08;

Acoustic method temperature field reconstruction needs to arrange several acoustic
wave transceivers around a certain typical plane, and the acoustic wave emitted by any
transceiver can be received by all other transceivers. After measuring the flight time on
the sound wave path, the sound velocity distribution of the area to be measured can be
reconstructed by using an appropriate reconstruction algorithm on the premise that the
position of the transceiver is known, and then formula (1) to find the temperature
distribution of the surface to be measured. Figure 1 is a schematic diagram of 8
acoustic wave transceivers around the square plane and the 24 effective acoustic wave
flight paths generated by them.

3 Image Reconstruction Linear Model

The acoustic method can reconstruct the temperature field on a typical level in two
steps: the first step is to establish a positive problem model, that is, to establish an
analytical formula for the propagation time of sound waves along the multipath and the
sound velocity distribution in the area to be measured. The second step is to solve the
inverse problem on the established forward problem model, that is, the reconstruction
of the temperature field.

Fig. 1. 8 acoustic transceivers and corresponding acoustic paths
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Suppose the reciprocal of the sound velocity distribution on the plane to be mea-
sured is f x; yð Þ, then the flight time of the sound wave along any path is:

gk ¼
Z
lk

f x; yð Þds; k ¼ 1; � � �m ð2Þ

lk—the length of the k-th acoustic path;
ds—the integral derivative of the k-th acoustic path;
m—number of effective acoustic paths.

The area to be reconstructed is divided into n small blocks of uniform size. At this
time, the distribution f x; yð Þ of the reciprocal of sound velocity is expressed as a linear
combination of n radial basis functions centered on the fast geometric center of the
divided cell, that is:

f x; yð Þ ¼
Xn
i¼1

eiui x; yð Þ ð3Þ

Suppose the coordinates of the center point of the i-th cell block is xi; yið Þ, which is
also the center of the radial basis function. In this paper, the Markov radial basis
function is used, and the expression is as follows:

ui x; yð Þ ¼ exp �h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� xið Þ2 þ y� yið Þ2

q� �
ð4Þ

Among them, ei to describe the undecided parameters of the reciprocal distribution
of sound speed, h is the shape parameter of radial basis function.

Combine (2), (3), and (4) and obtain:

gk ¼
Xn
i¼1

akiei ð5Þ

aki in the formula:

aki ¼
Z
lk

ui x; yð Þds ð6Þ

For the parameters to be determined ei; following are defined:

A ¼ akið Þk¼1;���m;i¼1;���n
g ¼ g1; � � � ; gmð ÞT

e ¼ e1; � � � ; enð ÞT

8>><
>>: ð7Þ
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Then, the linear model of the positive problem is as follows:

g ¼ Ae ð8Þ

4 Solving the Inverse Problem and Constructing a New
Regularization Matrix

4.1 Regularization Solution of Acoustic CT Inverse Problem

The inverse problem of CT, that is, image reconstruction, is based on the measured
sound wave flight time to reverse the temperature distribution image of the layer to be
measured. Singular value decomposition of matrix A can be obtained:

Am�n ¼ Um�mSm�nG
T
n�n ¼

Xn
i¼1

aiuiv
T
i ð9Þ

Formula: ai for the singular value of the Matrix A, a1 � a2 � � � � an, ui and vi is the
Matrix left and right singular value vector. If the equation is ill conditioned, a1 is much
larger than an, and an is a smaller value close to zero.

The least square solution of formula (8) can be expressed as:

eLS¼
Xn
i¼1

uTi g
ai

vi ð10Þ

Since the inverse problem is ill-posed, and matrix A is an ill-conditioned matrix,
there are many singular values close to zero. In the presence of noise, the noise will be
amplified and accurate estimation of the parameters will not be obtained. And
Tikhonov regularization [27–34] is an effective method to solve ill-posed problems.
Tikhonov regularization is to use prior knowledge (such as the norm is bounded, the
image is smooth, etc.) to convert ill-conditioned problems into well-conditioned
problems. CT image reconstruction is to find the following optimal function.

argmin
e

¼ Ae� gk k2 þ k ek k2
� �

ð11Þ

Formula: k is the regularization parameter, its role is to balance the weight of the
measured data and the solution norm.

Under normal circumstances, the temperature measurement in the furnace takes the
stability functional as the parameter’s second norm constraint, that is, the unit matrix is
used as the regularization matrix. Then the adjustment result of Eq. (11) is:

ð12Þ
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Eigenvalue decomposition of the square matrix ATA can be obtained:

ð13Þ

Where the eigen value is ^i ¼ a2i , that is, the eigenvalue of the normal equation
coefficient matrix is the square of the singular value of the observation equation
coefficient matrix, and the eigenvalue ^i is the right singular value vector of ai.

Then the standard regularization approximate solution can be obtained:

et¼
Xn
i¼1

a2i
a2i þ k

uTi g
ai

vi ð14Þ

It can be seen from formula (14) that in the standard Tikhonov that uses the unit
matrix as the regularization matrix, the regularization parameter corrects each singular
value, and the degree of correction is the regularization parameter k. The model is ill-
conditioned. The condition number of the observation matrix is large. The maximum
singular value differs from the minimum singular value by several orders of magnitude.
The regularization parameter is a smaller value much smaller than the maximum sin-
gular value. Therefore, the correction of the larger singular value is not only can not
effectively reduce the variance of parameter estimation, but introduce more bias.
Selectively correct only small singular values, which can reduce the variance of
parameter estimates and reduce the introduction of bias [35].

4.2 Construct a New Regularization Matrix

The influence of matrix ill-conditionedness on parameter estimation is mainly reflected
in the amplification of small singular value variance. It can be seen that the influence of
eigenvalues on variance can be embodied as the influence of singular values on standard
deviation. The smaller the singular value, the larger the proportion of its standard
deviation component in the entire set. Regarding the selection criteria for small singular
values, Lin Dongfang of Central South University gave the following formula [23]:

Xn
i¼k

r0
ai

� 95%
Xn
i¼1

r0
ai

ð15Þ

In the equation:r0 is standard deviation.
In the singular value matrix S, a1 � a2 � � � � � ak � � � � � an, to determine the

boundary value of the small singular value, a new regularization matrix is constructed
using the small singular value and its corresponding eigenvector as follows:

R ¼
Xn
i¼k

GiG
T
i ð16Þ
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Then CT image reconstruction is to find the following optimal function:

argmin
e

¼ Ae� gk k2 þ k Rek k2
� �

ð17Þ

Taking the derivative of Eq. (17) and making the derivative equal to zero, the
optimized solution is:

es ¼ ATAþ k
Xn
i¼k

GiGT
i

 !�1

ATg ð18Þ

Then the small singular value regularization approximate solution corresponding to
the regularization parameter is:

es¼
Xn
i¼1

a2i
a2i þ kR

uTi g
ai

vi ð19Þ

Correcting small singular values can improve the system’s ability to suppress noise
while retaining the edge information of the image. Compared with the standard
Tikhonov’s indifference correction, it reduces the introduction of deviation when
correcting larger singular values.

5 Temperature Field Reconstruction Simulation Analysis

In order to verify the effectiveness of the algorithm, a typical single peak symmetrical
temperature field is simulated. The quality of temperature field reconstruction is
evaluated by root mean square error, maximum error, maximum relative error, and
average error. The root mean square error is defined as:

E ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1

T ið Þ � T̂ ið Þ� �2s

Tmean
� 100%; i ¼ 1; � � � ; n ð20Þ

In the formula: T(i) is the model temperature of the i-th pixel; T̂ ið Þ is reconstruction
temperature of the i-th pixel; n is the number of pixels divided; Tmean is the average
temperature of the model temperature field.

As shown in Fig. 2, (a) is the model temperature field, (b) is the least square
method to reconstruct the temperature field (LSM), (c) is based on the Markov radial
basis function and Tikhonov reconstruction (MTR), and (d) is based on the Markov
radial basis function and the correction Tikhonov reconstruction (MCTR).
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As shown in Fig. 3, (a) is the reconstruction error of the least squares method, (b) is
the Tikhonov reconstruction error based on the Markov radial basis function, and (c) is
the correction Tikhonov reconstruction error based on the Markov radial basis function.

Fig. 2. Single peak symmetrical temperature field model and three algorithms to reconstruct
temperature field
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The reconstruction errors of the three algorithms of single-peak symmetric tem-
perature field in the absence of noise are shown in Table 1. It can be seen from Fig. 2
that the three reconstruction algorithms can reflect the temperature distribution of the
model temperature field to a certain extent, and all have certain applicability. It can be
seen from Fig. 3 that the two regularization algorithms, because the number of grid
divisions is not limited by the number of effective acoustic paths, the reconstruction of
the four corners and edge temperatures of the image is more reasonable and closer to
the model temperature.

It can be seen from Table 1 that the reconstruction accuracy of the two regularized
reconstruction algorithms is much higher than that of the least square method without
noise, and the reconstruction evaluation indexes of MCTR are better than that of MTR
algorithm, which has higher reconstruction accuracy and can reconstruct the temper-
ature distribution closer to the model.

Fig. 3. Reconstruction errors of three algorithms for single peak symmetrical temperature field
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Acoustic temperature field reconstruction is a ill conditioned inverse problem,
which is very sensitive to the change of noise in time of flight measurement. Practical
temperature field reconstruction algorithm needs to have a certain degree of anti noise
ability. In this paper, we add Gaussian white noise with mean value of 0 and standard
deviation of 1e−4, 5e−4 and 1e−3 to flight time. The reconstruction errors of the three
reconstruction algorithms at different noise levels are shown in Table 2.

It can be seen from Table 2 that as the noise level increases, the reconstruction error
of the model field gradually increases, but the error change rate of the MCTR and MTR
reconstruction algorithms is much smaller than that of the LSM reconstruction algo-
rithm, indicating that these two algorithms are at the same noise level The anti-noise
ability of the MCTR algorithm is better than that of the LSM algorithm. At the same
time, the reconstruction error of the MCTR algorithm is smaller than that of the MTR
algorithm at any noise level, indicating that the MCTR algorithm has stronger anti-
noise ability and is more suitable for reconstructing the temperature field in a complex
industrial environment.

The quantitative analysis of experimental data shows that the MCTR algorithm
based on small singular values to construct a regularization matrix has higher recon-
struction accuracy while taking into account a certain degree of anti-noise ability.

Table 1. Error table of three reconstruction algorithms

Temperature 
model

Reconstruction 
algorithm

Root mean 
square 

error /%

Maximum 
relative 
error /%

Maximum 
error / K

Mean 
error / K

Single peak 
symmetrical

LSM 4.53 13.32 113.14 69.27
MTR 2.72 3.87 55.80 12.54
MCTR 2.71 3.86 55.45 12.16

Table 2. Reconstruction error under different noise levels

Noise 
standard 
deviation

Reconstruction 
algorithm

Root mean 
square 

error /%

Maximum 
relative 
error /%

Maximum 
error / K

Mean error 
/ K

1E-4
LSM 4.68 13.90 118.11 72.89
MTR 2.72 4.23 57.49 15.84
MCTR 2.71 4.18 57.13 15.45

5E-4
LSM 5.35 16.20 137.61 86.76
MTR 2.87 6.49 64.18 28.81
MCTR 2.86 6.44 63.83 28.41

1E-3
LSM 6.25 18.99 161.19 103.65
MTR 3.37 9.23 77.59 44.59
MCTR 3.36 9.17 77.13 44.19
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6 Conclusion

The MCTR algorithm proposed in this paper based on small singular values to con-
struct a regularization matrix, the simulation analysis results show that it has a good
reconstruction effect under the condition of less acoustic data, and has a stronger anti-
noise ability.

However, in the MCTR algorithm, the reconstruction of the edge temperature of the
area outside the center point of the outermost division grid of the reconstruction area is
mainly obtained by obtaining the temperature of the sensor point and using an inter-
polation algorithm, which causes a certain reconstruction error. In the next research, we
will find a more suitable way to obtain the edge temperature, and then improve the
overall image reconstruction accuracy.
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Abstract. It is important of the detection equipment and technology in the
pipeline which means to prevent pipeline accidents before they occur. In this
paper, an electromagnetic holography detection robot for nondestructive
detection of oil and gas pipelines is designed. The mechanical structure and
function, electronic system and upper computer analysis system of the robot are
introduced. The integration of defect detection and defect identification can
realize the identification and evaluation of high-risk factors for safe operation of
oil and gas pipelines, such as pipeline corrosion, weld defects, mechanical
damage, etc. The experimental results show that the robot can identify, locate
and quantify the defects in the process of pipeline defect detection, which is an
important means to guide the reasonable maintenance and integrity management
of pipeline.

Keywords: Detection in the pipeline � Magnetic flux leakage � Eddy current �
Pipeline corrosion � Weld defects

1 Introduction

Oil and gas pipeline network are the main arteries of energy transmission and an
important “lifeline” of national economic and social development [1]. In recent years,
China has accelerated the construction of oil and gas pipeline network. According to
the 14th five-years plan, the total mileage of long-distance pipeline is expected to reach
240000 km by the end of 2025 [2]. The safety of oil and gas pipelines has been widely
concerned by the society. Therefore, effective pipeline integrity management must be
adopted to prevent pipeline damage. Specific measures include reasonable cleaning and
maintenance of pipeline, periodic nondestructive testing to evaluate the status of
internal and external pipelines, etc. Defects and possible hazards shall be found in time
before causing troubles, so as to maintain the normal operation of the pipeline [3]. The
detection equipment and technology in the pipeline are the most important measures we
need to prevent pipeline accidents.
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Magnetic flux leakage detection is a relatively mature and most widely used
industrial detection technology in the pipeline, which can detect the corrosion,
mechanical damage and other metal loss defects inside and outside the pipeline [4]. At
present, the domestic pipeline detection technology is not mature. Due to the complex
application conditions and corrosion factors of oil and gas pipelines, the requirements
of detector’s reliability and environmental adaptability are strict. Even though this
technology is highly valued and tracked in China for more than 20 years, no sub-
stantive breakthrough has been made in product realization. Due to the gap between the
domestic detection technology and the actual demand, “foreign detection” has long
monopolized the detection market of China’s oil and gas pipelines [5]. In order to break
the monopoly of foreign technology, improve the technical level of detection equip-
ment in the pipeline and ensure the safety of energy channel, it is imperative to develop
the detection robot technology in the pipeline. In 2018, our company successfully
developed a new type of electromagnetic holography inline detector with independent
intellectual property rights.

2 Structure and Function of Electromagnetic Holography
Detection Robot

2.1 Structural Composition

The electromagnetic holography detection robot is mainly composed of magnetization
system, defect sensing probe, geometry sensing probe, mileage sensing probe, data
acquisition and storage unit, power management system, universal joint assembly and
other devices as well as driving unit, Structural diagram of electromagnetic holography
detection robot as shown in Fig. 1.

As shown in Fig. 1, the electromagnetic holography detection robot is divided into
magnetic leakage section, electronic section, battery section andmileage wheel recording
device. The battery compartment provides energy for the whole system, themagnetic flux
leakage sectionmagnetizes the pipeline and collects magnetic flux leakage information of

Fig. 1. Structure diagram of electromagnetic holography detection robot
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the defect, the mileage wheel records the specific location of the defect, and all the
information is stored in the electronic compartment for subsequent analysis.

2.2 Major Function

(1) The magnetic flux leakage joint is composed of the power cup, magnetization
system and defect sensing sensor unit. The power cup seals the pipeline and
provides the driving force for the detector to move forward based on the pressure
difference between the front and rear media. The magnetization system is com-
posed of high magnetic permeability iron core, magnet and steel brush. The steel
brush is in full contact with the inner wall of the pipeline 360°, thus forming a
closed magnetic circuit. When the pipe wall is defective, the magnetic perme-
ability is abnormal, the magnetic field line leaks out from the defect, resulting in
magnetic leakage [6, 7]; The defect sensing sensor unit is composed of multiple
groups of sensor probes, and the installation diagram of a single defect sensing
sensor is shown in Fig. 2.

As shown in Fig. 2, the defect sensing sensor is installed in the center of the
magnetic circuit by plate spring suitable for small-diameter pipeline, ensuring reliable
contact between the magnetic circuit and the pipeline wall and flexibly adapting to the
change of the internal diameter of the pipeline.

(2) The electronic section consists of a geometry sensing probe together with a data
acquisition and storage unit. This section provides the installation platform for the
data recording circuit, provides the enclosed and pressure bearing space, provides
the signal input and output structure, and ensures the safe and reliable operation of
the data recording circuit.

(3) The battery compartment consists of a power management system. The battery
compartment provides sealed and pressure bearing structure for the battery, and
provides voltage output interface to ensure that the battery can normally provide
power for other devices in the working environment.

(4) The mileage recording device mainly provides the installation platform for the
mileage sensor, and provides the accurate measurement pulse reference for the
data acquisition circuit through the gear train.

Fig. 2. Installation diagram of single defect sensing sensor
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(5) The universal joint assembly connects all the devices and realizes relative rotation
among them, so that each device can smoothly pass the pipe elbow with specified
radius.

(6) The buffer device is mainly used to prevent the detection robot in the oil and gas
pipeline from colliding with the pipeline rigidly during the pipeline operation,
which could cause damages to the equipment itself or the pipeline.

(7) First of all, the power cup device provides power for the oil and gas pipeline
nondestructive testing device to move in the pipeline, ensures the smooth
movement of the testing device in the pipeline under normal conditions; secondly,
it serves as the support and buffer device of the battery device. The supporting cup
is mainly used to provide support and buffer for each corresponding device to
avoid rigid collision with the pipeline.

3 Electronic System of Electromagnetic Holography
Detection Robot

The data acquisition and storage unit are located in the electronic section. The defect
information signals, geometric deformation signals and mileage information signals
collected by the defect sensing probe, geometric sensing probe and mileage sensing
probe, as well as the temperature signals and attitude signals integrated in the acqui-
sition system, are collected and stored in the internal memory through the FPGA +
ARM architecture. After the detector exits the pipeline, download the data through the
debugging interface and upload it to the upper computer data analysis system for
analysis [8]. The structure diagram of the electronic system is shown in Fig. 3.

As shown in Fig. 3, the online electronic system based on FPGA + ARM mainly
realizes power supply, initial signal processing, A/D conversion, multichannel signal
parallel storage, etc. The power supply system can continuously supply power to the
whole electronic system for up to 60 h. The data storage capacity is 500 g, and larger
storage medium can be selected as required.

There are two modes in the electronic system, one is the normal mode driven by the
mileage wheel, which is the ideal state if the mileage wheel does not slip. All defect
sensing probes and geometry sensing probes are instructed to collect signals every
2.5 mm; The other is the fast mode driven by time. All main probes collect data at the
frequency of 2 kHz, even if the mileage wheel slips or does not rotate [9, 10], the
sensing defect detection probes’ data will not be lost.

Considering the energy consumption of the detector at the state of rest, the sleeping
function is loaded in the electronic system. When the detector stops for more than
30 min, the electronic system will sleep and stop collecting and storing data at the same
time; when the detector moves forward again, the electronic system will stop sleeping
after receiving the start signal and enter the collection state to continue collecting and
storing all the data. The sleep function greatly saves the energy consumption of the
electronic system and ensures the working time of the power supply system. The field
application proves the effectiveness of the function.
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4 Analysis Software of Upper Computer of Detection Robot

The upper computer software of the electromagnetic holography detection robot is
programmed in Python language as a whole. In the specific implementation, python
language is used to pretreated the original data and then output the data file after
pretreatment. At the same time, C++ language and QT are used to form the upper
computer interface to call and extract the data after pretreatment. The upper computer
software structure diagram is shown in Fig. 4.

Fig. 3. Block diagram of electronic acquisition system

Fig. 4. Upper computer software structure block diagram
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After analysis in the data analysis window, the database is formed as output. If there
is any need to modify the database, just go back to the data analysis interface through
the data operation interface, and then modify and save the new data.

The self-developed upper computer analysis system is called pipeline detection data
analysis software, which has four parts: data of pretreatment function, data analysis
function, chart and report, instructions and help. The function interface of pipeline
detection data analysis software is shown in Fig. 5.

As shown in Fig. 5, the upper computer analysis system receives the data collected
by the electromagnetic holography detection robot (defect signal, geometric signal,
mileage signal, etc.). In the software background, it relies on the powerful data cal-
culation function of the computer to carry out pipeline defect inversion and calculate
the distribution and characteristics of pipeline defects. According to the calculation
results, the corresponding detection drawings, tables and relevant data of the pipeline
are output to provide support for the generation of subsequent pipeline analysis reports.
At the same time, the data processing software also displays the corresponding
detection results in the form of visual interface in front of the analysts, which provides
convenient conditions for pipeline detection and analysis.

5 Application and Data Analysis of Electromagnetic
Holography Detection Robot

5.1 Field Application

The electromagnetic holography detection robot is a significant means to insure the
normal operation of the pipeline. In August 2019, the in-service detection was carried
out in a diesel pipeline, and the field application of the detector is shown in Fig. 6.

Fig. 5. The function interface of pipeline detection data analysis software
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As shown in Fig. 6, the pictures of the robot in and out of the pipeline are given.
The total length of a diesel pipeline is 160 km, and the diameter of the pipeline was
measured by using the pig with aluminum diameter measuring plate. The results show
that the pipeline deformation is serious and reaches the deformation limit required by
the detector. During the detection process, the detection robot was tracked. The receiver
located at each tracking point monitored the detector, the receiver’s signal was trans-
mitted out when the detector passed through. The detection robot’s running speed was
normal, it run in the pipeline for 26 h before it finally exited the pipeline with intact
mechanical appearance, and the result of subsequent data verification was normal.

5.2 Data Analysis

The data was downloaded through the debugging interface and uploaded to the upper
computer data analysis system for analysis. Through the upper computer display, the
signal curve of the pipeline component, which is part of the processed detection data, is
shown in Fig. 7.

Fig. 6. Field application of detector

Fig. 7. Signal curve of pipe assembly
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As shown in Fig. 7, the electromagnetic holography detection robot detects that the
signal of pipeline components such as valve, tee and instrument branch pipe is obvious,
which can clearly distinguish pipeline components and provide useful information for
defect location.

The electromagnetic holography detection robot mainly detects and identifies the
pipeline defects, and locates the serious defects. The signal curve of pipeline weld and
defect is shown in Fig. 8.

As shown in Fig. 8, the electromagnetic holography detection robot can detect
pipeline welds and defect signals sensitively, can lay a solid foundation for accurate
description of defects, is able to pinpoint the position of pipeline defects, and can
provide accurate detection reports for pipeline health maintenance.

6 Conclusion

In this paper, the mechanical structure and function, electronic system and upper
computer analysis system of the electromagnetic holography detection robot developed
for the normal operation and maintenance of the pipeline are systematically described,
and the in-service detection application of the detection robot in a diesel pipeline has
been carried out successfully. The results show that the detection device has the
characteristics of accurate identification, safety and reliability, cost saving, and can
accurately identify the pipeline components and defects. Furthermore, it can provide
detailed and accurate detection report for pipeline operators, realizes the integration of
defect sensing, defect location and defect identification, improves the technical level of
internal corrosion detector in China, and lays an important foundation for the domestic
development of detector series.

Fund projects. Funded by China Postdoctoral Science Foundation under Grant 2020M670796.

Fig. 8. Signal curve of pipeline weld and defect
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Abstract. In this paper, an off-policy Q-learning method is proposed to solve
the linear quadratic tracking problem of discrete-time system based on the
output feedback of the system when the system model parameters are unknown.
First, a linear discrete-time system with unknown parameters in the system
matrix is given. Then, based on the Q-learning method and dynamic program-
ming, an off-policy Q-learning algorithm without knowing system model
parameters is proposed, such that the optimal controller is designed to obtain the
control strategy which uses the system output data to learn the output feedback
data driven optimal tracking control for linear discrete time systems with output
feedback. Finally, the simulation results verify the effectiveness of the method.

Keywords: Off-policy Q-learning � LQT problem � Output feedback � Optimal
control

1 Introduction

Linear quadratic tracking (LQT) of discrete time systems (DT) is a very important
problem in the field of control. The basic idea is that the performance index is a
quadratic function defined by the accumulation of deviation between the reference
signal and the system output and the accumulation of control input. By designing an
optimal controller, the performance index is minimized so that the output of the system
can follow the track of the reference signal by an optimal approach. The traditional
method to solve LQT problem is to solve a Riccati algebraic equation [1–3]. The
traditional controller design methods all require the system model information to be
known.

Reinforcement learning (RL) is a one kind of machine learning methods, which was
born in 1950s and 1960s [4–6]. During the dynamic interaction with unknown dynamic
environment, performance is evaluated and action is updated, such that the optimal
performance together with the optimal action can be learned [7–11]. Reinforcement
learning has many advantages and strong adaptability. At present, it has become an
important learning method for solving optimization problems. It is widely used in
robot, artificial intelligence, intelligent systems and other fields, and it is one of the
research hot spots in recent years [12–15].
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In the existing researches on the optimal tracking control results which do not
depend on the system model by reinforcement learning method, most of them use the
system state data to learn the state feedback control strategy and track the reference input
of the system in the optimal or nearly optimal way, such as the optimal tracking control
[16–22], etc. In [19], a Q-learning method based on off policy iteration was proposed to
solve the optimal tracking control problem of networked control system. In [20], when
the system parameter model is unknown, an optimal control method of linear network
control was proposed. According to the state feedback information of the system, a
novel off-policy Q-learning algorithm was proposed in [21], which solved the problem
of linear quadratic tracking in discrete time under the condition of unknown system
parameters. In [22], an optimal tracking control scheme was proposed.

In this paper, a Q-learning algorithm is developed to design the output feedback
optimal tracking control strategy, such that the optimal quadratic tracking problem can
be solved without the knowledge of system dynamics.

The innovation of this paper lies in (a): different from the traditional research which
needs the traditional model information [1–3], the research of this paper is to learn the
optimal tracking control strategy when the system model parameters are unknown. (b):
compared with other model-free research on the state feedback of the system [20–22],
this paper adopts a fully data-driven off policy Q-learning method to solve the linear
quadratic tracking control problem of the discrete-time system based on the output
feedback of the system and independent of the system model parameters. Finally,
simulation experiments and practical application examples are given to verify the
effectiveness of the algorithm.

2 On the Optimal Control Problem

This section will introduce the optimal control of linear quadratic tracking problem for
discrete-time systems. The state equations of the following linear discrete systems are
considered below:

xkþ 1 ¼ Axk þ Buk
yk ¼ Cxk

�
ð1Þ

where xk is the state of the controlled object, uk is the input of the controlled object, and
yk is the output of the controlled object. A, B, and C are matrices of appropriate
dimensions, respectively. The reference signal of our interest is as follows:

rkþ 1 ¼ Frk ð2Þ

where rk is the input of the reference object, F is also a matrix with appropriate
dimensions. For the linear quadratic tracking problem of discrete-time system, we need
to control the output signal yk in the system (1), and gradually track and catch up with
our reference input signal rk as time goes on. According to the actual problems, we
design and select the output feedback controller as follows:
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uk ¼ �K1yk � K2rk ð3Þ

The purpose of our controller is to optimize performance index J. Our performance
indicator is:

J ¼ min
uk

X1
k¼0

½bkðyk � rkÞTQðyk � rkÞ þ uTk Ruk� ð4Þ

where Q � 0 and R [ 0 are symmetric matrices, and b is a discount factor with
0\ b\ 1. The constraints are as follows:

xkþ 1 ¼ Axk þ Buk
yk ¼ Cxk
rkþ 1 ¼ Frk

8<
: ð5Þ

According to the performance index, we can define the optimal value function V� as:

V�ðxk; rkÞ ¼ min
uk

X1
i¼k

½bkðyk � rkÞTQðyk � rkÞ þ uTk Ruk�

¼ min
uk

X1
k¼0

½bkðCxk � rkÞTQðCxk � rkÞ þ uTk Ruk�
ð6Þ

Then, the Q function can be expressed as:

Qðxk; rk; ukÞ ¼ ðyk � rkÞTQðyk � rkÞ þ uTk Ruk þ
X1

i¼kþ 1

½ðyi � riÞTQðyi � riÞ þ uTi Rui�

ð7Þ
The optimal function Q� can be expressed as:

Q�ðxk; rk; ukÞ ¼ ðyk � rkÞTQðyk � rkÞ þ uTk Ruk þ V�ðxkþ 1; rkþ 1Þ ð8Þ

For the convenience of calculation and understanding, (8) can be rewritten as:

Q�ðxk; rk; ukÞ ¼
yk
rk
uk

2
4

3
5
T

Q
yk
rk
uk

2
4

3
5 þ V�ðxkþ 1; rkþ 1Þ ð9Þ

where Q can be written as:

Q ¼
Q �Q 0
�Q Q 0
0 0 R

2
4

3
5 ð10Þ

From the above formula, we can know that the relationship between the optimal
value function V� and the optimal function Q is:
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V�ðxk; rkÞ ¼ Q�ðxk; rk; u�kÞ ð11Þ

Since the input uk of the control object is controllable, the optimal value function
V� can be expressed as [15]:

V�ðxk; rkÞ ¼ xk
rk

� �T
P

xk
rk

� �
ð12Þ

The optimal Q function can be expressed as:

Q�ðxk; rk; ukÞ ¼
xk
rk
uk

2
4

3
5
T

H
xk
rk
uk

2
4

3
5 ð13Þ

The matrix H can be expressed as follows:

H¼
Hxx Hxr Hxu

Hrx Hrr Hru

Hux Hur Huu

2
4

3
5 ¼

ATPA þ CTQC ATPF � CTQ ATPB
FTPA � QC FTPF þ Q FTPB

BTPA BTPF BTPB þ R

2
4

3
5 ð14Þ

According to the necessary conditions to achieve optimal performance, imple-

menting @Q�ðxk ; rk ; ukÞ
@uk

¼ 0 yields the following forms.

K1C ¼ H�1
uu H

T
xu

K2 ¼ H�1
uu H

T
ru

�
ð15Þ

From (15), we find that we cannot get K1 if the matrix C is unknown. The output
equation can be treated as follows.

ðCTCÞ�1CTyk ¼ xk ð16Þ

By substituting (16) into (9) above, we can obtain a new optimal Q function
equation:

Q�ðxk; rk; ukÞ ¼ ðyk � rkÞTQðyk � rkÞ þ uTk Ruk þ xkþ 1

rkþ 1

� �T
P

xkþ 1

rkþ 1

� �

¼
yk
rk
uk

2
64

3
75
T Q �Q 0

�Q Q 0

0 0 R

2
64

3
75

yk
rk
uk

2
64

3
75 þ

yk
rk
uk

2
64

3
75
T ðCTCÞ�1CT 0 0

0 I 0

0 0 I

2
64

3
75
T

A 0 B

0 F 0

� �T
P

� A 0 B

0 F 0

� � ðCTCÞ�1CT 0 0

0 I 0

0 0 I

2
64

3
75

yk
rk
uk

2
64

3
75¼

yk
rk
uk

2
64

3
75
T

Hyy Hyr Hyu

Hry Hrr Hru

Huy Hur Huu

2
64

3
75

yk
rk
uk

2
64

3
75

¼ ZT
k HZk

ð17Þ
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where

H ¼
Hyy Hyr Hyu

Hry Hrr Hru

Huy Hur Huu

2
64

3
75

¼
½CTðCCTÞ�1�TðATPAÞ½CTðCCTÞ�1� þ Q

ðFTPAÞ½CTðCCTÞ�1� � Q

BTPA½CTðCCTÞ�1�

2
64 ðCTCÞ�1CTATPF � Q

FTPF þ Q

BTPF

ðCTCÞ�1CTATPB

FTPB

BTPB þ R

3
75

ð18Þ

Implementing @Q�ðxk ;rk ;ukÞ
@uk

¼ 0 yields the following forms

K1 ¼ H
�1
uu H

T
yu

K2 ¼ H
�1
uu H

T
ru

(
ð19Þ

According to the above relation, the Riccati equation for the optimal Q function is
as follows:

ZT
k HZk ¼ ZT

k QZk þ ZT
kþ 1HZkþ 1 ð20Þ

3 Data Driven Q-Learning Algorithm

This section will give off-policy Q-learning algorithm for designing the output feed-
back optimal tracking control strategy, under which the system output can track the
reference signal in an approximate optimal way.

First, the on-policy Q-learning algorithm is given, and then based on it the off-
policy Q-learning algorithm is derived.

Algorithm 1: On-policy Q-learning algorithm.

1. Give a stablizing controller gain K j
1 and K j

2, let the initial j value be 0, j represents
the number of iterations. The control object input is defined as.

u j
k ¼ �K j

1yk � K j
2rk ð21Þ

2. Evaluate the control policy by solving the optimal Q function and matrix H.

ZT
k H

jþ 1
Zk¼ðyk � rkÞTQðyk � rkÞþ u j

kRu
j
k þ ZT

kþ 1H
jþ 1

Zkþ 1 ð22Þ
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3. Update the control policy.

ujþ 1
k ¼ �Kjþ 1

1 yk � Kjþ 1
2 rk

Kjþ 1
1 ¼ ð�Hjþ 1

uu Þ�1ð�Hjþ 1
yu ÞT

Kjþ 1
2 ¼ ð�Hjþ 1

uu Þ�1ðHjþ 1
ru ÞT

(
ð23Þ

4. If �Hjþ 1
�� � �H jk� e(e is a small positive number) stops the iteration of the strategy.

Otherwise,j ¼ jþ 1, and return to Step 2.

In view of the advantages of off policy Q-learning algorithm, we will propose an
off-policy algorithm based on Q-function, and adopt data-driven algorithm without
model to solve the linear quadratic tracking problem of discrete-time system. We
introduce the target control strategy into the system dynamics and get the following
equation, where uk is the behavior control strategy and u j

k is the target control strategy.

ykþ 1 ¼ Cxkþ 1 ¼ CAxk þ CBuk ¼ CACTðCCTÞ�1yk þ CBuk ð24Þ

ykþ 1

rkþ 1

� �
¼ CACTðCCTÞ�1 0

0 F

� �
� yk

rk

� �
þ CB

0

� �
� u j

k þ
CB
0

� �
� ðuk � u j

kÞ ð25Þ

From Eq. (22), one has

yk
rk

� �T
Pjþ 1 yk

rk

� �
� ykþ 1

rkþ 1

� �T
Pjþ 1 ykþ 1

rkþ 1

� �
þ 2

ykþ 1

rkþ 1

� �T
Pjþ 1 CB

0

� �

� yk
rk

� �T
�

I 0

0 I

�K j
1 �K j

2

2
64

3
75
T

H
jþ 1

I 0

0 I

�K j
1 �K j

2

2
64

3
75 � yk

rk

� �

� ð ykþ 1

rkþ 1

� �
� CB

0

� �
� ðuk � u j

kÞÞT �
I 0

0 I

�K j
1 �K j

2

2
64

3
75
T

H
jþ 1

�
I 0

0 I

�K j
1 �K j

2

2
64

3
75ð ykþ 1

rkþ 1

� �
� CB

0

� �
� ðuk � u j

kÞÞ

¼ ðyk � rkÞTQðyk � rkÞ þ ðu j
kÞTRu j

k

ð26Þ

where

Pjþ 1 ¼
I 0
0 I

�K j
1 �K j

2

2
4

3
5
T

H
jþ 1

I 0
0 I

�K j
1 �K j

2

2
4

3
5 ð27Þ
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(26) can be rewritten as:

yk
rk

� �T
Pjþ 1 yk

rk

� �
� ykþ 1

rkþ 1

� �T
Pjþ 1 ykþ 1

rkþ 1

� �
þ 2

ykþ 1

rkþ 1

� �T
Pjþ 1 CB

0

� �
� ðuk � u j

kÞ

� ðuk � u j
kÞTðCBÞTPjþ 1ðCBÞðuk � u j

kÞ ¼ ðyk � rkÞTQðyk � rkÞ þ ðu j
kÞTRu j

k

ð28Þ

where

2
ykþ 1

rkþ 1

� �T
Pjþ 1 CB

0

� �
� ðuk � u j

kÞ¼ 2
CACTðCCTÞ�1yk þ CBuk

Frk

" #T

Pjþ 1

� CB

0

� �
ðuk � u j

kÞ ¼ 2yTk ½CTðCCTÞ�1�TðCAÞTPjþ 1CBðuk � u j
kÞ

þ 2uTk ðCBÞTPjþ 1CBðuk � u j
kÞ þ 2rTk F

TPjþ 1CBðuk � u j
kÞ

ð29Þ

Further, one has

yk
rk

� �T
Pjþ 1 yk

rk

� �
� ykþ 1

rkþ 1

� �T
Pjþ 1 ykþ 1

rkþ 1

� �

þ 2yTk ½CTðCCTÞ�1�TðCAÞTPjþ 1CBðuk � u j
kÞ þ 2uTk ðCBÞTPjþ 1CBðuk � u j

kÞ
þ 2rTk F

TPjþ 1CBðuk � u j
kÞ � ðuk � u j

kÞTðCBÞTPjþ 1ðCBÞðuk � u j
kÞ

¼ ðyk � rkÞTQðyk � rkÞ þ ðu j
kÞTRu j

k

ð30Þ

Rewriting (30) yields below

h j
kL

jþ 1 ¼ q j
k ð31Þ

where

q j
k ¼ðyk � rkÞTQðyk � rkÞ þ ðukÞTRuk

Ljþ 1 ¼ ðvecðLjþ 1
1 ÞÞT ðvecðLjþ 1

2 ÞÞT ðvecðLjþ 1
3 ÞÞT

h
ðvecðLjþ 1

4 ÞÞT ðvecðLjþ 1
5 ÞÞT ðvecðLjþ 1

6 ÞÞT
�T

Ljþ 1
1 ¼H

jþ 1
yy ; Ljþ 1

2 ¼H
jþ 1
yr ; Ljþ 1

3 ¼H
jþ 1
yu ; Ljþ 1

4 ¼H
jþ 1
rr ; Ljþ 1

5 ¼H
jþ 1
ru ;

Ljþ 1
6 ¼H

jþ 1
uu ;

h j
k ¼ h j

1 h j
2 h j

3 h j
4 h j

5 h j
6

� �
hj1 ¼ yTk 	 yTk � yTkþ 1 	 yTkþ 1
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hj2 ¼ 2yTk 	 yTk � 2yTkþ 1 	 rTkþ 1

hj3 ¼ 2yTk 	 uTk � 2yTkþ 1 	 ðu j
kþ 1ÞT

h j
4 ¼ rTk 	 rTk � rTkþ 1 	 rTkþ 1

hj5 ¼ 2rTk 	 uTk � 2rTkþ 1 	 ðu j
kþ 1ÞT

hj6 ¼ uTk 	 uTk � ðu j
kþ 1ÞT 	 ðu j

kþ 1ÞT

4 Simulation Experiment

In this section, we use the proposed algorithm to simulate the experiment, and use the
experimental results to verify whether the algorithm is effective.

Example 1: Consider the following system:

xkþ 1 ¼ �1 2
2:2 1:7

� �
xk þ 2

1:6

� �
uk ð32Þ

yk ¼ 1 �2
�1 4

� �
xk ð33Þ

The reference signal generator is:

rkþ 1 ¼ �1 0
0 �1

� �
rk ð34Þ

Choose Q ¼ 1000 0
0 10

� �
and R ¼ 1. The optimal matrix H and H can be

obtained from (13) and (17), respectively, and the control gain K1 and K2 of the optimal
tracking control can be obtained from (19).

H ¼

55014:1382 �47201:9872
�47201:9872 124780:7167
�10241:4410 9344:6976
193:0046 �162:08466

�48231:9264 124282:7373

2
66664

�10241:4410 193:0046 �48231:9264
9344:6976 �162:08466 124282:7373
2067:8905 51:2434 9527:2908
51:2434 49:1044 �166:5050

9527:2908 �166:5050 123826:6900

3
77775

ð35Þ
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H ¼

157847:7575 70420:4747
70420:4747 39017:3301
�16810:5331 �5569:0922
304:5860 101:5813

�34322:4842 13909:4422

2
66664

�16810:5331 304:5860 �34322:4842
�5569:0922 101:5813 13909:4422
3067:8905 51:2434 9527:2908
51:2434 59:1044 �166:5050

9527:2908 �166:5050 123826:6900

3
77775

ð36Þ
K1 ¼ 0:2772 �0:1123½ �
K2 ¼ 0:0769 0:0013½ �

�
ð37Þ

After 8 iterations, we find that the algorithm converges and the matrix H
8
and the

control gain K8
1 and K8

2 of the optimal tracking control are the following data.

H
8 ¼

157847:7575 70420:4747
70420:4747 39017:3301
�16810:5331 �5569:0922
304:5860 101:5813

�34322:4842 13909:4422

2
66664

�16810:5331 304:5860 �34322:4842
�5569:0922 101:5813 13909:4422
3067:8905 51:2434 9527:2908
51:2434 59:1044 �166:5050

9527:2908 �166:5050 123826:6900

3
77775

ð38Þ
K8
1 ¼ 0:2772 �0:1123½ �
K8
2 ¼ 0:0769 0:0013½ �

�
ð39Þ

In the learning process, the optimal tracking controller gain is convergent, and the
following figure shows its convergence process in the learning process (Fig. 1).

In order to obtain the exact solution of Riccati Eq. (20) of the optimal Q-function under
sufficient excitation conditions, it is necessary to add detection noise (Figs. 2 and 3).

Fig. 1. Optimal control gain convergence process of tracking controller
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Example 2:
We select the water tank system made by ingenieurburo gurski Schramm company in
Germany, which is a three tank water tank of TTS20 type, as our simulation object, and
the water tank is shown in Fig. 4. This water tank system consists of a nonlinear multi
input multi output system with two actuators and a digital controller, which meets our
requirements for the system. The main structure and overall industrial process of
TTS20 three tank water tank are shown in Fig. 5.

Fig. 2. System output and reference signal

Fig. 3. Tracking errors using the learned controller
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TTS20 three tank device is composed of three plexiglass cylinders T1, T2 and T3
with Section A, which are connected in series with each other through cylindrical pipes
with section Sn. There is a one-way valve in T2 glass pipe, and the outflow liquid will
be collected in a reservoir to provide water for pump 1 and pump 2. Hmax is the highest
liquid level. If the level of T1 or T2 exceeds this value, the corresponding pumps 1 and
2 will automatically shut down. Q1 and Q2 represent the flow of pump 1 and pump 2.
In addition, to simulate leakage, each tank has a circular opening with a manually
adjustable ball valve on the cross section. The drain valve and leakage flow can
describe the failure information of the water tank. The liquid extracted from the pool is

Fig. 4. Three tank of TTS20

Fig. 5. Structure and industrial process of TTS20
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injected into T1 and T2 by pump 1 (P1) and pump 2 (P2), respectively. Then their
bottom valve and T3 drain valve discharge water into the reservoir for P1 and P2
recycling, forming a circuit. Among them, T1, T2 and T3 are measured by three
pressure level sensors as the measuring elements of the system, and the flow of Q1 and
Q2 is regulated by the digital controller.

For TTS20, we can design its model as follows:

h1



h3



" #
¼ 1

s
�Q13

�Q13 � Qout

� �
Qin

y ¼ h1

8><
>: ð40Þ

In the model, h1 and h3 are the control variables, representing the water level height
of water tanks T1 and T3, Qn is selected as the control variable of the system as the
flow of Q1, and the flow from T1 to T3 is Q13 ¼ az1Snsgnðh1 � h3Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2g h1 � h3jjp

,
the water flow from the bottom of T3 is Qout ¼ az2S1

ffiffiffiffiffiffiffiffiffiffi
2gh2

p
, S1 ¼ Sn ¼ 5 �

10�5 m2; S ¼ 0:154m2;Hmax ¼ 0:6m; Flow coefficient az1 ¼ 0:48; az2 ¼ 0:58;
sgnð
Þ is a symbolic function. We set the initial value of h1 and h3 is 0, and the

relationship between state variable and input variable is
x1ðkÞ
x2ðkÞ

� �
¼ h1ðkÞ

h3ðkÞ
� �

,

uðkÞ ¼ QinðkÞ. The state space model of TTS20 is as follows:

xkþ 1 ¼ 0:9850 0:0107
0:0078 0:9784

� �
xk þ 64:4453

0:2559

� �
uk ð41Þ

yk ¼ 1 0½ �xk ð42Þ

The reference signal generator is:

rkþ 1 ¼ rk ð43Þ

Select the value of reference signal water level as 0.5 m. Choose Q ¼ 10 and
R ¼ 5, The optimal Q- function matrix H and H are obtained, The control gain K1 and
K2 of the optimal tracking control are as follows:

H ¼
17:7618 �17:6205 507:6889
�17:6205 �131:2013 �514:5708
507:6889 �514:5708 33224:5750

2
4

3
5 ð44Þ
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H ¼
17:7627 �17:8809 507:8883
�17:8809 18:0010 �515:6235
507:8883 �515:6235 33234:4549

2
4

3
5 ð45Þ

K1 ¼ �0:0153½ �
K2 ¼ 0:0155½ �

�
ð46Þ

After 10 iterations, we find that the algorithm converges and the optimal Q-function

matrix H
10

and the gain K10
1 and K10

2 of the optimal tracking control are the following
data.

H
10 ¼

17:7627 �17:8809 507:8883
�17:8809 18:0010 �515:6235
507:8883 �515:6235 33234:4549

2
4

3
5 ð47Þ

K10
1 ¼ �0:0153½ �
K10
2 ¼ 0:0155½ �

�
ð48Þ

We find that in the learning process, the optimal tracking controller gain is con-
vergent, and the following figure will show its convergence process in the learning
process (Figs. 6, 7 8 and 9).

Fig. 6. Optimal H matrix convergence process
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Fig. 7. Optimal control gain convergence process of tracking controller

Fig. 8. Output trajectories of system
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5 Conclusion

In this paper, a data-driven off policy Q-learning method is proposed to solve the linear
quadratic tracking problem of discrete-time system based on the output feedback of the
system. This paper introduces and compares the on policy Q-learning method and the
off policy Q-learning method for the linear quadratic tracking problem of the discrete-
time system, combines the dynamic programming with the Q-learning method, and
uses the off policy Q-learning method to learn the optimal controller gain when the
system environment is unknown. Finally, the simulation results show that the method is
effective.
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Features of Interest Points Based Human
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Abstract. The recognition and prediction of human interaction based on video
has a broad application prospect in intelligent video monitoring and other fields,
but the current integration algorithm of it is not mature, which greatly limits the
application of the algorithm. A prediction method of human interaction based on
the statistical characteristics of interest points is proposed, which established an
integrated framework to the recognition and prediction of human interaction
initially. First, the spatio-temporal interest points are extracted and performed as
3D-SIFT feature description, then the bag of words is used to represent the
action video. In the training stage, Gaussian models are used to establish the
action model for each action at different time scales. In the prediction stage, the
bag of words representation is extracted and compared with the established
prediction models of different time lengths to obtain similar prediction proba-
bilities between the models for an action video of unknown length. Finally, the
predictive probability of each action at different time scales is fused by weighted
probabilities completing the recognition and prediction of interaction prediction.
The experimental result on UT-interaction dataset demonstrated that the pro-
posed approach is easy to implement and has a good predictive effect.

Keywords: Interaction prediction � Statistical features of interest points � Bag
of words � Gaussian models � Probability fusion

1 Introduction

Human interactive behavior recognition and understanding based on videos is a frontier
direction in the field of image processing and computer vision, which uses video
analysis technology to detect, track, and recognize human and motion objects for
understanding and describing from image sequences or videos containing people [1, 2].
The research results are mainly applied in the field of intelligent video surveillance. The
human behavior analysis based on videos enables the monitoring system to intelligently
analyze the captured image sequence, automatically identify the ongoing behavior and
issue an early warning. So as to the system can quickly locate the crime scene, and
respond to the crisis in a timely manner for reducing the crime rate when an abnormal
situation occurs. At present, most of the research focuses on the post-event detection of
the occurrence behavior. In many real-world scenarios where the safety factor is high,
the system needs to be able to make early predictions of the ongoing and unfinished

© Springer Nature Singapore Pte Ltd. 2020
J. Qian et al. (Eds.): ICRRI 2020, CCIS 1336, pp. 305–316, 2020.
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behavior. The problem of human action prediction is defined as: a hypothesis that
temporarily gives an unfinished action in a given and incomplete video, a probabilistic
inference process that infers the type of action being performed based on the beginning
of the behavioral action in the video [3] Unlike action classification, the motion pre-
diction system needs to make a “what action behavior occurs” decision during the action
execution, as shown in Fig. 1. The prediction of interaction between two people has
great practical significance. For example, detecting the behavior of two people before
they deteriorate will make the video surveillance system have the ability to prevent
criminal behavior from happening, and make video resources play a greater role.

Ryoo [3] gives the definition of “action prediction”, and first proposes the proba-
bilistic method of using Bag of Word (BoW) to solve the prediction problem of double
interaction behavior. The overall histogram form of space-time feature is used to
perform the action representation. And then the distribution of features over time is
modeled to achieve motion prediction effectively. This method is not only simple and
easy, but also provides a basic framework for predicting the human interaction
behavior, and successfully predicts the interaction behavior of two people. On this
basis, Yu et al. [4] proposed a Spatial-Temporal Implicit Shape Model (STISM) to
represent the spatio-temporal structure of local spatiotemporal features, and adopted a
multi-class balanced random forest method to achieve human interaction prediction,
but the algorithm implementation is more complicated. Raptis [5] proposed a new
motion prediction model based on local key-frames, which uses the method of

What is the activity?Problem:
Observation:

A. Human activity classification problem

B. Human activity prediction problem

What is the activity?Problem:

Observation:

Fig. 1. Comparison of action recognition and action prediction
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constructing key-frames features to represent and act as state nodes. This method
successfully implements a unified framework for mutual interaction behavior recog-
nition and prediction. However, this method uses a description of key frames, which
relies on the accurate identification of sub-actions, and the accuracy of recognition and
prediction is not high. Cao et al. [6] regard the human interaction prediction problem as
the posterior probability maximization problem, in which the similarity at each moment
is calculated by the sparse coding technique. This method can not only realize motion
prediction, but also deal with the problem of interactive motion recognition in the case
of missing video intermediate observation, but the computational complexity of this
method is high. Li et al. [7], encode long-term activity into meaningful sequence of
action units by monitoring the speed of motion, and then introduce Probabilistic Suffix
Tree (PST) to represent Markov dependency relationship between action units. Finally,
the Predictive Accumulative Function (PAF) is used to describe the predictability of
various activities. All of the above methods are based on traditional probabilistic model
statistics. Under the premise of ensuring the enforceability of the algorithm, the
accuracy of recognition and prediction is not very high.

The human body’s behavior is an orderly context-related model with certain
structure, especially in the identification and prediction of two-person interaction
behavior and multi-person interaction behavior, and a model is needed to represent the
relationship between people. Although the human behavior analysis technology has
made significant progress in recent years, due to the complexity and variability of
human motion, there is no standard fixed classification method. Significant progress
has been made in machine learning theory and algorithm research. The development of
efficient and reliable machine learning algorithms has become a hot topic for many
researchers. The Convolutional Neural Network (CNN)-based approach has begun to
be applied to the field of two-person interaction behavior prediction. Ke et al. [8] first
calculate optical flow images from successive video frames of partial sequences to
capture the dependence of each RGB frame and each optical image on global and local
context, respectively, and then use the Long Short Term Memory (LSTM) network
learn the structural model including spatial and temporal information, and finally
introduce the ranking score fusion method to automatically calculate the optimal
weight of the score fusion of each model to finally predict the interaction category. But
the choice of the best weight is random. Ke et al. [9] applied CNN to video stream
encoded images to learn temporal information of human interaction prediction, and
used several continuous optical flow image features to learn the law of variation with
time. However, this method only utilizes the time feature, lacks the spatial feature
information description of the human posture, and needs to learn a large number of
samples, and the computational complexity is relatively high.

The data is based on the above analysis. The method proposed in [3] is simple and
effective. The inadequacy is that the integration of prediction and recognition of
interaction between two people is not ideal, and the accuracy of prediction and
recognition is low. Based on the literature [3], this paper proposes a probabilistic fusion
method between the bag of word model and the multi-time proportional action model,
which realizes the integration of two-person interaction behavior prediction and
recognition. Among them, the local interest points are invariant to the 3-dimensional
scale of the neighborhood. The feature description (3D-Scale Invariant Feature
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Transform, 3D-SIFT) [10] improves the characterization ability of local features. The
specific process of the algorithm is shown in Fig. 2: First, the training set video is used
for interest point extraction and 3D-SIFT feature description; then the training data is
segmented into different time proportional data, and the bag of word method is used to
obtain the video at different time ratios. Histogram representation; Finally, the Gaussian
model is used to establish an action model for each time proportional data. When the
test video of unknown length is given, the feature description is used to form a his-
togram representation of the bag of word, and the similarity probability of each
Gaussian model under different time ratios is calculated. Finally, the action category of
the test video is determined by probability fusion. Through a large number of exper-
iments, the method has a good recognition effect while ensuring a certain prediction
accuracy.

2 Feature Point Feature Extraction and Description

Local features have the advantage of being able to describe information with significant
changes in motion, so this article is used as a base feature. Local representation-based
motion representations typically characterize human motion using points in the image
sequence that meet certain criteria. These qualifying points are often referred to as local
feature points (or points of interest [11]). By effectively describing the neighborhood of
the local feature points, local information features representing the sequence of images
can be obtained. The 3D-SIFT description operator is a three-dimensional space-time
gradient direction histogram, which can accurately capture the essence of the spa-
tiotemporal characteristics of video data. In order to make full use of the motion
information of the context, this paper adopts the 3D-SIFT feature description of the
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interest point of the whole video. First, the interest points are extracted from the video
frames with motion changes of the motion video, and then the 3D-SIFT feature
description is performed on the points of interest, that is, 3D spherical volume blocks
are established in the neighborhood of the interest points, and gradient accumulation is
performed in each volume block. A specific example is shown in Fig. 3.

3 Action Prediction Model Establishment

3.1 Feature Representation of the Video

The combination of the interest point feature and the bag of word model can conve-
niently obtain the word bag histogram representation of the action video, and represent
the human interaction by constructing the feature histogram of the video. The k-means
method is usually used to cluster all local feature representations of the training data to
form a dictionary. An example is shown in Fig. 4. Then all the local features of an
action video are projected to the dictionary, and finally the frequency at which the
visual words appear in the video in the dictionary is statistically formed to form a
statistical histogram representation of the action video. This method has been widely
used for human motion recognition, and the feature representation of the word bag
histogram can well handle the influence of noise on the observed video at different time
scales. In order to apply this framework to the prediction of two-person interaction
behavior, this paper divides the training video into sub-training sets of different time
lengths according to a certain proportion, and divides the training data described by the
3D-SIFT points of interest into segments of different time length according to a certain
proportion. Training data, each sub-training data is represented by a word bag his-
togram.Ol. Represents an action video, di. Indicates the proportion of time, hdi (Ol)
Express di Time ratio Ol Child training data histogram. vw The characteristic histogram
of each sub-training data representing the w th visual word hdiðOlÞ. The value of the
w th word bag is expressed as:

Fig. 3. Point of interest extraction (left) and 3D-SIFT feature description of the point of interest
(right)
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hdiðOlÞ w½ � ¼ ff f 2 vwj ^ tf \ dig
�� �� ð1Þ

Where f is a feature extracted from the video Ol, tf indicates its time position. hdiðOlÞ
describes the time ratio as di. The distribution of time-space feature histograms over
time, an example is shown in Fig. 5.

3.2 A Video Model Building

The prediction of the interaction action category can be completed by modeling the bag
of words histogram of the action video. Through a large number of experimental data,
it is found that the bag of word histogram of the same class action video at the same
time ratio satisfies the same distribution trend and roughly conforms to the Gaussian
distribution. A brief example is shown in Fig. 6 and Fig. 7. Therefore, the Gaussian
model can be used to establish the same-category action model under different time
proportions. Experiments show that the model can better reflect the expression of the
histogram of the word bag when a certain action is executed to a certain time node.

Fig. 4. 3D spatiotemporal feature description (left) and visual word visualization (right) of the
handshake action. Use the same shape description to group the same visual words.

t=5 t=12 t=24 t=31 t=40 t=56

illustration

Histogram 
representation

Fig. 5. Handshake action integral histogram distribution changes trend
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This article will train the video in different time ratios d1; d2; d3; d4; d5; d6 Seg-
mentation is performed, and a Gaussian model is established for the bag of word
histogram of the segmented training video. Remember hð1;dÞ; hð2;dÞ; hð3;dÞ; . . .; hðA;dÞ

Gaussian models of the A-type action with the current time ratio d, given an unknown
action video Otest Calculation Otest The histogram represents the likelihood probability
of each action Gaussian model with the current time ratio d, namely:

pðOtest hj ð1;dÞÞ; pðOtest hð2;dÞ
�� Þ; pðOtest hð3;dÞ

�� Þ; � � � ; pðOtest hðA;dÞ
�� Þ;

pðOtest hða;dÞ
�� Þ ¼ 1ffiffiffiffiffiffiffiffiffiffi

2pr2
p e

�ðhðOtest Þ� hd ðaÞÞ2
2r2 ð2Þ

Where d is the current time ratio of the training video; A is the number of action
model categories under the d time ratio; hða;dÞ. The Gaussian model corresponding to
the histogram of action a, hðOtestÞ. Is an unknown action video Otest histogram gaussian
model, r2 Described is the same parameter of the Gaussian model of action a at time
ratio d.

illustration

Histogram 
representation

Fig. 6. Distribution of the same time ratio of the same category (handshake) action histogram

togram 
on

lusion

Fig. 7. Distribution of the same time ratio of the same category (hug) action histogram
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4 Probabilistic Fusion Prediction Strategy

4.1 A Subsection Sample

Given a test video of length t Otest (t unknown), calculation Otest. The histogram shows
the similarity probability of Gaussian model with different kinds of actions at different
time ratios. The rate value discriminates the similarity between the test video and
various actions in the training set.

In this experiment, the UT-interaction database was used to test the method of
combining the bag of word with the multi-time proportional Gaussian model. Take the
handshake as the test video as an example. The example is shown in Fig. 8. It can be
seen from the experimental results of Fig. 8 that as the proportion of the time of the test
video increases, the similarity probability value of the Gaussian model of the same type
of action gradually increases in the case of the same time ratio or time ratio, and is
further verified. The validity of the Gaussian modeling of the word bag histogram
feature representation of the action video. Considering the randomness of the length of
the unknown test video time, in order to fully and effectively utilize the Gaussian model
information of the proportional motion video at different time, the Gaussian model
likelihood probability values obtained at different time ratios are probabilistically fused.
The final result of the probabilistic fusion is used to characterize the similarity between
the test video and each action model, and finally the unknown action is identified as the
category of the action model with the highest similarity,

A
� ¼ argmax

1� a�A
ð

XD

1� d�D

pðOtest hða;dÞ
�� Þ

PA
1� a�A pðOtest hða;dÞj ÞÞ ð3Þ

Where d is the time ratio of the current video, and a is the current action model category
under the d time scale.

This paper designs the following three ways of probability fusion:

Take the Highest Probability: Regardless of the weight relationship of each time
ratio, directly select the action category label corresponding to the highest similarity
probability in each time scale as the action category of the unknown test video.

Maximum Probability Superposition: Without considering the weight relationship
under each time scale, directly adding the similarity probability of the same class action
Gaussian model under each time scale, and obtaining the similarity between the
unknown motion test video and each action model under different time ratios, The
action model category with the highest similarity is the unknown action category,
namely:

A
� ¼ argmax

1� a�A
ð

XD

1� d�D

pðOtest hðA;dÞ
�� ÞPa

1� a�A pðOtest hðA;dÞj ÞÞ ð4Þ

Adjacent Highest Probability Superposition: Still do not consider the weight rela-
tionship under each time ratio, select the highest likelihood probability superposition of
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similar actions adjacent to each time ratio, and obtain the similarity between the
unknown action and each action model under each time ratio, still take The category of
the action model with the highest similarity belongs to the unknown action category,

A� ¼ argmax
1� a�A

ð
XD

1� d�D

maxðPðOtest hða;diÞ
�� Þþ pðOtest hða;djÞ

�� ÞÞ
PA

1� a�A
PðOtest hða;dÞj Þ

ð5Þ

5 Experimental Results and Analysis

5.1 Database Introduction

This paper proposes the representation of the statistical features of the interest points of
the action video, using the combination of the word bag model and the multi-time
proportional Gaussian model. This method can basically predict the interaction
behavior of unknown doubles. The database used in this experiment comes from the
UT-interaction database, which is widely used in the research of two-person interactive
behavior recognition and prediction algorithms. The experimental environment was
completed on the Matlab 2014a software platform with a frequency of 2.40 GHz, a
memory of 2 GB, and a 32-bit win7 operating system. In the experiment, the database
was tested by leaving a cross-validation. A large number of experiments proved that the
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Fig. 8. Action recognition confusion matrix on the different time ratios
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clustering visual word k = 800, d1; d2; d3; d4; d5; d6. The test results were best at 50%,
60%, 70%, 80%, 90%, and 100%, respectively. Since the interaction behavior of the
two people requires rich behavior information, this experiment removes the “finger”
action in the database. As shown in Fig. 9:

5.2 Probability Fusion Result

By adopting three different probability fusion methods, a large number of test videos of
different types of time and different types of actions are tested, and the experimental
prediction results as shown in Table 1 are obtained. From the accuracy of the exper-
imental prediction results in Table 1, it can be seen that the accuracy of prediction and
recognition after probability fusion is higher than the maximum probability of direct
selection: The method of large probability superposition is better than the method of
superposition of the highest probability. That is, the experiment finally uses the method
of maximum probability superposition to complete the representation of interactive
action recognition and prediction results.

5.3 Comparison of Different Forecasting Methods

Table 2 shows the prediction and recognition results of the interaction between two
people in the public database in recent years. The method proposed in this paper is
compared with other methods: the prediction and recognition rate of the method used in
this paper are higher than those in the literature [3] and the literature [7], although the
literature [4] and the literature [9] have higher prediction and recognition rates, but the
algorithm complexity is very high, especially in the literature [9], the method of deep
learning requires a large number of learning samples. The method of combining the
word bag with the multi-time scale model proposed in this paper does not need to
establish a complex prediction model, and the processing speed can reach 15 fps. And

Punching PushingKickingShaking hand Hugging

Fig. 9. UT-interaction database

Table 1. Different time ratio test video final prediction results

50% 60% 70% 80% 90% 100%

Maximu probability 0.50 0.63 0.67 0.75 0.80 0.80
Highest adjacent Probability superposition 0.60 0.67 0.70 0.78 0.83 0.83
Maximum probability Superimposed 0.67 0.70 0.73 0.78 0.83 0.86
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experiments show that the prediction and recognition accuracy is relatively high. The
method adopted in this paper achieves good prediction results and good real-time
performance, which can meet the basic requirements of double interaction behavior
prediction.

6 Conclusion

The method based on the statistical features of interest points proposed in this paper
realizes the prediction of different interaction behaviors. From the perspective of feature
description and multi-time proportional model probability fusion, the combination of
bag of word and Gaussian model is used to deal with the problem of predicting and
identifying unknown actions with unknown time length. The method is simple to
implement, meets real-time requirements, and has a good application background.
However, there is a certain error in the motion prediction with similar action intervals.
The next research focus will be on the prediction model optimization to improve the
prediction accuracy of the interaction behavior of the two people.
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Abstract. A robust model predictive control method based on time-varying
trajectory is proposed for discrete chemical process systems with uncertainties,
bounded disturbances and time-varying target trajectories. Firstly, based on the
traditional system state space model, the output tracking error is extended to the
state space model, and the system controller is designed based on this extended
model. Secondly, by means of Lyapunov stability theory and H-infinite per-
formance index, the problems are solved for the process with model uncertainty,
bounded disturbance and time-varying target trajectory, which can ensure the
stability of the system. Then the linear matrix inequality (LMI) method is used
to calculate the control law of the system. Finally, an example is given to verify
the effectiveness and feasibility of the proposed method.

Keywords: Robust model predictive control � Uncertainty � Disturbances �
Time-varying target trajectories � H-infinite

1 Introduction

With the increasing deepening of the industrialization process, the degree of automa-
tion is getting higher and higher, the control objects are getting more and more
complex. Due to the complex uncertainty, the control of petrochemical process
becomes more difficult. Traditional control methods have been unable to meet the
increasingly complex needs of industrial production. In order to make the industrial
production process more safe, reliable and effective, and to make up for the shortage of
traditional control methods, more and more researchers focus on advanced control
technologies. However, the robust model predictive control method has great advan-
tages in dealing with uncertainties and disturbances, and it is considered as the most
effective and developable advanced control method, which has attracted more and more
attention from researchers [1–6].

In the actual industrial production process, the unknown external disturbance may
lead to the poor control performance and the instability of the system. The robust
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stabilization of discrete-time switched systems with state delay and parametric uncer-
tainty via model predictive control approach proposed by Taghieh et al. [7] effectively
solves the impact of model uncertainty on the system. By introducing the idea of
dynamic output feedback into the rolling optimization problem, a minimax predictive
controller design method based on linear matrix inequality (LMI) is proposed to ensure
the stable operation of the system under the condition of small overshoot. However, its
anti-disturbance ability is weak, and the system stability is poor in the presence of
external disturbance.

In addition, the problem of the time-varying target trajectory also causes the sta-
bility of the system. The control method proposed by Liu et al. [8] can effectively solve
the impact of model uncertainty and time delay on the system. By means of LMI
method, the optimization problem of maximum and minimum values in infinite time
domain is transformed into a linear programming problem, and the optimization
tracking of the target is realized. However, the control effect for the time-varying
tracking target is poor.

Aiming at the above problems, this paper focuses on the robust model predictive
control method with uncertainties, unknown external bounded disturbance and time-
varying tracking trajectories. Compared with other researches, the innovation points of
this paper are as follows:

(1) The extended state space model is adopted in this paper. Based on the traditional
state space model, the output tracking error is extended into the state space model.
It not only improves the degree of freedom of the system but also reduces steady
state error of the system.

(2) H-infinite performance index is used to deal with the unknown external bounded
interference, which effectively improves the anti-disturbance ability of the system.

(3) The time-varying tracking trajectory of the system is considered and treated as a
bounded disturbance. H-infinite constraint is constructed to reject the influence of
the time-varying tracking target on the system.

The second chapter describes the problem of the robust model predictive control
system with time-varying trajectory and establishes the extended model. The third
chapter is the controller design of the control system, the fourth chapter is based on the
simulation case of TTS20 water tank system, the fifth chapter is the conclusion of this
paper.

2 Problem Description and Model Building

Consider the discrete system with uncertainty and unknown external disturbance
described by the following equation of state space:

xðkþ 1Þ ¼ AðkÞxðkÞ þ BðkÞuðkÞ þ xðkÞ
yðkÞ ¼ CxðkÞ

�
ð1Þ
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where xðkÞ 2 Rnx , uðkÞ 2 Rnu , yðkÞ 2 Rny and xðkÞ are system state, control input,
system output and unknown external disturbance at discrete-time k, respectively
AðkÞ ¼ A þ DaðkÞ and BðkÞ ¼ B þ DbðkÞ, where A and B are constant matrices
matched with the system dimension respectively. DaðkÞ and DbðkÞ are the uncertainty
matrix matched with the system dimension. It is expressed as follows.

DaðkÞ Db ðkÞ½ � ¼ NDðkÞ Ha Hb½ � ð2Þ

DðkÞDðkÞ � I ð3Þ

where N, Ha and Hb are constant matrices, DðkÞ is the unknown quantity in discrete
time k. The form of the incremental state space can be expressed as follows.

Dxðk þ 1Þ ¼ AðkÞDxðkÞ þ BðkÞDuðkÞ þ �xðkÞ
DyðkÞ ¼ CDxðkÞ

�
ð4Þ

Defining the time-varying tracking trajectory of the system as cðkÞ, the system error
is eðkÞ ¼ yðkÞ � cðkÞ. It has:

eðkþ 1Þ ¼ eðkÞ þ DeðkÞ ¼ eðkÞ þ CDxðkþ 1Þ � Dcðk þ 1Þ ð5Þ

According to the above equations, the state space model with incremental state and
system output tracking error is as follows.

�xðkþ 1Þ ¼ �AðkÞ�xðkÞ þ �BDuðkÞ þ G�xðkÞ þ LDcðk þ 1Þ
DyðkÞ ¼ �C�xðkÞ
zðkÞ ¼ eðkÞ ¼ �E�xðkÞ

8<
: ð6Þ

where

�AðkÞ ¼ �A þ �Da; �A ¼ A 0

CA I

� �
; �Da ¼ Da 0

CDa I

� �
; �BðkÞ ¼ �Bþ �Db; �B ¼

B

CB

" #
;

�Db ¼
Db

CDb

" #
; �C ¼ C 0½ �;G ¼

I

C

" #
; L ¼

0

�I

" #
; �E ¼ 0 I½ �; �Ha ¼ Ha 0½ �;

�Hb ¼ Hb; �Da ¼ �NDðkÞ�Ha; �Db ¼ �NDðkÞ�Hb :

Based on the above analysis, the control law of the system can be obtained as
follows.

DuðkÞ ¼ �K�xðkÞ ¼ �K
DxðkÞ
eðkÞ

" #
ð7Þ

A robust model predictive controller is designed to meet the following performance
indicators:
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min
Duðkþ iÞ;i� 0

max J1
½Aðkþ iÞBðkÞ�2X;i� 0

J1ðkÞ ¼
X1
i¼0

½ð�xðk þ ijkÞÞT �Qð�xðk þ ijkÞÞ þ Duðk þ ijkÞT�RDuðk þ ijkÞ�
ð8Þ

where �Q [ 0 and �R [ 0 are weighted matrices, Duðk þ ijkÞ and �xðk þ ijkÞ represent
the output prediction of the control input and state of the system at discrete-time k at
time k + 1, respectively.

3 Main Result

The main lemmas used in this paper are as follows:

Lemma 1: [9] (Schur complements lemma). Let W, L and V be matrices of appropriate
dimensions in which W ; V are real matrices, then for

LTVL � W \ 0 ð9Þ

if and only if

�W LT

L �V�1

� �
\ 0 or �V�1 L

LT �W

� �
\ 0 ð10Þ

Lemma 2: [10] Matrix D, F, E and M are given with appropriate dimensions, where
M is symmetric, as follows:

M þ DFE þ ETFTDT \ 0 ð11Þ

where, for all matrices FTF � I satisfying F is true, and there is only one constant
e[ 0, the following equation is true:

M þ e�1DDT þ eETE\ 0 ð12Þ

Lemma 3: Consider a quadratic function VðxðkjkÞÞ ¼ xTPx; P [ 0 satisfies the
following equation:

Vðxðk þ i þ 1jkÞÞ � Vðxðk þ ijkÞÞ � � ½ðxðk þ ijkÞTQðxðk þ ijkÞ
� uðk þ ijkÞTRuðk þ ijkÞ� ð13Þ

Under the condition of Vð�xð1ÞÞ ¼ 0 or �xð1Þ ¼ 0, from i ¼ 0 to 1 on both sides of
Eq. (13), then:

J1ðkÞ � VðxðkÞÞ � h ð14Þ

where h is the upper bound of �J1ðkÞ.

322 H. Li et al.



Lemma 4: Given a scalar r [ 0, the asymptotic stability of the system with unknown
disturbance xðkÞ can be guaranteed, and the output zðkÞ of the system can also satisfy
zk k � r xk k. The discrete time robust H1 performance is considered.

Definition 1: Drpðk þ 1Þ is the change of time-varying set values. It is a known
bounded variable that is not affected by system state variable, control input and other
variables. It is treated here as bounded external interference.

Theorem 1. For the uncertain discrete system with external disturbance and time-
varying tracking trajectory described in Eq. (6), when �xðkÞ¼ 0 and cðkÞ¼ 0 exist,
there is a constant e [ 0, the matrix W 2 Rm�n and the symmetric positive definite
matrix P1 2 Rm�n satisfying Eq. (15) and (16), so that the control parameters DuðkÞ ¼
WP�1

1 �xðkÞ satisfies Vð�xðkjkÞÞ minimum.

�P1 P1�AT þW�BT P1 �Q1=2 W�R1=2 P1 �HT
a W �HT

b
� �P1 þ e1 �N �NT þ e2 �N �NT 0 0 0 0
� � �hI 0 0 0
� � � �hI 0 0
� � � � �e1I 0
� � � � � �e2I

2
6666664

3
7777775

ð15Þ

s:t:
1 �xTðkÞ

�xðkÞ P1

� �
[ 0 ð16Þ

Proof 1: In order to ensure the stability of the robust model predictive control system,
under the conditions of �xðkÞ¼ 0 and cðkÞ ¼ 0. According to Lemma 3, there is a
quadratic function VðxðkjkÞÞ ¼ xTPx; P [ 0 which satisfies the following equation:

Vð�xðk þ i þ 1jkÞÞ � Vð�xðk þ ijkÞÞ �
�½ð�xðk þ ijkÞT �Qð�xðk þ ijkÞ � Duðk þ ijkÞT�RDuðk þ ijkÞ ð17Þ

Under the condition of Vð�xð1ÞÞ ¼ 0 or �xð1Þ ¼ 0, from i ¼ 0 to 1 on both
sides of Eq. (15), then:

�J1ðkÞ � Vð�xðkÞÞ � h ð18Þ

where h is the upper bound of �J1ðkÞ. Let T and multiply both sides of Eq. (17) by h�1

to get:

h�1DVð�xðk þ ijkÞÞ þ h�1�J1ðkÞ � 0 ð19Þ
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Substituting DuðkjkÞ ¼ �K�xðkjkÞ into Eq. (19) to get:

ð�AðkÞ þ �BðkÞ�KÞTP�1
1 ð�AðkÞ þ �BðkÞ�KÞ � P�1

1 þ h�1 �Q þ �KTh�1�R�K\ 0 ð20Þ

According to Lemma 1, the following form can be obtained:

�P�1
1 ð�AðkÞþ �BðkÞ�KÞT �Q1=2 �R1=2

� �P1 0 0
� � �h 0
� � � �h

2
664

3
775\ 0 ð21Þ

Based on �AðkÞ ¼ �A þ �Da and �BðkÞ ¼ �B þ �Db, the following equation can be
obtained:

�P�1
1 ð�Aþ �B�KÞT �Q1=2 �R1=2

� �P1 0 0
� � �h 0
� � � �h

2
664

3
775 þ

0 �DT
a 0 0

� 0 0 0
� � 0 0
� � � 0

2
664

3
775þ

0 �DT
b 0 0

� 0 0 0
� � 0 0
� � � 0

2
664

3
775\ 0

ð22Þ

Then, according to the Eq. (22) and Lemma 2. When �Da and �Db is a matrix that
satisfies �DT

a
�Da � I and �DT

b
�Db � I, it has a constant e1 [ 0; e2 [ 0 that make the

following equation is true.

�P�1
1 ð�Aþ �B�KÞT �Q1=2 �R1=2

� �P1 0 0

�� �h 0

�� � �h

2
6664

3
7775þ e1

0
�N

0

0

2
6664

3
7775

0
�N

0

0

2
6664

3
7775
T

þ e�1
1

�Ha

0

0

0

2
6664

3
7775

�Ha

0

0

0

2
6664

3
7775
T

þ e2

0
�N

0

0

2
6664

3
7775

0
�N

0

0

2
6664

3
7775
T

þ e�1
2

�Hb

0

0

0

2
6664

3
7775

�Hb

0

0

0

2
6664

3
7775
T

\0

ð23Þ

Based on Lemma 1 the following form can be obtained:

�P�1
1

�AT þ �BT �K �Q1=2 �KT�R1=2 �HT
a

�KT �HT
b

� �P1 þ e1 �N �NT þ e2 �N �NT 0 0 0 0
� � �hI 0 0 0
� � � �hI 0 0
� � � � �e1I 0
� � � � � �e2I

2
6666664

3
7777775
\0 ð24Þ
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The left and right ends of Eq. (23) are multiplied by diag P1 I I I I I½ �, and
carrying out inverse operation on Eq. (23), Eq. (15) can be obtained via W ¼ �KP1.

To get the system invariant set, take the maximum value of �xðkÞ, and set
P1 ¼ hP�1, Eq. (16) can be got based on Vð�xðkÞÞ � �xTðkÞP�xðkÞ � h and Lemma 1.

Theorem 2. For the uncertain discrete system with external disturbance and time-
varying tracking trajectory described in Eq. (6), when �xðkÞ¼ 0 and cðkÞ¼ 0 exist,
there is a constant e [ 0, the matrix W 2 Rm�n and the symmetric positive definite
matrix P1 2 Rm�n satisfying Eq. (25) and (26), so that the control parameters DuðkÞ ¼
WP�1

1 �xðkÞ satisfies Vð�xðkjkÞÞ minimum.

�P1 0 P1�AT þWT�BT P1�ET

� �r2I GT 0
� � �P1 þ e1 �N �NT þ e2 �N �NT 0
� � � �I
� � � �
� � � �
� � � �
� � � �

2
66666666664

P1 �Q1=2 WT�R1=2 P1 �HT
a WT �HT

b
0 0 0 0
0 0 0 0
0 0 0 0

�hI 0 0 0
� �hI 0 0
� � �e1I 0
� � � �e2I

3
77777777775
\ 0 ð25Þ

s:t:
1 �xTðkÞ

�xðkÞ P1

� �
[ 0 ð26Þ

Proof 2: In the case of unknown external interference, in order to ensure the stability
of the closed-loop system, on the basis of Theorem 1, the performance indexes are
introduced as follows:

J ¼
X1
k¼0

½ zTðkÞ� �
zðkÞ � c2 xTðkÞ� �

xðkÞ� ð27Þ

Then for any �xðkÞ 2 l2½0; 1� with nonzero and according to Lemma 3, it has:

�J11ðkÞ �
X1
k¼0

½ðzTðkÞzðkÞ � r2ðxTðkÞxðkÞ þ h�1DVð�xðk þ ijkÞÞ þ h�1�J1ðkÞ�

ð28Þ

Similar to Theorem 1, according to Lemma 1, the following form can be obtained:

�xðkÞ
�xðkÞ

� �T
�P�1

1 0 ð�AðkÞþ �BðkÞ�KÞT �ET �Q1=2 �R1=2

� �r2 GT 0 0 0
� � �P1 0 0 0
� � � �I 0 0
� � � � �h 0
� � � � � �h

2
6666664

3
7777775

�xðkÞ
�xðkÞ

� �
\0 ð29Þ
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Based on �AðkÞ ¼ �A þ �Da and �BðkÞ ¼ �B þ �Db, the following equation can be
obtained:

�P1 0 �AT þ �KT�BT P1�ET �Q1=2 �KT�R1=2

� �r2I GT 0 0 0

�� �P1 þ e1 �N �NT þ e2 �N �NT 0 0 0

�� � �I 0 0

�� �� �hI 0

�� �� � �hI

2
666666664

3
777777775
þ

0 0 �DT
a 0 0 0

� 0 0 0 0 0

�� 0 0 0 0

�� � 0 0 0

�� �� 0 0

�� �� � 0

2
666666664

3
777777775

þ

0 0 �DT
b 0 0 0

� 0 0 0 0 0

�� 0 0 0 0

�� � 0 0 0

�� �� 0 0

�� �� � 0

2
666666664

3
777777775
\ 0

ð30Þ

Then according to the Eq. (30) and Lemma 2, when �Da and �Db is a matrix that
satisfies �DT

a
�Da � I and �DT

b
�Db � I, it has a constant e1 [ 0; e2 [ 0 that make the

following equation is true.

�P1 0 �AT þ �KT�BT P1�ET �Q1=2 �KT�R1=2

� �r2I GT 0 0 0

�� �P1þ e1 �N �NT þ e2 �N �NT 0 0 0

�� � �I 0 0

�� �� �hI 0

�� �� � �hI

2
666666664

3
777777775
þ e1

0

0
�N

0

0

0

2
666666664

3
777777775

0

0
�N

0

0

0

2
666666664

3
777777775

T

þ e�1
1

�Ha

0

0

0

0

0

2
666666664

3
777777775

�Ha

0

0

0

0

0

2
666666664

3
777777775

T

þ e2

0

0
�N

0

0

0

2
666666664

3
777777775

0

0
�N

0

0

0

2
666666664

3
777777775

T

þ e�1
2

�Hb

0

0

0

0

0

2
666666664

3
777777775

�Hb

0

0

0

0

0

2
666666664

3
777777775

T

\ 0

ð31Þ

According to Lemma 1, the following form can be obtained:

�P1 0 �AT þ �KT�BT �ET

� �r2 GT 0
� � �P1 þ e1 �N �NT þ e2 �N �NT 0
� � � �I
� � � �
� � � �
� � � �
� � � �

2
66666666664

�Q1=2 �KT�R1=2 �HT
a

�KT �HT
b

0 0 0 0
0 0 0 0
0 0 0 0
�h 0 0 0
� �h 0 0
� � �e1 0
� � � �e2

3
77777777775

ð32Þ
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The left and right ends of Eq. (32) aremultiplied bydiag P1 I I I I I I I½ �,
and carrying out inverse operation on Eq. (32), Eq. (25) can be obtained viaW ¼ �KP1.
The H1 performance index zk k � r �xk k is guaranteed. So far, it completes proof 2.

Theorem 3. For the uncertain discrete system with external disturbance and time-
varying tracking trajectory described in Eq. (6), when xðkÞ 6¼ 0 and cðkÞ 6¼ 0 exist,
there is a constant e [ 0, the matrix W 2 Rm�n and the symmetric positive definite
matrix P1 2 Rm�n satisfying Eq. (16), so that the control parameters DuðkÞ ¼
WP�1

1 �xðkÞ satisfies Vð�xðkjkÞÞ minimum.

�P1 0 0 P1�AT þWT�BT P1�ET P1�ET P1 �Q1=2 WT�R1=2 P1 �HT
a WT �HT

b
� �r2I 0 0 0 0 0 0 0 0
� � �o2I 0 0 0 0 0 0 0
� � � �P1 þ e1 �N �NT þ e2 �N �NT 0 0 0 0 0 0
� � � � �I 0 0 0 0 0
� � � � � �I 0 0 0 0
� � � � � � �hI 0 0 0
� � � � � � � �hI 0 0
� � � � � � � � �e1I 0
� � � � � � � � � �e2I

2
666666666666664

3
777777777777775
ð33Þ

s:t:
1 �xTðkÞ

�xðkÞ P1

� �
[ 0 ð34Þ

Proof 3: Since the change in the time-varying target trajectories cðkÞ can be consid-
ered as a known bounded disturbance, in terms of �xðkÞ 6¼ 0 and cðkÞ 6¼ 0, the fol-
lowing H1 performance index for time-varying tracking trajectory and bounded
disturbance are introduced respectively.

J ¼
X1
k¼0

½ zTðkÞ� �
zðkÞ � o2 Dcðk þ 1ÞT

� �
Dcðk þ 1Þ� ð35Þ

Then for any �xðkÞ 2 l2½0; 1� and cðkÞ 2 l2½0; 1�, the following form can be
obtained:

�J21ðkÞ �
X1
k¼0

½ðzTðkÞzðkÞ � r2ðxTðkÞxðkÞ þ ðzTðkÞzðkÞ

� ðrÞ2ðDcðk þ 1ÞTDcðk þ 1ÞðkÞ þ h�1DVð�xðk þ ijkÞÞ þ h�1�J1ðkÞ�
ð36Þ
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Through Lemma 3 and Lemma 1, the following form can be obtained:

�xðkÞ
�xðkÞ

Dcðkþ 1Þ

2
4

3
5
T

�P�1
1 0 0 ð�AðkÞþ �BðkÞ�KÞT �ET �ET �Q1=2 �R1=2

� �r2 0 GT 0 0 0 0
� � �o2 LT 0 0 0 0
� � � �P1 0 0 0 0
� � � � �I 0 0 0
� � � � � �I 0 0
� � � � � � �h 0
� � � � � � � �h

2
66666666664

3
77777777775

�xðkÞ
�xðkÞ

Dcðkþ 1Þ

2
4

3
5\ 0

ð37Þ

Based on �AðkÞ ¼ �A þ �Da, �BðkÞ ¼ �B þ �Db and Lemma 2, it has:

�P�1
1 0 0 �AT þ �KT�B �ET �ET �Q1=2 �R1=2

� �r2 0 GT 0 0 0 0

�� �o2 LT 0 0 0 0

�� � �P1 þ e1 �N �NT þ e2 �N �NT 0 0 0 0

�� �� �I 0 0 0

�� �� � �I 0 0

�� �� �� �h 0

�� �� �� � �h

2
66666666666664

3
77777777777775
þ e1

0

0

0
�N

0

0

0

0

2
66666666666664

3
77777777777775

0

0

0
�N

0

0

0

0

2
66666666666664

3
77777777777775

T

þ e2

0

0

0
�N

0

0

0

0

2
66666666666664

3
77777777777775

0

0

0
�N

0

0

0

0

2
66666666666664

3
77777777777775

T

þ e�1
1

�Ha

0

0

0

0

0

0

0

2
66666666666664

3
77777777777775

�Ha

0

0

0

0

0

0

0

2
66666666666664

3
77777777777775

T

þ e�1
2

�Hb

0

0

0

0

0

0

0

2
66666666666664

3
77777777777775

�Hb

0

0

0

0

0

0

0

2
66666666666664

3
77777777777775

T

\ 0

ð38Þ

According to Lemma 1, it has:

�P1 0 0 �AT þ �KT�BT �ET

� �r2 0 GT 0
� � �o2 LT 0
� � � �P1 þ e1 �N �NT þ e2 �N �NT 0
� � � � �I
� � � � �
� � � � �
� � � � �
� � � � �
� � � � �

2
666666666666664

�ET �Q1=2 �KT�R1=2 �HT
a

�KT �HT
b

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
�I 0 0 0 0
� �h 0 0 0
� � �h 0 0
� � � �e1 0
� � � � �e2

3
777777777777775

\0

ð39Þ

The left and right ends of Eq. (39) are multiplied by diag[P1 I I I I
I I I I I �, and carrying out inverse operation on Eq. (39), Eq. (33) can be obtained
via W ¼ �KP1. The H1 performance index zk k � o �xk k is guaranteed. So far, it com-
plets proof 3.
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4 Simulation Case

4.1 A Subsection Sample

This study uses the model of Ingenieurburo GurskiSchramm’s TTS20 water tank
system and uses MATLAB to simulate some or whole of the controlled objects in
actual industrial production. Figure 1 is the schematic of TTS20 the water tank.

4.2 Process Model

Liquid level is one of the most important control parameters in petrochemical pro-
duction. Taking TTS20 water tank level as an example, the proposed control method is
used to control the liquid level. The state space model of liquid level for TTS20 water
tank is as follows [11].

A ¼ 0:9850 0:0107

0:0078 0:9784

� �
;B ¼ 64:4453

0:2559

� �
;C ¼ 1 0½ �;

N ¼ 0:1 0

0 0:1

� �
;Ha ¼ 0:1 0

0 0:2

� �
; Hb ¼ 0:2

0:1

� �
:

The initial state of the system is xð0Þ ¼ 0 0½ �T, The weighted matrix of per-
formance indicators are Q ¼ diag½10 5 1�, R ¼ 0:1. The boundary of the unknown
disturbance is 0.2.

In order to describe the system output error conveniently, the following formula is
defined:

DðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eTðkÞeðkÞ

p
ð40Þ

Fig. 1. Structure and process flow of TTS20
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The controller input of the time-varying trajectory robust predictive control system
is shown in Fig. 2. The traditional control input is shown in Fig. 3. From the com-
parison between Fig. 2 and Fig. 3, the disturbance of the traditional control method is
obviously greater than that of the control method proposed in this paper.

Figure 4 and Fig. 5 respectively show the tracking performance of the proposed
method and the tracking performance of the traditional method, as shown below.

Compared with Fig. 6 and Fig. 7, the control method proposed in this paper is more
effective than the traditional control method. The comparison of the output response of
the system is as follows.

Fig. 3. Control input with the traditional
method

Fig. 2. Controller input with the proposed
method

Fig. 5. System tracking performance with
the traditional control method

Fig. 4. System tracking performance with
the proposed method
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Through the above simulation examples, it can be seen that, for uncertainty,
unknown external disturbance and time-varying tracking track on system, the control
method proposed can not only guarantee the stability of the system but also effectively
avoid the influence of uncertainties on the control effect of the system. Moreover, the
system has faster response speed, smaller overshoot and better control performance,
which is more suitable for the actual industrial production process.

5 Conclusions

In this paper, a robust predictive control method is designed for chemical processes
with uncertainties, unknown external disturbances and time-varying trajectories. Based
on the traditional state space model, the output tracking error is extended to reduce the
steady-state error and improve the degree of freedom of the system. By means of
Lyapunov Krasovskii stability theory, linear matrix inequality method and H-Infinite
performance index, the model uncertainty, bounded disturbance and target trajectory
time-varying disturbance are effectively suppressed while ensuring the stable operation
of the system. The simulation results show that the proposed method can guarantee the
stability of chemical system in the presence of the time-varying tracking trajectory.

In future studies, the time-varying tracking trajectory of multi-phase batch pro-
cesses will be considered. Because the tracking trajectory of the target usually changes
according to the production requirements in the actual production process, there are
also related requirements in the multi-phase batch process.
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Fig. 7. System output with the traditional
method

Fig. 6. System output with the proposed
method
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Abstract. Mechanism model of activated sludge process (ASM) is hard to
predict the water qualities because of the frequent operating conditions of
wastewater treatment process (WWTP). This paper presented an integrated soft
sensor of effluent COD, which is composed of simplified mechanism model and
RBF neural network (RBFNN) as sub-models. The output of the integrated
model is the sum of the outputs of sub-models. Simplified mechanism model can
describe the dynamic mechanism characteristics of WWTP and RBFNN is used
to compensate the modeling error of the mechanism model. The integrated
model has the simplified structure and satisfying real-time capability. Simula-
tions showed the hybrid integrated model has high predicting accuracy.

Keywords: Modeling � WWTP � Integrated model � RBF neural network

1 Introductions

WWTP is a typical nonlinear process with varying operating conditions. WWTP based
on activated slusge process to remove the organic contaminants to purify the
wastewater. Some key water qualities of activated sludge process are difficult to be
measured online, which is not conducive for the control and optimization of
WWTP. The prediction accuracy of ASM series models is very poor when they are
only adopted to predict water qualities because of high dimensions, complex structure,
parameter invariability with varying operating conditions. Moreover, the high-
dimensionality of detailed phenomenological models results in an enormous compu-
tational requirements and ill-conditioned problems due to the interaction between fast
and slow dynamics [1]. From the perspective of modeling, ASM series models are
difficult to identify in real time due to the large number of unknown parameters, which
is not conducive to the practical application [2]. Existing soft sensors of water quality
based on the mechanism model adopted simplified or reduced-order model to decrease
the calculation cost, including linearization of ASM models, the simplification of ASM
models based on mechanism analysis and the simplification of ASM models based on
the separation of time scales.
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Soft sensor of water quality based on data-driven model is investigated widely,
where neural network, SVM, feedforward neural networks, adaptive and recursive
extensions of PCR and PLS [3], fuzzy neural network are used to predict water
qualities of WWTP. Data-driven model cannot indicate the biochemical reactions of
WWTP, and require the high quality and adequate quantity of the modeling data. Bates
and Granger presented the multi-models idea to improve the prediction accuracy and
robustness by means of integrating several models [4].

Hybrid modeling method gains wide attention recently through integrating the
mechanism model including biochemical reaction expressions and intelligent models.
Literature [5] presented the hybrid soft sensor for COD, MLSS and cyanide concen-
tration, which ASM1 and error compensation model are arranged in parallel. But the
order of ASM1 model is very high resulting to the long computation time. The
parameters of error compensation model are numerous and difficult to be identified.
Literature [6] presented a hybrid soft sensor for COD based on mechanism model and
linear polynomial models, and linear models are used to compensate the modeling error
of mechanism model. The number of linear models can be achieved by synchronous
clustering algorithm that the time interval between input and output data and the
relevance of adjacent data is considered.

A hybrid integrated model for effluent COD of the activated sludge A/O process is
presented in this paper. The hybrid model is composed of two sub-models that are
simplified ASM1model and RBFNN. The output of the hybrid model is the sum of those
of sub-models, simplified ASM1 model describes the biochemical reactions of A/O
process and the RBFNN is used to compensate the error of the simplified ASM1 model.
The presented model has compact structure and satisfying real-time capability. Simula-
tions based on real data showed the hybrid integratedmodel has high predicting accuracy.

2 Descriptions of A/O Process

The flow diagrams of A/O process is shown as Fig. 1.
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In A/O process, pretreated wastewater flows into anoxic tank, and mixes with
recycled sludge and mixed liquor from aerobic tank. In anoxic tank, denitrification
removes nitrogenous pollutant and portion of carbonic pollutant. Then, wastewater
flows into aerobic tank where nitration and carbon degradation accur and most of
carbonic pollutant is removed. The DO (Dissolved Oxygen) of aerobic tank is con-
trolled by aeration blowers. Portion of wastewater from aerobic tank is recycled back to
anoxic tank to participate in denitrification, the remainder flows into secondary clarifier
where the upper clarified water is recycled as industrial consumption or discharged to
receiving waterbody.

The variables of influencing effluent COD of A/O process are influent SS (Sus-
pended Solid concentration), influent COD, ammonia nitrogen NHþ

4 � N, flowrate
Qin, DO of aerobic tank. The relationship of above variables can be expressed as
follows:

ŷCOD ¼ f ðSS; NH þ
4 � N; Qin; COD; DOÞ ð1Þ

Here, f �ð Þ denotes unknown dynamic nonlinear function. Hybrid model with the
relationship f �ð Þ of effluent COD and related variables can be used to calculate the
estimated COD.

3 The Structure of Hybrid Integrated Model

The hybrid integrated model presented in this paper is composed of data acquisition
and preprocessing, simplified mechanism model of effluent COD and RBFNN, shown
as Fig. 2.

The raw data from real WWTP should be processed by filtering, recognition and
correction of outliers. A/O process model based on simplified ASM1 and RBFNN are
the submodels of hybrid integrated model whose output is the sum of the outputs of
submodels. The error of mechanism model is compensated by RBFNN.
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The output of hybrid integrated model can be written by:

ŷCOD ¼ ymCOD þ eNN ð2Þ

Here, ymCOD is the calculated COD of mechanism model, eNN the output of
RBFNN.

3.1 Mechanism Model of A/O Process Based on Simplified ASM1 Model

Simplification assumptions of ASM1 refer to [6] and SASM1 (Simplified ASM1
model) in matrix format is built, see Table 1. SASM1 model is used to describe the
mechanism of A/O process, and the parameters of SASM1 use the default values of
ASM1 model at 20 °C [7]. Component calculation model proposed in [6] is adopted to
calculate components concentration corresponding to SASM1 model from influent
COD, SS and NHþ

4 � N. COD is calculated by water quality calculation model using
the components concentration obtained by A/O process model, expressed as ymCOD.

Ss is readily biodegradable substance; XIP is inert particulate organic matter; XS is
slow biodegradable substance; XBH is heterotrophic bacteria; XBA is autotrophic bac-
teria; SNO is nitrogen in the form of nitrate and nitrite nitrogen; SNH is ammonia
nitrogen; SO is dissolved oxygen, using actual measured DO concentration.

lmH is heterotrophic maximum specific growth rate, bH attenuation coefficient of
heterotrophic bacteria, KS half-saturation constant of readily biodegradable substance,
KOH oxygen half-saturation constant of heterotrophic bacteria, KNO nitrates half-
saturation constant of heterotrophic bacteria, YH heterotrophic yield coefficient, fP
proportion of particulate microorganisms, iXB proportion of microbial cells for the
nitrogen content.

Table 1. SASM1 model

Components i 1 SS 2
XIP

3 XS 4
XBH

5
SNO

6
SNH

Process rate qj
j Process

1 Aerobic
growth of
heterotrophic
bacteria

� 1
YH

1 �iXB lmH ¼ SS
KS þ SS

SO
KOH þ SO

XBH

2 Anoxic
growth of
heterotrophic
bacteria

� 1
YH

1 YH�1
2:86YH

�iXB lmH ¼ SS
KS þ SS

KOH
KOH þ SO

SNO
KNO þ SNO

ggXBH

3 Decay of
heterotrophic
bacteria

fP 1 � fP −1 bHXBH

Conversion Rate ðM/L3 � T) rj ¼
P
j
vijqj
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3.2 RBF Neural Network

In order to improve the modeling accuracy and trace the real COD, the modeling error
of mechanism model should be compensated. RBFNN is used to compensate the
modeling error of A/O process model in order that the accuracy of hybrid integrated
model can be improved and the dynamic trend of WWTP be traced accurately. As a
submodel of the integrated model, the inputs of SORBFNN are X ¼ ½Qin; SS;
NH þ

4 � N;COD;DO�, and the output is eNN .

3.2.1 RBF Neural Network
RBFNN is a typical feedforward neural network and has the uniform approximation
capability. RBFNN is widely used in pattern classification and function approximation
and fit for soft sensor of industrial process. The following single-output RBFNN can
describe nonlinear system:

êNNðk þ 1Þ ¼ WðkÞU ½xðkÞ� ð3Þ

Here, xðkÞ 2 RI denote the inputs, W 2 R1�H weights of output layer, I, H the
node numbers of input layer and hidden layer, UðxÞ the vector of radial basis function.

UiðxÞ ¼ exp � ðx � ciÞ2
r2i

 !
; i ¼ 1; 2; . . .; H ð4Þ

Here, c ¼ ½ci� denotes the center of Gaussian function, r ¼ ½ri� the width of
Gaussian function.

The number of hidden nodes can be fixed or adjusted, and the centers and widths be
learned during the learning process of RBFNN. In this paper, the parameters of
RBFNN is learned by stable learning algorithm to avoid the drift of parameters and the
unstablility of modeling error.

3.3 The Learning Algorithm

The following performance index is defined:

J ¼ 1
2N

XN
k¼1

½eðkÞ�2 ð5Þ

Here, eðkÞ ¼ ŷCODðkÞ � yCODðkÞ denotes modeling error, yCODðkÞ real COD,
ŷCODðkÞ the estimated COD of integrated model, N the number of training samples.

The weights, centers and widths of RBFNN are learned by the following equations:

Wðk þ 1Þ ¼ WðkÞ � gðkÞeðk þ 1ÞUTðkÞ ð6Þ
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ciðk þ 1Þ ¼ ciðkÞ � gðkÞ 2wi

r2i
eðk þ 1ÞUiðkÞ

XI
j¼1

ðxj � ciÞ ð7Þ

riðk þ 1Þ ¼ riðkÞ � gðkÞwi

r3i
eðk þ 1ÞUiðkÞ

XI
j¼1

ðxj � ciÞ2 ð8Þ

Here, gðkÞ is stable learning rate [8],

gðkÞ ¼ g0
1 þ UðkÞk k2 þ WCðkÞk k2 þ WSðkÞk k2 :

Here, 0\ g0 � 1,

WCðkÞ ¼ 2w1

r21
U1ETðx � Ec1Þ; � � � ; 2wH

r2H
UHETðx � EcHÞ

� �
;

WSðkÞ ¼ w1

r31
U1ETðx � Ec1Þ2; � � � ; wH

r3H
UHETðx � EcHÞ2

� �
;

E ¼ ½1; � � � ; 1�T:

Above stable learning algorithm can limit the modeling error of integrated model
within a bounded scope.

4 Simulations

In order to verify the hybrid integrated model, real data from A/O process of Shenyang
north wastewater treatment plant are used in the simulations, and 120 samples are taken
as training data, 130 samples to test the hybrid model. Missing data caused by
instrument faults are estimated based on the similarity with other data and historical
data.

the kinetic parameters and stoichiometric parameters of SASM1 model are selected
as those of ASM1 at 20 °C. that is, lmH ¼ 6:0, bH ¼ 0:62, KS ¼ 20, KOH ¼ 0:20,
KNO ¼ 0:5, YH ¼ 0:67, fP ¼ 0:08, iXB ¼ 0:086.

There is no systematic method to determine the number of hidden-layer nodes of
RBFNN except empirical approach or trial and error method. Here the number H of
hidden-layer nodes of RBFNN satisfies H ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

I þ 1
p þ 1, here 1 is an integer between

0–10. H is selected as H = 10, then the structure of RBFNN is selected as 5-10-1 by
experience; learning rate g0 ¼ 0:9, the initial values of W, C and r are random
numbers between [0,1].
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Figure 3 shows the comparison results of real COD and estimated COD of
mechanism model based on SASM1. The estimated COD and real COD have the same
trend, which indicates mechanism model based on SASM1 can express the basic
dynamic characteristics of real WWTP. The differences between them are obvious, and
the modeling error cannot be ignored yet which should be compensated further. The
errors of some estimated values are higher than others because of the sensor fault or
deviation of data preprocessing.

Figure 4 shows the comparison results of real COD and estimated COD of hybrid
integrated model. The predicted accuracy of hybrid model is improved greatly after
error compensation.

Fig. 3. The comparison results of real COD and estimated COD of mechanism model

Fig. 4. The comparison results of real COD and estimated COD of hybrid integrated model
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Figure 5 shows the errors of mechanism model and hybrid integrated model.
Hybrid integrated model precedes the mechanism model obviously.

The comparisons of training and testing precision are shown as Table 2.

There is no difference between the error indices of A/O mechanism model during
training and testing phases because of the fixed values of the parameters. After the
modeling error of mechanism model is compensated, the prediction accuracy is
improved. Hybrid model in Literature [6] is a little inferior to integrated model because
the error compensation model is built by linear model.

5 Conclusions

Hybrid integrated model of water quality COD for WWTP is presented in this paper,
the following conclusions can be obtained from simulations: (1) mechanism model has
the defects of complex calculation and low accuracy; (2) RBFNN is integrated to
compensate the error, which the parameters are learned in real time. (3) the learning
rate and the structure of RBFNN are selected by the experiences, and the method to
seek the optimal parameters should be researched further to enhance the precision.

Fig. 5. The errors of mechanism model and hybrid model

Table 2. The results of testing precision

Method Training RMSE Testing RMSE

A/O model based on SASM1 8.35 8.54
Hybrid integrated model 7.20 7.51
Hybrid model in Literature [6] 8.02 8.22
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Optimal Control for Cracking Outlet
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Abstract. In this paper, a novel off-policy Q-learning is developed for solving
optimal tracking problem of cracking outlet temperature (COT) of SC-1 ethy-
lene cracking furnace, using only the measured data along the system trajec-
tories. This paper takes the outlet temperature of ethylene cracking furnace as
the background, taking the state space model as the basis, and combines the
data-driven off-policy Q-learning algorithm. A novel off-policy Q-learning
algorithm is presented by introducing behavior control policy and combining
dynamic programming with Q-learning, such that the optimal tracking controller
gain is learned with no need of knowledge of system dynamics enabling the
tracking of the target. Simulation results are given to verify the effectiveness of
the proposed method.

Keywords: Cracking outlet temperature � Off-policy Q-learning �
Data-driven � Optimal tracking control

1 Introduction

Ethylene unit is one of the most energy-consuming units in the petrochemical industry.
The main objective of the ethylene cracking furnace is to crack petroleum hydro-
carbons at high temperatures to obtain many products, such as propylene, ethylene,
butene, etc. [1]. The control of COT is very important, because it not only affects the
stable operation of subsequent units, but also affects the ethylene absorption rate. The
high temperature of COT will result in fast speed of coking on the inner tube surface
and shorten tube life. The low temperature of COT will influence the cracking effect. In
practical applications, nonlinear performance with the deposition of coke on the inner
tube surface, the traditional PID control has been proven insufficient and incapable for
such complex industrial process. Therefore, some advanced control methods [1–8]
have been developed.

However, the application of off-policy Q-learning based on extended state space
model to ethylene cracking furnace has not yet been reported. Therefore, this paper
reports an application using the state space model of the COT system of two 270 k
tone/year SC-1 ethylene cracking furnace in Petro China Daqing Petrochemical
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Company by off-policy Q-learning. Q-learning, also known as action-dependent heuristic
dynamic programming (ADHDP), has always been adopted by approximate dynamic
programming (ADP) schemes, which combine adaptive critics, a reinforcement learning
technique with dynamic programming to solve optimal control problems [9].

In this paper, the off-policy Q-learning is employed into an extended state space
formulation of COT systems. The main merit of the proposed approach lies in that the
optimal tracking controller can be found using the measured augmented variables
including input, output and their past values together tracking errors rather than uti-
lizing the system model parameters or state of systems, since they are hard to be
available in practice.

The rest of paper is given as follows. Section 2 discusses the production process of
ethylene cracking furnace and total feed flow lifting/lowering control. Section 3 pro-
poses the off-policy Q-learning design algorithm for the cracking outlet temperature of
ethylene cracking furnace. Section 4 verifies the effectiveness and no bias of solution
for the proposed method. Conclusions are stated in Sect. 5.

2 The Ethylene Cracking Furnace

2.1 Process Description

The overall process of the 270k tone/year SC-1 type ethylene cracking furnace is
shown in Fig. 1 [1]. It has a single chamber. The chamber is made of eight sets of pipes
and 24 furnace tubes. This cracking furnace can crack naphtha (NAP) or hydrocracking
tail oil (HTO). There are two cracking furnaces that are labeled M and N furnace in
practice, respectively. Taking M furnace (EH111M) as an example, the raw material is
NAP. The measurement of the chamber temperature is TI1015M. For the fuel gas
system, the fuel pressure controller is PIC1022M, and the COT controller is TC1022M,
where PV is process variable, SV is set-point, MV is manipulated variable, AUTO or
RCAS is operation mode of controller. The final objective is to control COT within a
stable range based on process requirement. The process flow is as follows.

The flow of NAP is separated into eight branches and sent into the convection room
of the furnace (EH111M) to be heated. In the first time, the heated temperature (HC
PREHEAT1) is about 350.6 °C. In the second time, the heated temperature (HC
PREHEAT2) is about 531.9 °C. Each branch joins together with heated dilution steam
(DS) by the way of ratio control and then flows into the radiation room of the furnace.
DS is injected, two times, into NAP. The first time is HC+DS1. The second time is HC
+DS2 that is mixed by a hybrid plant (M-1122A/C). In the radiation section, the
hydrocarbon is cracked into a combination of target products and other heavier
hydrocarbons [1].

After leaving the radiation section of the furnace, the cracked gas cools rapidly to
stop the unwanted reaction. For the fuel gas system, the control mode which is between
the designed controller and the fuel pressure controller (PID) is remote cascade
(RCAS). The basic pressure controller is output by the advanced controller to a set
value and the PID controller achieves the control requirement of COT by adjusting the
fuel pressure (PIC1022M). The control objective of the COT (TC1022M) is 860 °C.
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Here for the designed controller, MV is the set-point of pressure controller, CV is the
set-point of COT, and PV is a calculated value of feed flow and COT of eight branch-
es, respectively. For the pass flow system, DS and pass flow are mixed using a double
closed-loop ratio controller where CV is the setpoint of feed flow [1]. They adopt PID
control method.

2.2 Total Feed Flow Lifting/Lowering Control

The design principle of the feed flow lifting/reducing control system of the cracking
furnace is that when the raw material processing quantity needs to be changed, the
control system can reasonably distribute the flow of each group of the cracking furnace
according to the current operation condition, so as to minimize the impact of the flow
change on the outlet temperature of the cracking furnace. Therefore, the
lifting/lowering control system realizes the specified lifting/lowering within the spec-
ified time, and works in coordination with the cot temperature balance control system
of each group, so as to minimize the adverse effects caused by the change of the feeding
quantity. In this way, the lifting/lowering control can be realized smoothly, which not
only ensures the stable operation of cracking furnace, but also changes the production
load. The above control scheme is used for single feed operation. In the single feed
operation, the average furnace tube outlet temperature is controlled by adjusting the
combustion of cracking furnace. By adjusting the hydrocarbon flow to the furnace tube,
the temperature balance at the outlet of the furnace tube and the flow rate of the
cracking furnace are controlled in the zone feeding state. The same control scheme is
used for the main raw materials as the single feeding state. For the secondary raw
materials, the outlet temperature of the furnace tube is controlled by regulating the

Fig. 1 Process of the SC-1 type ethylene cracking furnace.
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hydrocarbon flow of the furnace tube. For the secondary feed furnace tube, the flow
rate cannot be controlled because there is no redundant adjustable variable. The
maximum mass flow of the feed is defined as the main raw material. This feed
determines the combustion and total flow rate of the cracking furnace [10].

3 The Off-Policy Q-Learning Design for the COT of Ethylene
Cracking Furnace

In the past, we used the advanced control strategy based on the state space model for
the temperature control of ethylene cracking furnace, but we still need to know the state
space of the system. In this section, we use the Q-learning algorithm and do not need to
know the system model parameters or states. We only use the measured data and do not
need to design the state observer to get the approximate optimal tracker so as to realize
the tracking purpose of 860 °C.

3.1 Problem Description

The COT problem of DT linear systems is formulated by using an extended state space
expression, such that the differenced input becomes the decision variable that drives the
systems to follow the target reference signal [1].

yðkþ 1Þ þ F1yðkÞ þ F2yðk � 1Þþ � � � þFnyðk � nþ 1Þ
¼ H1uðkÞ þ H2uðk � 1Þþ � � � þHnuðk � nþ 1Þ ð1Þ

where yðkÞ and uðkÞ are the output and input of system at sampling time instant. yðkÞ
represents the COT of ethylene cracking furnace, and uðkÞ represents the COT con-
troller TC1022M. Hiði ¼ 1; 2; � � � ; nÞ are the matrices with appropriate dimensions.

Inspired by [12], now we define two back shift operators D to (1), i.e. Dyðkþ 1Þ ¼
yðkþ 1Þ � yðkÞ and DuðkÞ ¼ uðkÞ � uðk � 1Þ, then (1) can be rewritten as

Dyðkþ 1ÞþF1DyðkÞþF2Dyðk � 1Þþ � � � þFnDðk � nþ 1Þ
¼ H1DuðkÞþH2Duðk � 1Þþ � � � þHnDuðk � nþ 1Þ ð2Þ

Define an augmented vector

DxmðkÞ ¼ DyðkÞTDyðk � 1ÞT � � �Dyðk � nþ 1ÞTDuðk � 1ÞTDuðk � 2ÞT � � �Duðk � nþ 1ÞT� �
ð3Þ

Then, can be transformed as the following form

Dxmðkþ 1Þ ¼ AmDxmðkÞþBmDuðkÞ
Dyðkþ 1Þ ¼ CmDxmðkþ 1Þ ð4Þ
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where

Am ¼

�F1 �F2 � � � �Fn�1 �Fn H2 � � � Hn�1 Hn

Iq 0 � � � 0 0 0 � � � 0 0
0 Iq � � � 0 0 0 � � � 0 0

..

. ..
. � � � ..

. ..
. ..

. � � � ..
. ..

.

0 0 � � � Iq 0 0 � � � 0 0
0 0 � � � 0 0 0 � � � 0 0
0 0 � � � 0 0 Ip � � � 0 0

..

. ..
. � � � ..

. ..
. � � � ..

. ..
. ..

.

0 0 � � � 0 0 0 0 Ip 0

2
666666666666664

3
777777777777775

Bm ¼ HT
1 0 0 � � � 0 IP 0 0

� �
Cm ¼ Iq 0 0 � � � 0 0 0 0½ �

Suppose the target output is r to be a constant reference signal, then the output
tracking error can be defined as eðkÞ ¼ yðkÞ � r By (3), one has

eðkþ 1Þ ¼ eðkÞþCmAmDxmðkÞþCmBmDuðkÞ ð5Þ

Let zðkÞ ¼ DxmðkÞ
eðkÞ

� �
, compacting (4) and (5) yields an extended state space

model below

zðkþ 1Þ ¼ �AzðkÞ þ �BDuðkÞ ð6Þ

where

�A ¼ Am 0
CmAm I

� �
; �B ¼ Bm

CmBm

� �

Remark 1: By compacting the differenced variable DxmðkÞ with the tracking error
eðkÞ, the extended state space model (6) will be employed for handling the optimal
tracking control problem in the dynamic programming combined with RL framework,
rather than using the general state and output equations of systems like [13–17].

The target of this paper is to find the optimal tracking control policy by designing
the differenced input, such that the output yðkÞ of the system (1) follows the target
reference signal and meanwhile minimizing the following performance index:

J ¼
X1
k¼0

zðkÞTQzðkÞ þ DuðkÞTRDuðkÞ� �� ð7Þ
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where Q � 0 and R [ 0 are symmetric matrices. Thus, the optimal tracking control
problem can be formulated below:

J� ¼ min
DuðkÞ

X1
k¼0

zðkÞT QzðkÞ þ DuðkÞT RDuðkÞ�� ð8Þ

s. t. (6)
The sequence is going to find the optimal tracking control policy by solving the

optimization problem shown in (8) using only data without requiring the knowledge of
system.

3.2 Off-Policy Q-Learning

An off-policy Q-learning algorithm is developed for finding the optimal tracking
controller without the of system dynamics for the COT of ethylene cracking furnace.

Suppose DuðkÞ ¼ �KzðkÞ, one can respectively define the optimal value function
and the optimal Q-function based on the specific cost function (7) as

V�ðzðkÞÞ ¼ min
DuðkÞ

X1
k¼0

zðkÞTQzðkÞ þ DuðkÞTRDuðkÞ� � ð9Þ

and

Q�ðzðkÞ;DuðkÞÞ ¼ zðkÞTQzðkÞþDuðkÞTRDuðkÞ þ V�ðzðkþ 1ÞÞ� ð10Þ

where K is an appropriate matrix. Thus, the following relation holds

V�ðzðkÞÞ ¼ min
DuðkÞ

Q�ðzðkÞ;DuðkÞÞ ¼ Q� zðkÞ;Du�ðkÞð Þ ð11Þ

Lemma 1. [18, 19] For a stabilizing control policy, the optimal value function and Q-
function have the quadratic forms of

V�ðzðkÞÞ ¼ zðkÞTPzðkÞ ð12Þ

and

Q�ðzðkÞ;DuðkÞÞ ¼ zðkÞ
DuðkÞ

� �T
H

zðkÞ
DuðkÞ

� �
ð13Þ
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with

H ¼ Hzz Hzu

Hzuð ÞT Huu

� �

¼ �ATP�AþQ �ATP�B
�ATP�Bð ÞT �BTP�BþR

� � ð14Þ

P ¼ I
�K

� �T
H

I
�K

� �
ð15Þ

where nðkÞ ¼ zðkÞT DuðkÞT
� �T . The Q-function based Bellman equation can be

derived below

nðkÞTHnðkÞ ¼ zðkÞQzðkÞ þ DuðkÞTRDuðkÞ þ nðkþ 1ÞTHnðkþ 1Þ ð16Þ

Implementing @Q�ðnðkÞ;DuðkÞÞ
@DuðkÞ ¼ 0 yields

Du�ðkÞ ¼ Hnuð Þ�1 Hzuð ÞTzðkÞ ð17Þ

From (16), one has

I
�K j

� �
Hjþ 1 I

�K j

� �

¼ Qþ K jð ÞTR j þ �A� �Bjð ÞT I
�K j

� �
Hjþ 1 I

�K j

� �
�A� �Bjð Þ

ð18Þ

Introducing an auxiliary variable Du jðkÞ ¼ �K jzðkÞ into system (6) yields

zðkþ 1Þ ¼ AczðkÞþ �B DuðkÞ � Du jðkÞ� � ð19Þ

where Ac ¼ �A� �BK j, DuðkÞ is called as the behavior policy to generate data and
Du jðkÞ is viewed as the target policy needed to be updated. Along the trajectory of (19)
and combined with (18), one has

Q�;jþ 1 zðkÞ; u jðkÞð Þ � zðkÞTAT
c

I
�K j

� �T
Hjþ 1 I

�K j

� �
AczðkÞ

¼ zðkÞT I
�K j

� �T
Hjþ 1 I

�K j

� �
zðkÞ � zðkþ 1Þ � �B DuðkÞ � Du jðkÞð Þð ÞT

I
�K j

� �T
Hjþ 1 I

�K j

� �
zðkþ 1Þ � �B DuðkÞ � Du jðkÞð Þð Þ

¼ zðkÞT Qþ K jð ÞTRK j
� 	

zðkÞ

ð20Þ
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Since Pjþ 1 and Hjþ 1 have the relationship shown in (14) and (15), one has a Q-
function based iterative Bellman equation as

zðkÞT I
�K j

� �T
Hjþ 1 I

�K j

� �
zðkÞ

�zðkþ 1ÞT I
�K j

� �T
Hjþ 1 I

�K j

� �

zðkþ 1Þþ 2ð�AzðkÞþ �BDuðkÞÞPjþ 1�B DuðkÞ � Du jðkÞð Þ � DuðkÞ � Du jðkÞð ÞT
�BTPjþ 1�B DuðkÞ � Du jðkÞð Þ ¼ zðkÞT Qþ K jð ÞTRK j

� 	
zðkÞ

ð21Þ

Further, one has,

zðkÞT I
�K j

� �T
Hjþ 1 I

�K j

� �
zðkÞ

� zðkþ 1ÞT I
�K j

� �T
Hjþ 1 I

�K j

� �
zðkþ 1Þþ 2zðkÞHjþ 1

zu DuðkÞþK jzðkÞð Þ
þDuðkÞ Huu � Rð Þ DuðkÞþK jzðkÞð Þ � K jzðkÞð ÞT Huu � Rð Þ
DuðkÞþK jzðkÞð Þ ¼ zðkÞT Qþ K jð ÞTRK j

� 	
zðkÞ

ð22Þ

Properly manipulating (22) yields the following form

h jðkÞLjþ 1 ¼ q j
k ð23Þ

q j
k ¼ zðkÞTQzðkÞ þ DuðkÞTRDuðkÞ

Ljþ 1 ¼ vec Ljþ 1
1

� 	� 	T
vec Ljþ 1

2

� 	
vec Ljþ 1

3

� 	� 	T

 ��

Ljþ 1
1 ¼ Hjþ 1

zz ; Ljþ 1
2 ¼ Hjþ 1

zu ; Ljþ 1
3 ¼ Hjþ 1

uu

h jðkÞ ¼ h j
1 h j

2 h j
3

� �

h j
1 ¼ zðKÞT � zðKÞ � zðKþ 1ÞT � zðKþ 1Þ

h j
2 ¼ 2zðKþ 1ÞT � K jzðKþ 1Þ� � þ 2zðKÞT � DuðKÞT

h j
3 ¼ DuðKÞT � DuðKÞT � K jzðKþ 1Þ� �T� K jzðKþ 1Þ� �T

Kjþ 1 can be calculated if finding Ljþ 1
1 and Ljþ 1

3

Kjþ 1 ¼ � Ljþ 1
1

� 	�1
Ljþ 1
3

� 	T
ð24Þ
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Then, the approximately optimal tracking control policy can be presented below:

Dujþ 1ðkÞ ¼ Duðk � 1Þ � Kjþ 1zðkÞ ð25Þ

Now, a data-driven off-policy reinforcement learning algorithm is proposed to solve
the tracking control of linear systems without the information of the system dynamics.
Instead of directly solving K from (16), Algorithm 1 presents a policy iteration algo-
rithm where the value of K is numerically approximated by solving recursive least
squares (RLS).

Algorithm 1: Off-policy Q-learning algorithm
1: Data collection: Collect system data ( )mx k and store them in the sample sets 

( )j kθ and ( )j
k kρ by using an arbitrary stabilizing behavior control policy ( )u kΔ ; 

2: Initiation: Choose the initial gain 0k , such that system (4) can steadily track the 
r. Let 0j = ; 

3: Implementing Q-learning: By using recursive least squares (RLS) or batch least 
squares (BLS) methods, 1( 1,2,3)j

iL i+ = can be estimated using the collected data in 

Step 1, and then 1jK + can be updated in terms of (24);
4: If 1j jH H l+− ≤ （ l is some small positive numbers), then stop the iteration 

and the Optimal control policy has been obtained. Otherwise, let 1j j= + and go 
back to step 3.

Remark 2: If the real value Ljþ 1 can be solved correctly, then the Du jðkÞ ¼ �K jzðkÞ
learned byAlgorithm 1will definitely converge to the optimalDu�ðkÞ as j ! 1, i.e. lim

j!1
Du jðkÞ ¼ Du�ðkÞ indicating lim

j!1
ujþ 1ðkÞ ¼ u�ðkÞ which has been proven in [18, 20].

Remark 3: Algorithm 1 uses a simple extended state space equation to simplify the
solving COT of SC-1 ethylene cracking furnace off-policy Q-learning method. The
main merits include: (a) The optimal tracking problems of COT are handled by solving
linear quadratic regulation problem for the extended state space model of those systems
using only measured data, which is a different way from [21] where states were
estimated by output and input; (b) Rather than designing state observer [22] and
employing output regulation methods [13, 23] where partial system parameters still
need to be known, the measured difference output, difference input and tracking error
can be directly utilized to learn the optimal tracking control strategy.

4 Simulation Results

In the last section, we describe the ethylene cracking furnace in the state space, and
propose the off-policy Q-learning algorithm. In this section, the simulation results show
that the algorithm 1 can guarantee to track the COT of 860 °C.
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The model of the generalized process of the SC-1 ethylene cracking furnace system
is as follow

GðsÞ ¼ 700e�180s

720sþ 1
ð26Þ

Discretizing (26) by adding a zero-order holder using sampling time T s ¼ 60 s
yields the following form

GðzÞ ¼ z�4 55:97
1� 0:92z�1 ð27Þ

Let
DxmðkÞ ¼ DyðkÞTDyðk � 1ÞT � � �Dyðk � nþ 1ÞT�

Duðk � 1ÞTDuðk � 2ÞT � � �Duðk � nþ 1ÞT�T
Then, the extended state space expression is derived below

Dxmðkþ 1Þ ¼

0:92 0 0 55:97

1 0 0 0

0 1 0 0

0 0 1 0

2
6664

3
7775DxmðkÞ

þ

0

0

1

0

2
6664

3
7775DuðkÞ

Dyðkþ 1Þ ¼ 1 0 0 0½ �Dxmðkþ 1Þ

Choose Q ¼ diagð6; 6; 6; 6; 5Þ and R ¼ 1. First, suppose the parameters of the
system are known, then the optimal Q-function matrix H� and the optimal tracking
controller gain K� can be respectively obtained in terms of (14) and (17) using com-
mand “dare” in Matlab.

H� ¼

60 290 1160 2640 20 290
170 6770 6590 9920 50 6760
170 13240 50150 66930 380 13240
2640 1674 6952 59280 960 16740
20 50 350 920 20 50
170 6760 6590 9920 50 6760

2
6666664

3
7777775

K� ¼ �0:0283 �1:0000 �1:3676 �1:7233 �0:0082½ �
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Implementing Algorithm 1 yields the optimal Q-function matrix and the optimal
tracking controller gain after 10 iterations.

H10 ¼

60 290 1160 2640 20 290
170 6770 6590 9920 50 6760
170 13240 50150 66930 380 13240
2640 1674 6952 59280 960 16740
20 50 350 920 20 50
170 6760 6590 9920 50 6760

2
6666664

3
7777775

K10 ¼ �0:0283 �1:0000 �1:3676 �1:7233 �0:0082½ �

Figure 1 shows the difference between the controller gain K j and the optimal
tracking controller gain K� when the probing noise is ek ¼ 0:6 1:5 sin2ð2:0kÞ�
cosð10:1kÞþ 0:9 sin2ð1: 102kÞ cosð4:001kÞ: during learning process. Figure 2 shows
the tracking result under the learned control policy using the proposed off-policy
learning algorithm. Figure 3 shows the control input trajectory by using off-policy Q-
learning algorithm. From Fig. 2 and Fig. 3, the target temperature can be tracked well
under the learned control policy using the proposed algorithm (Fig. 4).

Fig. 2. Convergence result of K j
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5 Conclusion

To solve the problem of temperature control at the exit of ethylene cracking furnace, a
data-driven off-policy Q-learning algorithm is proposed based on the extended state
space model. The advantage of this algorithm is that it combines the RL framework,
uses the extended state space model to deal with the optimal tracking control problem
in dynamic programming, uses the measured data and does not need to design the state
observer, and can directly use the measured differential output, differential input and
tracking error to learn the optimal tracking control target. Combined with the RL
framework, the extended state space model is used to deal with the optimal tracking
control problem in dynamic programming. Accurate and effective control of COT is of
great significance to improve the automatic control level of cracking furnace, effec-
tively achieving the goal of increasing production, saving energy and reducing
consumption.

Fig. 3. The tracking results by using off-policy Q-learning algorithm

Fig. 4. The control input trajectory by using off-policy Q-learning algorithm
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Abstract. In this paper, we give a new definition to the aerospace product
performance prototype on the foundation of lately studies and emphasize on the
importance of the credibility of the performance prototype according to the
definition and characteristics of it. Then we design a VV&A scheme for the
aerospace product performance prototype according to the characteristics and
development process of it and emphasize that the VV&A activities should run
through the whole lifecycle of it. The VV&A scheme is designed based on the
general VV&A process of M&S and corresponding to the characteristics and
development process of the performance prototype. Then we introduce the
VV&A scheme in details step by step and analyze appropriate V&V techniques
for each V&V activity. This research gives a macroscopic description for the
VV&A of the aerospace product performance prototype and can be the foun-
dation for the further researches on the implementation of the VV&A of aero-
space product performance prototype and choosing and optimizing the
appropriate V&V techniques for different V&V activities.

Keywords: Performance prototype � Verification � Validation � Accreditation �
Credibility evaluation

1 Introduction

The performance evaluation of the aerospace product is a complex system engineering
project and usually needs to be done by implementing flight tests. Comparing to
traditional flight tests, digital prototype technology can significantly shorten the
development cycle and reduce the development costs, so it is necessary to build up
digital performance prototype for the aerospace product in the early phase of its design
and development cycle.

In recent years, some domestic scholars have done a lot of researches on the digital
performance prototype for the aerospace product but mostly focused on the modeling
theories and modeling methods. Professor Zhang and his team studied several appro-
priate and effective modeling methods for the aerospace product performance prototype
such as integrated multi-objective optimization modeling method [1], collaborative
modeling method [2] and reliability modeling method based on characteristic model
[3]. The modeling theories and modeling methods of the digital performance prototype
are important, but the credibility of the digital performance prototype is also very
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important. An M&S (modeling and simulation) without credibility evaluation is
unreliable and meaningless. The core of the performance prototype is the simulation
model of the aerospace product that built in computer environment. Therefore the
credibility of the M&S represents the credibility of the performance prototype. A per-
formance prototype without credibility evaluation may has defects and may possibly
lead to the failure of the development, or even further risks and financial loss in the
manufacturing of the real product.

This paper does a preliminary study on the VV&A of the performance prototype to
ensure the high credibility and validity of the performance prototype. Section 2 gives a
new definition of the aerospace product performance prototype. Section 3 introduces
the concepts of VV&A and credibility evaluation. Section 4 first introduces a VV&A
scheme for the aerospace product performance prototype and then explains each step in
detail along with the V&V techniques appropriate for them. Section 5 is the summary
of the article.

2 Definition of the Aerospace Product Performance
Prototype

The national definition of the digital prototype in GB/T26100-2010 i.e. “General
principles of digital mock-up for mechanical products” is: the digital description for
functional independent subsystems or overall machine of the product which reflects not
only the geometric attributes of the product but also the functions and performance in at
least one certain domain [4]. The digital prototype is a product of the development of
computer design and simulation technology. Compared to the traditional physical
prototype, the digital prototype is a digital simulation model in virtual environment
implemented by computer techniques and can present the outlook, structure, function,
performance and behavior of the product as well as the physical prototype does.

The digital prototype can be categorized into geometric prototype, function pro-
totype and performance prototype based on their application. The geometric prototype
focuses on the geometric description of the product, the function prototype focuses on
the function description of the product and the performance prototype focuses on the
performance description of the product (see Fig. 1) [5].

There is no uniform definition for the aerospace product performance prototype
domestically so far. Based on the present studies, this paper defines the aerospace
product performance prototype as follow. The aerospace product performance proto-
type is an aggregation of simulation models, virtual environment and simulation data
formed by analysis, validation and optimizing the performance indicators of each
development phase of the aerospace product based on the geometric prototype and the
function prototype using CAE/CFD software as core techniques.

The major purpose of developing the digital prototype is to replace the physical
prototype to analyze and evaluate the performance of the aircraft under different flight
conditions by simulate and calculate the form, structure, and aerodynamic parameters
in computer environment.
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3 The Concepts of VV&A and Credibility Evaluation

VV&A is the acronym of verification, validation, and accreditation and is a generic
term of a series of activities that run through the whole lifecycle of the M&S to inspect
the validity and credibility of the simulation model. Model verification solves the
problem of “did we build the model rightly” i.e. ensures that the transformation process
of the model from one form to another is with sufficient accuracy as intended, for
example the process of transformation from the requirements documentation to the
conceptual model or the transformation from the conceptual model to the computer
model. Model validation solves the problem of “did we build the right model” i.e.
ensures the model behaves with sufficient accuracy consistent with the application
objectives within its domain of applicability. Accreditation is the official certification
that a model or simulation is acceptable for use for a specific purpose [6].

The credibility is the extent of the consistency between the simulation model and
the simulation purpose decided by the similarity between the simulation system and the
original system [7]. The credibility is an important indicator to measure the validity of
the simulation model and to decide whether the model is acceptable. The credibility can
be implemented by VV&A and in some sense the credibility is VV&A. Substantially,
VV&A is not only an activity but a process runs through the whole lifecycle of the
simulation model. The purpose of VV&A is to improve the credibility of the simulation
model, and implementing the VV&A activities through the lifecycle of the simulation
model effectively ensures the high credibility of the simulation model.

A sta c descrip on that mainly about the 
geometric characteris cs of the product 
and the manufacturing characteris cs 
related to them such as shape, size, posi-

on and materials.

A dynamic descrip on that mainly about 
the func onal characteris cs of the 
product and mainly applied for require-
ments analysis, func on design, safety 
analysis and mo on analysis.

A descrip on that mainly about the per-
formance characteris cs of the product 
and mainly applied for multidisciplinary 
simula on like aerodynamic mul disci-
plinary, structural strength, etc.

Digital
Prototype

Geometric
Prototype

Func on
Prototype

Performance
Prototype

Fig. 1. The classification of the digital prototype based on application
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4 A VV&A Scheme for the Aerospace Product Performance
Prototype

The development cycle of an aerospace product performance prototype is a complex
task which relates to several disciplines and contains designs and developments of
multiple subsystems along with their integration and application. On the perspective of
the overall system, the development process of the performance prototype can be
divided into six phases which are requirements analysis, building conceptual model,
prototype design, prototype implementation, simulation results output and prototype
acceptance (see Fig. 2). Corresponding to each phase of the development cycle of the
performance prototype, the VV&A activities can be divided into seven steps which are
requirement V&V and VV&A planning corresponding to the requirements analysis
phase, conceptual model V&V corresponding to the conceptual model building phase,
design verification corresponding to the prototype design phase, implementation ver-
ification corresponding to the prototype implementation phase, simulation results
validation corresponding to the simulation results output phase, credibility evaluation
corresponding to the prototype acceptance phase and at last accreditation.

In Fig. 2 we can see, during the development cycle of the performance prototype,
every development phase has a V&V corresponding activity. If flaws or defects are
found in one phase during the V&V activity, the developer should go back to the phase
before to modify them and redo the V&V activity until the V&V result is satisfactory.
So the development of the performance prototype is an iteration process which is
modified and optimized repeatedly until the expected requirements are satisfied. All the
data, operations, modifications, inputs, outputs etc. have to be recorded and organized
to form reports during all the V&V activities and would be the additional information
and important reference for the final accreditation. Only if the system passes the final
accreditation can it be assumed acceptable and conforming to the application
requirements.

The contents and methods of the seven VV&A steps will be introduced and dis-
cussed in the following sections form Sects. 4.1, 4.2, 4.3, 4.4, 4.5, 4.6 and 4.7.

4.1 Requirements V&V for Performance Prototype and VV&A Planning

Requirements definition is the first step of the development cycle of the performance
prototype which is the criteria and foundation of the whole development process. If the
description of the requirements is unclear, ambiguous or hard to understand, it will
raise the difficulty for the developers to do the following work. If the description of the
requirements is not consistent with the real system, the model that built afterward based
on them would be invalid and unacceptable. So it is necessary to verify and validate the
requirement specification documentation during the requirement analysis phase.
Requirements V&V is also an important part among all the VV&A activities.

The requirements V&V is primarily about reviewing and checking the requirement
specification documentation generated during the requirement analysis phase. The
contents of requirements V&V include the integrity of the requirement description, the
clarity and unambiguity of the requirement description language, and the traceability
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and testability of the requirement model. The review should also focus on the intended
use, acceptability criteria for model fidelity, risk assessment and configuration man-
agement to ensure that all the requirements are clearly defined, testable, consistent, and
complete. All the related work and results should be recorded and documented and an
overall requirement V&V report should be composed after the requirement V&V phase
is completed [8].

The techniques of requirements V&V include static techniques and dynamic
techniques. Static techniques are methods of reviewing and inspecting the requirement
documentations according to certain criteria without using computer tools. Dynamic

Requirement
analysis

Building
conceptual

model

Prototype
design

Prototype
implementa on

Simula on
results output

Prototype
acceptance

Requirements
V&V

Requirements V&V
report

VV&A planning

Conceptual
model
V&V

Design
verifica on

Simula on
results valida on

Implementa on
verifica on

Credibility
evalua on

VV&A plan

Conceptual model
V&V report

Design verifica on 
report

Implementa on
verifica on 
report

Simula on results
valida on 
report

Credibility 
evalua on
report

Accredita on
report

Development cycle of
performance prototype VV&A process VV&A reports

Accredita on

Fig. 2. The VV&A process of performance prototype

360 S. Gao et al.



techniques are methods of using simulation execution tools to execute the requirement
model in order to analyze the accuracy and feasibility of it directly. Static techniques do
not require machine execution of the model, while mental execution can be used [9].

Another important activity that should be carried out during the requirement
analysis phase along with the requirement V&V is the VV&A planning. First, an
accreditation plan which contains system overview, system development scheme, main
models and key data, acceptability criteria and accreditation agency, etc. should be
made according to the expected application purpose. Then, a specific VV&A plan
which contains schedule for VV&A process, main tasks of each VV&A phase, main
VV&A objects and techniques, organizational structure and work distribution of the
VV&A team and the resources and preparations, etc. should be formulated. The VV&A
plan can ensure that the whole VV&A process is well supervised and managed which
means the VV&A tasks are reasonably distributed, the resources are adequately used,
the schedule is primely controlled and all the members of the VV&A team know their
jobs and responsibilities.

4.2 Conceptual Model V&V for Performance Prototype

The conceptual model plays a very important role in the lifecycle of performance
prototype as the first step of the transforming process from the real system to the
performance prototype. The conceptual model is the first abstraction of the real system
and is an expression of model between the real system and the computer simulation
model. The conceptual model is a series of data models that can be recognized and
saved by the corresponding data base by analyzing and organizing the feature infor-
mation of the real system. These data models are not simulation models that can be
executed directly by computer but are just models at the conceptual level. The con-
ceptual model is not usually expressed in a single pattern because of the complexity of
the model but in different patterns including informal language, formal language,
mathematical formulas, sheets or figures according to the contents to be abstracted.

The conceptual model of the performance prototype should contain all the data
information including definitions, designs, figures, formulas, relationships, work flows,
criteria, algorithms that related to the organizational structure, appearance, structure,
subsystem structure, subsystem performance, system performance of the performance
prototype. Whether the conceptual model can satisfy all the requirements that generated
in the requirement analysis phase and can completely express the appearance, structure,
function, behavior, performance of the real system are the key issues that should be
concerned during building the conceptual model, so the conceptual model needs ver-
ification and validation. Only if the conceptual model passes the conceptual model
V&V can it be the foundation of the development of the computer model.

The conceptual model V&V is to examine and inspect the conceptual model using
specific techniques and tools and then modify and correct the flaws and errors that have
been found to finally get a satisfactory conceptual model. The effect of the conceptual
model V&V is to make sure the conceptual model that generated during the conceptual
model building phase can precisely express the requirements of the real system.

Different techniques can be used according to different V&V objects including
informal techniques, static techniques, and formal techniques. Informal techniques such
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as desk checking, Turing test, documentation checking, reviews and walkthroughs are
used to deal with conceptual models described in informal language. Formal techniques
such as inductions, inductive assertions, lambda calculus, logical deduction and
predicate transformation are used to deal with conceptual models described in strict
mathematical formulas and mathematical expressions. Static techniques such as data
analysis, control flow analysis, control analysis, structural analysis and symbolic
evaluation are used to deal with conceptual models described in formal language or
charts such as flow charts, class diagrams and interaction diagrams [10].

4.3 Design Verification for Performance Prototype

The design of the performance prototype is a process that turning the requirements and
the conceptual model into a specific implementable design scheme including appear-
ance design, parameter design, structure design, subsystem design, function design,
interface design, etc. The design scheme has to be extremely accordance with the
requirements and the conceptual model and must completely transform and express the
contents and goals of them. To ensure the consistency and traceability between the
design scheme and the conceptual model, the design scheme needs verification. The
design verification is a process of checking and inspecting the validity, consistency and
traceability of the design documentations in order to get an accurate and traceable
design scheme.

Informal techniques and static techniques can be used in the design verification
according to the specific contents of the design scheme. These two classes of tech-
niques have been introduces in Sect. 3.2 and the V&V staff can choose the appropriate
techniques according to the contents of the design scheme that they are going to verify.

4.4 Implementation Verification for Performance Prototype

The implementation process of the performance prototype is the process that the
developers building up the computer model using computer aided tools according to
the design scheme. The commonly used computer aided tools for modeling are CAE
(Computer Aided Engineering) software and CFD (Computer Fluid Dynamics) soft-
ware. The CAE software is mainly used to analyze and calculate the structural
parameters of the performance prototype and the CFD software is mainly used to
analyze and calculate the aerodynamic parameters of the performance prototype.

The implementation verification for the performance prototype is to verify the
process of the implementation of the performance prototype i.e. to test and examine
whether the computer model that developed by the developers is correct and accurate.
Since the implementation of the performance prototype is multidisciplinary and
involves multiple subsystems, the developers should follow unified criteria and build
the subsystems first then integrate the subsystems into a complete system via the
unified interfaces and the multidisciplinary integrated modeling and simulation plat-
form. So the implementation verification for the performance prototype contains three
parts which are subsystem verification, interface verification and integration verifica-
tion (see Fig. 3). The V&V staff can choose the corresponding techniques for different
verification contents. The process of the implementation of the performance prototype
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is the process of coding and executing the code in the computer environment by the
developers, so the implementation verification is mainly about checking and testing the
computer codes. There are two types of techniques that can be used which are static
techniques and dynamic techniques.

The static techniques are to review and analyze the code without running it and find
the potential flaws and errors in a static condition. The static techniques are usually
implemented by human beings, or sometime with the help of software tools. The static
techniques can be done by the programmer themselves or by organizing a review group
to hold review meetings. The details of the verification are mainly about the consis-
tency between the code and the design scheme, the accuracy and readability of the
code, the accuracy of the code logic and the rationality of the code structure.

The dynamic techniques are implemented by running the code to check out whether
the computational results of the code matching the expected purposes. The dynamic
techniques usually consist of three steps witch are building test cases, execute testing
programs and analyzing testing results. Some of the commonly used dynamic tech-
niques are execution testing, module testing, interface testing, unit testing and inte-
gration testing, etc.

4.5 Simulation Results Validation for Performance Prototype

The simulation results are a series of calculation results that obtained by running the
simulation model and calculate the performance parameters under certain simulation
environment and flight conditions. The simulation results validation is to compare the
data of calculation results with the reference data which are results of real flight tests or
sets of ideal data to judge if the performance prototype simulation model matches the
real system and can replace the real system to be tested and analyzed to satisfy the
expected application purposes by using scientific techniques.

The simulation results validation is the most important part of the whole VV&A
process, because the matching degree between the prototype and the real system is the
most intuitive expression of the validity of the performance prototype. The comparison
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results and matching degree between the simulation results data and the reference data
can directly tell if the performance prototype satisfy the criteria of replacing the real
system and the expected application purposes.

The simulation results can be divided into two types of data which are static
performance parameters and dynamic performance parameters according to the per-
formance assessment criteria. Static parameters are outputs that won’t change over time
and dynamic parameters are outputs that change over time. For the aerospace product,
most of the performance parameters are dynamic parameters such as lift coefficient,
resistance coefficient and pitching moment coefficient.

During the simulation results validation, the static parameters are evaluated by
static techniques and relatively the dynamic parameters are evaluated by dynamic
techniques. Static parameters validation techniques are calculating and analyzing the
simulation results data and the reference data to see if they have the same distribution
characters in statistical significance i.e. evaluating the population distribution consis-
tency between the two sets of data. Parameter estimation and hypothesis testing are two
commonly used static techniques. Dynamic parameters validation techniques are
evaluating the overall consistency between the simulation results data and the reference
data within the same time series. Dynamic parameters validation techniques can be
divided into two types of techniques which are time domain techniques and frequency
domain techniques. The commonly used time domain techniques are subjective com-
parison, Theil inequality coefficient, grey relational analysis, error analysis, sensitivity
analysis, etc. The frequency domain techniques are deducing the consistency of the
data series from the frequency spectrum characteristic according to the feature that the
probability distribution and the frequency spectrum characteristic of the same data
series both show the same characteristics [10].

4.6 Credibility Evaluation for Performance Prototype

The credibility evaluation is a process of summarizing and refining the previous V&V
steps to get the credibility of the performance prototype. If all the V&V steps that
introduced before have been strictly and effectively executed and all the errors and
flaws have been corrected and modified, the performance prototype can be considered
highly credible. But the degree of the credibility needs to be presented in a direct and
clear manner which can be obtained by implementing the credibility evaluation. During
the credibility evaluation process the evaluators formulate a set of evaluating and
scoring criteria, then evaluate the credibility of the performance prototype using sci-
entific techniques and finally get a specific evaluation result.

The first step of the credibility evaluation is to decide the evaluation pattern and
clarify the evaluation details. There are two patterns of credibility evaluation, one is
evaluating the credibility of each phase, and another is evaluating the credibility of each
subsystem. The second step is to build up a set of credibility evaluation criteria which
must be correlative, scientific, complete, limited and measurable. The last step is to
choose the appropriate techniques according to the features of the performance pro-
totype. The quantitative techniques such as confidence assessment, similarity evalua-
tion and artificial neural network can be used to process and analyze the criteria which
have specific output data and reference data. The combination techniques of qualitative
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and quantitative such as fuzzy comprehensive evaluation, analytic hierarchy and grey
comprehensive evaluation can be used to process and analyze the criteria which do not
have specific output data and reference data [10].

4.7 Accreditation

Accreditation is the last step of the VV&A activities and the official conclusion of
whether the performance prototype can be put into application. The accomplishment of
the accreditation represents the accomplishment of the development cycle of the per-
formance prototype and the finish of the VV&A activities. The accreditation staff
(authorities, domain experts) review the credibility evaluation report, give the con-
clusion of whether the performance prototype satisfies the expected application pur-
poses and submit the accreditation report with the reference of all the V&V reports
generated in each VV&A step, all the documents and records in the development
process and the operating environment and configuration documents [11].

There is one thing that needs to be paid attention to is that the accreditation plan and
the accreditation criteria are not made until the V&V activities are finished but should
be made at the very beginning of the VV&A process during the requirements V&V
phase. The purpose of the accreditation is to decide whether the performance prototype
satisfies the expected application purposes, so the accreditation criteria should con-
sistent with the requirements and should not be changed after the requirement V&V is
done [8].

5 Conclusions

This paper proposes a VV&A process for the aerospace product performance prototype
and a preliminary scheme for the credibility evaluation. The VV&A activities should
run through the whole lifecycle of the performance prototype to ensure the high
credibility of it. But this paper only discussed the VV&A scheme in a macroscopic
perspective, and the further researches should focus on the specific tasks of each step of
the VV&A process and the techniques that can be used to perform V&V activities.
Also, to improve the efficiency of the VV&A activities and reduce the workloads of the
VV&A crews, a specialized computer-aided tool should be developed to support the
VV&A and the credibility evaluation.
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Abstract. A novel distributed model predictive control (DMPC) approach
based on genetic immune algorithm through particle swarm optimization (PSO-
IGA) to find out the optimal system decomposition structure is proposed. The
PSO-IGA is used to solve decomposition problems for input clustering
decomposition (ICD) and input-output pairing decomposition (IOPD), which
can minimize the impact of input-output coupling between systems, and then
DMPC algorithm is used to control the decomposed system. This approach
effectively reduces the coupling between subsystems, and reduces the commu-
nication load of the system. Finally, a case study of a heavy oil fractionation
chemical process is presented to demonstrate the effectiveness of the proposed
approach.

Keywords: Distributed model predictive control � Genetic immune algorithm �
System decomposition

1 Introduction

Model predictive control (MPC), as a type of computer control algorithm [1], has better
control performance and strong robustness, and is widely used in process industry [2].
However, with the increasing complexity of industrial processes and the improvement
of economic performance of industrial technology, traditional centralized predictive
control algorithms are difficult to meet the requirements of control performance [3], and
then decentralized predictive control algorithm is proposed [4, 5], the problem of
solving a large system is transformed into a solution of several independent subsys-
tems. The advantage of this algorithm is that the structure is simple and there is no
communication burden between controllers. When the coupling between the subsys-
tems is relatively strong, decentralized control systems may not achieve satisfactory
control performance [6, 7]. In recent years, with the development of computer network
technology, DMPC algorithm has emerged as the times require [8], and has received
the attention and research of a wide range of experts and scholars.

Stewart et al. introduced the cooperative DMPC algorithm [9] based on the Jaco-
bian method [10]. This algorithm can effectively solve the problem of coupling input
constraints under output feedback, but it also greatly aggravates the communication
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between subsystems and cannot guarantee the algorithm convergence speed. For the
communication problem between systems, Liu et al. proposed a series DMPC algo-
rithm [11] for a system with a series structure. Any subsystem only needs to com-
municate with the upstream and downstream systems, and does not need to consider
communicating with other subsystems.

When the above scholars solve the problems of insufficient convergence speed,
complicated communication, and complicated stability conditions in the DMPC
algorithm, they rarely consider the impact of system decomposition [12] on such
problems, and designing a good system decomposition method can effectively alleviate
The communication burden between systems can also greatly improve the efficiency of
DMPC online implementation. Aiming at the problem of dynamic prediction coupling
in the system decomposition of DMPC, Xing et al. proposed a method for structural
decomposition of distributed predictive control system based on genetic algorithm
(GA) [13], which is divided into input grouping (ICD) Paired with input and output
(IOPD) two stages, and use GA to solve this combined optimization problem, thereby
effectively reducing the coupling between subsystems and improving the efficiency of
the DMPC algorithm. However, GA, as a general optimization algorithm, has defects
such as poor local search ability and “premature maturity”, which cannot guarantee the
convergence of the algorithm. At the same time, this method has not been well solved
for some indelible coupling between subsystems.

This paper proposes a distributed model prediction algorithm based on PSO-IGA to
solve the structural decomposition of the system. The method is divided into two parts:
In the first part, the method of literature [13] is followed, and the system structure
decomposition problem is divided into two stages: ICD and IOPD to solve, but this
paper uses PSO-IGA to optimize these two stages objective function. The PSO-IGA
algorithm is a combined optimization algorithm with global search capabilities. The
evolutionary equation of particles in PSO is introduced into the immune operation of
IGA, making it adaptive, random, and diverse in population, which can overcome the
problem of “premature” is inevitable in the general optimization process. In the second
part, after the PSO-IGA decomposes the system structure, the DMPC algorithm is used
to perform distributed control of the system under constraints. Finally, through the
experimental study on the heavy oil fractionation chemical process, the effectiveness
and speed of the algorithm are verified.

2 Structure Decomposition of DMPC System Based
on PSO-IGA

There are two issues to consider when decomposing a large system: ICD and IOPD.
The ICD problem is to find the input corresponding to each subsystem, and the IOPD
problem is to solve the ICD problem, and then consider the corresponding output
according to the corresponding input of each system.
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2.1 ICD for DMPC

According to literature [13], a input decomposition matrix H and an objective function
Jcoupling representing the degree of coupling between subsystems are defined here. The
matrix H is defined as follows:

H ¼ h1 � � � hM½ � 2 R
m�M ; ð1Þ

where m is the number of system inputs, M is number of the subsystems, and M�m.
The entry of matrix H satisfies:

hij ¼ 1 if input i belongs to group j
0 otherwise

�
ð2Þ

The objective function representing the degree of system coupling between sub-
systems is defined as follows:

Jcoupling ¼ Vk � V�k
Vk k ; ð3Þ

where V ¼
H11 � � � H1M

..

. . .
. ..

.

HM1 � � � HMM

2
64

3
75; V� is the off-diagonal parts of matrix V .

By minimizing Jcoupling, the input of the given large system is grouped.

2.2 IOPD for DMPC

In this section, based on the input clustering result earned in the previous section, the
IOPD solution to DMPC considered, that is, to solve an objective function representing
the coupling relationship between the input and output.

Similar to the input decomposition matrix of Eq. (1), define an output decompo-
sition matrix H

0
as follows:

H
0 ¼ h

0
1; � � � h

0
M

h i
2 R

P�M ; ð4Þ

where p is the number of the output, the entry of matrix H
0
satisfies:

h
0
ij ¼

1 if output i belongs to group j
0 otherwise

�
ð5Þ

The objective function representing the degree of input-output coupling between
subsystems can be defined as follows:
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J
0
coupling ¼

V
0 � ðV 0Þ��� ��
V 0k k ; ð6Þ

where V
0 ¼

H
0
11 � � � H

0
1M

..

. . .
. ..

.

H
0
M1 � � � H

0
MM

2
664

3
775, ðV 0Þ� is the off-diagonal parts of matrix V

0
.

By minimizing J
0
coupling, pair the input and output of the system.

2.3 PSO-IGA Based on Decomposition of DMPC

For solving ICD and IOPD problems, it is essentially the process of solving mini-
mization Eq. (3) and Eq. (6). For the elements of the matrix H and matrix H

0
to be

optimized are both 0 and 1. The optimization method used here is PSO-IGA, because
PSO-IGA is easy to encode the variables 0 and 1.

In order to use PSO-IGA to solve the objective function, it is necessary to redefine
its operations such as encoding, immune selection, cloning and mutation.

2.3.1 Implement PSO-IGA to Solve the ICD

① Encoding

A 0–1 binary of row vector with mM elements is defined to represent each chro-
mosomes of antibody, that is input decomposition matrix: H ¼ hT1 � � � hTM

� �
. For

example, 8 inputs are partitioned into two subsystems, which can be represented by 0–1
binary:

1 1 1 1 0 0 0 0|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
subsystem1

0 0 0 0 1 1 1 1|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
subsystem2

������
2
4

3
5; ð7Þ

where, the 1st, 2nd, 3rd and 4th inputs, the 5th, 6th, 7th and 8th inputs are located into
subsystem 1 and 2. In general, the chromosomes of each antibody can be divided into
subsystems, and the binary 1 at the corresponding position indicates that the input is
selected into the current subsystem.

② Initial population

The initial population is the initial antibody population produced after antigen
recognition. Each population must follow the constraint, each input can only belong to
one subsystem.

Here, the evolutionary equation of particles in PSO is used to define the antibody,
so that the antibody has two properties of “speed” and “position”. The evolution
equation of the particle is:
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vijðtþ 1Þ ¼ w � vijðtÞþ c1r1ðtÞ½pijðtÞ � xijðtÞ� þ c2r2ðtÞ½pgiðtÞ � xijðtÞ� ð8Þ
where w is the inertia weight, c1; c2 is the learning factor.

③ Affinity function

Affinity characterizes the binding strength of immune cells to antigens. After the
population is generated, each antibody is used as an input to the affinity function, and the
output is the affinity evaluation result. For the minimization problem Eq. (3), The affinity
function of each antibody can be written as the reciprocal of the objective function:

affinityICD ¼ 1

dþ V � V�k k
Vk k

; ð9Þ

where, d is a small number. It ensures that the denominator of the Eq. (9) is not 0.
According to Eq. (9), the smaller value of the objective function means the larger
affinity function value.

④ Antibody concentration function

The antibody concentration indicates the diversity of the antibody population. The
high concentration of antibody indicates that there are a large number of similar
antibodies in the population, which will limit the search for optimization. Therefore, in
the PSO-IGA, antibodies with excessive concentrations will be inhibited to ensure the
diversity of antibodies.

Antibody concentration is usually defined as:

denðaiÞ ¼ 1
N

XN
j¼1

Sðai; ajÞ; ð10Þ

where N is antibody population size, Sðai; ajÞ is the similarity between antibodies,
which can be expressed as:

Sðai; ajÞ ¼
1; aðai; ajÞ[ ns
0; aðai; ajÞ� ns

(
; ð11Þ

where ai is the i th antibody of the population, ns is the similarity threshold value,
aðai; ajÞ is the affinity between antibody i and antibody j. For the 0–1 encoding
algorithm, the calculation method for the affinity between antibodies is based on the
Hamming distance calculation method.

Based on Hamming distance, antibody-antibody affinity calculation method is
following as:

aðai; ajÞ ¼
XL
k¼1

@k; ð12Þ
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where @k ¼
1; ai;k ¼ aj;k
o; ai;k 6¼ aj;k

(
, ai;k and aj;k are the k th position of antibody i and the k

th position of antibody j.

⑤ Excitation Function

Antibody excitation function is the final evaluation result of antibody quality. Its
purpose is to retain the antibody with high affinity and low concentration.

The antibody excitation function can be expressed as:

simðaiÞ ¼ m � aðaiÞ � n � aðaiÞ; ð13Þ

where sim aið Þ is the excitation degree of antibody i, n;m is the calculation parameter.

⑥ Cloning

Determine which antibodies enter clone selection based on antibody excitation, the
antibody with high excitation degree has better quality and is more likely to be selected
for clone selection.

The clone function can be expressed as:

TcðaiÞ ¼ cloneðaiÞ; ð14Þ

where clone aið Þ is the set of wi clone antibodies identical to ai. wi is the number of
antibody clones.

⑦ Mutation

Mutation operation is to expand the search and optimization space, so as to produce
a new antibody. For the 0–1 coding PSO-IGA, the mutation strategy is to randomly
select one or more positions from the mutation source antibody. The mutation defined
here is to replace 1 that represents the corresponding input position with 0 in the
antibody, and then replace 0 with 1 at the other corresponding positions. For example:

1 1 1 1ð Þ 0 0 0 0 0 0 0 0 1 1 1 1j½ � ) 1 1 1 0 0 0 0 0 0 0 1ð Þ 1 1 1 1j½ � ð15Þ

In subsystem 1, entry 1 in brackets is replaced by 0, that means 4th input is not
included in subsystem 1. Then in subsystem 2, entry 0 in the fourth position is replaced
by 1 in brackets, that means 4th input is included in subsystem 2.

In the optimization process of solving the minimization Eq. (9) problem, immune
selection, cloning, and mutation can all generate new antibodies, and these operations
need to be iterated continuously to finally meet a convergence condition.

Thus, an optimal solution H� is obtained to construct the optimal input grouping
matrix for ICD problem.

2.3.2 Implement PSO-IGA to Solve the IOPD
Like IGA operators of the ICD problem, all the operators of the IOPD problem are
same, except for encoding and affinity function.
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① Encoding

A 0–1 binary of row vector with pM elements is defined to represent each chro-
mosomes of antibody, that is input-output decomposition matrix:

H
0 ¼ ðh0

1ÞT � � � ðh0
MÞT

h i
. For example, an 6 outputs are partitioned into three sub-

systems, which can be represented by 0–1 binary:

1 1 0 0 0 0|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
subsystem1

0 0 1 1 0 0|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
subsystem2

0 0 0 0 1 1|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
subsystem3

������
������

2
4

3
5; ð16Þ

where, the 1st and 2nd outputs, the 3rd and 4th outputs, the 5th and 6th outputs are
located into subsystem 1, 2 and 3. In general, the chromosomes of each antibody can be
divided into M subsystems, and the binary 1 at the corresponding position indicates
that the output is selected into the current subsystem.

② Affinity function

For the minimization problem Eq. (6), The affinity function of each antibody can be
written as the reciprocal of the objective function:

affinityIOPD ¼ 1

dþ V 0�ðV 0 Þ�k k
V 0k k

ð17Þ

According to Eq. (17), the smaller value of the objective function means the larger
affinity function value.

Therefore, the ICD problem and the IOPD problem are solved accordingly, and
two grouping matrices are obtained: H� ¼ h�1 � � � h�M

� �
and ðH 0 Þ� ¼ ðh0

1Þ�
�

� � � ðh0
MÞ��.

3 DMPC Algorithm Based on PSO-IGA Processing System
Structure Decomposition

The previous section introduced how a large system with multiple inputs and multiple
outputs can be decomposed into multiple subsystems. When there is an unsolvable
coupling problem between multiple subsystems, a DMPC algorithm is needed to solve
this problem. In this section, on the premise that the system structure has been
decomposed, the state space prediction model of each subsystem in the DMPC and the
implementation process of the DMPC algorithm based on the PSO-IGA processing
system structure decomposition will be introduced.

3.1 DMPC Controller Design

For a distributed system M containing S subsystems, the state space model of its
subsystem Si i ¼ 1; � � � ;Mð Þ can be written as:
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xi kþ 1ð Þ ¼ Aixi kð ÞþBiiui kð Þþ
XM

j¼1;j 6¼i

Bijuj kð Þ

yi kð Þ ¼ Cixi kð Þ

8>><
>>: ð18Þ

where Bij i 6¼ jð Þ represents the coupled input matrix of subsystem Sj to subsystem Si, uj
is the input sequence of subsystem Sj at time instant k.

Suppose that starting from the time instant k, the state vector and output vector of
the subsystem are predicted in n-steps.

The model represented by Eq. (18) can derive the following matrix-vector form:

xi kþ 1 kjð Þ
..
.

xi k + N kjð Þ

2
664

3
775 ¼

Ai

..

.

AN�1
i

2
664

3
775xi k kjð Þþ

Bii 0 � � � 0

AiBii Bii � � � 0

..

. ..
.

AN�1
i Bii AN�2

i Bii � � � Bii

2
66664

3
77775

ui k kjð Þ
ui kþ 1 kjð Þ

..

.

ui kþN � 1 kjð Þ

2
66664

3
77775

þ

Bij 0 � � � 0

AiBij Bij � � � 0

..

. ..
.

AN�1
i Bij AN�2

i Bij � � � Bij

2
66664

3
77775

uj k kjð Þ
uj kþ 1 kjð Þ

..

.

uj kþN � 1 kjð Þ

2
66664

3
77775

ð19Þ

recorded as:

Xi kð Þ ¼
xi kþ 1 kjð Þ
xi kþ 2 kjð Þ

..

.

xi kþN kjð Þ

2
6664

3
7775; gi ¼

Ai

A2
i

..

.

AN�1
i

2
6664

3
7775 ð20Þ

Ui kð Þ ¼
ui k kjð Þ

ui kþ 1 kjð Þ
..
.

ui kþN � 1 kjð Þ

2
6664

3
7775; Uj kð Þ ¼

uj k kjð Þ
ui kþ 1 kjð Þ

..

.

uj kþN � 1 kjð Þ

2
6664

3
7775 ð21Þ

Cii ¼
Bii 0 � � � 0
AiBii Bii � � � 0
..
. ..

.

AN�1
i Bii AN�2

i Bii � � � Bii

2
6664

3
7775; Cij ¼

Bij 0 � � � 0
AiBij Bij � � � 0

..

. ..
.

AN�1
i Bij AN�2

i Bij � � � Bij

2
6664

3
7775
ð22Þ
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The Eq. (19) can be rewritten as:

Xi kð Þ ¼ gixi kð ÞþCiiUi kð Þþ
XM

j¼1;j6¼i

CijUj kð Þ ð23Þ

The objective function of subsystem Si is defined as:

minUi kð Þ ¼ ci xi kð Þ � ri kð Þk k2Qi
þ ui kð Þk k2Ri

� 	
þ
XM

j¼1;j6¼i

cj xj kð Þ � rj kð Þ�� ��2
Qj
þ uj kð Þ�� ��2

Rj

� 	
s:t: ui kþ l kjð Þ 2 si; 0 \ l � N � 1

ð24Þ

Combining Eq. (23), the optimal solution of the objective function Eq. (24) can be
written as:

minUi kð Þ ¼ Ui kð ÞTwiUi kð Þþ 2Ui kð ÞT Hi kð Þ �Pii kð Þþ
XM

j¼1;j6¼i

XijUj kð Þ
 !

s:t: Ui 2 si

ð25Þ

where,

wi ¼ ciC
T
iiQiCii þ ciRi þ

XM
j¼1;j 6¼i

cjC
T
jiQjCji ð26Þ

Hi kð Þ ¼ ciC
T
iiQigixi kð Þþ

XM
j¼1;j 6¼i

cjC
T
jiQjgjxj kð Þ ð27Þ

Pi kð Þ ¼ ciC
T
iiQiri kð Þ �

XM
j¼1;j 6¼i

cjC
T
jiQjrj kð Þ ð28Þ

Xij ¼
XM
g¼1

cgC
T
giQgCgi ð29Þ

The optimal control sequence Ui of subsystem Si at time instant k is obtained by the
quadratic programming algorithm.

3.2 Implementation Process of Distributed Predictive Control Algorithm
Based on PSO-IGA System Structure Decomposition

The structural decomposition method for large systems was given in the previous
section. In combination with the DMPC algorithm in this section, a DMPC algorithm
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based on PSO-IGA system structure decomposition is proposed. The specific imple-
mentation process is:

Step 1. Given a large system with m inputs and p outputs, and the system needs to
be divided into M subsystems:

a. In ICD, use IGA to find the maximum value of objective function Eq. (9) and
get the input decomposition matrix H� for partitioning the input M subsystems.

b. In IOPD, use IGA to find the maximum value of objective function Eq. (17) and
get the input-output decomposition matrix for partitioning the output M
subsystems.

Step 2. At time instant k, obtain the state space model and output Eq. (18) of each
subsystem Si. And given the prediction horizon N, state variable weight Qi, control
variable weight Ri, Objective function weight ci, Initial value of control variable
ui;0 kð Þ.
Step 3. Through network communication, subsystem Si transfers the control vari-
ables to other subsystems, and obtains the control variables of other subsystems.
Step 4. Parallel solution: the iterative solution method is adopted. At the iterative
time q q� 1ð Þ. According to Eq. (20)–(23), (25)–(29), Solving the optimal control
sequence Uq

i kð Þ of each subsystem in parallel under the condition of satisfying the
constraints. Given the convergence accuracy n and Maximum number of iterations
qmax. If the control input of each subsystem satisfies the inequality

Uq
i kð Þ � Uq�1

i

��� ���\n or the number of iterations satisfies q[ qmax, then go to step

5. otherwise, let q ¼ qþ 1 and go to step 3.
Step 5. Take the first term of the optimal control sequence Uq

i kð Þ of the subsystem
as the control input:

ui kð Þ ¼ I 0 � � � 0½ �Uq
i kð Þ; ð30Þ

and applied to each subsystem.
Step 6. Let k ¼ kþ 1, the process of solving the control variables is optimized to the
next moment, and returns to step 2.

4 Case Study and Discussion

In this paper, the model of heavy oil fractionator [14] is used to verify the effectiveness
of the proposed PSO-IGA-DMPC algorithm. The model of heavy oil fractionator is a
multi-input and multi-output control problem with constraints (Table 1, Table 2,
Fig. 1). In this case:
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The First Part: PSO-IGA to Solve DMPC System Decomposition Problem

• PSO-IGA for ICD of DMPC
Given that the system has four inputs, and system is divided into two subsystems, the
prediction horizon is K ¼ 20 and the sampling time is Ts ¼ 1 s. The weight of the inputs
and outputs areQ ¼ I andR ¼ I. Each antibody population in IGA contains 30members.

Table 1. Input and output of heavy oil fractionator

Manipulated variables Variable number Controlled variables Variable number

Top draw u1 Top end point y1
Side draw u2 Side end point y2
Inter reflux duty u3 Upper reflux temp y3
Upper reflux duty u4 Side draw temp y4

Table 2. Transfer function models for heavy oil fractionator

Outputs Inputs

u1 u2 u3 u4
y1 4:05e�27s

50sþ 1
1:77e�28s

60sþ 1
1:20e�27s

15sþ 1
1:44e�27s

40sþ 1
y2 5:39e�18s

50sþ 1
5:72e�14s

60sþ 1
1:52e�15s

25sþ 1
1:83e�15s

20sþ 1
y3 5:92e�11s

12sþ 1
2:54e�12s

17sþ 1
1:73
5sþ 1

1:79
19sþ 1

y4 4:13e�5s

8sþ 1
2:38e�7s

19sþ 1
1:19

19sþ 1
1:17

24sþ 1

T
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Fig. 1. Heavy oil fractionator process flowsheet.
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The maximum number of antibody population is 100. The number of immune selection
antibodies is 15. The probability for the mutation is 0.5. The number of cloning is 15.

The evolutions of the objective function are shown in Fig. 2 (Fig. 3).

Fig. 2. The performance of the ICD structure across generations in case. The initial affinity
value of the first generation of decomposition objective function is 1.06, and the optimal affinity
value is 0.85 after 4 generations.

Fig. 3. The decomposition pattern for ICD across generations in case. It shows the best input
clustering antibody in each generation and the two colors represent two subsystems.
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The resulting grouping can be represented by the following 0–1 binary:

v ¼ 1 1 0 0 0 0 1 1½ � ð31Þ

Get the 1st and 2nd inputs divided into subsystem1, the 3rd and 4th inputs divided
into subsystem2.

• PSO-IGA for IOPD of DMPC
After input grouping, the IOPD problem is solved on this basis. According to the result
of input grouping in Eq. (31), the input grouping matrix can be obtained:

H ¼ 1 1 0 0
0 0 1 1


 �
ð32Þ

Based on input decomposition matrix H, The IOPD problem is solved to obtain the
input-output pairing matrix H

0
. The evolutions of the objective function are shown in

Fig. 4 (Fig. 5).

Fig. 4. The performance of the IOPD structure across generations in case. The initial affinity
value of the first generation of decomposition objective function is 0.455, and the optimal affinity
value is 0.436 after 4 generations.
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The resulting grouping can be represented by the following 0–1 entry:

v
0 ¼ 1 1 1 0 0 0 0 1½ � ð33Þ

According to the output grouping result of Eq. (33), the grouping matrix of input-
output pairing can be obtained as:

H
0 ¼ 1 1 1 0

0 0 0 1


 �
ð34Þ

Thus, the best input-output block structure of system is:

Subsystem1 : u1; u2ð Þ ! y1; y2; y3ð Þ
Subsystem2 : u3; u4ð Þ ! y4ð Þ ð35Þ

In order to reflect the rapidity of the system structure decomposition algorithm
using PSO-IGA, this paper compares with the GA used in the literature [13] (Fig. 6):

Fig. 5. The decomposition pattern for IOPD across generations in case. It shows the best input-
output clustering antibody in each generation and the two colors represent two subsystems.

380 Z. Liu and X. Jin



The Second Part: Distributed Control of Decomposed System by DMPC
Algorithm
It is known that the system structure of heavy oil fractionation process is divided into
subsystem 1 with 1st, 2nd input and 1st, 2nd,3rd output. subsystem 2 with 3rd, 4th
input and 4th output. The main control parameters in distributed control are:

a. The sampling time is Ts ¼ 1 s;
b. The simulated temporal is N ¼ 200, the control horizon is M ¼ 5, the prediction

horizon is P ¼ 20;
c. The weight matrix Ri ¼ I, The value of weight matrix Qi is:

Qi ¼ diag qi � � � qi; q�i
�  ð36Þ

d. d. In DMPC simulation, the weights of two subsystems are: c1 ¼ 0:8, c2 ¼ 0:2;
e. e. For each subsystem, the optimization proposition is:

min Ui kð Þ ¼ ci xi kð Þ � ri kð Þk k2Qi
þ ui kð Þk k2Ri

� 	
þ
XM

j¼1;j6¼i

cj xj kð Þ � rj kð Þ�� ��2
Qj
þ uj kð Þ�� ��2

Rj

� 	
s:t: ui kð Þj j � 0:5

ð37Þ

In order to verify the effectiveness of the algorithm, this paper uses literature [13]
(GA-MPC) for comparative experiments, and obtains the control trajectories respec-
tively. Figures 7, 8, 9 and 10 shows the trajectories of inputs and outputs for these two
algorithms:

Fig. 6. It shows the number of iterations at each time point of the two algorithms. It can be seen
that the number of iterations at each time point under the PSO-IGA is significantly less than the
number of iterations at each time point under the GA.
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Fig. 7. Outputs trajectories based on PSO-IGA-DMPC algorithm.

Fig. 8. Outputs trajectories based on GA-MPC algorithm.
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Fig. 9. Inputs trajectories based on PSO-IGA-DMPC algorithm.

Fig. 10. Inputs trajectories based on GA-MPC algorithm.
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In order to better compare the control performance of the two algorithms, the Top
end point data is used as the analysis data, and the maximum overshoot amount, rise
time, and average iteration time (Table 3) are used as indicators for analysis:

The two algorithms are shown in the comparison of the data in Fig. 7, 8, 9 and 10
and Table 3, PSO-IGA-DMPC algorithm has a good control effect in the process of
heavy oil fractionation. For example, in this process, for the subsystem 1, the top draw
and the side draw are very important for the top end point, the side end point and the
upper reflux temp in the reactor. Also in subsystem 2, the inter reflux duty and the
upper reflux duty have a great effect on the side draw temp. The PSO-IGA-DMPC
algorithm ensures that the associated information is exchanged within each subsystem,
which greatly reduces the communication burden on the system. The GA-MPC algo-
rithm does not consider the interaction between the control variables in the system.
Under the same control effect, PSO-IGA-DMPC takes significantly less time than GA-
MPC in iteration time, which greatly improves the working efficiency of the algorithm.
In summary, the new algorithm proposed in this paper can more effectively control the
actual chemical process in case.

5 Conclusion

In recent years, the DMPC algorithm has received extensive attention and research
from a large number of experts and scholars. However, in the past, when scholars
pointed out that there is a strong coupling effect between subsystems in the DMPC
algorithm, they rarely considered decomposing the system structure into the DMPC
algorithm. The purpose of this paper is to study a distributed predictive control method
based on PSO-IGA for system structure decomposition for DMPC control systems.
This method first uses PSO-IGA to decompose the DMPC system structure, and then
uses DMPC algorithm to perform distributed control on the decomposed system. In
order to solve the problem of system structure decomposition, this paper redefines the
encoding, immune selection, mutation, cloning and other operations in the adopted
IGA. Through simulation research, It is verified that this new algorithm can achieve the
minimum coupling effect and low communication load between subsystems in DMPC
system. Next, we will consider further extending the DMPC algorithm to the nonlinear
DMPC system problem.

Table 3. GA-MPC and PSO-IGA-DMPC control performance table

Maximum overshoot The rise time(s) Average iteration time(s)

GA-MPC 9:943� 10�1 1:123� 10�1 3:321� 10�2

PSO-IGA-DMPC 9:9975� 10�1 1:184� 10�1 1:538� 10�2
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Abstract. Human lower limbs are closely related to human motor ability, so
lower limb muscle injury will affect human motor ability. Therefore, we need to
establish an effective muscle model to analyze the muscle output in rehabilita-
tion training. Based on the analysis of human anatomy of human lower limb
musculoskeletal connection, with calves, quadriceps, hamstrings muscle is a
dynamic model of the three muscles, in view of the quadriceps and hamstring
muscles work together in the situation of hip flexion and extension, using
Crowninshieldt established based on the smallest muscle force of PCSA opti-
mization objective function of solving the two muscles is optimized, And
conducted related experiments on general fitness equipment, The BIOPIC multi-
channel physiological signal acquisition instrument and Angle sensor are used to
collect the muscle emg signal and lower limb position information of the tester.
Then, according to the position information collected, the muscle output is
calculated by the lower limb muscle model, and compared with the muscle force
obtained by the electromyography signal. The results of the two are consistent.

Keywords: Musculoskeletal model � Human dynamics � Muscle force � PCSA

1 Introduction

There are many patients with physical dysfunction in the world. All of these are
directly related to the deficiency or defect of human muscle strength. In recent years,
the research on the restorative training of human muscle strength has become a hot
topic in the world. The rehabilitation robot can train the muscles of patients and restore
the motor function of patients. However, it only trains the patients in the hospital or
carries out relevant research in the laboratory. It cannot meet the exercise needs of
people with mild disease or sub-health.

The current rehabilitation training in the world can be divided into active training
and passive training according to the training methods [1]. Active training is mainly
based on the intention of patients to actively participate in the rehabilitation training,
which is the core of the auxiliary machinery; The passive training robot is mainly based
on the equipment, and the patients are only passively trained. Clinical studies in
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rehabilitation medicine have shown that rehabilitation training with patients’ intention
to exercise is more effective for patients’ nervous system reconstruction and motor
function recovery. Therefore, compared with passive training, active training is more
effective for patients’ rehabilitation training.

The training posture of the human body and the fitness equipment used in the
training also have a great influence on the muscle training. Joris [2] conducted sta-
tistical modeling on the lower limb dynamics of human squat and lunge movements.
Zhang [3] established an iterative learning algorithm for human musculoskeletal model
by artificially induced joints. Katrin [4] studied the force that muscles produce when
the arm is stimulated in a neuromusculoskeletal model.

Cullell [5] designed a lower limb orthopedic device to help patients regain lower
limb function. Pennicott [6] proposed a weight-supported robot-assisted device con-
trolled by estimation and volitional feedback. Through the real-time observation of the
training data, patients can get better rehabilitation training. TEM Lx 2 [7], a lower limb
rehabilitation robot developed by Japan’s Yaskawa electric company, is mainly aimed
at patients with acute lower limb diseases. Its main purpose is to make the patient
recover body function as soon as possible, even restore the ability to walk. wang
hongbo [8] proposed a robot for the rehabilitation of paraplegics’ lower limbs. The end
of the rehabilitation robot is mounted on the side of the chair, and the patient can sit in
the chair for rehabilitation training. However, patients can not actively participate in the
rehabilitation training, which mainly relies on the rehabilitation robot for training.
Although researchers have developed a variety of recovery robots, there are few
applications on the market. In view of the above problems, in this paper, the muscu-
loskeletal model of human lower limbs was constructed based on general fitness
equipment. For joints with multiple muscles acting together, this paper used PCSA
parameters to establish an optimization objective function to optimize and analyze the
force of each muscle and determine the output state of each muscle.

2 Establishment of Musculoskeletal Model of Human Lower
Limbs

In order to analyze the muscle output in lower limb rehabilitation training, it is nec-
essary to establish a lower limb musculoskeletal model to predict the muscle strength of
lower limb in rehabilitation exercise [6–8]. First, the lower limbs of the human body are
regarded as a two-link model and cartesian coordinate system is established [9], as
shown in Fig. 1.

Where, m1 refers to the mass of the thigh, m2 to the mass of the calf, m3 to the mass
of the load, l1 to the length of the thigh, l2 to the length of the calf; lc1 is the length from
the center of mass of the thigh to the hip joint, and lc2 is the length from the center of
mass of the calf to the knee joint; h1 and h2 are the Angle between the thigh and the calf
and the horizontal plane respectively; s1 and s2 are joint moments of the hip joint and
the knee joint respectively. The kinetic equations were established to calculate the joint
moments of the hip and knee joints.

390 C. Zhao et al.



First, we need to calculate the kinetic energy and potential energy of the thigh:
Secondly, we need to calculate the kinetic energy and potential energy of the calf:

K1 ¼ 1
2
m1l

2
c1
_h21 þ

1
2
I1 _h

2
1

P1 ¼ m1glc1 sin h1ð Þ

8<
: ð1Þ

K2 ¼ 1
2
m2v

2
2 þ

1
2
I2 _h

2
2

P2 ¼ m2gy
2
2

x2 ¼ l1 cos h1ð Þþ lc2 cos h2ð Þ
x2
� ¼ �l1 sin h1ð Þ h1

�
�lc2 sin h2ð Þ h2

�

y2 ¼ l1 sin h1ð Þþ lc2 sin h2ð Þ
y2
� ¼ �l1 cos h1ð Þ h1

�
�lc2 cos h2ð Þ h2

�

v22 ¼ x2
�� �2

þ y2
�� �2

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð2Þ

Then calculate the kinetic energy and potential energy of the load:

K3 ¼ 1
2
m3v

2
3

P3 ¼ m3gx
2
3

x3 ¼ l1 cos h1ð Þþ l2 cos h2ð Þ
x3
� ¼ �l1 sin h1ð Þ h1

�
� l2 sin h2ð Þ h2

�

y3 ¼ l1 sin h1ð Þþ l2 sin h2ð Þ
y3
� ¼ �l1 cos h1ð Þ h1

�
� l2 cos h2ð Þ h2

�

v23 ¼ x3
�� �2

þ y3
�� �2

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð3Þ

Fig. 1. Two bar diagram
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The total kinetic energy and total potential energy of the two-link mechanical
mechanism are:

K ¼ K1 þK2 þK3 ð4Þ
P ¼ P1 þP2 þP3 ð5Þ

Lagrange function L is:

L ¼ K � P ð6Þ

The Lagrange dynamics equation is:

d
dt

@L

@ h
� �

@L
@h

¼ s ð7Þ

According to Eq. (7), the dynamic equations of s1 and s2 can be obtained:

s1 ¼ I1 þm1l
2
c1 þm2l

2
1 þm3l

2
1

� � � h1��
þ m2l1lc2 þm3l1l2ð Þ � cos h1 � h2ð Þ � h2

��

þ m2l1lc2 þm3l1l2ð Þ � sin h1 � h2ð Þ � h1
�
h2
�
� h1

�
�1

� �

þ m1lc1 þm2l1ð Þg cos h1ð Þ � m3l1g sin h1ð Þ

ð8Þ

s2 ¼ I2 þm2l
2
c2 þm3l

2
2

� � � h2��
þ m2l1lc2 þm3l1l2ð Þ � cos h1 � h2ð Þ � h1

��

þ m2l1lc2 þm3l1l2ð Þ � sin h1 � h2ð Þ � h1
�
h2
�
� h2

�
�1

� �

þm2lc2g cos h2ð Þ � m3l2g sin h2ð Þ

ð9Þ

Equations (8) and (9) can be used to form the equation of state space:

s ¼ M hð Þ h
��

þV h; h
�� �

þG hð Þ ð10Þ

In Eq. (11), (12) and (13), M hð Þ is the mass matrix of n� n, Vðh; h
�
Þ is the cen-

trifugal force and coriander force vectors of n� 1, and G hð Þ is the gravity vector of

n� 1. The matrix equations of M hð Þ, Vðh; h
�
Þ and G hð Þ are as follows:

M hð Þ ¼ I1 þm1l2c1 þm2l21 þm3l21 m2l1lc2 þm3l1l2ð Þ � cos h1 � h2ð Þ
m2l1lc2 þm3l1l2ð Þ � cos h1 � h2ð Þ I2 þm2l2c2 þm3l22

� 	
ð11Þ

392 C. Zhao et al.



G hð Þ ¼ m1lc1 þm2l1ð Þg cos h1ð Þ � m3l1g sin h1ð Þ
m2lc2g cos h2ð Þ � m3l2g sin h2ð Þ

� 	
ð12Þ

V h; h
�� �

¼
m2l1lc2 þm3l1l2ð Þ � sin h1 � h2ð Þ � h1

�
h2
�
� h1

�
�1

� �

m2l1lc2 þm3l1l2ð Þ � sin h1 � h2ð Þ � h1
�
h2
�
� h2

�
�1

� �
2
664

3
775 ð13Þ

3 Calculation of Lower Limb Muscle Force

Human physiological structure is complex, the establishment of the human body model
is the basis of the study of human activities, human activity has the characteristics of
complexity, integrity and diversity, is unmatched by any precision machine, thus
directly for complex mechanical analysis of the human body is very difficult, must be in
the model is simplified to the human body. It is a common practice to simplify the
joints of the human body into hinges and treat the bones as rigid bodies. Therefore, the
human body can be seen as a system composed of multiple rigid bodies connected by
several hinges [10, 11].

Therefore, it is necessary to evaluate the motor ability of human lower limbs
according to muscle strength in this paper, so as to predict the motor state of human
body when muscle weakness occurs during rehabilitation training according to muscle
strength [12].

Based on the analysis of the main exertion muscles of the lower limbs during
human training, it can be determined that the main exertion muscles of the thigh are
quadriceps and hamstring, and the main muscle of the calf is gastrocnemius [13].

This is shown in Fig. 2, it is simplified and geometrized for analysis purposes.
Some assumptions need to be made during the geometric transformation to improve the
accuracy of the model. Hypothesis 1: bones are rigid and do not bend. Muscles are
represented by muscle tension lines. Hypothesis 2: during movement of the knee joint,
the patella is always on the same level with the center of rotation of the knee joint.

In Fig. 3, F1 represents the strength of the gastrocnemius muscle; f1 represents the
force component of the gastrocnemius muscle perpendicular to the tibia; a1 and h3
represent the included Angle of the gastrocnemius and gastrocnemius, respectively,
between the attachment point of the femur and the center of rotation of the knee joint,
and the included Angle of the normal perpendicular to the level of the tibia. The line
segment CD represents the tibia, and the ID represents the gastrocnemius during the
training. The line segment CI represents the distance of the gastrocnemius muscle from
the attachment point of the femur to the center of rotation of the knee joint. Since it is
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assumed that the contact point and the center of rotation of the knee joint are always on
the same horizontal plane, the points I and C are placed on the same horizontal plane
after geometric transformation. According to the simple geometric analysis of the
simplified figure, the following equations can be listed.

Muscle strength of the gastrocnemius:

l2ID ¼ l2CI þ l2CD � 2 � lCD � lCI � COSh3 ð14Þ

f1 ¼ s2
lCD

ð15Þ

F1 ¼ f1
sin p� h3 � a1ð Þ ð16Þ

Fig. 3. Geometric diagram of the position relationship between the triceps and the bone

Fig. 2. Simplified figure of musculoskeletal model of human lower limbs
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In Fig. 4, F2 and F3 shares the output size of quadriceps and hamstrings, f2 said
quadriceps and hamstrings in perpendicular to the direction of the femur in the knee
joint action on the component of the size of the quadriceps muscle and a2 and a3
respectively with quadriceps in hip attachment points to the center of rotation of the hip
line and hamstring in the hip joint Angle of attachment point to the center of rotation of
the hip line, h4 is the Angle between the femur and the normal perpendicular to the
horizontal plane. The line segment BC represents the femur, while FC and EC represent
the quadriceps and hamstrings during the training process. The line segments BF and
BE represent the distance between the quadriceps and hamstring respectively from the
attachment point of the hip joint to the center of rotation of the hip joint. Since it is
assumed that the contact point and the center of rotation of the hip joint are always on
the same horizontal plane, the three points B, E and F are placed on the same horizontal
plane after geometric change. According to the simple geometric analysis of the
simplified figure, the following equations can be listed.

The resultant force component of the quadriceps and hamstring muscles is:

f2 ¼ s1
lBC

ð17Þ

Because of the lower extremities in the model of quadriceps and hamstring Shared a
torque, so based on PCSA (physiological cross - sectional area) of the smallest muscle
force optimization objective function [14]:

J ¼ min
Xn
i¼1

Fi

Ai

� �3

ð18Þ

Where, Fi is the muscle force of the ith muscle, Ai is the cross-sectional area of the
ith muscle, and n is the total number of muscles.

In addition, it also needs to satisfy the kinetic equation:

Xm
i¼1

Fi � ri ¼ T ð19Þ

0�Fi � ri � PCSAi ð20Þ

Fig. 4. Geometry of hamstring, quadriceps and bone position
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In the above equation, ri is the force arm of the ith muscle, and T is the joint torque.
F is unknown muscle force, PCSA is the physiological cross-cutting area of muscle,
and n is the number of unknown muscle force. r is the ultimate muscle tension, and I’m
going to take 61 N/cm2. By optimizing the objective function, the components of the
two muscle forces can be calculated as f21 and f22 respectively.

The muscle strength of the quadriceps and hamstring muscles is as follows:

F2 ¼ f21
sin h4 � a3ð Þ ð21Þ

F3 ¼ f22
sin p� h4 � a2ð Þ ð22Þ

4 Lower Limb Training Experiment

The lower limb rehabilitation training was carried out with a sitting kick trainer, and the
Angle sensor and BIOPIC multi-channel physiological signal acquisition instrument
were used to collect the lower limb joint Angle and electromyographys signals to verify
the validity of the musculoskeletal model.

4.1 Establishment of Experimental Platform

The whole experiment was done on a sitting kick trainer. The main instruments used in
this experiment are the sitting kick trainer, the Angle sensor and the BIOPIC multi-
channel physiological signal acquisition instrument.

As shown in Fig. 5(a), the subject sits on the chair and pushes the pedal back and
forth to achieve the goal of rehabilitation training. The training intensity can be
adjusted by changing the load weight.

The Angle sensor is shown in Fig. 5(b). The Angle sensor is fixed to the hip joint,
knee joint and ankle joint of the subject, and the lower limb joint Angle data of the
subject during rehabilitation training are recorded through the controller.

Fig. 5. Experimental platform equipment
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The BIOPIC multi-channel physiological signal acquisition instrument is shown in
Fig. 5(c). The computer connected to BIOPIC is used to send synchronous start signals
to the EMG signal acquisition module, and the EMG signal acquisition module starts to
collect signals.

4.2 Experimental Process

As shown in Fig. 6, the subject (male, 85 kg in weight, 185 cm in height, 57 kg in
load) put on the device and sat on the kick trainer to start the test. The test included leg
extension and leg bend. At the beginning of the experiment, both the Angle sensor and
the BIOPIC multi-channel physiological signal acquisition instrument were turned on
at the same time, and the subjects started to move, and the leg extension and leg flexion
movements were repeated for 5 times to obtain the changes in the Angle of the knee
joint and the hip joint, as shown in Fig. 7.

4.3 Experimental Results

In Fig. 7, dotted and solid lines represent the Angle of the knee and hip joint, the
participants in the lower limb rehabilitation training, two joints of joint Angle change
trend is consistent, but the pace of Angle change significantly different, especially the
change of knee joint Angle is the largest, and the muscles of the quadriceps and
hamstring output is proportional to the angular acceleration of the knee joint, we can
speculate quadriceps and hamstring muscle force than gastrocnemius muscle force,
according to the Fig. 8 proved consistent with the results of speculation.

Fig. 6. Lower limb rehabilitation training experiment

Fig. 7. Lower limb joint Angle data
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In Fig. 8, the dotted lines represent the results calculated using the EMG signal to
calculate muscle force. The solid line represents the muscle force calculated using the
musculoskeletal model in this paper. This part of data is the valid data from the
beginning to the end of the synchronization signal, and its x-coordinate unit is also
time, and the unit is S. From the perspective of trend, the muscle force calculated by the
musculoskeletal model in this paper is basically consistent with the muscle force curve
calculated by EMG signal in the literature [15, 16].

In Fig. 9, the visible and the dot-dash line represent the calf, quadriceps, hamstrings
musculoskeletal model to calculate the strength of the error rate, from the numerical
point of view, the three muscles of error rate in zero floating up and down, most are not
more than ten percent, and calves, quadriceps, hamstrings musculoskeletal model to
calculate the strength of the average error rate is 1.6162, 0.7053 and 1.1612 respec-
tively, the average error rate is smaller.

A total of 10 subjects were involved in this experiment, including 5 men and 5
women, all 24–25 years old, in good health, from different regions of the country. The
experimental results are basically consistent. Therefore, the results show that the
musculoskeletal model and the algorithm to optimize muscle force are feasible.

Fig. 8. The results of three kinds of thigh muscle forces were compared
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5 Conclusion

In this paper, the musculoskeletal model of human lower limbs was established on the
general training equipment, and the stress state of joints during training was analyzed.
For joints with multiple muscles acting together, PCSA method was used to optimize
the calculation of muscle force. Finally, the experiment was carried out. The muscle
force state obtained by the model was compared with the muscle force obtained by the
EMG signal, and the correctness of the model and algorithm was proved. In this
experiment, the quadriceps and hamstrings performed more than the gastrocnemius, so
the model could be used to train different muscles to produce effective movements. In
this paper, the posture information of human body is used to calculate the muscle
strength of lower limbs, and the muscle strength is closely related to the health degree
of human body. Compared with other methods of calculating muscle strength, it can
more intuitively reflect the movement posture and health degree of human body. It lays
a certain foundation for the follow-up research of rehabilitation training.
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Abstract. Surface electromyography (sEMG) can provide a novel con-
trol method for human machine interface (HMI) with the improvement
of signal decoding technology. sEMG-based hand gesture recognition is
the key part of HMI control strategy. However, unstable and complex
daily used scenarios hinder the further development of sEMG-based con-
trol strategy. In this paper, we concentrate on the data preprocessing
part. Three different signal segments were extracted including the tran-
sient signal segments between gestures, standard signal segments and
stationary signal segments which is smaller than standard segment. By
setting up several experiments to analyze and evaluate the classification
performance with these transient information. Our research found that
transient signal segments can reflects more effective information than
the stationary signals in inter-subject scenes. It gained more classifica-
tion accuracy and stability. In addition, it also performance better in
other two scenes in ten hand gesture recognition in intra-session and
inter-session.

Keywords: sEMG · Feature extraction · Traditional classifier ·
Transient signal

1 Introduction

Surface electromyography is a bioelectrical signal that represents the impulses
of motor units during skeletal muscle fiber excitement and contraction. It is a
comprehensive temporal and spatial characteristic map of electrical activity of
complex subepidermal muscles, which can be extracted from the surface of the
skin by recorded electrodes. There are different degrees of correlation between
sEMG signals and muscle activity and function, which reflects neuromuscular
activity to a certain extent (see [1]).

Given the characteristic that sEMG signals are easy to collect, non-invasive,
and bionic, many researchers have devoted themselves to studying the essential
characteristics of sEMG signals, revealing the physiological mechanism that they
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generate and the muscle motor systems they reflect. At present, sEMG is widely
used in the diagnosis and rehabilitation of neuromuscular diseases including
muscle physiology, muscle metabolism, rehabilitation medicine, sports and other
fields (see [2]). In addition, sEMG can also be used to provide a safe, non-
intrusive control method for advanced prosthesis control, functional electrical
stimulation and other advanced HMI (see [3] and [4]). The sEMG-based gesture
recognition studied in this paper is a key part of the control of multifunctional
dexterous prosthetic hand. Also, it is an important research direction in the field
of rehabilitation and intelligent control.

Fig. 1. Signal processing flow

Currently, gesture recognition based on pattern recognition has been regarded
as the optimizing approach among different kind of strategies (see [5]). A gen-
eral pattern recognition system can be divided into four parts: data collection,
data preprocessing, feature extraction and classification, as shown in Fig. 1.
Each part has a significant impact on the results of gesture recognition. In data
collection, we always use an advanced commercial equipment to extract weak
effective signals. Data preprocessing is always combined with the part of feature
extraction (see [6]), it plays a vital role in feature extraction. The raw signal
from acquisition device is often accompanied by some unstable noise which hin-
der the classification performance. Data preprocessing can remove the noise by
some software filtering methods, such as high-pass filtering or low-pass filtering.
In addition, this part can also extract and segment the needed part of signal.
Feature extraction plays a critical role to the classification performance (see [7]
and [8] and [9]). It obtains the characteristic parameters of each analysis win-
dow to characterize the characteristic vector of the EMG signal. So far, a large
number of sEMG features have been investigated for hand gesture classifica-
tion, and they can be summarized into four types: time domain (TD), frequency
domain (FD), time-frequency domain (TFD) and parametric model analysis.
Phinyomark et al. (see [10]) compared thirty-seven TD features and FD fea-
tures, the experimental result demonstrated that the top three sEMG features
could reach the accuracy more than 80%. Besides that, it reveals that most of
the TD features were redundant and better than the FD features. Classification
is used to build a model which can map the characteristic vector to different
motions. Generally, some classic supervised classification methods are used in
gesture recognition, such as linear discriminant analysis (LDA), support vector
machine (SVM), Naive Bayes and K nearest neighbor (KNN).
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Although myoelectric pattern recognition approach can achieve good per-
formance in special laboratory environment, but failed in daily life due to the
changes between training data and testing data generated by muscle fatigue (see
[7]), electrode shifts (see [8]), and arm position changes (see [9]). To overcome the
influence of these external factors, some methods were proposed. Deep learning
(DL) has become popular in recent years and has achieved outstanding perfor-
mance in many fields, such as image processing, speech recognition and natural
language processing (see [11]). Convolutional neural network (CNN) and recur-
rent neural network (RNN), two classic network architectures of deep learning,
have been applied to the gesture classification of sEMG. Manfredo et al. (see
[12]) use a simple CNN architecture which is combined by four convolutional
layers, one fully connected layer and a softmax function to classify the gestures
on DB1 in Ninapro database. Finally, it obtains 4.53% higher accuracy than the
classical classification methods. Geng et al. (see [13]) applied a deep CNN to
a high-density EMG, and achieved an accuracy of 89.3% with a single frame
and 99.0% with over 40 frames for 8 gestures recognition. Adaptive learning
can enhance the robust of algorithm by adjusting the parameters of training
model when external factors changes. Liu J. (see [14]) proposed an adaptive
unsupervised classifier based on support vector machine and incremental learn-
ing method. This classifier considers the real-time changes between testing data
and training data when predict the classification label. Then some adjustments
on these difference would be added to the classification model in an unsupervised
manner. Thus, continuously updating the model parameters makes the classi-
fier adaptive to the changes. Chen et al. (see [15]) extend two off-line pattern
recognition methods, linear discriminant analysis and quadratic discriminant
analysis, to self-enhancing methods which continuously updating the class mean
vectors, the class covariance and the pooled covariance using the testing data
respectively.

In general, researchers always place their focus point on feature extraction
and classification. They regard the signal of stationary section of a gesture as the
most representative data. However, when capturing sEMG data of a repeated
gesture in different session, the experimental volunteer completes the motion
with different force because of fatigue or force information missing. Thus, the
different session of stationary section exists some unstable factors. In this paper,
we will extract transient signal segments when a hand gesture changes as the
input data. Several TD features and supervised classifications will be used to
compare with traditional processes.

2 Materials and Methods

2.1 Subjects

Eight able-bodied subjects are employed in to investigate the classification per-
formance with the transient signal segments of sEMG signals. (1 female, 7 males,
age: 25± 5,height: 175± 10 cm, weight: 65± 10 kg). Subjects have no previous
history of neuropathies or traumas to the upper limbs and fingers. They were
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obtained full informed consent according to the Declaration of Helsinki. All sub-
jects receive the relevant guidelines before capturing sEMG data during the
entire experiment. The data capture cycle was one week.

2.2 Apparatus

Fig. 2. The electrode sleeve for sEMG signal recording, 16 monopolar channels record
the differential voltage between electrode 1–16 and electrode 17 and 18 provides the
bias voltage to remove DC offset.

To capture the sEMG signal on the forearm, a multi-channel sEMG acquisi-
tion system, developed by our research group (see [16]), was employed to record
the multi-channel sEMG signals. This device supports up to 16 bipolar EMG
channels, 5000 amplification gains, 1 kHz sampling frequency and 12 bits ADC
resolution. To remove the motion artefacts, a band-pass filter with cutoff fre-
quencies at 20 Hz and 500 Hz is integrated in the device. In addition, a notch
filter with the fundamental frequency at 50 Hz is also deployed in hardware to
remove the power frequency signal from the power line. The noise of each EMG
channel was less than 1µV. The entire device was powered by a 3.3 V recharge-
able lithium battery, supporting continuous signal recording for up to ten hours.

This acquisition system use an electrode sleeve as signal conducting and
recording equipment, as seen Fig. 2, which embedded 18 electrodes in Zig con-
figuration on an elastic fabric sleeve (see [17]). The diameter of each electrode
is 12 mm, 25 mm vertical 30 mm vertical and horizontal distances between two
electrodes. 1 to 16 represent 16 independent channels, one reference electrode
marked as 17 and one bias electrode marked as 18. All 16 channels are recorded
synchronously.

2.3 Acquisition Protocol

Before the experiment, each subject should wear the electrode sleeve in the
right way. They were required to be familiar with the experimental process and
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Fig. 3. The scenes for sEMG data recording.

practice the pre-defined hand gestures for several minutes. The selected of hand
gestures in this experiment refer to the NinaPro dataset (see [18]) and CSL-
HDEMG database (see [19]) which are the two popular sEMG databases. All
the hand gestures can be seen in Fig. 4. Among them, the first row contains
five finger-related gestures, they are (1) tip pinch, (2) flexion of ring and little
finger, thumb flexed over ring and little finger, (3) flexion of middle, (4) ring and
little finger, middle and ring flexion, and (5) thump up. The second row is wrist-
related gestures, includes (1) hand close, (2) hand open, (3) wrist deviation, (4)
wrist extension and (5) wrist flexion. Each subject was asked to complete the
action with norm strength (Fig. 3).

Fig. 4. Ten gestures were used for this experiment. (1) tip pinch, (2) flexion of ring
and little finger, thumb flexed over ring and little finger, (3) flexion of middle, (4) ring
and little finger, middle and ring flexion, and (5) thump up, (6) hand close (hc), (7)
hand open (ho), (8) wrist radial deviation (wrd), (9) wrist extension (we), (10) wrist
flexion (wf).
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Throughout the acquisition process, each subject wore the electrode sleeve
on the left forearm and keep a standard sitting position in comfortable on the
chair, as seen in Fig. 2. Ten hand gestures were performed in sequence and each
gesture maintained for at least 12s. In order to avoid muscle fatigue, subjects
were asked to relax their hand for at least 10s between two adjacent gestures
in a session. After finishing the ten hand gestures collected in short period, the
subjects were asked to have a rest for half an hour. In this time period, subject
can move around the office without removing the sleeve. The second session and
third session were carried out in the same way. So, we separately gained three
sessions from each subject and all sessions have the same electrode distribution.
After three days, another three sessions were carried out to collect sEMG signals
from each subject in the same way. It was worth pointing out that no predefined
contraction force or elbow angle were applied in the experiment to mimic the
real application of a sEMG based HMI as much as possible, although it was
well known that muscular contract force and arm position could influence the
robustness of patter recognition system (see [20]).

2.4 Data Preprocessing

Table 1. The format of EMG database.

aaa-ccc.mat

Name Type Description

subject scalar The subject ID

group scalar Gesture group ID

data 110000×16 matrix Raw sEMG signals of five gestures

ss-aaa-bbb-ccc.mat

Name Type Description

shape scalar The segmented shape ID

subject scalar The subject ID

gesture scalar The gesture ID

trial scalar The trail ID

data 10000× 16 matrix sEMG data for standard

4000× 16 matrix sEMG data for one transient

6000× 16 matrix sEMG data for one stationary

According to the acquisition protocol, each session contains ten hand gestures
and each gesture maintained for 12s. To evaluate the performance of transient
segments of sEMG signals in classification, we segment the raw data into three
shapes: standard signal segments, transient signal segments, stationary signal
segments. First, we extract standard section part. Only the later 10s of 12s
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signals of each gesture were segmented and labeled for classification. It was to
exclude the transient state between two gestures. Thus, 10s stationary sEMG
signal containing 10000 frames were extracted for further processing and anal-
ysis. Then, the stationary section has the same segmented methods except the
effective segmentation area is in the middle of standard section. Only 12s to 18s
signals of each gesture were segmented and labeled for classification. At last,
transient segment part was processed. There is a movement process when the
gesture changes from a rest state to a specific action and this process will hold
for 1s or 2s in the earlier part of 12s signals. To collected enough transient infor-
mation during the changes between gestures, We defined the earlier 4s of 12s
signals as the transient segment. Only 8s to 12s signals of each gesture were
segmented for training and testing.

The whole dataset was organized in Matlab format with architecture as
described in Table 1. The files titled in the format of aaa-ccc.mat and ss-aaa-
bbb-ccc.mat indicated the raw and preprocessing data, respectively, where aaa
was the subject ID, BBB was the gesture ID, ccc was the session ID and ss
represent the three segmented shapes: standard, transient and stationary. For
example, 001-002.mat represent the raw sEMG data captured from subject 1 in
the second session, and 02-003-004-005.mat contained the transient sEMG data
of gesture 4, captured from subject 3 in the fifth session.

2.5 Feature Extraction and Classification

TD features outperformed most feature extraction methods. Moreover, it is low
calculation. In this paper, we choose four TD features and an AR model with four
coefficients as the evaluation features. In this scheme, each analysis window is
equal to 300 ms (300 samples in 1 kHz sampling) and each incremental window
is set to 100 ms. The selected four TD features are: Modified mean absolute
value (MAV), Waveform length (WL), Root Mean Square (RMS) and Average
amplitude change (AAC).

For the classification of the sEMG signals, three traditional classification
methods were implemented in MATLAB tool: SVM, LDA and KNN. Initially,
the SVM classification with Radial Basis Function (RBF) kernel were applied
and the gamma of kernel function is set to 0.125.

3 Experiment Setup

To verify the classification with transient signal segments can acquire similar or
superior performance than the other two, three types of experiment and evalu-
ation method as listed below.
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Table 2. A comparison of three segmented shapes with different classification algo-
rithms in inter-session evaluation.

Method Transient Stationary Standard

KNN LDA SVM KNN LDA SVM KNN LDA SVM

WL 0.7060 0.6698 0.6585 0.6935 0.6882 0.7220 0.6935 0.6882 0.7224

RMS 0.6921 0.6771 0.6621 0.6826 0.7075 0.7298 0.6900 0.6942 0.7213

MAV 0.7132 0.6985 0.6258 0.6991 0.7103 0.6504 0.6689 0.7116 0.6962

AR4 0.6744 0.7895 0.7732 0.6391 0.8238 0.7943 0.6528 0.8252 0.8074

AAC 0.6768 0.6875 0.6620 0.6623 0.7164 0.7097 0.6706 0.6953 0.7295
1 Abbreviations: Waveform length (WL), Root mean square (RMS), Modified mean absolute
value (MAV), Auto-regressive coefficients (AR4), Average amplitude change (AAC).

Table 3. A comparison of three segmented shapes with different classification algo-
rithms in inter-subject evaluation.

Method Transient Stationary Standard

KNN LDA SVM KNN LDA SVM KNN LDA SVM

WL 0.5743 0.5635 0.5554 0.5397 0.5175 0.5774 0.5406 0.5311 0.5565

RMS 0.6143 0.5413 0.5946 0.5362 0.5150 0.5746 0.5486 0.5246 0.4981

MAV 0.5983 0.5494 0.5524 0.5465 0.5163 0.5812 0.5558 0.5245 0.5185

AR4 0.4865 0.5612 0.6211 0.4751 0.5621 0.5958 0.4808 0.5645 0.5823

AAC 0.5742 0.6636 0.6358 0.5396 0.5175 0.5689 0.5389 0.5311 0.5102

3.1 Intra-session Strategy

To evaluate the general classification performance, data within one session was
used in this experiment. All subjects are independent, so we choose one subject’s
data to repeat the procedure. Each session will be divided into training data
and testing data. The average classification accuracy across six tests was used
to evaluate the performance of the three segmented shapes.

3.2 Inter-session Strategy

Three sessions collected in the same electrode distribution were used for training
and the remaining three sessions collected in three days later for testing. Then,
the later three sessions for training and earlier three sessions for testing. Although
the training and testing data were collected from the same subject, a large gap
will exist between them due to electrode shift, etc. The average classification
accuracy across eight tests was used to evaluate the performance of the three
segmented shapes.

3.3 Inter-subject Strategy

A single subject’s data was chosen to testing the classifier and the remaining data
as the training dataset. In the current case, eight training and testing procedures
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will be executed, the data of one of eight subjects were used as the testing data
in turn, and the remaining data as the training data. The average classification
accuracy across eight tests was used to evaluate the performance of the three
segmented shapes.

Fig. 5. The classification accuracy between three segemented shapes.

4 Results and Discussion

4.1 Classification Accuracy Performance

Three different experiments were implemented in this paper to evaluate the per-
formance of different preprocessing methods. In the intra-session part, a combi-
nation of feature extraction and classification methods were applied to the three
segmented shapes. The result can be summarized as a histogram in the Fig. 5.
The average accuracy is over 90%. LDA can gained more accuracy compared
to two other classifications. The transient signal segments between two gestures
hidden some important information of muscle contraction.

In the part of inter-session, the experimental results demonstrated that the
classification with transient signal segments are similar to the other two, as listed
in Table 2, the highest accuracy that transient segments acquired is 78.95% with
the LDA and AR4. In addition, LDA outperformed the other two classifier in
three segmented shapes, it obtains the highest 78.95%, 82.38% and 82.52%,
respectively, in the three shapes. AR4 can achieve better characterization of
feature vector and get better classification performance with different classifier.

As seen in Table 3, the classification accuracy of inter-subject can be seen in
the table. The accuracy of transient signal segment performed best. It acquired
66.36% with LDA and AAC, which is 6% higher than the top accuracy in station-
ary signal segment and standard signal segment. Besides, the average accuracy
of transient is around 55% to 60%, which illustrate the stability of transient sig-
nal segment in inter-subject. Among all the features, AR4 and AAC performed
better.
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Fig. 6. The three segmented shapes in raw and feature data plot. (Color figure online)

4.2 Discussion

As we can see in the Fig. 6, raw data signals of one gesture was plotted on the
figure, blue curve represent the raw signal, the red dotted line represent the RMS
feature extracted from this signal with the length of analysis window is 100, and
shift window is 50. In general, we extract the effective signal between green line,
which is standard and steady. Sometimes, real-time performance is required, so
signal segment between red lines will be extract as the whole representative of
the motion. The signal segment between two black lines in the left is the transient
signal which occurs along with hand gestures changes.

In intra-session, the sEMG data is offline, any popular machine learning
classifier can extract the hidden model between the training data and theirs
labels. However, when external environment changes, model extracted from the
stationary signal segments will be expired. Compared to the stationary signal,
Transient signal is always related to the changes, which decrease the influences
by external factors. Certainly, the classification accuracy with transient signal
segments is not very well for daily use, some essential characteristics should be
discovered.

5 Conclusion

In this paper, we discuss the transient signal segments acquired when gesture
changes. To reveal the useful information hidden in the transient signal, we
designed some comparative experiments. Three kinds of signal segments were
extracted as the representative sector of hand gestures. Traditional feature
extraction methods including WL, AAC, AR4, RMS, MAV and classification
methods are combined to evaluate the proposed methods. The results show that
transient signal segments can achieve satisfactory result in single session. In addi-
tion, transient signal segments can gain more stable representative information
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between different subjects. It acquired better classification performance in the
part of inter-subject. Two referenced segmented shapes, stationary and stan-
dard, are all extracted from the steady part of one hand gesture, they can get
almost the same performance in three experiments, which illustrate that some
representative small stationary signal segment can get better performance in
accuracy and calculation cost. In the future, we plan to fit the transient sectors
by some regression methods for promoting the robustness of long-term sEMG
signals.
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Abstract. Surface electromyography (sEMG) based gesture recognition
as an important role in Muscle-Computer interface has been researched
for decades. Recently, deep learning based method has had a profound
impact on this field. CNN, RNN and RNN-CNN based methods were
studied by many researchers. Motivated by Bidirectional Long short-
term memory (Bi-LSTM) and Temporal Convolutional Networks (TCN),
we propose 1D CNN based networks called Bidirectional Temporal Con-
volutional Networks (Bi-TCN). The positive order signal and reverse
order sEMG signal are feed to our networks to learn the different repre-
sentation of the same sEMG signal. We evaluate proposed networks on
two benchmark datasets, Ninapro DB1 and DB5. Our networks yields
90.74% prediction accuracy on DB1 and 90.06% prediction accuracy on
DB5. The results demonstrate our networks is comparable to the state-
of-the-art works.

Keywords: sEMG · Deep learning · CNN · TCN · LSTM · Gesture
recognition

1 Introduction

Human-Computer interface system requires natural and intuitive method of
interaction and can’t cause too much confusion for the human users. Surface
Electromyography (sEMG) naturally becomes an important role for muscle-
computer interaction, which can be easily collected by non-invasion electrodes
and contain abundant information about human intention of movement. There-
fore, sEMG based gesture recognition has been widely researched in many fields,
such as Virtual Reality (VR) interaction [27], Assistive system [9], etc.

Gesture recognition as a pattern recognition, supervised machine learning
methods are widely researched, such as Support Vector Machine (SVM) [2,17],
K-nearest Neighbor (KNN) [15], Linear Discriminant Analysis (LDA) [2], Hidden
Markov Model (HMM) [7], Random Forest (RF) [20], etc. These conventional
c© Springer Nature Singapore Pte Ltd. 2020
J. Qian et al. (Eds.): ICRRI 2020, CCIS 1336, pp. 413–424, 2020.
https://doi.org/10.1007/978-981-33-4932-2_30
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methods require extracting features before classifying. Thus, a plenty of hand-
craft features were researched.

In recent years, Deep learning has been demonstrated remarkable capabilities
in many fields, such as image classification, natural language processing (NLP)
and object detection, etc. Similarly, deep learning based methods also give ges-
ture recognition a new perspective. Unlike traditional machine learning method
which requires a mount of human-selected, handcraft features. Deep learning
based method can learn to extract appropriate feature by itself. Specifically, an
increasing number of Convolutional Neural Networks (CNN) or Recurrent Neural
Networks (RNN) based methods were researched to improve gesture recognition.
More recently, 1D CNN have been considered the more appropriate approach to
address multi-variate time sequence such as sEMG and EEG.

In this work we proposed a TCN [5] based networks named Bi-TCN. Unlike
CNN and CNN-RNN [22,26] based method, TCN consider sEMG based gesture
recognition as a multivariate time sequence classification and use 1D casual
convolution. Motivated by Bi-LSTM, proposed networks also requires different
order of sEMG signal. In the recognition period, the positive order of sEMG
signal and reverse order of the same sEMG signal are feed to our networks.
We validation our method on two benchmark datasets, Ninapro DB1 [3] and
DB5 [18]. The results demonstrate our method is comparable to state-of-the-art
works.

The organization of this paper is given as follow: Sect. 2 provides an overview
of the related gesture recognition approaches. In Sect. 3, we provide the detail
about proposed Bi-TCN architecture. The description of datasets is given in
Sect. 4. In Sect. 5, we describe the detail of the experiment. The results and
discussion are presented in Sect. 6. Finally, we draw conclusions for this paper
and give future work in Sect. 7.

2 Related Work

Same as other classification task, sEMG based Gesture recognition can be
divided into two categories. The first is traditional machine learning based
method and the second is deep learning based method.

For conventional machine learning method, feature extracting is required
before classifying. There are three categories of these features: Time domain,
Frequency domain and Time-Frequency domain. Atzori [3] extract Root
mean square (RMS), Histogram (HIST), marginal Discrete Wavelet Transform
(mDWT) as features. By combining these features with different conventional
classifiers, the results shows that random forest with combined features perform
the best. Ali H. Al-Timemy [1] use time domain-auto regression (TD-AR) fea-
ture and SVM to classify sEMG. They achieve 98% accuracy over ten intact
subjects for the classification of 15 classes finger movement and 90% accuracy
over six amputee subjects with 12 classes finger movement.

Recently, deep learning based method was widely studied. For most Deep
Learning (DL) based methods, handcraft features is no more required. Hongfeng
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Chen [6] et al. proposed a new feature extracted by CNN, called CNNfeat. By
comparing CNNfeat with 25 traditional features, the result demonstrated that
CNNfeat outperform the traditional features. Wentao Wei [25] et al. use “divide-
and-conquer” strategy to split sEMG image into equal-sized stream. Then, they
use CNN learns representation of each stream and feed these learned feature
to a fusion classification networks. In order to learn to extract spatial-temporal
information of SEMG, Yu Hu et al. [13] combine CNN and RNN as a new
classification model. The average accuracy achieved on Ninapro DB1 and DB2
are 87.2% and 82.2%, respectively. Elahe Rahimian et al. [19] proposed 1D CNN
based architecture named XceptionTime, they achieve SOTA performance with
92.3% prediction accuracy on Ninapro DB1.

On the other hand, some researchers combine traditional features with deep
learning method to learn multi-view classification. Wentao Wei et al. [24] com-
bine classical sEMG features to train a multi-view classifier. They select 3 classi-
cal handcraft features and use these features to train their multi-view networks.
Finally, they achieve 88.2%, 83.7%, 64.3%, 90%, 64%, 88.3% prediction accuracy
on Ninapro DB 1, 2, 3, 5, 6, 7 without IMU, respectively.

3 Proposed Method

In many existing works [24,25], sEMG based gesture recognition was regarded
as image classification task. These methods may be not appropriate for the loss
of temporal information hidden in the sEMG signal. To consider the temporal
information in sEMG signal, some researchers combine LSTM with CNN, like
[22,26]. By this way, the networks can learn the spatial-temporal information of
the sEMG signal. But this method will lead to parameter explosion and pressure
on real-time calculation. To address above problem, a new networks architecture
are presented name Temporal convolutional networks (TCN). TCN [5] has been
proved to be a more appropriate method to address multivariate time series
classification task by using a new technology called casual convolution and 1D
CNN.

Temporal Convolutional Networks based on two principles: The first is the
future information can not be leaked to the past, and the second is that neural
network produces an output of the same length as the input. To satisfy these
two principles, casual convolution is introduced. More detail, casual convolution
can be implemented simply by padding the time sequence and discarding the
over-padding value at the end after convolution operation. Padding value can be
calculated as follow:

padding = (k − 1) ∗ d (1)

where k is kernel size, d is dilation factor.
However, the long sequence challenges the simple casual convolution. We need

stack casual convolution for many layers to look back history for very long time
sequences. However, this operation will leads to a large increase in parameters
and over-fitting. To solve this problem, the dilated convolution is introduced
which can be calculated as follow:
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f(s) = (x ∗d f)(s) =
k−1∑

i=0

f(i) · xs−di
(2)

Where k is kernel size,d is dilation factor,s − di is the direction of the past.
To summarized, the temporal convolution is equal to 1D casual CNN +

1D dilation CNN. By using these strategies, TCN can extract information of
multi-variate time sequences with a few layer, meanwhile, it will not destroy-
ing temporal attribute. The basic Temporal Convolution Networks is showed in
Fig. 1.

Fig. 1. Temporal convolutional networks.

In this work, motivated by Temporal Convolutional Networks (TCN) and
Bidirectional Long Short-Term Memory (Bi-LSTM), we propose Bidirectional
Temporal Convolutional Networks (Bi-TCN) which contains a pair parallel TCN
as showed in Fig. 2. The structure of two TCN is the same but the input is
different. Like Bi-LSTM, one of the TCN’s input is normal sEMG signal, and
the other’s input is reverse order of the same sEMG signal.

The first layer of proposed TCN is Batchnorm. Then, followed by four casual
convolution layers, the dilation rate of these convolution is set to 1, 1, 2, 2
respectively and the kernel size of all convolutional layers is 3. After each casual
convolution layer, we apply PReLU activation function, Bachnorm and Dropout.
In this work, we set the possibility of Dropout layer to 0.5. In the first two casual
convolution layers, we apply SE-Module [12]. Basic structure of SE-Module is
showed in Fig. 3. This module can make model pay more attention on key chan-
nels. In the last two convolutional layers, we apply residual connect [11], which
solves the degradation problem of deep neural networks very well by allowing
layers to learn modifications to the identity mapping. The kernel size of residual
layers is set to 1 with padding zero. After four casual convolutional layers, we
summed the feature according to time dimension. The final layer of proposed
TCN is one layer MLP which predicts the classification result. All parameters
of model are initialized by using Xavier method [10].

Our method requires two stages to train. In the first stage, we train two
TCN separately. Firstly, sEMG signal are feed to one TCN. Then, the extracting
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Fig. 2. Bidirectional temporal convolutional networks.

Fig. 3. SE-Module.

feature are summed according to time dimension. Finally, the summed feature
are feed to on layer fully connected to train and classification. Similarly, we
train the other TCN with the reverse order sEMG signal. After the first stage,
we discard the fully connected layer of both two TCN and freeze its parameters.

In the second stage of train, the positive and reverse order sEMG signal
are simultaneously feed to mentioned TCN. Then, the extracting feature of two
TCN are summed according to time dimension and concatenated. Finally, the
summed feature are feed to final fully connected layer to train. In this way, our
proposed networks combine two views of the sEMG signal.

4 Datasets

To validate our proposed model, a benchmark database Ninapro is used in this
paper. The Ninapro database have 7 datasets, we select the first and the fifth
dataset as our validation datasets.

4.1 Ninapro DB1

The first Database of Ninapro is recorded by Otto Bock MyoBock 13E200 with
10 wireless electrodes (channels) at a sampling rate of 100 Hz. DB1 (Ninapro
database1) [3] comprise 52 gestures from 27 intact subjects, each movement
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include 10 repetition, and each repetition lasted 5 s. After recording, a gener-
alized likelihood ratio algorithm is applied offline to correct the stimulation.
As previous works [3,24,25], we apply 1 Hz butter-worth low-pass to filter this
signal, and use repetition 1, 3, 4, 6, 8, 9, 10 as train set, and remain as test set.

4.2 Ninapro DB5

DB5 [18] include same gesture as DB1 from 10 intact subjects, each movement
include 6 repetitions. The acquired equipment of DB5 is double MYO band. One
of the MYO band is placed close to elbow, and the other is placed close to hand.
The MYO band have 8 electrodes and the sample ratio of MYO band is 200 Hz.
We also apply 1 Hz butter-worth low-pass to filter it. We use the repetition of 1,
3, 4, 6 for training, and remain for testing.

For above datasets, we extract features by applying sliding window with
200 ms window size, because the time of classification for real-time recognition
should below 300 ms [14]. Besides, The window step of DB1 is 10 ms and of
DB5 is 100 ms. Like many previous works [4,19,24], we discard the rest ges-
ture. Additionally, the gesture in above two datasets can be divide into three
categories. Exercise A: 12 basic movements; Exercise B: 8 isometric and isotonic
hand configurations and 9 basic movements of the wrist; Exercise C: 23 grasp-
ing functional movements. Figure 4 show a part of these gestures. The other
information of above datasets is also showed in Table 1.

Fig. 4. Gestures.

5 Experiment Setup

Because of different sampling ratio of two datasets, there are different setting
during training model. For the DB1, the filter number of convolutional layers is
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Table 1. Specification of used Databases.

Database DB1 DB5

Number of gestures 52 52

Number of trials 10 6

Intact subjects 27 10

Number of channel 10 16

Sampling ratio 100 Hz 200 Hz

Repetition for training 1,3, 4, 6, 8, 9, 10 1, 3, 4,6

Repetition for testing 2, 5, 7 2, 5

set to 16, 32, 64, 64, respectively. The final FC layer of Bi-TCN is comprised by
one MLP layer. Batchnorm is applied before final MLP. For the DB5, the filter
number of convolutional layers is set to 32, 64, 128, 128, respectively. The final
FC layer of Bi-TCN is comprised by two MLP layer. Output size of first MLP
layer is 128. Similarly, batchnorm is applied before each MLP layer. The reason
is that the length of DB5 data is twice than DB1’s which require larger capacity
of networks. We use Adam as our optimizer and ReducLRPlateau as learning
scheduler during both training stages. The parameters of ReduceLRPlateau is
set as: model =′ min′, factor = 0.5, patient = 5, eps = 1e–8. In all stages, the
training epoch for DB1 is 50, and for DB5 is 80. In the first stage, the learning
rate is set to 0.01. In the second stage, the initial learning rate is set to 0.001. We
use CrossEntropyLoss as our loss function, which can be represented as follow:

H(p, q) = −
∑ k∑

i=1

p(xi)log(q(xi)) (3)

We also used label-smoothing [16] for slowing down over-fitting. The label-
smoothing can be calculated as follow:

qi =
{

1 − ε if i = y
ε/(K − 1) otherwise

(4)

Where ε is a hyper parameters, K is number of gestures. We set ε equal to 0.1.
RBF-SVM, LDA and Random Forest are selected as conventional classifiers.

Traditional machine learning requires extracting feature before training and test-
ing. Root mean square (RMS) is selected as our validation feature.

The gesture recognition accuracy is calculated as given below:

Accuracy =
Correct classification

Total test sample
∗ 100% (5)

We run all experiments for 5 times and report the average result. All exper-
iments were implemented in workstation with INTEL 9700k processor, 16 GB
RAM and 2070super, 8 GB GPU.
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6 Result and Discussion

The classification results can be seen in Fig. 5, SVM with RBF kernel yields the
best performance among the traditional classifiers, with 81.05% prediction accu-
racy for DB1 and 71.22% prediction accuracy for DB5, but it’s still inferior to the
performances of deep learning method. Our proposed TCN yield 90.16% ± 0.33%
recognition accuracy on DB1 and 88.00% ± 0.34% on DB5. Comparing with pro-
posed TCN, Bi-TCN improves average accuracy from 90.16% to 90.74% ± 0.26%
on DB1, with a increasing of 0.58%. On DB5, it improves average accuracy from
88.00% to 90.06% ± 0.15%, with a increasing of 2.06%.

Fig. 5. Performances comparsion of different classifier.

The train loss and test loss of Bi-TCN can be seen in Fig. 6 and Fig. 7.
From the results, we can clearly see the loss of Bi-TCN are lower than proposed
TCN. In the confusion matrix, some incorrect classification of proposed TCN
are correctly classified by Bi-TCN. This phenomenon demonstrate that through
combine positive order and reverse order of the same sEMG signal, our Bi-TCN
can extract more information hidden in the signal than proposed TCN. On the
other hand, as showed in the confusion matrix, the misclassification occurs more
often between adjacent classes. This is because the gesture of adjacent classes are
more similar and the sEMG signal of these gesture are also similar, which makes
classification more difficult. That’s phenomenon indicates we should pay more
attention to the classification of similar gesture to further improve the accuracy
of gesture recognition.

We also compare our method with related works. The result can bee seen in
the Table 2, our method achieve best result on DB5. For DB1 our method’s pre-
diction accuracy is lower than SOTA, but it’s worth noting that our TCN only
have 32k parameters and Bi-TCN have 72k parameters, while SOTA method
have 410k parameters. The less parameters means less computation power
needed, which will improve real-time performance. In [23] which also use TCN
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(a) Loss. (b) Accuracy.

(c) TCN confusion matrix. (d) Bi-TCN confusion matrix.

Fig. 6. Results of DB1 subject 1.

(a) Loss. (b) Accuracy.

(c) TCN confusion matrix. (d) Bi-TCN confusion matrix.

Fig. 7. Results of DB5 subject 1.
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framework, they achieve 89.76% recognition accuracy on 53 movements but with
300 ms window. It’s worth know that with decreasing of window size, the accu-
racy will also decrease, thus, our proposed method is outperformance than gen-
eral TCN methods. On DB5, our method achieve 90.06% recognition accuracy
on 52 movement, while SOTA get 90% prediction accuracy on 41 movements.

Table 2. Gesture recognition accuracy of the proposed TCN and Bi-TCN compared
with the accuracy of existing works.

DatabaseModel Accuracy Parameters

DB1 Multi-view [24] 88.2% -

TCN [23] 89.76%(53 movements, 300 ms)85k

XceptionTime [19] 92.3% 413k

Proposed TCN 90.16%±0.33% 32k

Proposed Bi-TCN 90.74%±0.26% 72k

DB5 TL CNN [8] 68.98%(18 movements) -

LCNN [26] 71.66% -

Stacking Ensemble Learning [21]72.09%(40 movements) -

Multi-view [24] 90%(41 movements) -

Proposed TCN 88.00%±0.34% 121k

Proposed Bi-TCN 90.06%±0.15% 257k

7 Conclusions

In this paper, we proposed Bidirectional Temporal Convolutional Network (Bi-
TCN) to improve the performance of sEMG based gesture recognition. Our
proposed networks is consist of two same structure of Temporal Convolutional
Networks(TCN). This new TCN method requires two training stages. In the first
stage, two TCN are trained by using reverse order sEMG signal and positive
order sEMG signal, respectively. Then, we combine the feature extracted by two
TCN to train a final classifier. By validating our network on two benchmark
dataset, the results demonstrate our method can achieve 90.74% ± 0.26% and
90.06% ± 0.15% recognition accuracy on DB1 and DB5 respectively which is
comparable to the SATO method. Moreover, our networks have less parameters
than previous’ which will improve the ability of real-time gesture recognition
and reduce the requirements on equipment.

Despite of the good performance of Bi-TCN, it is difficult to ensure that the
features learned by TCN and Reverse-TCN are different. So our future work will
focus on find appropriate approaches to avoid duplication of learned features.
Furthermore, we also will consider utilizing Graph Neural Networks (GNN). The
reason is that the muscle groups of the hand are different when execute different
gestures and this relation of the muscle groups can be regarded as a relation
graph.
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