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Preface

The book presents high-quality papers from the Fourth International Conference on
Microelectronics and Telecommunication Engineering (ICMETE 2020). It dis-
cusses the latest technological trends and advances in major research areas such as
microelectronics, wireless communications, optical communication, signal pro-
cessing, image processing, big data, cloud computing, artificial intelligence, and
sensor network applications. This book includes the contributions of national/
international scientists, researchers, and engineers from both academia and the
industry. The contents of this volume will be useful to researchers, professionals,
and students alike.

Ghaziabad, India Devendra Kumar Sharma
Cay Giay, Vietnam Le Hoang Son
Ghaziabad, India Rohit Sharma
Edirne, Turkey Korhan Cengiz
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A Review on MIMO Dielectric Resonator
Antenna for 5G Application

Rajeshwari R. Malekar, Hema Raut, Laxmikant Shevada, and Sumit Kumar

Abstract Multiple input multiple output (MIMO) is the next-generation technology
for the 5G mobile terminals. MIMO uses multiple antennas and integrates multiple
antennas within constrained space which is a crucial issue. This requires high isola-
tion between antennas. MIMO technology will increase system capacity, link reli-
ability, and the data rate required for 5G communication. This paper presents a
recent MIMO dielectric resonator antenna (DRA) proposed by authors for future 5G
applications. It also compares various techniques used to improve isolation between
antennas and gain for MIMO DRA while maintaining a compact size. In this paper,
we have compared different 5G antennas available in the literature based on param-
eters like isolation, gain, radiation efficiency, and envelope correlation coefficient
(ECC).

Keywords MIMO · Dielectric resonator antennas · Millimeter wave · Mutual
coupling · 5G communication

1 Introduction

Mobile communication technology has developed rapidly since the last few decades.
Previous generation mobile phones are targeted for one type of device and one type
of user (for 2G mobile phones and 3G/4G smartphones). Consumer demands are
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increasing day by day because of advancing technologies like 4 K or 8 K video
streaming, multiple devices, the virtual reality which required large information
exchange. Now due to the Internet of things, networks are in such a way that all
systems are connected. It means people and various objects are very much connected
to every object and different data. The same device may host or relay different
applications maybe ranging from voice services to IoT services. It means the new
network must be much more flexible, faster, and cheaper [1].

The following are the five technologies that could give new directions in compo-
nent design and architectural changes required by 5G technology for lower latencies
and higher data rates [2]:massiveMIMO, device-centric architectures, native support
for machine-to-machine communication, millimeter wave (mm-wave), and smarter
devices. To enhance system performance, the massive MIMO is the optimistic tech-
nology for 5G communication. It is also called full-dimension (FD) MIMO for 5G
communication [3].

Out of these five technologies, MIMOwill be playing a considerable role in future
5G communication devices. MIMO can improve the link reliability, capacity, data
rate, through multiple transmission between the transmitter and receiver. Multiple
antennas should be installed in the transmitter and receiver for the MIMO system
[4].

Long,McAllister, andShen [5] in the 1980s examined the characteristics of dielec-
tric resonator antennas for different shapes of the form such as cylindrical, hemispher-
ical, and rectangular. Dielectric resonator antennas are efficient radiators, versatile,
and having design flexibility. Dielectric resonators are considered to be a good alter-
native for the antenna with low gains like dipoles, monopole, and microstrip patches
as suggested in [5]. A Dielectric resonator antenna (DRA) can be used as a resonator
as well as an antenna. Bandwidth (BW) of the DRA is inversely proportional to the
dielectric constant εr. The dielectric resonator antenna can bemademore compact by
using a material having a high dielectric constant εr. A dielectric resonator construc-
tively uses its radiating structure, due to which ohmic loss is reduced. Even in a
millimeter-wave frequency band, a DRA can achieve high radiation efficiency. In
the literature review, it is found that a various MIMO employs DRA to improve
isolation, gain, and various parameters.

In Sect. 2, a dielectric resonator antenna is discussed. In Sect. 3, we discussed
a literature review of recent work on MIMO dielectric resonator antenna design.
In Sect. 4, a comparative study of MIMO DRAs is presented according to various
parameters like isolation, gain, frequency range, efficiency. Lastly, the survey is
concluded in Sect. 5 followed by references.

2 Dielectric Resonator Antennas

In late 1960, dielectric resonators (DRs) had been utilized in microwave circuit
applications as high-Q-factor elements. Instead of wave guide-cavity resonators,
DRs are used because it is more compact and more compliant to printed-circuit
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integration. For compactness, thematerial usedwas having a relatively high dielectric
constant (εr ≥ 35). For Dielectric resonator antenna having a characteristic that its
(D) maximum dimension was linked to (λ0) the free-space wavelength (resonant).
The relation between D and (λ0) is given by D α λ0 εr − 0.5. Here, the dielectric
constant is (εr) for the dielectric resonator antenna. As the radiation efficiency was
not affected by (εr), a broad range of values was used (2 < εr < 140). The size of
the dielectric resonator antenna is made compact by using a material having a high
value of εr. So that, it is feasible for low frequencies as well [5].

Various applications of dielectric resonator antennas are IMT-2000, mobile
handsets for PCS, mobile base-station antennas, wireless LANs, radars, USB
applications, RFID, all-dielectric wireless receivers, spatial power combining, and
direction-finding.

Dielectric resonator antennas are normally preferred because it is compact and
has low profile, high radiation efficiency, wide bandwidth, and highQ. It is especially
used in applications where the requirement is a small size, ease of coupling for planar
transmission lines, and temperature-stable resonant at microwave frequency. Due to
this advantage, this can also be used at mm-wave integrated circuits.

Different types of antennas like the antipodal Vivaldi antenna is also used in 5G
applications [21, 22]. In this paper, MIMO DRA is studied for improving isolation
for 5G applications.

Low-Profile Dielectric Resonator Antennas. The compact dielectric resonator
antenna can be constructed where a low antenna profile is required. This antenna can
be designed using high εr by keeping antenna dimensions small. Different shapes of
low-profile DRA are shown in Fig. 1 [5].

Compact DRA. A combination of high dielectric substrates and metal loading a
compact antenna designs can be made. This results in a reduction of bandwidth and
can be used in narrowband applications. Figure 2 [5] shows the compact DRA with
metal loading.

In MIMO, high isolation between antenna elements is needed. Various tech-
nologies are suggested to improve the isolation of MIMO dielectric resonator
antennas (DRAs). These techniques are used to resist the current displacement
between antenna elements. The following are the different techniques used for
enhancing isolation of MIMO DRAs: parasitic structures including metallic entities

Fig. 1 Low-profile DRA
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Fig. 2 Compact DRA with metal loading

[11], frequency selective surfaces (FSSs) [12], hybrid feeding mechanism gener-
ating orthogonal modes [13–16], metasurface shields [17]. Different challenges of
DRA-based MIMO are addressed and investigated above 3.5 GHz bands in [18–20].

3 Recent Work on MIMO Dielectric Resonator Antenna

When we are using a multiple input multiple output (MIMO) technique, one impor-
tant aspect that needs to be considered is the isolation between two antennas. The
paper [6] has discussed the method where two rectangular dielectric resonators were
kept on a Rogers 5880 substrate. This was excited by a rectangular microstrip-fed
slot which was kept under dielectric resonators. On the upper surface of two DRs, a
metal strip was printed. This construction was used for isolation purposes. Because
of that metal strip, the strongest part of the coupling field will move away from
adjacent lots of dielectric resonator antennas.

An important requirement of the 5G antenna is that its size must be compact and
efficient. For short-range and high-speed data links, itmust fit on the edge of handheld
devices. In paper [7], a millimeter-wave dielectric resonator MIMO antenna system
is presented with two linear arrays. Single multiple input multiple output antenna
contains four cylindrical dielectric resonator antennas (cDRAs) which are operating
at 30GHz frequency andwith 1GHz bandwidth. Each cylindrical dielectric resonator
antenna has a diameter of 3.2 mm and height 3.1 mm. The proposed system consists
of two- and four-element linear cylindrical DRA arrays (total of eight elements).
The Center-to-center spacing between two adjacent cDRAswas 6mm. Four-element
arrays are proposed with a beam pattern that was tilted by 450. A good correlation
coefficient was achieved by a well-designed feed network. This enables acceptable
phase and magnitude excitation for separate cylindrical DRAs for radiation.

The paper [8] has studied enhanced diversity compact single-fed wideband circu-
larly polarized MIMODRA for 5G application. Two diagonal edges of the dielectric
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resonatorwere truncated at 450 so as to achieve a greater axial ratiowhichwas greater
than 0.65GHz. ACross-ring slot was used to excite DRA to produce circularly polar-
ized fields. The adhesive material was used to attach DR to the PCB. This additional
layer of adhesive material affects the radiation characteristics like the quality of
polarization and antenna impedance. Instead of adhesive material, short triangular
stands were used. These are attached at the border of the dielectric resonator to grip
it in place.

In [9], the isolation of mm-wave MIMO DRA was improved by attaching simple
metallic vias. It was observed that by inserting the vias vertically within the dielectric
resonator antenna at a suitable place and without an increase in height of the antenna
mutual coupling was significantly decreased. Decoupling metallic vias affect the
field distribution and reduce the coupled field. Thus, isolation between MIMO DRA
can be enhanced. Even though vias were inserted inside the dielectric resonator
antenna without additional footprint, the complete antenna design becomes compact
and simple. The decoupling method was used in the H-plane and E-plane coupled_2
MIMO antennas.

For square DRAs, aperture coupling (Lmonopole) feeding technique is used [10].
This technique is used to achieve multi-band frequencies. The coupling energy of
the DRAs is controlled by the aperture couple. The desired band of frequencies
can be adjusted without disturbing fundamental mode. The desired frequency band
is achieved by adopting L monopole aperture coupled feeding. A triple-band dual-
polarized MIMO SDRA for 4G and 5G was suggested and studied. This proposed
method can be used for LTE bands: 1.63–1.84 GHz (9/24), 2.43–2.71 GHz (38/41),
and 3.27–3.75 GHz (48/52) (Table 1).

Table 1 MIMO DRAs for 5G

S. No DRA shape Dimensions
(mm3)

Substrate Feed type ECC References

1 Rectangular 20 × 20 ×
0.254

Rogers 5880 Microstrip 0.013 [6]

2 Cylindrical 10 × 45 ×
3.1

HiK500 Microstrip 0.002 [7]

3 Circular polarized
CP-DRA

46 × 46 ×
1.6

FR-4 epoxy Microstrip 0.02 [8]

4 Rectangular 4.4 × 4.5 ×
1.27

Rogers 6010 Microstrip 0.002 [9]

5 Square 44 × 44 ×
20

FR4 Microstrip 0.02 [10]
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4 Comparative Study of MIMO DRAs

The result of the simulation shows impedance bandwidth obtained from the proposed
antenna [6] is (S11 ≤ − 10 dB) for the frequency range of 27.25–28.59 GHz. So,
this will cover the 28 GHz band.We know the Federal Communications Commission
has allotted 27.5 to 28.35 GHz band for 5G application. Because of a metal strip,
the isolation is improved to 24 dB. Results are simulated using HFSS software.
The envelope correlation coefficient for suggested MIMO DRA was <0.013 in the
28 GHz frequency band. ECC is another critical figure in the MIMO system, and
this contributes to an improved diversity gain and channel capacity. For the proposed
system, diversity gain measured is > 9:9 dB. HFSS software was used for simulation
purposes.

The MIMO cylindrical dielectric resonator antennas proposed in [7] provide
minimum field correlation which is less than 0.002 throughout the band. In this
paper, peak gain achieved is more than 7 and with better radiation efficiency. Simu-
lated and measured results show that mutual coupling was less than −25 dB. The
efficiency of simulated results was 95% and with a feed system, it reduced to 80%
for DRA array. Results are simulated using HFSS software.

In [8], an antenna gain achieved for DRA is about 4.83 dB and impedance band-
width around 0.8 GHz. The electromagnetic band-gap structure is used to construct
a circular polarized DRA array. The proposed MIMO array achieves isolation better
than 26 dB while keeping a compact size. Axial ratio BW is about 18.7% and
impedance of 25.9% for the system proposed. The diversity gain of the antenna
proposed is above 9.8 dB, and the ECC is <0:02. Results are simulated using HFSS
software.

In [9], simulated results of the proposed MIMO antenna show that the antenna
provides a gain of 6.4 dBi. It is also observed that the increase in vias did not enhance
isolation significantly. At 26 GHz, the isolation of the H-plane is increased starting
at 15.2–34.2 dB for the MIMO DRA array. For the E-plane array, the isolation is
increased starting at 13.1–43 dB. It is observed that the envelope correlation coef-
ficient (ECC) value for the suggested MIMO antenna system is below 0.002. For 1
× 2 MIMO DRA arrays, the coupling for H-plane and an E-plane was decreased to
19.8 dB and 22.7 dB, respectively. This also leads to high isolation of over 30 dB
by the proposed decoupling method. So, this proposed system has a compact size,
simple structure, and high isolation level.

In [10], impedance bandwidth is suggested for the MIMO antenna system, at
1.7 GHz about 12%, at 2.6 GHz about 10.89%, and at 3.6 GHz about 13.68%.
The expected frequency band is achieved by adopting L monopole aperture coupled
feeding. An antenna gain measured is 5.5 dBi at 1.7 GHz, 5.9 dBi at 2.6 GHz, and
6.9 dBi at 3.6 GHz. The value of ECC is 0.0070 at 1.7 GHz, 0.0072 at 2.6 GHz, and
0.0038 at 3.6GHz. For the proposed system, ECC is <0:02, and diversity gain is about
10 dB. It also maintains compact size, polarization diversity, and good impedance
bandwidth. Results are simulated using HFSS software (Table 2).
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Table 2 Comparative study of MIMO DRAs

S. No DRA shape Isolation (dB) Gain (dBi) Frequency
(GHz)

Efficiency References

1 Rectangular 24 9.9 27.528.35 Not given [6]

2 Cylindrical 25 7 30 High [7]

3 Circular
polarized
(CP-DRA)

26 9.8 3.33.8 Not given [8]

4 Rectangular 30 6.4 26 Not given [9]

5 Square 20 5.5 1.7 Not given [10]

5.9 2.6

6.9 3.6

5 Conclusion

The main concern for 5G antennas is to improve gain, bandwidth, isolation, and
high radiation efficiency. This paper elaborates methods by using various shapes of
dielectric resonator antennas. They are compared for MIMO DRA in the 5G appli-
cation. The main requirement of the MIMO technique is high isolation between
antenna elements. After comparing different methods, it is observed that high isola-
tion is achieved from 20 to 30 dB while maintaining a compact size. For triple-band
frequencies, isolation achieved is 20 dB. The gain is alsomaintained from aminimum
of 5.5 dB to a maximum of up to 9.9 dB. In this paper, the millimeter-wave band is
also considered.
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Comparative Study of CMOS
and FinFET-Based SRAM Cell Using
SVL Technique

Deepika Sharma and Shilpi Birla

Abstract The data stability issues in SRAM cells become more prominent with the
decreasing of feature sizes in CMOS technology. The focus of memory manufac-
turers always remains on reducing power consumption and stability improvements
of the SRAM cells. In this work, the critical parameters of FinFET and CMOS
transistors based on SRAM cells are compared. This paper focuses on the simula-
tion of 10T SRAM cell topologies design using sleep transistor, drowsy cache, and
self-controllable voltage technique (SVL) techniques and their comparison. Among
all these techniques, SVL shows the best results by consuming 4768 nw power for
FinFET technology and 15.8383 nWpower for CMOS technology. Evaluated results
show40%, 26%, and 10% improvement inHSNM,RSNM, andWSNM, respectively,
and 80.93% reduction in leakage power. FinFET design SRAM cells result in higher
RSNM, HSNM, and WSNM. For simulation, the HSPICE tool is used at 32 nm
PTM CMOS and FinFET transistor with a supply voltage of 900 mV and 25 °C
temperature.

Keywords SVL · SNM · Power · 10T SRAM · FinFET

1 Introduction

In today’s worlds, the key design challenges are proper optimization of power for
battery-operated devices and portable electronic gadgets. For circuit manufacturers,
there are two conflict requirements. The first requirement for portability is keeping
power at minimum, and the second requirement is high functionality and speed.
Nowadays, most of the chips and microprocessors use SRAMs and it covers a large
amount of space and power of chips [1]. Therefore for low power design, it is neces-
sary to reduce the power of the SRAM cells [2]. Among various methods proposed
by the researchers for low power voltage scaling are mostly used. From the relation
of power and supply voltage, it is known that power can vary with supply. In voltage
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scaling method, power is reduced by scaling of voltage [3–5]. The supply can also
be applied below the threshold voltage [6].

In conventional 6T SRAM cells due to aggressive scaling of features size, several
issues like stability and performance occurred. Therefore, to eliminate the problems
occur in 6T SRAM cells transistors increased and new cells formed. To reduce the
power in standby region, several techniques such as MTCMOS and VTCMOS have
been proposed [7–10]. These techniques decrease leakage power but there are various
drawbacks with the use of these techniques such as large area and power penalty.
The purpose of this study is to design an improved novel 10T SRAM cell in 32 nm
CMOS and FinFET technology which can perform read/write operations. Figure 1
represents the flowchart of proposed work having the main focus of research work
in designing low power and improved stability SRAM cell.

Study different types of CMOS and FinFET based SRAM cells and power reduction tech-

Design 10T SRAM cell at 32nm technology node using MOSFET and FinFET and netlist
generations 

Applied Sleep Transis-
tor technique  

Applied Drowsy Cache 
technique  

Simulations of HSPICE netlists of all the designs SRAM cells for AC and DC analysis 

1. Calculate Average power , leakage power 
2. Calculate hold SNM, Read  SNM, Write SNM of all SRAM cells at different voltag-

es using butterfly curves obtained from VTC for all designs 

Select the technique having least leakage power and large value of SNM 

Design 10T SRAM cell with CMOS and FinFET transistors using selected technique and 
compare them 

Applied SVL technique  

niques

Fig. 1 Flowcharts of proposed work
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2 Basics SRAMModels

This section includes the design of basic SRAM models such as conventional and
sleep transistor-based 10T SRAM cell using CMOS and FinFET technology are
discussed.

2.1 Conventional 10T SRAM Model

Readoperation. Before initiating this operation, bitlines (BLandBLB) andwordline
(WL) are maintained at VDD. Write-wordline (WWL) is pulled down to the ground
to turn off the read path through the M6 and M5 transistors [11–13]. Storage nodes
are disconnecting from bit lines with the turn off of M5 and M6 transistor to prevent
bit line interference. During this operation, the M8 and M7 transistors behave like
as read buffers. For example, if Q stored data 1, then the read operation is performed
such that the M9 and M10 transistors are ON and the M5 and M6 transistors OFF.
As the Q stored 1, the M8 transistor will be ON for a correct read operation and BL
will be discharged through the M10-M8 transistor.

Write operation. During this operation, both wordlines (WL andWWL) are charged
with VDD. In order to maintain good writeability, WWL keeps higher than VDD.
For the transfer of data from bitlines to nodes, two access transistors are connected
on both sides which should be ON [14]. Before writing 1 at node Q, BL is kept to
VDD and BLB kept at 0 V. During write “0”, the bitline is maintained at ground and
bitlinebar is kept at VDD. Figures 2 and 3 represent the existing cells.

3 Research Method

3.1 Sleep Transistor Technique

In this technique, a NMOS and PMOS switch are connected between upper and
lower parts of the SRAM cell. A PMOS switch is connected between supply and
cell, whereas the NMOS switch is connected between cell and GND [16–20]. During
read and write operations, both switches are forced to be ON by using signals (S and
SD), and in hold operations, they are forced to be OFF. Because of the path between
VDD and GND during active mode, there is no change in operations. During sleep
mode, there is no connection of power supply and cell creating virtual VDD and
GND path. The signal S and SD are set to 1 V and 0 V for active mode and vice versa
for hold mode. The reduction in output voltage is reduced from VDD to (VDD-Vth)
in hold; operations cause a further reduction in leakage currents and power.
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Fig. 2 CMOS-based cell [15]
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Fig. 3 10T CMOS-based SRAM cell using SVL technique
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3.2 Drowsy Cache Technique

In this method, two types of supply voltages are used in active and sleep modes. In
sleep mode, half of the supply voltage (VDD/2) is used, whereas in active mode high
supply voltage (VDD) is preferred. In sleep mode, reduction in the supply causes
reduction in leakage and thus provides an improvement in performance and reduction
in static power dissipation [20]. In the active mode of operation, M11 transistor
provides the supply as VDD while in hold mode M12 transistor maintained it at
VDD/2.

3.3 Self-controllable Voltage Technique

Among all the low power techniques SVL provides the least power. Power is calcu-
lated by combining the upper and lower parts of the circuit. An upper circuit known
as USVL (upper SVL) consists of series connection of two (NMOS) transistors M12
and M13 in parallel with one (PMOS) M11. The same connection is formed for
lower circuit known as LSVL (lower SVL) by making some small changes replacing
of NMOS transistor with PMOS and vice-versa. Both the upper and lower parts are
connected with supply and ground. USVL and LSVL combine reduced leakage in
the cell [21]. As seen in Figs. 4 and 5, the clock signal clk is kept high, whereas the
clk1 is kept low in active mode and vice-versa in hold mode. The function of the
USVL circuit is to keep the supply lower than the actual supply. The purpose of the
LSVL circuit is to increases the GND value from the original value [14, 22, 23]. This
results in a reduction in the value of overall voltage and leakage power.

4 Results and Analysis

The existing and proposed bit cells have been simulated for a supply voltage from
200 to 900 mv.

4.1 Hold SNM

It can be seen from the graph that the HSNM of CMOS and FinFET design cell is
220 mV and 320 mV, respectively, @ VDD = 900 mV. So we can conclude that
proposed FinFET design cell offers improvements in HSNM in comparison with
CMOS.
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M1

M2

M3

M4

M6 M10

M8

M5

M7

M9 QB

Q

BL

CLK
1

VDD

M11 M12

M13

CLK
2

M14 M15

M16

WWL

WL

BLB

Fig. 4 10T FinFET-based SRAM cell using SVL Technique

Fig. 5 Hold SNM of cell a FinFET b CMOS

4.2 Read SNM

It is more prone to disturbance in the cell. Figure 6 shows that RSNM of CMOS and
FinFET design cell is 360 mV and 380 mV, respectively, @ VDD = 900 mV.
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Fig. 6 Read SNM of cell a FinFET b CMOS

Fig. 7 Write SNM of cell a CMOS b FinFET

4.3 Write SNM

It is the capability to write “0” when node storing “1” and to write “1” when node
storing “0” in the cell. The butterfly curve for both CMOS and FinFET at VDD =
900 mV. There is an improvement in SNM for FinFET design cell (Fig. 7).

4.4 Static Power Dissipation

The existing and proposed bit cells have been simulated for a supply voltage of
200–900mv. Table 1 shows that proposed cell having less power consumption from
existing ones.
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5 Conclusion

The paper postulates a new 10T-SRAM cell with betterment in read–write margins
and less power consumption.Results signify that theSVL techniqueprovides efficient
stability for both devices. FinFET design SRAM cell is more stable than CMOS.
The SVL technique reduces static power dissipation by 80.93% as compared to the
sleep transistor technique. As the transistors become more in the cell, area and delay
increase significantly with less static power. In future by using this SVL circuit, many
SRAM cells can be designed which can work on reduced power and find usage in
ultra-low power applications.
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Capacity Evaluation and Analysis
of Long Range for IoT

Asmita Singh, Abhishek Tyagi, and Sindhu Hak Gupta

Abstract Internet of Things(IoT) thought is growing in the past few years, and
the range of IoT devices is increasing apace. With the advancement of wireless
networks, the evolution of cutting-edge data analytics and the decline in the outlay
of connected devices, there is a rise in cloud platform adoption, and the market
is anticipated to evolve at a positive pace. LoRaWAN is the progressive evolved
technology that is anticipated as it holds up a large sector of the billions of approx-
imated IoT. This paper focuses on the network QoS by analyzing the signal quality
and channel capacity on the different configuration settings of LoRa. The simulated
result demonstrates the utmost combination to achieve maximum channel capacity,
SNR, and minimum bit error rate irrespective of the spreading factor, code rate, and
bandwidth. Result demonstrates that there are approx. 27.21% more nodes can be
active at SF-7 concerning SF-12 and concludes that capacity deteriorates as the SF
increases which further concludes that link quality is 27.1% averagely superior in
SF-7 region that the SF-12.

Keywords Code rate · Internet of Things(IoT) · LoRaWAN · Channel capacity ·
Spreading factor

1 Introduction

Internet of Things is an emerging technology, and it does not require building a brand-
new infrastructure. It primarily uses the basic structure consisting of sensor networks,
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communication technologies, cloud computing, big data analytics, and embedded
system [1]. The pace of IoT integrates with nearly all industries and conforms to
user needs and the evolving new technology IoT among the eminent base or pillar,
because of the existence of millions and millions of users or end devices which are
increasing and increasing rapidly. One of the major constraints of IoT is its energy
of sensor nodes. Servers are also overloaded as billions and billions of devices are
connected to it which leads to casting effect on the link or network capacity, and thus
we need to optimize accordingly [2]. Capacity evaluation is very important for the
proper functioning of IoT [3].

There were enormous technologies with its all merits and drawbacks as one is not
capable of fitting in every circumstance and scenario. Each shows their superiority
compared to others with different aspects, and according to the requirement, it will
be best for the environment. Presently, WiFi is one of the appealed technologies
for communicating long distance, whereas Bluetooth and ZigBee are some of the
techs for shorter distance and preferred in IoTs. These technologies also are battery
consuming and thus then LoRa introduced which have the features of low cost, smart
city, industries, and secure bidirectional [4].

As our classic well-established cellular network (2G, 3G, 4G) is built for high data
throughput but optimization of energy is challenging, thus small data for transmission
is not a good option and LoRa in this empower these technologies by consuming less
power.

Similarly, WiFi (wireless fidelity) is restricted to a small area for communication
and also considers to be less secure when large data are flooded, and it cannot be
distinguished and received by thewrong receiver. LoRa is a technology thatmaintains
quality of service (QoS) and considered to be safe due to its double AES encryption
[5]. LoRa alsoworks on chirp spread spectrum (CSS) defiant towardmultipath fading.

Also, ZigBee communicates over a small distance and works on high-level
communication protocol works on mesh networks, and transmitting to a distant node
is done by multiple hops which are power-consuming [6]. LoRa on the other hand
works on a star topology and thus no hop is likely to be needed and thus takes less
power.

Previous technologies like the Internet and mobile communication had heavy
traffic in its network, and now IoT is also playing a major role. Thus, IoT assigns
to the worldwide network (WWW) of the linked nodes merely located, which is
dependent on the common protocols related to the communication.

LoRaWAN technology due to its characteristic of energy constraints and high data
throughput is trending in research studies which includes performance and charac-
teristic analysis with simulation tools and mathematical approach [7]. The author
focuses on the packet loss ratio, coverage range, and the impact of the communica-
tion link of variousmodulation parameters [8]. Thework done on capacity analysis of
LoRaWAN is based on the payload size of applications and the rate ofmessage gener-
ation from end devices [9]. The author also focuses that the capacity will decrease
when to end devices are farther and SF will increase.
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Also, there is a paper which broadly focuses on how RSSI impacts the capacity of
LoRaWANbased on non-destructive awareness [10]. Existingwork is communicated
to analyze the capacity but channel capacity was not the prime objective.

This paper focuses on the capacity evaluation, i.e., amount of traffic the network
can employ at a particular time, modifying different combinations of LoRa, theo-
retically the maximum capacity is gained by synchronization, and number of end
devices which will be supported by 6 SF of networks in cell area maintaining the
quality of coverage needed [11]. Maximum capacity leads to the addition of nodes,
and maximum SNR represents better signal quality and low noise.

Further sections will include highlights of LoRaWAN and their frequency range
and range suitable for Indian scenario and the impact of spreading factor and code
rate on capacity and how these factors are related to each other.

2 LoRa (Long Range)

LoRaWAN is standardized by the Lora alliance and is a MAC protocol designed to
operate wirelessly, i.e., IoT devices.

For the rural area, it ranges between 35 and 45 km, whereas in urban areas it
ranges up to 5 km [2]. Low-power wide area (LPWA) provides a balance between
battery-efficient communication and long distance at the cost of throughput. LoRa
is one of the most popular technologies among the other technologies as it works on
an unlicensed spectrum which makes it cost effective, and long battery lifespan is an
additive advantage to be an optimum choice for day-to-day applications.

LoRa technique is patent by Semtech Corporation and is a type of modulation
technology that helps in transferring the information over the large area having a small
value of the transfer rate [12]. For efficiency improvement and capacity increment, it
introduces six orthogonal spreading factors: SF 7, SF 8, SF 9, SF 10, SF 11, and SF 12
which results in different data rates. LoRa networks are extremely flexible as they are
capable of tuning their transmission parameters of devices. It provides an optimum
global configuration that provides proper utilization of channel bandwidth, and thus
maximum throughput is achieved. LoRa is considered to be best for IoT applications
as its data rates range up to 50 kbps and lifetime is approximately 10 years.

3 System Model (LoRaWAN)

This section focuses on the capacity evaluation of LoRa. LoRaWAN is open standard
MAC protocol allows SF from 7 to 12 with code rate 4/5 to 4/8. Because of its
low receiver sensitivity, it communicates to the long range. Therefore, multiple end
devices can communicate with a long-distance deployed gateway.

For the current scenario, it is assumed that the bandwidth is represented by ‘BW’,
the spreading factor is represented as ‘SF’, and the code rate of the system is ‘CR’.
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The signal-to-noise ratio (SNR) of the link is dependent on the spreading factor, code
rate, and bandwidth. Link quality gets better as the SNR improves.

SNR = Eb
N0

∗ s f ∗ BW
2s f ∗ 4

4+CR (1)

The second parameter of the LoRa is the bit error rate (BER) which helps in
getting the better performance of the LoRa:

BER =
(

1
Eb
N0

∗s f ∗BW
2s f ∗ 4

4+CR

)K

(2)

Network capacity refers to when maximum messages can transmit from nodes
to Lora gateway. Signals in LoRa networks are orthogonal to each other when the
spreading factor varies 7–12, which results in a change in data rates and thus gateway
is capable of receiving respective data rates on the same channel.

C = BW ∗ log2

(
1 +

(
Eb

N0
∗ s f ∗ BW

2s f
∗ 4

4 + CR

))
(3)

Above Equation depicts that capacity of the channel is dependent on the band-
width of spectrum, spreading factor, and noise figure. Out of these parameters, the
noise figure is a constrained parameter. Bandwidth is fixed for every technology, i.e.,
125 kHz. The spread factor is a free parameter that ranges between 4 and 256 (down-
link) and range extends to 512 for uplink. According to the LoRaWAN specifications,
spreading factor is restricted to six exclusive spreading factors states that up to six
nodes can transmit in the same channel simultaneously. For this scenario, SF ranges
from 7 to 12. The code rate is also a free parameter and can be in various ranges
depending on the addition of forward error correction (FEC) in data transmission. In
this scenario, 4-bit data encoding with 5–8-bit redundancies is implemented.

Further in the upcoming section, capacity is evaluatedwith the help of a simulative
tool with the corresponding parameters.

4 Simulated Results

The simulation is achieved with the aid of MATLAB. Theoretically perfect synchro-
nization and node scheduling lead to maximum capacity. The accumulated capacity
of the LoRaWAN end device(Gateway) is calculated as the number of end devices
by all SF while maintaining the quality of service requirement.

Channel capacity is one of the important factors as the capacity increases, and the
network can be more scalable, where more devices can be active and applications
can run. There is the inverse relationship between the capacity of the network and
the spreading factor, i.e., capacity of the network decreases as the spreading factor
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Fig. 1 Capacity vs code rate at a BW = 125 kHz b BW = 250 kHz c BW = 500 kHz

increases. The redundancies in the packet were added to enable error-free trans-
mission, whereas after analyzing the result the channel capacity deteriorates as the
redundancies were increased.

Figure 1 represents the effect of coding rate and spreading factor on the capacity
of the channel. The maximum channel capacity at the code rate 4/5 got a drastic
drop between 4/7 and 4/6. Spreading factor 7 upholds the maximum capacity in
comparison to SF = 12.

Table 1 depicts the capacity achieved at the respective configuration for bandwidth
125 kHz, 250 kHz, and 500 kHz. There is approximately 27.21% degradation in
channel capacity which is found as the spreading factor increases irrespective of
bandwidth for code rate-4/5.

With the help of Fig. 2, there is the comparison between the link quality which is
measured in terms of signal-to-noise ratio at the different values of spreading factors
(SF) 7, 8, 9, 10, 11, and 12 with respect to CR. Spreading factor 7 shows the better
resultant output as the transmission time is less in comparison with other SF.

Table 2 depicts that at SF = 7, which represents the nearer the end device from
the gateway, the better the communication established. The maximum value is deter-
mined at the 4/5 code rate, when encoding data are 4 and the redundant bit is 5,
increasing bit leads to degraded signal. Average 27.12% of the link quality fades as
the signal is reaching toward SF-12.

Table 1 Maximum capacity
achieved at CR-4/5

Spreading
Factor

Capacity (bits/sec/kHz)

BW-125 kHz BW-250 kHz BW-500 kHz

7 2.09 × 106 4.43 × 106 9.36 × 106

8 1.99 × 106 4.23 × 106 8.96 × 106

9 1.88 × 106 4.02 × 106 8.55 × 106

10 1.78 × 106 3.81 × 106 8.12 × 106

11 1.67 × 106 3.59 × 106 7.69 × 106

12 1.56 × 106 3.37 × 106 7.25 × 106
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Fig. 2 SNR versus code rate at a BW = 125 kHz b BW = 250 kHz c BW = 500 kHz

Table 2 Maximum SNR
achieved at CR-4/5

Spreading Factor SNR (dB)

BW-125 kHz BW-250 kHz BW-500 kHz

7 10.07 10.67 11.28

8 9.59 10.19 10.79

9 9.09 9.69 10.29

10 8.58 9.18 9.78

11 8.06 8.66 9.26

12 7.53 8.13 8.73

The capacity of the channel will increase as SNR increases. Spreading factor 7
has the maximum SNR compared to SF= 12. As SNR represents the signal-to-noise
ratio and as much the SNR is high, the channel has the least noise and maximum
signal. The bit error rate is dependent on SNR, and as SNR of a signal increases then
the BER decreases which leads to the better efficiency of the channel.

In Fig. 3, there is a comparison between the different values of BER, Eb
N0

at the
different values of spreading factor (SF) 7, 8, 9, 10, 11, and 12. With the help of
this, we find out that at the SF = 7, the LoRa modulation works better than others.
Minimum BER achieved is at bandwidth 500 kHz and CR-4/5 at which signal has
the highest SNR showed in Table 3.

5 Conclusion

To get the best solution of parameters with SF = 7 to SF = 12 with code rate 4/5,
4/6, 4/7, 4/8 at bandwidth 125 kHz, SF = 7 and SF= 8 represent the best output as it
reaches the maximum capacity level, whereas the code rate 4/5 outshined compared
to the 4/8 code rate. As discussed in LoRaWAN finding, spreading factor which
works better as to control SF so that communication occurs at different levels by



Capacity Evaluation and Analysis of Long Range for IoT 25

Fig. 3 BER versus Eb/No at a BW = 125 kHz b BW = 250 kHz c BW = 500 kHz

Table 3 Minimum bit error
rate achieved at BW-500 kHz

Spreading
factor

Bit error rate

BW-125 kHz BW-250 kHz BW-500 kHz

7 0.0334 × 10–8 0.0053 × 10–8 0.0209 × 10–9

8 0.1024 × 10–8 0.0016 × 10–7 0.0640 × 10–9

9 0.0324 × 10–7 0.0052 × 10–7 0.0202 × 10–8

10 0.1049 × 10–7 0.0017 × 10–6 0.0655 × 10–8

11 0.0347 × 10–6 0.0055 × 10–6 0.0217 × 10–7

12 0.1165 × 10–6 0.0019 × 10–5 0.0728 × 10–7
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setting virtual channels and simultaneously message can be received and maintains
the quality of service. The simulated result ensures that the signal quality deteriorates
by approximately 27.1% as SF increases for CR-4/5 irrespective of bandwidth. The
maximum number of end devices that are connected wirelessly to a particular BS or
gateway collisionmust be avoided to drop in the number of packets. As by increasing
the traffic or end devices in the network in future, it will increase the collision rate and
decrease in throughput so for the increasing traffic it requires greater capacity and
thus higher value of spreading factor allows longer-range transmission but smaller
spreading factor more device to transmit, and in this paper, we are customizing each
spreading factor with respect to code rate to maximize the network. Average 27.21%
more nodes can be deployed irrespective of bandwidth in SF-7 than SF-12.

Future scope lies by optimizing the channel capacity to deploy more number of
nodes and subscribers be added in the network, improving link quality by improvising
SNR and reducing BER.
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VLSI Implementation of PN Sequence
Generator Using Two Different
Multiplication Algorithms

Vaibhav Chaudhari, Surbhi Rathore, Aakash Gadge,
and V. S. Kanchana Bhaaskaran

Abstract Wireless communication system plays an essential role in data transmis-
sion system. In wireless systems like satellite network, mobile communication, or
any data transmitted network, a specified band is allotted. Such network has its own
specified allotted spectrum for secure communication. Safe data transmission and
reception are important and difficult tasks. Such data transmission needs some secure
techniques to transmit data securely, and one such technique is hiding the transmis-
siondata or hiding themessage signals. Toprovide security tomessage signal, random
noise is added through pseudo-noise (PN) sequence generator. When PN sequence
is added to a message signal, it resembles like a noise making it hard to decode
and increases the signal bandwidth to utilize the whole spectrum. In this paper,
the approach to generate PN sequence using Vedic multiplier has been proposed.
In a Vedic multiplier, multiplication is done by using Urdhva Tiryagbhyam sutra,
and basic multiplication method is used to design conventional multiplier. The PN
sequence generator is implemented using Verilog HDL. The comparative analysis
of Vedic multiplier over the conventional multiplier is implemented using Altera
FPGA. Vedic multiplication gives an effective result when compared to conventional
multipliers.

Keywords Vedic mathematics · Urdhva tiryagbhyam sutra · Add and shift
multiplier · PN sequence

1 Introduction

A good communication network reduces the risk of the theft of data from hazardous
spyware. Data security is of paramount importance in military-based application,
spread-spectrum communications, and cryptography where the data redundancy can
lead to the nation’s financial loss and security. One of the techniques used to secure
communication is by increasing the signal bandwidth through the spread spectrum.
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Multipliers are utilized in a wide scope of digital signal processing and other
different applications. As per the modern technology requirements, multipliers play
an important role in design applications. These researchersmainly focus on the design
factors like high speed, accuracy, area, and low power consumption. Digital applica-
tions have different computational blocks. To perform computational operations of
these blocks, speed of execution should be comparedwith older techniques to get new
advancement. Vedic mathematics is a set of techniques or sutras for simple and faster
solving of mathematical arithmetic. The word Veda is derived from Sanskrit which
means ‘knowledge’ [1]. In Vedic mathematics, there are 16 sutras and 13 sub-sutras
to solve complicated problems involved in arithmetic, calculus, geometry, algebra,
and conics. Using these sutras, arithmetic operation like addition, subtraction, multi-
plication, and division can be solved immediately with great simplicity compared
to the conventional methods. Vedic multiplication plays a key role in most signal
processing applications. It has many advantages compared to conventional multi-
pliers, like it increases the speed of the system, improves efficiency of the system,
and helps in reducing the time delay and path delay, and it reduces the complexity
of the system. In this paper, we used the Vedic multiplier in terms of improving the
area and power utilization of the system. The memory and power requirement of
the Vedic multiplication is much less as compared to the array and add and shift
multiplier technique [2, 3]. The performance in terms of area, speed, and power of
Vedic multiplier with conventional multiplier [4] was discussed.

To generate a random sequence of numbers, following techniques are used: (1)
pseudorandom number generators (PRNGs) and (2) true random number generators
(TRNGs). The distinction between true randomnumber generator and pseudorandom
number generator is that TRNGs use an unpredictable physical means to produce
numbers (like atmospheric noise), and PRNGs use mathematical algorithms. The
TRNGs techniqueprovides high amount of entropy thatmakes it impossible to predict
the value. In terms of efficiency, it is less efficient as compared to the PRNGs. The
TRNGs is aperiodic, whereas PRNGs is periodic in nature with increased efficiency.

There are various techniques used to generate random number such as linear
congruential generator, lagged Fibonacci generator, and linear feedback shift regis-
ters (FSRs). In linear congruential generator, a recurrence relation si + 1 = (a* si
+ c) mod m is used to generate random sequence, but the problem in this method
the period is limited by m. The additive lagged Fibonacci generator is defined by
si = si − p ± si − p + q mod m which provide much larger period. In this paper,
linear feedback shift registers are used to generate a random sequence as it has a
good statistical property, minimum implementation cost, and long period sequence.
Linear feedback shift register (LFSR) is generally used to produce pseudorandom
sequence. The pseudo-noise (PN) sequences are used to create white random noise
to produce an unpredictable binary sequence [5]. It provides a strong correlation
when the sequence is matched in time with a copy of itself. It is also used for training
patterns to equalize a channel. Usually, pseudorandom sequences are often used for
scrambling and in direct-sequence spread-spectrum schemes.

This paper consists of five sections. Section 2 describes Vedic mathematics and
PN sequence generator, followed by implementation of PN sequence generator and
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Vedic multiplier. Section 4 elaborates the simulation result, and Sect. 5 concludes
this paper.

2 Multiplier and PN Sequence Generator

2.1 Array Multiplier

There are two different ways for a multiplication, i.e., serial multiplication and
parallel multiplication. In a serial multiplication executed by finding partial products
and adding partial products together. In parallel multiplication, parallel products are
produced at the same time.

The general multiplication method is the add and shift algorithm. Let us consider
the X and Y are multiplicand and multiplier, respectively. To generate partial prod-
ucts, AND gates are utilized, with N-bits multiplicand and M-bits multiplier. The
partial products thus generated are N*M. Different multipliers like booth multiplier,
combinational multiplier, sequential multiplier, Wallace tree multiplier, and array
multiplier can be used.

X = xn−1xn−2 . . . x2x1x0
Y = yn−1yn−2 . . . y2y1y0

The array multiplier circuit based on add and shift principle is shown in Fig. 1.
For 4*4-bit multiplication 16 AND gates, 8 full adders, and 4 half adders are used.
The partial products are generated by using AND gates, and addition is performed
by full adders. As shown in Fig. 1, the input bits are x0x1x2x3, and the output bits
are z0z1z2z3z4z5z6z7. The array multiplier is less complex, easy to scale, and easy to
place and route, but the power consumption is more.

2.2 Vedic Mathematics

The Shri Bharati Krishna Tirthji has recreated sixteen mathematical sutras from the
Atharva Vedas between 1911 and 1918. Such sutras were derived from ‘The Ganit
sutras’ which is also known as ‘Sulabh sutras’ or ‘mathematics’ basic sutras. The
Vedic mathematics consists of collecting the sutras to solve the operations of Vedic
mathematics very simply and quickly. Vedic mathematics lowers the complexity
and increases circuit reliability. When compared to the traditional multiplier, it
demands lessmemory.The techniques ofVedicmultiplication solve themathematical
problems in two or three simple steps.

The Vedic multiplication provides mainly two approaches: (1) Nikhilam and (2)
Urdhva Tiryagbhyam. Literally, Nikhilam sutra means ‘all from nine and last from
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Fig. 1 Array multiplier

Fig. 2a Four-bit Vedic multiplication technique

ten’. It is more efficient for large numbers. It tries to find the compliment of the large
number from its nearest base to execute the multiplication. Urdhva Tiryagbhyam
sutra is a general formula that extends to all cases of multiplication. This method
contains vertical and cross-multiplication between the digits. The digits at both ends
of the line are multiplied, and the result is added with the previous carry. If more
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Fig. 2b 4*4-bit architecture Vedic multiplier

lines are added in one step, then all results are added to the previous carry. The least
significant digit of the number thus obtained acts as one of the result digits. The rest
of the value acts as carry for the next step. Initially, the carry is considered to be zero.
In this paper, we have used Urdhva Tiryagbhyam method. Figures 2a and 2b show
the 4-bit multiplication Vedic technique (Urdhva Tiryagbhyam) and architecture of
Vedic multiplier, respectively [6, 7]. The architecture of 4 × 4 Vedic multiplier is
designed using four 2 × 2 Vedic multiplier and three half adders. The 2 × 2 Vedic
multiplier can be designed literally by vertically and cross-wise method using the
Urdhva Tiryagbhyam sutra. Figure 2c depicts the 8× 8Vedicmultiplier. It comprises
of four 4*4 Vedic multiplier and three adders. The least four significant bit q [3:0]
of resultant 16 bit is directly transferred to the output and remaining 12 bit q [15:4]
of is forwarded through the adders.

2.3 PN Sequence

It will be difficult to find a difference between a noise and the signal if the band-
width of the original message signal is higher while maintaining the same signal
power. Spectrum spreading accomplishes it using direct-sequence spread-spectrum
(DSSS) codes which are considered as pseudo-noise sequence. Since the power
density amplitude of the spread-spectrum output is similar to noise, the message



34 V. Chaudhari et al.

Fig. 2c 8*8-bit architecture Vedic multiplier

signal is hidden. Same code is used at the receiver to dispread the original data. One
of the most popular codes is pseudo-noise sequence or pseudorandom sequence. It
is used for spreading and dispreading. Pseudo means not exactly noise or not exactly
random. It appears like random, but actually, it is a deterministic sequence. If it is
purely random, receiver cannot regenerate the code to dispreads the data so that PN
sequence is not a purely random, but it looks like random.

There are few techniques to generate the PN sequence. Here, we used the linear
feedback shift register concept, i.e., LFSR to generate the random sequence. LFSR is
a shift register that has n number of flip-flops connected to it in a feedbackmechanism
(Fig. 2). An LFSR generates a periodic sequence with the input to LFSR being given
as a linear function of its previous state. The length of the PN sequence (N) is given
by 2 m − 1 where ‘m’ denotes the number of states. It is used to generate pseudo-
random number, pseudorandom sequence, and whitening sequence. Mathematically,
this polynomial equation can be given as

x p = x p−t1+ · · · + x p−t n + x0

where x is the bit string, length as n, and t indicates index positions [8]. Two XOR
gates in the feedback path perform amodulo-2 operation. The final output taken from
the third XOR gate acts as an input to the first MUX.
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3 Implementation of PN Sequence Generator

The initial value of the LFSR is called as seed which obtains its input from the output
of Vedic multiplier (Fig. 3). The selector lines of multiplexers receive its bit value
from load. In this paper for implementation, 8 states are considered in LFSR with an
8-bit Vedic multiplier. For designing the 8-bit LFSR, eight flip-flops are considered
and before each flip-flop multiplexer (MUX) is inserted. The feedback path is given
as input from the output to the first state through the MUX. So, each MUX will
receive two inputs, one from the seed and the other input from the feedback. Based
on the load, the output from the MUX will be given to flip-flops. The MUX is
connected before the flip-flop to make the LFSR more randomized. The feedback
path comprises of three XOR gates. For feedback path, the characteristic polynomial
is given by f (x)= x8 + x6 + x5 + x4 + 1, representing the length of a sequence. In this
paper, XOR gate connected in feedback is replaced with XOR, andXNOR gate along
with a MUX is designed in the feedback path as shown in Fig. 4. The advantage of
MUX -based LFSR is that it reduces the switching activity and hardware as compare
to XOR-based LFSR [9].

Fig. 3 Linear feedback shift register

Fig. 4 MUX -based linear feedback shift register
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Fig. 5 Basic structure of PN sequence generator using Vedic multiplier

The complete block diagram for PN sequence generator using multiplier is shown
in Fig. 5. Two 4-bit inputs are given to the multiplier, and the 8-bit output of the
multiplier is given as input to PN sequence generator. This PN sequence generator
block uses theLFSR to generate a random sequence. By thismethod, the twomessage
signals which are given as an input to the Vedic multiplier are masked to generate
random sequence of numbers using PN sequence generator.

4 Simulation Results

Experiments were evaluated using Altera FPGA. The simulation results for 4*4 and
8*8 Vedic multiplier and conventional multiplier are shown in Figs. 6, 7, and 8,

Fig. 6 Simulation result of 4*4 Vedic multiplier
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Fig. 7 Simulation result of 8*8 Vedic multiplier

Fig. 8 Simulation result of conventional multiplier

Fig. 9 Simulation result of PN sequence

respectively. We have observed that the PN sequence generates the random output
as shown in Fig. 9. The technology schematic of 4*4 array multiplier and 8*8 Vedic
multiplier is shown in Figs. 10 and 11. Vedic multiplier consumes 134.19 mV, and
conventional multiplier consumes 130.46 mV. The comparison of Vedic multiplier
with conventional multiplier shows theVedicmultiplier utilizes less power compared
to conventional one.

5 Conclusion

The architecture and design of Vedic multiplier have high operating speed. The
performance of the proposed multiplier using Vedic sutra proved to be efficient in
terms of speed and space. The results of 4-bit Vedic multiplier are compared with the
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Fig. 10 Technology schematic of 4*4 array multiplier

4-bit add and shift multiplier, i.e., conventional multiplier. Themain advantage of the
Vedic multiplier is the reduced delay. The power comparison shows that the Vedic
multiplier consumes less power compared to conventional multiplier. The random
number was generated using PN sequence generator and Vedic multiplier where the
message signal is hidden effectively.
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Fig. 11 Technology schematic of 8*8 Vedic multiplier
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High-Performance Disease Prediction
and Recommendation Generation
Healthcare System Using I3 Algorithm
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N. Pugazhendi, and S. Balaji

Abstract The increase in number of disease challenges medical practitioner in
making right decisions. Asmost diseases have the same set of symptoms, themedical
practitioner struggles to take decision on recognizing disease as well as right treat-
ment methods. A number of approaches are available for the disease identification
and providing treatment, but finding the right approach is what matters. To solve
this issue, an inter-/intra-disease impact, the disease-based prediction and recom-
mendation generation method, is presented. The method first reads the input data set
and produces a series of clusters with the samples obtained. In the second level, the
method estimates inter-disease impact measure and intra-disease impact measure on
various disease classes for every data point of the data collection. Using these two
measures, the method computes I2-Disease weight for each data point in assigning
a label to the data points. For the classification, the method estimates symptomatic
disease weight based on inter-/intra-symptom correlation assessment. Based on the
selected disease class, a set of treatment samples is populated and ranked according
to their curing rate.
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Keywords Classification · Disease prediction · High-dimensional clustering ·
Medical data · I3 · I2 weight · IISS · Artificial intelligence · High performance

1 Introduction

Our human culture is deeply centered on the numerous illnesses that come to light
every day. However, there are many precautionary activities taken by the medical
society and the health ministry of any country, and the entry of modern disease
could not be stopped. Even though the diseases are identified earlier in this decade,
concluding the disease affected based on the symptoms is highly difficult for the
medical practitioner. The medical practitioner could not say that the person has
affected by a disease ‘X’, based on a symptom set S, where S contains a number
of symptoms. Because, in most cases, the symptoms identified are more common,
they would appear in many diseases. For example, the stomach pain would be found
in general for food poison but would also identify on stomach cancer, typhoid and
many more even at higher body temperature [1, 2]. Medical data has a wide range
of dimensions, and each dimension represents a symptom. In order to group the data
points under a certain class of disease, it is necessary to identify or compute the
impact of each symptom in each disease. I3: Inter-/Intra-disease impact measures.
I3 represents impact of dimension and quality on pieces of data holding class c
considered. Even though the dimension or symptom s present in the disease class
c, the value of s would not be much influencing than the value of s in other class
data points. In general, the temperature value of typhoid class is different from
the temperature value of generic fever. The typhoid disease would produce higher
temperature more than 102 °C where the general fever would not cross than 101 °C
[3, 4]. The I3 measure would be used to determine the illness group to which the
piece of data belongs. To obtain and generate the metadata from the medical data
and cluster available, the fuzzy rule can be used.

2 Study Work

Usage of datamining techniques to predict diabetes [5], address various conventional
approaches, focusedonphysical and chemical tests, for diagnosingdiabetes.Methods
that are strongly focused on data mining techniques can be used effectively to predict
high blood pressure risk. This paper discusses early diabetes prediction through five
different data mining approaches, including GMM, SVM, logistic regression, ELM,
ANN.

Study of various data mining techniques for predicting diabetes mellitus [6, 7]
discusses early diabetes prediction using a range of data mining techniques. 768
instances of the data set were taken from the PIMA Indian data set to evaluate the
quality of predictionmachine learning techniques. The study reveals that themodified
J48 classifier has the maximum performance according to other approaches.
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Fuzzy Rule 
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Results

Fig. 1 Architecture of proposed I3 decision support system

Prediction of glucose data analytics for diabetic patient monitoring [8, 9] provides
a thorough critical analysis concentrating on current glucose predictive models and
recommends the best match model based on an assessment to perform data analytics
in a wireless body area network environment.

3 I3: Inter-/Intra-Impact Measure-Based Decision

See Fig. 1.

4 Support System

The I3 approach reads the input data set D initially. The input data set has been
preprocessed to remove the noisy records based on their dimensional coverage and
their values. The preprocessed data set is then used to perform I3 clustering.

Instead, for each data point d of D, the method calculates the I3 measure and
is determined on the basis of the I2 disease weight. A single class is defined and
indexed based on the value of I2Dw. Throughout the test process, the I2 symptom



44 P. J. Sathish Kumar et al.

similarity measure is calculated to classify the disease class. Figure 1 demonstrates
the architecture of the I3 decision support system and its different phases and
components.

5 Data Preparation

The input medical data set would contain an N number of dimensions and the K
number of data points. The data preparation algorithm reads all the data points, and
for each data point d, the completeness of all dimension and value will be verified in
this stage. The data point identified incomplete either in their dimension or the value
was excluded from the data collection [10, 11]. The data set extracted from the noise
was used to perform clustering in the next step.

6 I3 Measure Estimation

The I3 measure represents the impact of the symptom in various classes of diseases.
The I3 metric was projected on the basis of the side effect and the value of the same
configurations in different categories. It is performed by counting the number of data
points being a match or the distance fall within a threshold. Inter-impact measure is
estimated by computing the impact of the dimension in the other classes. Similarly,
the intra-impact measure represents the impact of the dimension or symptom in the
same class.

Algorithm: 
Input: Cluster Set Cs, Data Point Dp, Dimension Dim, Class C 
Output: I2DW 
Start 
 Read cluster set Cs, Dp, Dm. 
 Compute Intra Disease Impact Measure IDIM. 

IDIM = -- (1)

For each other class Oc 
Compute inter disease impact measure InDIM. 

InDim= +µ--(2)
End 
µ - impact constant and value is 0.1 
Compute Inter-Intra-Disease-Weight I2DW = IDIM×InDim –(3)
Stop 
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7 Clustering Using I3

To perform clustering, the method first preprocesses the input data set, and with the
preprocessed data set, the method generates initial clustering with random sampling.
Then for each data point D of the data set, the method computes I2DW measure for
different classes.

Algorithm: 
Input:  Ds named as data sets. 
Output: Cs named as clusters 
Start 
 Understand Pds. 
 Pds = Preprocess(Ds). 
 Initialize Cluster set Cs. 
 For each cluster Ci 
 Initialize with random samples. 
 End 
 For each data point Di 
  For each class ci 
 For each Dimension Dim 
 I2Dw = I3-Estimation(Di, Cs, Dim)  
 End 
Compute Disease Support Measure Dsm. 

-- (4)

 End 
Choose the class with higher disease support measure Dsm. 
Class c = Max(Dsm) 
 End 
Stop 

The proposed algorithm performs clustering of data points based on the inter- and
intra-impact measures and disease support measure.

8 Fuzzy Rule Generation

The fuzzy rule generation algorithm conducts a variety of illnesses for different
league predicated on the I2DWmeasurement calculated by the I3measure assessment
algorithm.
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Algorithm: 
Input: Cluster Set Cs 
Output: Fuzzy Rule Set Frs. 
Start 
 Read cluster set Cs. 
 Initialize fuzzy rule set Frs. 
 For each disease class c 
 Select a random sample from cluster. 
  Di   = Random(Cs©) 
  For each dimension Dim 
 Compute I2DW = I3Estimation(Di) 
 If I2DW>Th then 
 Add to Dimension set Dims. 
Dims = 
End  
For each dimension Dim i

Compute minimum value Minx = 

Compute maximum value Maxx = 
End 

Generate Fuzzy rule Fr = 
Add to rule set Frs. 
End 
Stop 

The proposed method computes range values to produce fuzzy rule. Generated
rule set has been used to perform disease identification in the next stage.

9 Fuzzy Rule Generation

At this point, the inter-/intra-symptom similarity measure is determined for the
disease class given. For the specified set of symptoms, the method calculates I2SS
measurements for the particular class.

Algorithm: 
Input: Fuzzy Rule Fr, Symptoms S 
Output: I2SS 
Start 
 Read Fr, S. 
 Initialize count C. 
 For each symptom s 
 If s. value < (s). value >  then
 C = c+1. 
 End 

 Compute I2SS = --(5)

End 
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The suggested method calculates the I2SS calculation for the symptom of the
disease class and the law. The calculated I2SS formula was used to make disease
predictions.

10 Disease Prediction and Recommendation Generation

For any input symptoms given, the method performs disease prediction based on the
result of preprocessing, clustering and fuzzy rule generation. Initially, the method
performs preprocessing and I3 clustering. Using the result, the method generates the
fuzzy rule for a separate class of diseases.

Algorithm: 
Input: Data Set Ds, Symptom Set S 
Output: Recommendation R 
Start 
 Dps = Preprocessing(Ds) 
 Cluster Set Cs = Clustering(Dps) 
Rule Set Rs = Fuzzy-Rule-Generation(Cs) 
 For each disease D 
  Compute I2SS Measure. 
 End 
 Choose Disease with Maximum I2SS value. 
 Disease Dis =Disease(Max(I2SS)) 
Identify list of all drugs given for Dis. 

Drug set Drs = 
 For each drug Dr 

 End 
Recommendation R = Sort the drugs with curing rate  
Stop 

The above-discussed algorithm computes the I2SS measure to find the most
impacting disease and computes the drug curing rate to generate recommendation to
the medical practitioner.

11 Experimental Results

The proposed I3 approach has been evaluated for its efficiency in disease prediction
and recommendation generation. The data set plays a vital role in evaluating the
performance of the algorithm. For the clarification, the snapshot of the data set being
used is presented here (Tables 1 and 2).
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Table 1 Description of data
set used

Parameter Value

Name of data set KMD

Dimensions 200

Data points 1 million

Classes 25

Table 2 Data’s belongs to typhoid disease

Patient

Widal Tiredness tr Pressure Sugar Cholesterol hp tc dc Puzcells

2 2 102 0 0 22 8 0 0 0

3 4 100 0 158 33 7 0 0 0

4 3 101 0 0 0 6 0 0 0

1 2 102 0 168 0 8 0 0 0

3 4 100 0 156 0 7 0 0 0

0 1 97 160 270 190 7 0 0 0

0 1 98 145 220 210 8 0 0 0

0 1 97 160 270 190 7 0 0 0

0 1 98 145 220 210 8 0 0 0

0 1 97 160 270 190 7 0 0 0

Patient

Salt Albumin Vomit Headache Stomach pain Wheezing Cold Disease

0 0 0 1 1 0 2 typhoid

0 0 0 0 1 0 4 typhoid

0 0 0 1 1 0 5 typhoid

0 0 0 1 1 0 2 typhoid

0 0 0 0 1 0 4 typhoid

0 0 0 0 0 0 0 Diabetic

0 0 0 0 0 0 0 Diabetic

0 0 0 0 0 0 0 Diabetic

0 0 0 0 0 0 0 Diabetic

0 0 0 0 0 0 0 Diabetic

The inter-/intra-disease impact measure has been computed based on the above
input table. Consider the input symptom values as follows.

Widal Tiredness tr Pressure Sugar Cholesterol hp tc dc

2 2 102 0 0 22 8 0 0
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Puzcells Salt Albumin Vomit Headache Stomach pain Wheezing Cold

0 0 0 0 1 1 0 2

From the above input symptom set and values, the value 0 shows the absence of
the symptom where 1 represents the presence of the symptom. If it is greater than 1,
then it shows the value of the symptom.

According to the above-mentioned input symptoms, the inter-/intra-impact
measures can be estimated in (Table 3).

Intra-Impact Measure for widal 1 is.
InIM = 10/10 = 1.
Here consider, the value in the data set represents that the value > 0 shows the

presence of viral in the blood sample. According to this, all the 10 rows show the
presence and it matches with the input symptom value also.

Intra-Impact measure for Tiredness = 9/10 = 0.9
Here if the tiredness value is > 1, then consider the patient has higher tiredness.
Intra-Impact Measure for Temperature = 7/10 = 0.7. Here consider the temper-

ature should be greater than 100.
Intra-Impact measure for headache = 7/10 = 0.7
Intra-Impact Measure for stomach pain = 10/10 = 1.0

Table 3 Values of Typhoid disease and it contains totally 10 number of rows

Widal Tiredness tr Pressure Sugar Cholesterol hp tc dc

2 2 102 0 0 22 8 0 0

3 4 100 0 158 33 7 0 0

4 3 101 0 0 0 6 0 0

1 2 102 0 168 0 8 0 0

3 4 100 0 156 0 7 0 0

4 1 101 0 320 0 6 0 0

2 2 102 0 0 33 8 0 0

3 4 100 0 158 0 7 0 0

4 3 101 0 0 0 6 0 0

Puzcells Salt Albumin Vomit Headache Stomach pain Wheezing Cold Disease

0 0 0 0 1 1 0 2 typhoid

0 0 0 0 0 1 0 4 typhoid

0 0 0 0 1 1 0 5 typhoid

0 0 0 0 1 1 0 2 typhoid

0 0 0 0 0 1 0 4 typhoid

0 0 0 0 1 1 0 5 typhoid

0 0 0 0 1 1 0 2 typhoid

0 0 0 0 0 1 0 4 typhoid

0 0 0 0 1 1 0 5 typhoid
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Intra-impact measure for cold = 10/10 = 1.0.
The remaining symptoms are not present in the input sample so that they are not

necessary.
Using these values computed, IDIm can be measured as follows:

IDim = (1.0+ 0.9+ 0.7+ 0.7+ 1.0+ 1.0)/6 = 5.3/6 = 0.88

These values are computed to the Typhoid class, and according to this, the intra-
disease impact measure can be computed as follows:

InDim =
No of other Class∫

i=1

∑ ∑size(Ck)
i=1 Ck(Dm)==Dp(Dm)/size(Ck)

Number ofother class
+ 0.1 (1)

InDim on widal is estimated as = 0/10 = 0.0 Here from the diabetic class, no
tuple has the value greater than 0, whereas the input sample has the value 2. So it
matches for 0 rows.

In Dim on Tiredness = 0/10 = 0.0
InDim on Temperature = 0/0.0. Because all the records have the temperature

value less than 98.4 which shows nobody has fever.
InDim on Headache = 0/10 = 0.0
InDim on Stomach Pain = 0/10 = 0.0
InDim on cold = 0/10 = 0.0
In cumulative InDim = (0.0 + 0.0 + 0.0 + 0.0 + 0.0 + 0.0)/6 = (0.0 + 0.1) =

0.1
Similarly, the InDim measure can be estimated for different other classes and

based on that a cumulative InDim measure can be computed.
Using these two values, the disease weight can be measured.

I2Dw = 0.88× 0.1 = 0.88

Based on the value, the data points have been clustered and produces efficient
results.

Consider after the clustering, the fuzzy rules have been generated in (Table 4).
Table 3 shows the fuzzy rule being generated for the typhoid class and can be

generated for any other disease class.

Table 4 Fuzzy rule generated for Typhoid class

Widal Tiredness Temperature Headache Stomach pain Cold

2–4 2–6 101–104 1 1 2–8
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Table 5 Comparison on time Method No of data points of data set

3 lakhs 5 lakhs 1 million

Neuro-fuzzy 21 31 65

DTM 18 27 48

HDPS 15 21 34

MLSS 11 15 26

I2DM 7 12 21

Table 6 Comparison on disease prediction accuracy versus no of data points

Method No of data points of data set versus disease prediction accuracy %

3 lakhs 5 lakhs 1 million

Neuro-fuzzy 76 77 79

DTM 84 86 89

HDPS 87 89 91

MLSS 92 97.6 98.4

I2DM 94.5 98.7 99.3

Inter/Intra-Disease Symptom Similarity = 6/6 = 1.0.
Because for the input pattern, all the symptoms are falls within the range value of

all the symptoms of Typhoid class.
The inter-/intra-disease symptom similarity for diabetic class is = 0/0 = 0.0.

12 Results and Discussion

The proposed method has produced efficient results than other methods. The effi-
ciency of the method is measured in various parameters. Classification time and
prediction time were calculated. It was calculated based on the time value taken
with X number of samples for prediction. With another set of samples, it has been
approximated.

The methods have been analyzed with various varying number of samples. Table
5 shows the comparison result on time complexity produced by different methods on
varying size of data set. The proposed algorithms MLSS and I2DM have produced
only negligible hike in the time compared to other methods (Table 6; Fig. 2).

13 Conclusion

An I3 disease impact measure-based approach to the problem of disease predic-
tion and recommendation generation is presented using artificial intelligence (fuzzy
rules). The method preprocesses the input medical data set to remove the noisy data.
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Fig. 2 Comparison on time versus data size

Then the data set has been clustered into different disease class using I3 clustering
algorithm. Using the clusters generated, the method generates a fuzzy rule for each
disease class. The rule has a different dimension and range value according to the
symptoms selected for any disease class. Using the fuzzy rule, the method calculates
I2SS test to classify the input symptom class collection for the disease. The system
selects a list of medicinal products based on the established disease which has higher
curing rate and they will be popped to the MP as a recommendation. The proposed
method improves the performance of disease prediction up to 99.3%, and the false
ratio has been reduced up to 0.6% with reduced time complexity.
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Performance Analysis of ISOWC Link
Considering Different Modulation
Schemes

Naina Dahiya, Anuranjana, and Sanmukh Kaur

Abstract The development of optical communications systems from long fibers to
compact wireless networks has led to the possibility of linking two satellites using a
wireless optical link. The optical communication systems have been upgraded to use
of wireless systems. The two satellites can be connected using optical wireless link.
The optical wireless communication allows the exchange of information between
two satellites at a higher speed. To act as a source of light, laser can be used and as
an optical link, and a high-frequency light signal can be used. In this paper, we are
analyzing and optimizing the different aspects of an optical communication link by
selecting different modulation scheme. The IS-OWC link has been analyzed using
PSK, DPSK, and OQPSK. The bit error rate (BER) and Q-factor have been used
as the main determinant to analyze the performance of optical link between two
satellites.

Keywords Inter-satellite optical wireless communication (IS-OWC) · Differential
phase shift keying (DPSK) · Phase shift keying (PSK) · Offset quadrature phase
shift keying (OQPSK)

1 Introduction

There are different types of wireless communication media used in satellite commu-
nication in the modern era to transmit and receive data in the form of radio frequency
(RF), microwave frequency, but these techniques suffer from various limitations such
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as license requirements, fixed bandwidth, and high cost [1] Thus, the link is estab-
lished between satellites through optical wireless communication (OWC) channel
called as inter-satellite optical wireless communication (IS-OWC) system [2]. There
is consecutive increase in number of satellites which revolve around the earth, hence-
forth increasing the payloads and cost of the system. Hence to reduce the satellite
traffic and cost of inter-satellite link (ISL) provides excellent network for transmit-
ting the high data rate with global coverage at lower cost [9]. The advantage of
using a high-frequency light signal is that it supports high data rate with minimum
transmission delay because outer space is vacuum; therefore, lasers are minimum.
Antenna required is small as opposed to several meters wide used in conventional RF
links [10, 11]. Small antenna means a decrease in cost of satellite which is one of the
greatest advantages. Smaller wavelength of light signal is therefore used. The only
major limitation of inter-satellite optical wireless communication is that a highly
accurate tracking system is required to make sure that the communicating satellites
are signed with strict line of sight (LOS) [9].

2 Literature Review

A OWC system faces less signal power loss as compared to RF system. The regula-
tion and license to frequencies that can be used for satellites communication usingRF
links are not applicable in case of optical system. The work focuses on various chal-
lenges faced by FSO communication system from ground-to-satellite/satellite-to-
ground and for inter-satellite links [1]. The comparative analysis of three modulation
techniques is carried out in inter-satellite optical wireless system (ISOWC system),
namely chirped, AMI, DPSKmodulation. The optimizingmodulation techniques are
used through wavelength division multiplexing to achieve an advance system [2].

The result shows that the AMI modulation shows high Q-factor (Quality factor)
at 40 Gbps as compared to DPSK and chirped modulation technique while DPSK
modulation shows best performance at 20 and 10 Gbps with less bit error rate (BER)
and better Q-factor (quality factor). The best Q-factor (quality factor) and minimum
bit error rate (BER) are reported at 10 Gbps [3]. The inter-satellite optical commu-
nication wireless system is designed using variety of techniques, and the analysis
of the effects of the space and polarization technique is carried out on the system
performance improvement. The parameters used for performance are bit error rate
(BER), Q-factor (quality factor), and eye diagram [4].

The analysis of the performance of the optical link between satellites is using
parameters link quality factor and bit error rate (BER). High-frequency light signals
are used as a carrier for optical link inwhich the common source of light is lasers. The
result shows the optical link is better when compared to RF link in terms of distance
and speed. The purported system employs 4 × 4 transceiver system over 6000 km
so that it can support a data rate of 10 Gbps, and in order to achieve a higher data
rate of 40 Gbps in inter-satellite optical wireless system (ISOWC system), QPSK
modulation technique is used [8]. The inter-satellite optical wireless system (ISOWC
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system) performance analysis is carried out using advance modulation formats like
CSRZ, RZ, DRZ, DPSK, NRZ and modulation schemes like CSRZ-DPSK, NRZ-
DPSKover wavelength spectrum. It is observed that the reception of power decreases
with increase in the magnitude of the wavelength [6].

The performance of mode division multiplexing (MDM) inter-satellite optical
wireless system (ISOWCsystem) usingDQPSK,DPSK, andManchestermodulation
technique is carried out. The result shows till 40 Gbps DQPSK has best performance
while Manchester shows least. It is noticed that the quality factor decreases with the
increase in bit rates which from 10 to 40 Gbps. It is observed that at 2500 kmDQPSK
shows best performance as compared to the other two modulation formats of DPSK
andManchester modulation format. The system of mode division multiplexing inter-
satellite optical wireless system proposed in this paper is cost-effective, flexible,
reliable as well as useful to be used in long distances [7]. Impact of variation of
internal parameters of the system on the performance of FSO link has been studied
in this work. At different values of beam divergence and wavelength at bit rate
10 Gbps and 15 Gbps, Q-factor of link has been analyzed [9].

3 Proposed Configuration

The proposed model is shown in Fig. 1, and schematic configuration is shown in
Fig. 2: The system consists of a transmitter, communication channel, a PIN photode-
tector, and a low-pass filter (Bessel Filter). The wavelength used is 850 nm, and
power has been taken to be 15 dBm. The detailed description of the parameters and
their values has been given in Table 1. OptiSystem-16 has been used as the tool for
simulation of the model.

Fig. 1 General free space optical communication system
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Fig. 2 IS-OWC system model

Table 1 System parameters
and values

Parameter Value

Power 15 dBm

Attenuation 0 dB/km

Range 800 km

Wavelength 850 nm

Transmitter aperture diameter 15, 25, 35 cm

Receiver aperture diameter 15, 22, 29, 36 cm

Bit rate 1 Gbps

Modulation formats DPSK, PSK, OQPSK

4 Results and Discussion

4.1 Optimization of Different Modulation Formats
with Varying Range

Three types of modulation techniques have been analyzed for the performance of
IS-OWC link which has been described in Fig. 3. The analysis of PSK, DPSK,
and OQPSK has been performed in terms of Q-factor for transmission range of
upto 800 km. Figure 3 shows that DPSK modulation format provides better Q-
factor in comparison with PSK and OQPSK. Also, from Table 2 we infer that DPSK
modulation scheme provides betterQ-factor; hence, better link availability is possible
than PSK and OQPSK schemes. ISOWC system with use of DPSK modulation can
cover range of 800 km distance and provides aQ-factor of 50.38 which is better than
other schemes. Therefore, DPSK modulation format is optimized for the further
simulations.
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Fig. 3 Q-factor versus transmission range for different modulation formats

Table 2 Q-factor with varying range for various modulation formats

Range (km) Bit rate (Gbps) Q-factor Q-factor Q-factor

DPSK PSK OQPSK

10 1 102.87 105.41 98.86

202.5 1 94.91 76.85 35.98

405 1 77.68 50.58 16.36

602.5 1 61.32 34.87 9.07

800 1 50.38 25.46 5.64

4.2 Optimization of Wavelength Considering DPSK
Modulation Scheme

Different wavelengths have been compared and analyzed using DPSK modulation
format shown in Fig. 4. The three wavelengths that have been used here are 850,
1300, and 1550 nm. From Fig. 4 and Table 2, we infer that DPSKmodulation format
performs better with 850 nm than PSK andOQPSK in terms ofQ-factor as it provides
better quality at longer range than PSK and OQPSK. With the use of 850 nm, it is
observed that IS-OWC link covers a distance of 650 km and gives Q-factor of 9.
Therefore, for DPSK modulation 850 nm wavelength is optimized and used for
further simulations (Table 3).
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Fig. 4 Q-factor versus range with varying wavelength using DPSK modulation format

Table 3 Q-factor variation with range considering different wavelengths

Range (km) Bit rate (Gbps) Q-factor Q-factor Q-factor

850 nm 1300 nm 1550 nm

100 1 65.4 48.13 41.28

275 1 26.83 15.58 12.06

450 1 14.11 7.3 6.42

625 1 8.54 9.13 0

4.3 Optimization of Data Rate with Varying Range Using
DPSK Modulation Scheme

In the plot shown in Fig. 5, three values of data rate have been analyzed using
DPSK modulation format for performance of Is-OWC link. The analysis of data
rate at 5 mbps, 50 mbps, and 1 gbps has been performed in terms of Q-factor, and
eye diagrams for the transmission range of 800 km have been considered. Figure 5
shows that while using low value of data rate, i.e., 5 mbps, the better Q-factor is
achieved, and system performs better for long distance. While using high data rate,
i.e., 1 gbps, lower Q value is achieved, and system performs for better at 625 Km.
The eye diagrams for low and high data rates of 5 Mbps and 1 Gbps at a transmission
range of 800 km have been shown in Figs. 6 and 7, respectively.
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Fig. 5 Q-factor versus range with varying data rate for DPSK scheme

Fig. 6 Eye diagram for data
rate of 5 Mbps at a distance
of 800 km
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Fig. 7 Eye diagram for data
rate of 1 Gbps at a distance
of 800 km

4.4 Optimization of Power Levels with Varying Range Using
DPSK Modulation Scheme

In Fig. 8, DPSK format has been realized with different power levels such as 10, 20,
30 dBm. The graphQ-factor versus range shows that increase in power increases the
Q-factor value and decreases the BER. The system gives better result at power of
30 dBm. Table 4 gives details of the variation of Q-factor at various power levels. It
has been analyzed that DPSK performs better at a power of 30 dBm.

4.5 Optimization of Transmitter Aperture Diameter
with Varying Range Using DPSK Modulation Scheme

Different values of transmitter aperture diameter have been used to analyze the perfor-
mance of IS-OWC link, which is observed in Fig. 9. It is observed that when small
transmitter aperture diameter is used, i.e., 15 cm, then lower Q-factor is obtained
and the system performs for smaller distance. While using higher receiver aperture
diameter, the betterQ-factor is achieved, and system performs better for long distance
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Fig. 8 Q-factor versus range with varying power for DPSK scheme

Table 4 Q-factor variation
with range considering
different power levels

Range(km) Power Power Power

10 dBm 20 dBm 30 dBm

10 77.07 78 78.96

207.5 18.39 34.75 52.54

405 6.77 16.24 31.72

Fig. 9 Q-factor versus range with varying transmitter aperture diameter
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Fig. 10 Q-factor versus range considering different values of receiver aperture diameter

than at lower aperture diameter. It is clear from the graph that as the transmitter aper-
ture diameter increases, the Q-factor also increases. Transmitter aperture diameter
of 35 cm has been optimized for the further simulation.

4.6 Optimization of Receiver Aperture Diameter with Varying
Range Using DPSK Modulation Format

Here in this section, Fig. 10 shows that 3 different values of receiver aperture diameter
have been used to analyze the performance of IS-OWC link. It is observed that when
small receiver aperture diameter is used, i.e., 15 cm, then lower Q-factor is achieved
and also the system performs for smaller distance and while using higher receiver
aperture diameter, the betterQ-factor is achieved and system performs better for long
distance than at lower receiver aperture diameter. It is clear from the graph that as the
receiver aperture diameter increases; the Q-factor also increases. Receiver aperture
diameter of 36 cm has been optimized for the further simulation.

5 Conclusion

In this work, we perform the optimization of inter-satellite optical wireless commu-
nication link considering different modulation schemes. There are various system
parameters that have been analyzed and simulated to get better results for the link
availability. ISOWC link has been designed for 800 km of range. Among three
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advance modulation techniques analyzed DPSK, PSK, and OQPSK, the DPSK tech-
nique provides better results than other two modulation formats. DPSK modulation
technique has been optimized for the further analysis. The system performs better
at 15 dBm, and the wavelength at which ISOWC link covers longer transmission
range is 850 nm. In this work, transmitter and receiver aperture diameters have also
been analyzed and it is concluded that with use of 36 cm receiver aperture diameter
and with use of 35 cm transmitter aperture diameter the system gives better. For
the future work, the designed ISOWC link can be implemented for practical use in
various communication applications.
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Different Diagnostic Aids
and the Improved Scope of Establishing
Early Breast Cancer Diagnosis
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Abstract A good prognosis of cancer therapies mainly depends on how early
the condition is being diagnosed and hence the initiation of appropriate treatment
measures. In view of availability and affordability of a wide array of diagnostic
approaches and methods, an attempt is made to provide a brief insight into each
technique that leads to a noninvasive mode of determining the cancerous condition
at an early stage. Many of these modern methods utilize radioisotopes to deter-
mine the extent of the condition in three-dimensional anatomical manners unlike the
invasive histological examination of biopsies. A sound knowledge of these modern
methods and understanding the importance of early diagnosis and treatment response
are much needed for the better prognosis and well-being of the condition. This paper
presents the detailed review of types of cancer, its diagnosis, treatments and also the
recent methods of diagnosis using deep learning techniques.
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1 Introduction

Cancer the world’s leading cause of death accounted for some 9.6 million deaths in
2018 [1]. Infectious agents such as human papilloma virus (HPV) and hepatitis are
responsible for up to 25% of cancers. The other causes include exogenous agents,
genetic changes, and any physical or chemical chronic irritation also leads to cancer.
Cancer may spread through vascular and lymphatic channels to distant body parts
[1]. Commonly occurring cancer types that are diagnosed with greater frequency are
breast cancer, lung cancer, kidney cancer, bladder cancer, pancreatic cancer, blood
cancer, thyroid cancer, etc. [1, 2]. The most common cancer types seen are: among
females—lung, breast, colorectal; among males—lung, colorectal, prostate; among
children—leukemia, lymphoma, brain tumors. Features of breast cancer include a
lumpy breast mass, a shift in breast shape, reddish or scaly skin patch dimpling
off the skin. Factors like obesity, alcoholism, hormonal replacement therapy during
menopause, lack of physical exercises, etc., increase the breast cancer risk. 5–10% of
cases are due to genetic predisposition. About 80% are noticed by palpating such a
lumpwith finger tips [1, 2]. In 2018, global breast cancer accounts for 25.4 percent of
newly diagnosed cases among women. The top three cancers were breast, colorectal
and lung cancers accounts for 43.9% of all cancer’s types.

1.1 Breast Cancer Types

Most often breast tumors arise in the cells lining ducts of mammary glands, known
as ductal cancers which accounts 80% of all breast cancers [1–3].

i. Invasive Ductal Carcinoma (IDC): Also called as infiltrating ductal carcinoma.
It originates from cells lining the ducts that drain the mammary glands, leading
to infiltration of breast tissue.

ii. Ductal Carcinoma in Situ (DCS): It originates in the skin or tissue other than
mammary glands. This type does not spread or infiltrates to breast tissue.

iii. Invasive Lobular Carcinoma (ILC): Also called infiltrating lobular Carcinoma.
It originates in the cells lining the lobules of mammary glands and invades the
walls of lobules. It is second most common breast cancer.

iv. Lobular Carcinoma in Situ (LCS): It originates in the cells lining lobules of
mammary glands and won’t spread to adjacent tissues. Poses the increased risk
of having invasive breast cancer.

Rarely seenbreast cancer types include: i. InflammatoryBreastCancer:Anaggres-
sive kind of cancer presenting with no lumpy tissuemasses and causes a, red, swollen
or inflamed appearance of the breast or breasts. ii. Paget’s Disease of Breast: It
involves areolae surrounding the nipple, usually the dark skin circle around the
nipple.
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1.2 Locally Advanced Breast Cancers (LABC)

20% among newly diagnosed breast cancer cases per year were locally advanced
breast cancers (LABC). It includes tumor size more than 5 cm or tumor spread
invading the skin or inflammatory type of breast cancer. Spread to infraclavicular,
supraclavicular, internal mammary or fixed or matted axillary lymph nodes were
also included. Subset of stage IIB and all stage III tumors are designated as locally
advanced. Standard treatment protocol for LABCconsists ofmultimodality treatment
including neoadjuvant chemotherapy. LABC has poor survival rates (5 years survival
rate of approximately 55% cases).

Various treatment modalities available:

1. Chemotherapy: Drug treatment in which powerful chemicals is administered
either oral route or intravenous route to kill fast growing cells in our body and
used primarily to reduce the total count of cancer cells, reduce the cancer spread,
shrink tumor size, and reduce current symptoms.[1, 4, 5].

2. Hormonal Therapy: Hormones like progesterone and estrogen act upon the
breast tissues. Cancerous cells have receptor proteins on their cell membrane
for estrogen and progesterone, which causes them to develop. Medicines that
impede these hormones from binding to these receptors come under hormonal
or endocrine therapy [1, 4, 5]. Agents of hormonal therapy act by adding or
blocking or removing the hormones to retard or stop the cancer cell growth that
requires hormones for their growth. At hormone-receptor binding sites, they act
in two ways i. By reducing the quantity of estrogen production in the body, ii.
By blocking the action of estrogen on breast cancer cells.

3. Radiation Therapy: Radiotherapy treats cancer by utilizing high-frequency
radiowaves to damage tumor cells.Objective is to obliterate themalignant growth
without harming an excessive number of healthy cells. High radiation dosages
destroy cancerous cells or retards their multiplication process by damaging their
DNA [1, 4, 5].

4. Targeted Therapy: It is different from traditional chemotherapy which also uses
drugs to treat cancer and acts by targeting specific genes or proteins or the tissue
ambiance that owes to cancer growth and survival. Targeted therapies are often
cytostatic (i.e., they block tumor cell proliferation).

5. Surgery: Most breast cancer patients have some kind of surgery as a part of
their treatment plan, to remove physically as much tumor masses as possible,
provide possibility to find the metastatic spread to auxiliary lymph nodes, breast
re-construction, and relieve symptoms of advanced cancer.

2 Related Work -Advanced Methods

To detect cancer at early stage, mammography screening is an effective method. For
the radiologists, it is difficult to interpret as there arewide variations in the appearance
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of normal and abnormal tissue of the breast in mammogram. To detect suspicious
tissue in mammograms, in devising automatic methods, different feature extrac-
tion methods are proposed in the literature like template matching, gradient-based
methods, independent component analysis, wavelets, fractal analysis, and support
vector machines are used in segmentation of tissue. Classification methods like K-
nearest neighbors (KNN), Markov models and neural networks are proposed [3].
Recently, machine learning techniques are used widely to for segmentation and
classification [6, 7]. Cellular neural networks are investigated on magnetic reso-
nance imaging (MRI), computed tomography (CT images), and fluorescent DNA
microarray images [8]. Cellular neural networks are also used for segmenting the
regions in mammogram images in which for detection of mass, geostatistical func-
tions are used as texture signatures [9]. Deep learning is a non-representation of
learning method that uses feature learning to discard a separate step of extraction of
feature. Here, the computation models learn data representations with multiple levels
of abstraction. Deep learning approaches such as convolutional neural networks have
brought enormous development in state-of-the art domains, such as image and video
object recognition, speech recognition, natural language processing. In the fields
of medical image processing, such as MRI image segmentation, image fusion and
CNN registration, significant improvements are reported in research [10]. In the
recent research, deep learning techniques are used in cancer diagnosis [2, 10–13].
Following table illustrates summary of different research publications for density
estimation, detection and classification with deep learning techniques (Table 1).

3 Existing Methods for Early Screening and Diagnosis

1. Clinical Examination: Both subjective and objective symptoms required to be
concerned are swelling or lumpy mass in the breast, differences in size and
shape of the two breasts, color differences of the breast skin and discharge from
the nipples. Common risk factors include above 40 years, hereditary, hormonal
therapy, and obesity [4, 12, 19, 20].

2. X-Ray Mammography: Low dose amplitude X-rays are used in examination
of any calcium deposits which appears to be brighter in mammography. Mostly
used for detecting early stage of the breast cancer, regarded as standard method.
This is done prior to the lesions become clinically palpable favouring early
diagnosis and hence reduces the breast cancer mortality. Very recent devel-
opment is contrast enhanced digital mammography (CEDM). It uses standard
iodinated intravenous (IV) contrast agent in conjunction with mammography
[4, 12, 19, 20].

3. UltraSound Imaging: The breast lumpunder examinationmaybe of solidmass
or a fluid filled cyst. This imaging will determine these variations effectively.
On the other hand, 3D images can be obtained with 3D ultrasound formats
[4, 12, 19, 20].
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Table 1 Breast density estimation, breast mass detection, and classification with convolutional
neural networks—summary

Reference Method used Image type Task

Xie et al. [14] Multi-task CNN architecture Histopathology
images

Classification

Wei et al. [15] Mixture ensemble of
convolutional neural networks
(ME-CNN)

DCE-MRI Classification

Nahid et al. [16] Combination of Convolutional
Neural Network (CNN) and a
Long
Short-Term-Memory(LSTM)

Break His breast
image dataset

Classification

Zuluaga-Gomez
et al. [17]

CNN Thermal Images Classification

Wang et al. [18] BiCNN model with transfer
learning and fine-tuning method

Histopathological
image

Classification

Savelli et al. [9] CNN Mammogram images Detection

Wang et al. [10] CNN Breast imaging and
Reporting Data
System (BI-RADS)
breast density
categories

Density
estimation

Ionescu et al. [6] CNN Mammographic
images

Density
estimation

Wu et al. [7] CNN Breast cancer
screening exams
images

Density
estimation

4. Breast Thermography: As the metabolic rate in cancerous and pre-cancerous
tissue will be high, there will be high-temperature changes surrounding these
tissues as compared to normal breast tissue temperature, based on which it can
detect cancer. The breast cancer can be diagnosed at least 10 years in advance,
with this promising screening tool called thermograph [4, 12, 19, 20].

5. MRI – Breast Magnetic Resonance Imaging: To capture pictures of interior
of breast, MRI machines use a magnet and radio waves. Radiation is not used
in MRI [8, 11].

6. Position Emission Tomography (PET) Scan: PET scan is an imaging tech-
nique, where 3D images are captured. By introducing radio nuclide into the
human body, pair of U rays emitted, by which images are formed. Compared
with normal tissues, malignant tumors are characterized by increased glucose
metabolism. Thus, between cancerous and non-cancerous cells, a good contrast
would be observed in PET images. Fluorodeoxyglucose is useful in the detec-
tion and staging of recurrent breast cancer and assessing its response to
chemotherapy [4, 12, 19].



70 K. V. R. Prabha et al.

7. Scintimammography: It is an imaging test to detect cancer cells in the women,
who had abnormal mammograms, as well as women with dense breast tissue,
breast implants and with suspected multiple tumors [4, 12, 19, 20].

8. Optical Imaging: Near-infrared (NIR) wavelength light is used to detect the
lesions in the breast. Diffuse optical imaging (DOI), diffuse optical tomog-
raphy, and opticalmammography are different types of optical imaging.Without
the need of harmful radiations and at less cost, this method also characterizes
permeability, plethora of contrast agents, and vascularization [[4, 12, 19, 20].

9. Electrical Impedance-Based Imaging: Breast tissues which are cancerous
will have low impedance. The two different impedance-based imaging methods
are electrical impedance scanning [EIS] and electrical impedance tomography
[EIT]. In this method, electrodes are kept around the surface of the breast circu-
larly. By doing this, 2D or 3D images are captured with number of impedance
values obtained from these electrodes. On the other hand, in EIS method which
is simple as compared to EIT, a planar array of electrodes is used.

10. Computer Tomography (CT): X-rays are used to capture 2D images; subse-
quently by using different algorithms, corresponding 3D-images are generated
which provide lesions’ anatomical information like location. For better visu-
alization of tumors, iodinated contrast media is injected as intravenous, which
improves image contrast. While observing the patients with breast cancer, the
CT perfusion’s accuracy of diagnosis in discriminating metastatic from inflam-
matory enlarged auxiliary lymph nodes demonstrated CT to be an effective tool.
PET and CT combination is valuable for staging potential metastatic cancers.

11. Tissue Biopsy: A definitive diagnosis of breast cancer can be concluded at
histological level using tissue biopsy. Specialized needle device guided by X-
ray or some other imaging technique is used for the extraction of a core of
tissue from the suspicious area. Subsequently, histological analysis is done.
Sometimes, a tiny metal-marker is left within the tissues, so as to identify the
area for future imaging tests [4, 12, 19, 20].

12. Machine learning and Deep Learning: Machine learning in diagnosing breast
cancer helps in improving diagnosis of cancer, quality of care, and unnecessary
biopsies. There is a break through with deep learning which demonstrated high
performance beyond the state of the art in different tasks ofmachine learning like
classification and object detection. In conventional machine learning methods,
feature extraction stage is vital which require domain knowledge. Thus, feature
extraction task is very challenging. Contrary to machine learning, in deep
learning methods the feature extraction process is learned from the input data
with respect to the output. Thus, the laborious process of extracting multiple
features is thus eliminated with deep learning techniques. [5, 14, 15]
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4 Conclusion

Although histological examination of biopsy samples remains the only definitive
way of diagnosing the cancer, it is invasive and contributes to spread of the lesion
locally. Many modern noninvasive methods give a close diagnosis of the condition
at an early stage contributing to good prognosis and provide for the assessment of
treatment response, which helps in either continuation or modification of treatment
plan. Thermography provides diagnosis much earlier than subjective and objective
symptoms appear. PET scan in conjugation with MRI can be of great value for the
assessment of treatment outcome. The recent machine learning and deep learning
techniques are robust in detection of cancer.

In light of these new noninvasive methods and their combinations, the future
scope of cancer therapy seems promising in rendering early detection andmonitoring
prognostic responses, thereby providing utmost care and reducing the morbidity and
mortality. Further, research work is needed in this area for a better combination of
newer diagnostic aids in confronting the prognostic and therapeutic hurdles.
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Deforestation Mapping Using MODIS
Tree Cover Mask and Sentinel-1 Images

Prachi Kaushik and Suraiya Jabin

Abstract Forests are an essential resource that needs to be conserved. Excessive
cutting of trees for urbanization and growth has led to rapid deforestation in parts
of Haryana and its neighboring areas. In this study, tree cover mapping is done over
a period of five years (2015–2019) using Sentinel-1 ground range detected band-C
images. To distinguish between the land cover classes, a rich set of features play
an important role. Based on the second-order statistics, gray level co-occurrence
(GLCM) features are extracted from the image to study the uniformity between the
pixels. A binary classification of the study area into tree and non-tree area is carried
out by supervised random forest algorithm. According to the analysis, the net rate of
reduction of the tree cover in parts Haryana and its neighboring areas, i.e., parts of
New Delhi, is calculated as 3.1% in successive years.

Keywords Deforestation · SAR · Random forest · GLCM · Sentinel-1 ·MODIS

1 Introduction

Deforestation and forest degradation are a result of the urban development in the state
of Haryana. Haryana’s economic development has led to the increase in the number
of industries, construction of high-rise buildings for residential use, especially in
districts of Gurugram and Faridabad. New industries have been set up by cutting
large number of trees thereby thinning the tree cover. Due to the deforestation, the
amount of rainfall has also been reduced. There has been substantial fall in the
ground water level in the past twelve years which has adversely affected the farmers
for irrigation of crops. The farmers in Haryana depend on the freshwater from the
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wells and rainfall for irrigation purpose. Over the years, Haryana has witnessed a
sharp fall in annual production of crops such as cotton, bajra, basmati rice, and paddy.

In this study, some parts of Haryana and New Delhi are analyzed over a period
of five years (2015–2019) using Sentinel-1 images to map the extent of deforesta-
tion in these areas. There have been various studies on the deforestation mapping
using different bands of the synthetic aperture radar. To enlist few studies, Rahman
et al. [1] mapped the tropical forest cover and deforestation using SAR-C (band-
C) and ALOS PALSAR (band-L) images classifying forest and non-forest areas by
maximum likelihood classifier. Delgado et al. [2] derived the degradation status of
Sumaco Biosphere Reserve Ecuador due to deforestation with the use of Terra SAR
(band-X) and Sentinel-1 (band-C). The backscatter from the active radar is fed as
input to the random forest algorithm to classify the areas as forest and non-forest. The
fusion of RADAR data and optical data (Sentinel-2, Landsat, MODIS) has been used
to produce accurate forest maps. Ritchiee et al. [3] used a combination of Sentinel
1, ALOS2 PALSAR, and Landsat time series to detect near real-time deforestation.
In another paper, Ritchiee et al. [4] also used a combination of Landsat and ALOS
PALSAR (band-L) to extract relevant feature for decision tree classifier.

Saatchi et al. [5] used L- and C-band SAR data for the classification of the defor-
estation area by the Bayesian classifier with an accuracy of 87%. This study also
highlights the comparison between the data acquired in the wet and dry season.
Almeida Filho et al. [6] shows an analysis based on the stages of deforestation
(slashing, burning, terrain, and clearing) using Landsat images. The wood pieces left
after cutting the trees initially act as corner reflectors, but as the debris is removed
the backscatter decreases. Kuntz et al. [7] talks about the capability of the ESA ERS
satellite for the land monitoring applications. The texture features are created which
discriminates among various land cover classes in tropical rain forests. Barreto et al.
[8] proposes the use of the two segmentation approaches like iterative clustering
and object correlation image segmentation for the X-band synthetic aperture radar
images. A. Bouvet [9] in his paper has exploited a new indicator of the shadows
which form due to the acquisition of images in slant range to detect deforestation by
the use of Sentinel-1 images.

In the proposed work, we present a robust method to find deforestation mapping
using Sentinel-1 images. The next section discusses the methodology for calculating
the rate of deforestation.

2 Material and Methods

2.1 Acquisition of Image Dataset

Five Sentinel-1A level-1 ground range detected (GRD) products for a period of Aug
2015 to June 2019 are downloaded from Copernicus Open Access Hub [10] for the
study area which comprises some parts of Haryana and New Delhi. The time series
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dataset from Aug 2015 to June 2019 cover parts of Haryana (Panipat, Hisar, Rohtak,
Bhiwani, Rewari, and Gurugram) and New Delhi. The SAR-C synthetic aperture
radar instrument operating at a central frequency of 5.404 GHz fitted on the Sentinel-
1 Satellite has all weather, day, and night imaging capability. It can capture high-
resolution remote-sensing images for land and ocean monitoring. Interferometric
wide swath (IW) mode with a swath of 250 km at 5 m by 20 m spatial resolution
is preferred as it is suitable for land cover classifications as it acquires the image
with detail and resolution. Five datasets with the same geographical coordinates and
orbit number (136), VV and VH bands but different time frames (2015 to 2019) are
used to map the change in the tree cover using the Sentinel-1A images as given in
Table 1.

2.2 Methodology

The reduced percentage of tree covers is due to rapid growth in urban develop-
ment. It has been observed that National Capital Region (NCR) has a larger rate
of deforestation. The methodology for the derivation of tree cover to analyze the
rate of deforestation in major parts of Haryana and New Delhi is divided into several
steps. The initial step requires preprocessing of Sentinel-1 data, calculation ofGLCM
features, derivation of training samples using land cover MODIS 2007 mask, classi-
fication using random forest algorithm, and change detection to calculate the change
in forest cover from August 2015 to June 2019.

Preprocessing of Sentinel-1A images
Level-1 Sentinel-1 GRD multi-temporal images are preprocessed using the SNAP
Tool box (Version 6) [11]. To improve the geo-coding and the SARprocessing results,
the first step of preprocessing [12] is to apply orbit file correction. The next step is
calibration to Sigma naught values to map the pixel values directly to the backscatter
of the radar. After calibration a 7*7window size Lee speckle filter is applied to reduce
the amount of the grainy noise in the images to further improve the classification
results. The last preprocessing step is to convert the data type of the product into
int8 for both bands (Sigma0_VH, Sigma0_VB). The converted product is an input
parameter for the GLCM texture analysis.

Texture Analysis
A rich set of features in the high-resolution images are essential for understanding
the correlation between the sigma backscatter return and texture signatures by land-
forms in the image. Second-order descriptive statistical features from the image
are calculated by the gray level co-occurrence matrix (GCLM) operator available
in the SNAP [11] tool. The texture information like mean, variation, contrast, and
energy is calculated for the image. It calculates the frequency of the occurrence
of the pair of pixels with the particular value in spatial domain. For the anal-
ysis purpose, only six GLCM features are calculated, i.e., SigmaVH_Contrast,
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Fig. 1 Classification results from 2015–2019

SigmaVH_Mean, SigmaVH_Variance, SigmaVV_Contrast, SigmaVV_Mean, and
SigmaVV_Variance, with respect to each band VH and VV. This information is used
for the image classification done in the next step. These features are widely used to
compute the second-order statistical features in the satellite images.

Training Samples and Classification
The GLCM features calculated in the previous steps are used as an input in the
classification using random forest algorithm. The training sample for 1% tree cover
and 10% tree cover are used for supervised classification. The land cover mask,
MODIS 2007 Tree cover percentage as shown in Fig. 1, is added on the preprocessed
image. The training vectors are selected for the regions having tree cover percentage
ranging from 1 to 3% under the label of 1% tree cover. This percentage gives an
idea that an area has only 1–3% of area covered by trees, and there is increase in
deforestation. The other areas having tree cover percentage more than 35% (median
value of the data) are named with the label of 10% tree cover to give an area that
the area has more than 35% of the tree cover. These shape files are used as training
samples for random forest algorithm. The random forest algorithm is effective in
mapping the deforestation in the area on the basis of the training samples as shown
in Fig. 1.

3 Experiments and Results

Table 2 presents detailed results for the classification of the study area in two classes
of 1% and 10% tree cover in form of percentage change and area change by random
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Table 2 Classification results using random forest algorithm

Year 1% tree cover 10% tree cover 1% area cover (Km2) 10% area cover (Km2)

2015 60.309 39.691 23,466 15,377.120

2016 65.703 34.297 25,421 13,297

2017 69.642 30.358 27,651 12,080

2018 82.235 17.765 33,026.102 7146

2019 68.205 31.795 27,427 12,809

Fig. 2 Graphical representation of tree cover random forest results

forest algorithm. The results are visually represented in the line graphs to show the
time series change (see Fig. 2).

The analysis of the results is done on the basis of Formula (1) given in Eq. (1):

Pn = P0(1+ r)n (1)

where Pn is the percentage value after n year.
P0 is the initial percentage value and r is the rate of growth.

Formula Used for Finding NET Average Rate

G = AntiLog

(∑
log X

n

)
(2)

where G is the average rate, x = 100+ r

NET Rate = G − 100 (3)

Table 3 presents the results of random forest algorithm in the form of frequency
of the labeled classes (1% tree cover, 10% tree cover). The classifier is trained by the
training samples and the GLCM features which classifies the input image of each
year into two classes (1% tree cover and 10% tree cover). It is clearly evident from
Table 3 that the percentage of 1% tree cover is growing successively every year from
2015 to 2019. The deforestation rate is increasing at a rapid rate. The percentage of
tree cover with more than 10% of the trees is decreasing with an alarming rate. For
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Table 3 Chain-based method

Year 1% tree cover 1% tree cover

Rate % Rate % (Area) Rate % Rate % (Area)

2016 8.94 8.33 – 13.59 – 13.53

2017 6.00 8.772 – 11.48 – 9.152

2018 18.08 19.43 – 41.48 – 40.8

2019 – 17.06 – 16.95 78.98 79.24

NET 3.1 4 – 5.39 – 4.46

3.1
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Fig. 3 Net rate of deforestation

analysis, the net rate of deforestation has been calculated using chain-based method
described in the next subsection.

Chain-Based Method
This method computes the relative difference in the growth of deforestation. The net
rate of growth for the year 2016 is calculated with respect to year 2015; year 2017 is
calculated with respect to year 2016 and so on using Eq. (1). The total net growth of
deforestation in five years is calculated as 3.1%, and the decrease in the area under
10% tree cover is 5.39% using Eqs. (2) and (3). The rate of deforestation is increasing
day by day as it can be clearly seen from Fig. 3 that a considerable decrease in the
tree cover is observed from the year 2015–2018. So, some efforts are made by the
government agencies to check this alarming situation of deforestation.

4 Conclusion

The results presented in this study suggest that dual polarization (HV and VV) of
Sentinel-1 can be used for mapping change in tree cover over a time-series data. The
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analysis show that in many parts of Haryana, the tree cover is decreasing at a rate of
3.1% successively every year. Hence, there is a need to plan out some strategies to
improve the tree cover in some of the parts of Haryana and New Delhi.
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Assessing the Suitability of DMG-HK
Trapezoidal FinFET for High
Temperature Applications

Priyanshi Goyal and Harsupreet Kaur

Abstract In this paper, we have developed a temperature-dependent analytical
model to study the effectiveness of DMG-HK Trapezoidal FinFET for high tempera-
ture operation. It is demonstrated that the proposed device with incorporation of dual
material gate and high K layer leads to less degradation in device performance at
high temperature as compared to conventional devices. The improvement is seen in
terms of reduced threshold voltage sensitivity and DIBL with change in temperature
along with suppressed hot carrier effects and improved subthreshold slope.

Keywords Gate stack · Short channel effects (SCEs) · Multigate · High
temperature operation

1 Introduction

Since the conventional MOSFET dimensions have been pushed in nanoscale regime
and it is extremely important to overcome short channel effects like threshold voltage
roll off, drain-induced barrier lowering (DIBL), subthreshold swing, etc., various
novel device designs such as multigate geometry devices [1], channel engineering,
gate electrode, and gate dielectric engineering techniques [2–4] have been widely
reported in the last few years. In view of this, we had proposed an analytical model
for DMG-HK Trapezoidal FinFET which incorporates the advantages of the DMG
design as well as high K layer [5]

However, it is a well-known fact that device performance degrades at high temper-
atures, and temperature variations can also cause reliability issues in the circuit.
Hence, thermal characterization is necessary when the device is scaled down and
operated over a large temperature range [6, 7]. Therefore, in the present work, an
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analytical model has been developed to examine the suitability of DMG-HK Trape-
zoidal FinFET for high temperature applications. Its effectiveness for high temper-
ature applications has been comprehensively analyzed by comparing various device
characteristics with conventional trapezoidal FinFET (C-trapezoidal FinFET) device
and dual material gate trapezoidal FinFET (DMG-trapezoidal FinFET) device.

Thepaper is organized as follows. InSect. 2,model formulationhas beenpresented
followed by Sect. 3 which presents results and discussion. Finally, conclusion is
presented in Sect. 4.

2 Model Formulation

Figure 1 shows cross-sectional view of dual material gate-high k trapezoidal FinFET
(DMG-HK trapezoidal FinFET).

Using the samemethodology as discussed in [5], the 3D scalingPoisson’s equation
is solved to obtain various characteristics, and the equation is given as

d2∅i (z)

dz2
− 1

λ2
s

(∅i (z) − ∅i (T )) = 0 (1)

where i = 1, 2 for regions with lengths L1(0 ≤ Z ≤ L1) and L2(L1 ≤ Z ≤ Lg),
respectively. L1 and L2 are lengths of gates with higher (�M1 = 4.9 eV) and lower
(�M2 = 4.4 eV) workfunctions, respectively, and ∅i (z) corresponds to the bottom
central potential. λs is scaling length and is given as

1

λ2
s

= 8εox
(4Weffεsitoxeff + εoxW 2

eff)
(2)

Fig. 1 DMG-HK
trapezoidal FinFET
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where Weff is the effective fin width [8], toxeff is effective oxide thickness of gate
stack [5] εsi, and εox are the permittivity of silicon and oxide.

∅i (T ) denotes the bottom central potential in the two regions and the equation is
given as [8]

∅i (T ) = Vgs − Vfbi(T ) − (qNch/εsi)λ
2
s (3)

where Vfbi(T ) denotes the flat band voltage in the two regions and Nch denotes doping
concentration of channel.

In order to account for temperature dependence in the model, the following
parameters have been obtained [7],

Eg(T ) = 1.179 − (
9.025

(
10−5)T − 3.050

(
10−7)T 2) (4)

ni (T ) = 3.34
(
1025

)
(T/300)0.5e−Eg(T )/2kT (5)

�si(T ) = Eg(T )/2 − q� f (T ) (6)

� f (T ) = (KT/q) ln(Na/ni (T )) (7)

where Eg(T ), ni (T ),�si(T ), and � f (T ) denote band gap, intrinsic carrier concen-
tration, workfunction, and fermi potential of silicon, respectively.

Incorporating Eqs. (4)–(7), considering the boundary conditions [8] and solving
Eq. (1), following solutions for channel potential have been obtained.

∅1(z) = C1e
Z
λs + C2e

−Z
λs + ∅1 (8)

∅2(z) = D1e
(Z−L1)

λs + D2e
−(Z−L1)

λs + ∅2 (9)

where

C1 = c1Vgs + d1,C2 = c2Vgs + d2,

D1 = C1 exp(L1/λs) − (∅2 − ∅1)/2

D2 = C2 exp(−L1/λs) − (∅2 − ∅1)/2,

c1 = (
exp

(−Lg/λs
) − 1

)
/2 sinh

(
Lg/λs

)

c2 = (
1 − exp

(
Lg/λs

))
/2 sinh

(
Lg/λs

)
,

d1 = Vbi(T ) + Vfb1(T ) + qNch/εsi − d2

d2 = (−Vds + Y1 − (
Vbi(T ) + Vfb2(T ) + (qNch/εsi)λ

2
s

)

− Y2)/2 sinh
(
Lg/λs

)
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Y1 = (Vbi(T ) + Vfb1(T ) + qNch/εsi)e
Lg/λs,

Y2 = (∅2 − ∅1) cosh(−L2/λs)

where Vgs, Vbi(T ), and Vds denote gate to source voltage, built-in voltage, and drain
voltage, respectively.

Threshold voltage has been obtained by equating the minimum bottom poten-
tial to twice of bulk potential [8] and solving the resultant equation. Furthermore,
subthreshold swing can be obtained using the following expression

SS = 2.3Vt(T )

(
d∅min

dVgs

)−1

(10)

where Vt(T ) is thermal voltage and ∅min(z) is minimum bottom potential.

3 Results and Discussion

In this section, various parameters such as surface potential, electric field, threshold
voltage, DIBL, and subthreshold swing have been obtained, and a comparison has
been drawn out between DMG-HK trapezoidal FinFET (device 1), DMG trape-
zoidal FinFET (device 2), and conventional trapezoidal FinFET (device 3) for a
wide temperature range (200–300 K). Various parameters used in present work are:
Nch has a value 1016 cm−3. The fin height, top fin width, and bottom fin width are
denoted as HFIN (20 nm), WFT (15 nm), and WFB (20 nm), respectively. The gate
stack comprises oxide layer and highK layer. The thickness of oxide layer is denoted
by t1 (1 nm), and highK layer thickness is denoted by t2 (2 nm).The gate stack thick-
ness of device 3 is kept same as physical thickness of SiO2 layer for device 1 and
device 2.

Fig. 2 a–c Channel potential along channel at 200, 300, and 400 K for all devices
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Figure 2a–c show the change in channel potential along channel length for all
devices at different values of temperatures. It can be seen that an increase in temper-
ature leads to lowering of potential barrier. However, it is evident that degradation
is minimum for device 3 in comparison with device 1 and device 2. This is because
the layer with higher dielectric constant in gate stack of proposed device along with
DMG design results in improved capacitive coupling which leads to less degradation
with increase in temperature.

Figure 3a–c show the variation in electric field along channel length for all devices
at different values of temperature. It can be seen that electric field at drain side
increases with increase in temperature for both device 1 and device 2, whereas the
increase is much less for device 3. This implies that device 3 is more immune to
hot carrier effects apart from offering improved transport efficiency and immunity
to SCEs.

Fig. 3 a–c Electric field along channel at 200, 300, and 400 K for all devices

Fig. 4 Threshold voltage
with temperature for all
devices
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Figure 4 shows the variation in threshold voltage with temperature for all devices.
It can be seen that threshold voltage reduces with increase in temperature for all
devices. However, there is less degradation in device 3 compared to device 1 and
device 2. This is because the decrease in potential barrier is minimum in device 3 in
comparison with other two devices.

Figure 5 showsDIBL variationwith temperature for all devices. It can be observed
that as compared to device 1 and device 2, device 3 exhibits least value of DIBL, and
it shows almost no change in DIBL with increase in temperature.

Furthermore, in Fig. 6a–c, the same trend can be seen. The value of subthreshold
swing is deteriorating with increase in temperature for all three devices. But device
3 shows minimum degradation in comparison with other two devices. This implies
that incorporation of dual material gate and high k dielectric reduce the amount of
leakage current in the device and also reduce the subthreshold swing.

Fig. 5 DIBL with
temperature for all devices
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4 Conclusion

In summary, we have presented an analytical model to study the suitability of
DMG-HK trapezoidal FinFET for high temperature applications. The work demon-
strates that integration of gate electrode workfunction engineering along with the
presence of high K dielectric layer in the gate stack of proposed device helps in
achieving improved device performance in comparison with conventional device
even at elevated temperatures. The substantial improvement noticed in threshold
voltage roll off, DIBL as well as subthreshold swing corroborates this. It is antici-
pated that the work will pave the way to further explore the potential of the device
for analog and high-frequency applications.
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Optimization of the CNN Model
for Hand Sign Language Recognition
Using Adam Optimization Technique

Simrann Arora, Akash Gupta, Rachna Jain, and Anand Nayyar

Abstract To communicate with someone, hand signs prove to be more effective
than just words to emphasize and structure the conversation and give more clarity.
Some machines, like a driving car or a robot, are also operated by hand gestures as
they are more convenient to interpret, but devising the recognition of hand gesture
system is an extremely arcane commission since the model should be clever enough
to recognize the hand gestures in distinct positions and orientation. In this research,
the convolution neural network (CNN) model of deep learning (DL) is utilized for
training the hand sign language image dataset. In addition to this, the Adam opti-
mization technique, which is known to leverage the adaptive learning technique for
figuring out the learning rate for every parameter, is utilized here for determining
the optimized values of hyperparameters. The dataset is taken from GitHub and is
contributed by the Turkey Ankara Ayrancı AnadoluHigh School students. The dataset
consists of 218 hand sign sample images of each of the ten digits ranging from 0–9.
After determining the optimized values of various hyperparameters, the proposed
framework is then validated upon the validation dataset. The training and valida-
tion loss over the optimized number of epochs comes out to be 0.021 and 0.064,
respectively. Conclusively, the investigational outcomes depict that the anticipated
optimized CNN model displays an increased accuracy of 98%.
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1 Introduction

The hand gesture is a quotidianway of communication among people. It is the process
of interpreting and categorizing the legitimate movements performed by the hands
of a person. The hand gestures are language-independent and hence also allow us to
communicate with the people speaking different languages. Also, it is the one and
the only way of communication among the people who are deaf or people with a
combination of disabilities. The hand gestures not only play an important role in
communication but also have many applications apart from that, for instance, hand
gesture recognition plays a crucial role in the human–computer interaction due to its
extensive usage in the virtual reality arena as well as the sign language recognition
domain. Figure 1 shows the hand gesture letter for American Sign Language.

Many machines like a driving car or a robot also operated upon the hand gestures.
But designing a full-hand gesture recognition system is a very complex task and is one
of the active research topics. Gesture recognition systems attain a certain structure
and have two processes that are the process of acquisition, which transforms the
actual gesture into quantitative form, and the process of comprehension, which lends

Fig. 1 Hand gesture letters for American Sign Language [5]
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Fig. 2 Hand gesture
recognition methods
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credence to the sequence of tokens coming from the evaluation process. The system
must also be able to detect the hand gestures in diverse sites and alignments as well.

Numerous methods have been anticipated for hand gesture recognition. All these
methods can be largely classified into four categories [1–4]. These are knowledge-
based, feature-based, template-based as well as appearance-based methods. It is
represented in Fig. 2.

In this research, we build a deep CNN model and determine the optimized value
of its hyperparameters by utilizing the Adam optimization technique. The Adam
optimization technique will lead to increased accuracy of 98%. This research has the
following objectives to be carried out and focused on in detail:

• To implement hand sign recognition using the convolutional neural network
model which is extensively used in deep learning for problems including image
classification, pose estimation, face recognition and scene labeling.

• To focus on the optimization technique after the application of the CNN
model using the Adam optimization algorithm which includes the best prop-
erties of AdaGrad and RMSProp algorithms, thus making it the best choice for
optimization.

• To explore the domain of hand gesture recognition which is mostly applicable
in trending research areas such as human–computer interaction, augmented and
virtual reality and communication systems.

Apart from this, the paper is presented as follows: Sect. 2 provides a detailed
review of various researches taking place in the world for the development of hand
gesture recognition systems. Section 3 provides an overview of the Adam optimiza-
tion technique used for the optimization of the proposed CNN model. Section 4
discusses the methodology part in which various steps of our proposed model are
discussed in detail. Later, Sect. 5 discusses the experimental results and simulations
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along with various evaluation plots used in this research. Finally, Sect. 6 concludes
the entire work and suggests the future areas of study.

2 Related Work

Hand gestures are one of the most common and lucid ways for communication,
and many people find it convenient to communicate through this means, and it also
plays a key role in helping people with disabilities to interact and communicate with
each other. Thus, hand sign/gesture recognition becomes an important aspect to be
considered. Many types of research are being done on this issue. Here are some of
the researches listed below from all over the world.

Vaitkevičius et al. performed gesture recognition in a virtual reality (VR) envi-
ronment using data produced by the leap motion device. Leap motion generates a
virtual three-dimensional (3D) hand model by recognizing and tracking the user’s
hands. From this model, the leap motion application programming interface (API)
provides hand and finger locations in the 3D space. Authors present a system that
is capable of learning gestures by using the data from the leap motion device and
the hidden Markov classification (HMC) algorithm. In the result, they achieved that
the gesture recognition accuracy (mean ± SD) is 86.1 ± 8.2% and gesture typing
speed is 3.09 ± 0.53 words per minute (WPM) when recognizing the gestures of the
American Sign Language (ASL) [31].

Patel et al. discussed a complete survey of different techniques for gesture recogni-
tion. Some tools are also involved here for recognition such as HMM, ANN, particle
filtering and condensation algorithm and many more. The whole recognition process
is also covered here. Comparison of various approaches related to the recognition
process is also included like glove-based approach, visual approach and color marker
approach. The benefits and limitations of all methods for hand gesture recognition
were covered efficiently. Human–machine interaction process works very smoothly
just because of gesture recognition. For sign language recognition, for controlling
robots and for graphical editor control, gesture recognition is very important. The
main challenge of this recognition process is to collect input raw data. For that, two
different techniques are used which we already discuss as glove-based and vision-
based approach. Both approaches have their advantages and limitation. Recognition
process includes tracking hand and segmenting it from the background, and then,
features are extracted using various techniques, and finally, after applying classifica-
tion, gestures are recognized. Manymethods and tools are used for hand recognition.
Thehandgesture recognitionmodels such as hiddenMarkovmodel,YUVcolor space
model, 3D model and appearance model, 3D model and hidden Markov model FSM
approach and ANN distinguish the input and process them for acknowledgement
[32].

Alzubi et al. worked on various data analytics methodologies and an overview of
it to enable the learning from experience approach for machines as well. An in-depth
study has been carried out in the domain of machine learning, beginning from its
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definition to advanced paradigms like supervised/unsupervised, ensemble learning
and instance-based learning. The technical aspects of machine learning are discussed
and interpreted its effect in the industrial space [33].

Ahlawat et al. worked on several design techniques such as the kernel size, number
of layers, padding, stride size alongwith dilution for the handwritten digit recognition
through CNN. Along with this, in order to improve the performance, distinct SGD
optimizers were also evaluated. A CNN architecture was introduced for achieving
a better accuracy as compared to the ensemble architectures and providing better
operational complexity. An amalgamation of certain learning parameters in CNN
was also presented that brought in an exceptional accuracy of 99.87% for theMNIST
dataset [34].

Cui et al. worked on a weak supervised approach with deep neural networks for
the recognition of vision-based incessant sign language. The approach deals with the
mapping of segments of video to glosses by the introduction of recurrent convolu-
tional neural network for sequence learning and spatiotemporal feature extraction.
A three-stage escalation procedure was developed for architecture, which included
an end-to-end order learning approach, a better alignment proposal and improved
feature representations. The results obtained were analogous to state of the art [8].

Kumar and Manjunatha worked on a novel approach for the recognition of hand
gestures for theAmericanSignLanguage (ASL), the task ofwhich is the perception of
techniques of communication through the signals of gesture. The algorithms used in
this research are support vector machine and k-nearest neighbor for the hybridization
of an individual marked alphabet. The parameters of evaluation that were utilized for
this work are sensitivity, accuracy, precision along with false discovery and negative
rate [7].

Zimmerman and Brox proposed a deep network that was capable of learning a
network-implicit 3D enunciation prior. This network yielded an appreciable estimate
of the 3D pose. A wide-scale 3D hand pose dataset was introduced which included
synthetic models involving networks for training [9].Ma et al. worked on the efficacy
of depth image in which the entire partitions are devised for the extraction of the
region of gestures, whereas the support vector machine, as well as CNN, has been
utilized to extract features and recognition of gestures [10].

R.F Pinto et al. anticipated a method for the identification of gestures by using
CNNs. The entire process involved morphological filters, the polygonal estimation,
generating the contours as well as partitioning while preprocessing. The training, as
well as testing, was done on distinct CNNs, and comparison was done with various
architectures [11]. Islam et al. worked on the stationary hand gesture recognition
method by using CNNs. The data augmentation techniques such as zoom, rotation,
shear as well as the shifting of height and width were applied on the dataset. Training
of model was done on eight thousand images, and testing was performed on sixteen
thousand images that were segregated in ten classes. The accuracy achieved was
97.12% which was higher than the sans model [30].

Lahiani and Negi researched on the oriented gradient histogram along with the
local binary pattern (HOG-LBP) method for the recognition of hand gestures and
distinct poses. By the combination of these two features, an accuracy of 92% was
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achieved, and it depicted that the amalgamation of HOG-LBP depicted better results
than utilizing the features individually [2]. Ma et al. devised an image recognition
approach which is based on the feature learning that is unsupervised and majorly
utilized in the sparse auto-encoding model of neural networks for the extraction of
image features. Then, sorting and recognition of gesture image were performed [3].

Zhu et al. devised a method that learns the short-term features (spatiotemporal) by
the 3D CNN, and along with that, it learns long-term features through convolutional
LSTM networks which are based on the extricated short-term features. Along with
this, the evaluation of fine-tuning amidst the multimodal data is done which is found
to prevent the main issue of overfitting when the existence of pre-trained model is
undefined [4].

Côté-Allard et al. applied transfer learning on the accumulated data frommultiple
users and utilizing the power of deep learning algorithms to recognize the features that
are discriminant from huge datasets. The datasets used in this work are nineteen and
seventeen able-bodied participants by utilizing theMyo armband. The third dataset is
gathered from the NinaPro database and contains 10 able-bodied participants. Three
distinct deep learning networks were used here for carrying out the training [13].

After discussing various researches, the inference that is drawn is that there was
not a great focus on the optimization of algorithms used above and more focus was
laid on the processing of data and the ensemble or hybridization of certain algorithms;
however, this study is more focused on the optimization of the CNN model for hand
sign recognition by using the Adam optimizer and achieves an accuracy of 98%.

3 Adam Optimization Technique

The major issue that has been addressed most of the times in deep learning is the
optimization of model performance along with the loss function value by tweaking
the training model epochs [13]. Adam optimization is an algorithm to achieve the
same.

The name Adam is an abbreviated form of the adaptive moment estimation algo-
rithm. The role of this algorithm is to do the estimation of the moments as well as
employing them for the optimization of a function [14]. It is an extension to the
stochastic gradient descent and helps in updating of weights more efficiently. More
specifically, it is a merger of gradient descent with moment algorithm as well as the
root mean square (RMS) prop algorithm [15]. Figure 3 shows Adam optimizer.

Thebenefits of this algorithm,when applied to non-convexoptimization problems,
are as follows [16]:

• It is computationally very efficient
• Requires little memory
• It is quite suitable for problems having large data/parameters
• It is also appropriate for problems having sparse gradients or is extremely noisy.
• The hyperparameters, in this case, require very little tuning.
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Fig. 3 Adam optimizer [12]

Working

This algorithm calculates the exponential weighted moving average of gradient and
then finds the square of the computed gradient [17]. The above algorithm uses two
parameters of decay, momentum as well as adaptive learning rates, which regulates
the rate of decay of these calibrated moving averages [18].

The mathematical formulation is shown in Eqs. (1), (2), (3) and (4).

vt = β1 ∗ vt−1 − (1 − β1) ∗ gt (1)

st = β2 ∗ st−1 − (1 − β2) ∗ g2t (2)

�wt = −η
vt√
st+ε

∗ gt (3)

wt + 1 = wt + �wt (4)

where
w j : parameter,
η: initial learning rate,
gt : gradient at time t along with w j ,
v t : the exponential average of gradients along w j ,
β1, β2: hyperparameters.
Here, the exponential mean of gradient and the squares of the gradient for every

parameter are totaled [19]. For deciding the learning step, the learning rate is multi-
plied by gradientmean, and its division is carried by rootmean square of the exponen-
tial mean of the square of gradients along with updating process [20]. The β1 hyper-
parameter is typically maintained around 0.9, whereas β2 is held at 0.99. Epsilon is
generally kept at 1e−10 [21].
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4 Proposed Methodology

In this section, the research methodology of this work is discussed in detail. Initially,
the sign language digits dataset is provided as an input to the model. After that, the
dataset is analyzed and fragmented into the training and the validation dataset. After
that, the CNN model of DL is trained and the optimized values of hyperparameters
are determined using theAdamoptimization technique.At last, themodel is validated
upon the validation set. Finally, the performance of the proposed model is measured
by validation accuracy and validation loss metrics. Figure 4 represents the proposed
model of our research work.

4.1 Dataset Description

The dataset for this research is obtained from the GitHub repository [6]. It is made
available by the Turkey Ankara Ayrancı Anadolu High School Students. The dataset
consists of hand sign language images of all the ten digits ranging from 0 to 9. Hence,
the dataset consists of a total of 10 classes. All the images provided in the dataset
are of 100 × 100 pixels. A total of 218 students had contributed to the generation of
this. The sample images of all the ten classes (0–9) are represented in Fig. 5.

4.2 Dataset Analysis and Fragmentation

The dataset is already well organized, and there is no need for any preprocessing
of the images used in the dataset. However, the analysis needs to be performed to
get some more insights about the dataset. After the analysis, we find out that there
are a total of 2062 images provided in the dataset with the uniform distribution of
all the ten classes. Here, we fix the validation data size equals to 10% (around 206
samples) of the entire dataset. This splitting is performed randomly. Then, from the
training set, we have utilized 50 images for the testing of the model. Hence, the sizes
of training, test and validation data are as follows:

• Total Images 2062
• Training Data 1806
• Testing Data 50
• Validation Data 206.
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Fig. 4 Proposed research
model
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Fig. 5 Sample images of all the ten classes (0–9) of the dataset

4.3 Build CNN Model

After the analysis and fragmentation of the dataset, the deep learningmodel is trained.
In this proposed work, we proposed an optimized CNN model for the hand sign
language recognition using Adam optimization technique. In this model, the convo-
lution 2D layer is chosen as the input layer and the max pool layer is chosen as the
output layer. Here, three hidden layers, namely ReLU, convolution 2D and ReLU,
are used in this model. Initially, the values of hyperparameters are chosen randomly
and the model is tested on the testing dataset. Then, the variations are made in the
values of hyperparameters until a level of accuracy is reached.

4.4 Optimization Using Adam Optimization

The model is further optimized by using Adam optimization technique. The opti-
mized values of hyperparameters are then determined. The optimized values are as
follows:

• Learning rate 0.0001
• Number of epochs 25

After determining the optimal values of the hyperparameters, the model is then
validated upon the validation set and corresponding validation accuracy and loss are
evaluated and plotted. The results and simulations are discussed in the following
section.
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5 Experimental Results and Analysis

In the following section, simulation and results of our research work are discussed
and analyzed in detail. This section also provides a brief insight into the evaluation
metrics utilized in the following research work.

5.1 Evaluation Plots

A learning curve is a plot of model learning progress over context or duration.
They are a commonly used screening tool for algorithms which increasingly acquire
through a training dataset [22]. Thismodel can be assessed on the training dataset and
retained validation dataset after everymodification during training, and the calculated
output plots can be generated to illustrate the learning curves [23]. The evaluation
plots that are used for showing the accuracy and loss are described below:

Accuracy Curve. It generally refers to the plot of the assertion accuracy versus
the training set size (it explains how the model gets better predicting the target as the
figure of instances applied for training it is increased). Figure 6 shows the accuracy
curve [24].

LossCurve. The loss can be logged into two periods, after every iteration and after
every epoch, where the plotting of loss across epochs is considered to be better [25].
The loss function is computed for a data item during an epoch, and the quantitative
loss estimate is assured at the specified epoch [26], whereas, in the case of iterations,
plotting curves give the loss only on a subset rather than the entire dataset [27].
Figure 7 shows the loss curve.

Fig. 6 Accuracy curve [28]
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Fig. 7 Loss curve [29]

5.2 Simulation and Results

As discussed in the proposed methodology, initially, the sign language digits dataset
is imported and analyzed in detail. After that, the model is split into the training
(90% part) and the validation (10% part) set. After that, the CNN model is build
using various convolutional layers as discussed in the previous section.

Figures 8 and 9 represent the predicted and the actual values for the two sample
images of the test dataset.

By selecting the value of learning rate as 0.0001, the accuracy curve for the
validation set is plotted over the 25 epochs. It is represented in Fig. 10. It can be
examined from Fig. 10 that accuracy considerably upsurges with the surge in the
epoch numbers. At 25, it achieved its maximum value.

The training and the validation losses with the rise in the epoch numbers are also
determined and are represented in Fig. 11. From the figure, it can be analyzed that
both pieces of training, as well as the validation loss values, are decreased with the
growth in the number of epochs. Although the loss value of the training set has a
slightly lower value than the loss rate of the validation set, the complete accuracy of
the model is still very high. The final values of training and validation loss come out
to be 0.021 and 0.064, respectively.

6 Conclusion and Future Enhancement

This research work is carried out to propose an optimized CNN model for hand sign
language recognition using Adam optimization technique. Here, Adam optimization
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Fig. 8 Predicted value for
label 4

Fig. 9 Predicted value for
label 6
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Fig. 10 Accuracy curve for
the validation set

Fig. 11 Training and
validation loss

technique is used for calculating the optimized value of the hyperparameters required
to build up the deep CNN model. The efficacy of the proposed model is gauged by
plotting accuracy as well as the loss curve with the rise in the epoch numbers. Here,
the concluding values of training and the validation loss come out to be 0.021 and
0.064, respectively. Ultimate results demonstrate that the anticipated optimized CNN
model shows an increased accuracy of 98%.

The dataset used in this research is limited to the hand sign language digits. So,
in future, the proposed model can be enhanced by also taking the other hand sign
language datasets in the account and study various ways for the optimization of
parameters to increase the recognition rate. Also, the model can be further optimized
by either applying image data augmentation technique or by developing a deeper
network topology for better results.
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Hybrid Spectrum Access Strategy
for Throughput Enhancement
of Cognitive Radio Network

Indu Bala, Kiran Ahuja, and Anand Nayyar

Abstract Recently, cognitive radio technology has gained worldwide attention due
to its potential to overcome spectrum scarcity. The technology allows unlicensed
users to use licensed spectrum in a manner such that minimum or no interference
may be experienced by licensed users. To do so, the conventional scheme divides
the time frame into two slots i.e. sensing slot and data transmission slot. In this
scenario, the achievable throughput of unlicensed user fundamentally depends on
the accuracy of sensing results since the sensing error in terms of miss detection
and false alarm results into collision and spectrum underutilization, respectively. To
overcome this bottleneck, an improved frame structure is proposed in this paper with
two sensing slots and one data transmission slot. Based on the sensing results of the
current and previous frame, the proposed scheme allows unlicensed users to switch
between underlay and interweave mode of communication to enhance secondary
user’s throughput. It is shown that proposed scheme has a potential to achieve 50%
more throughput as compare to the conventional schemes, when channel is occupied
by primary user. The simulation results are presented to illustrate the effectiveness
of the proposed scheme. Moreover, the performance of proposed scheme is also
compared with the conventional schemes to validate the results.
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1 Introduction

From last few decades, we all have witnessed the tremendous growth in wireless
communication that has increased the bandwidth requirement manifolds. However,
with traditional spectrum allocation policies, it has become extremely difficult to
assign spectrum for new services/applications. The traditional spectrum allocation
policies in use provide spectrum access rights exclusively to the user who purchased
the spectrum (known as primary user i.e. PU) for long term use. The unlicensed user
(known as secondary user i.e. SU) is refrained from transmission in this channel even
if it is not in use by PU. Thus, whole wireless industry is facing spectrum shortage
to deploy new services/applications. On contrary to the spectrum scarcity issue, the
recent FCC report has revealed that spectrum allocated for different services, is being
used sporadically [1]. Thus, the existing spectrum scarcity problem is mainly due to
the improper use of the spectrum rather than actual shortage of the spectrum. This fact
has pushed regulatory authorities to explore the new communication paradigms to
overcome spectrum scarcity issue. Recently, cognitive radio technology has evolved
as the most promising technology with a potential to overcome this issue by allowing
secondary users to utilize vacant or partial utilized spectrum whenever primary users
are not using it [2]. Thus, the basic requirement of the technology is that SU should
remain all time updated with the spectrum occupancy level by primary users through
spectrum sensing. Many spectrum sensing techniques have been proposed for cogni-
tive radio networks in this regard. However, due to the ease in implementation and
no prior knowledge requirement about primary user, energy detection (ED) is most
commonly used spectrum sensing scheme [3, 4]. The performance of the energy
detector is measured in term of probability of detection (Pd) and probability of false
alarm

(
Pf

)
and must be high and low, respectively. To meet these requirements, the

spectrum sensing time must be high for the accurate detection of primary user in a
channel. However, the main drawback with long sensing duration is that it reduces
the data transmission time and therefore SU throughput also. To overcome this issue,
many researchers have proposed solutions like parallel sensing and transmission [4],
improvement in frame structures [5], hybrid spectrum access [6], threshold adapta-
tion [7] and dedicated channel for spectrum sensing [8] etc. However, to our best
knowledge, hybrid spectrum access scheme with improved frame structure has not
been analyzed much to improve the secondary throughput. Therefore, a hybrid spec-
trum access scheme with an improved frame structure has been proposed in this
paper, to enhance secondary user’s throughput and to reduce the data loss due to
sensing errors.

The rest of the paper is organized as follows: The dynamic spectrum access
schemes are discussed in Sect. 2. The system model and frame structures are
discussed in Sect. 3. In Sect. 4, the conventional and proposed spectrum access
scheme is discussed and analytical expression for SU throughput, effective SU
throughput and data loss have been derived. Simulation results are presented in
Sect. 5 followed by conclusion in Sect. 6.
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2 Dynamic Spectrum Access Schemes

The dynamic spectrum access is a mechanism to increase the spectrum efficiency
by the real time adjustment of the radio resources [1]. It allows SUs to use licensed
spectrum bands dynamically for transmission. Figure 1 illustrates various spectrum
access schemes reported in literature [9–20].

Figure 2 shows various spectrum sharing paradigms for cognitive radio network
(CRN). The underlay approach allows both PU and SU to transmit simultaneously
over a same channel as long as the interference from SU to PU is below interference
temperature [9]. Similar to the Ultra Wide Band (UWB) technology, this approach
allows SU to spread its signal over a wide frequency range, and the signal level
remains below noise level. Thus, the scheme is able to provide seamless connectivity
and limited data rates for short range communication [10].

Similar to the underlay scheme, the overlay scheme also allow SUs to transmit
over the licensed band along with PU such that the performance of PU may not be
affected. The two main approaches used in this paradigm are (i) Channel coding,
and (ii) network coding. In the channel coding approach PU transmits a packet that
is known the SU. The SU splits its transmission power into two parts to transmit its
own (SU) packet along with the PU packet such that the signal to interference and
noise ratio (SINR) at PU receiver is not affected much. In addition to this, the SU
transmitter can also exploit dirty paper coding to transmit the SU packet to cancel
out the interference at SU receiver [11]. The network coding scheme allows SU to
encode its packet onto the PU packet while relaying it. Thus, SU does not require

Dynamic Spectrum 
Access Scheme

Interweave

Overlay

Underlay

Hybrid

Ultra Wide band 
Communication

Interference Temperature
Approach

Channel Coding 

Network Coding 

Opportunistic Spectrum 
Access

Fig. 1 Classification of spectrum access schemes
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PU

Frequency

Spectrum opportunities

Frequency

Frequency

Interference noise level

PU SU

Frequency

Interference noise level

(a)

(b)

(c)

(d)

Power

Fig. 2 Spectrum sharing paradigms a spectrum opportunities/holes. b Underlay paradigm.
c Interweave paradigm. d Hybrid paradigm

separate spectrum access to transmit its own packets and therefore PU transmission
remains unaffected [12].

On contrary to the previously discussed approaches, Interweave approach does
not allow SU to transmit in licensed frequency band when PU is active on it. The
spectrum sensing is mandatory to this approach and it is also known as opportunistic
spectrum access (OSA) in a sense that SU can exploit the spectrum opportunities in
time, space, and/or frequency domain [13]. In comparison to the underlay scheme,
this scheme allows high transmission power level to support high data rates. However,
the transmission is truncated abruptly on the emergence of PU in the channel. To
overcome all these drawbacks, a hybrid spectrum access scheme is proposed in this
paper that switches between interweave and underlay mode of communication based
on the channel occupancy level by PU. The proposed scheme not only offers seamless
connectivity but high data rates also. In addition to this, transmission frame structure
is also improved to achieve high secondary throughput.
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The main contributions of this paper are as follows:

(i) A hybrid spectrum access scheme is proposedwith an improved frame structure
to access idle channels using interweave approach and busy channels using
underlay approach.

(ii) The proposed scheme has a potential to overcome sensing errors with the help
of two sensing slots.

(iii) The analytical expressions for SU’s effective throughput and data loss are
derived for the proposed spectrum access schemes.

3 System Model and Frame Structure

3.1 System Model

Consider a communication scenario with one primary transmitter (PU Tx) that uses
its allocated licensed frequency band to transmit information to the primary receiver
(PU RxN) with power PP as shown in Fig. 3. The secondary communication system
comprises of SU Tx–SU Rx pair that shares the licensed frequency band with PU.
The SU Tx is equipped with an energy detector that constantly monitors the channel
variations to know the presence or absence of the PU in a licensed frequency band.

Fig. 3 Proposed
communication system
scenario

PU Tx

PU Rx1

PU Rx 2

PU Rx N

SU Tx

SU Rx

Interference Link

Data Link
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3.2 Frame Structure

For given communication scenario, the conventional schemes discussed in [3] and
[5] divides time into equal sized frames, where each frame consists of two time slots:
the sensing slot and the transmission slot as shown in Fig. 4a. According to this
frame structure, SU senses for τ units of time to know PU presence/absence from the
channel and decides for transmission/no transmission or mode of transmission for
the remaining frame duration of T− τ units of time. Generally, there exists tradeoff
between these two as excessive long sensing duration reduces the transmission time
and short sensing duration may leads to the miss detection of PU. Both situations
affect primary and secondary users adversely. Moreover, the spectrum sensing by
the SU is assumed to be imperfect, and thus sensing errors (i.e., miss detection and
false alarm) limits the SU throughput.

Figure 4b shows the proposed frame structure for hybrid spectrum access in which
transmission frame is divided into three slots i.e. two sensing slots and one data
transmission slot. The basic notion of adding second sensing slot is to enhance the
accuracy of sensing results and thus to increase the secondary throughput. In this
frame structure, the second sensing slot is optional and it depends on the sensing
results of current and previous frame. For example, if the spectrum sensing results of

Fig. 4 a Conventional frame structure. b Proposed frame structure
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current and previous frame are same, the secondary user performs spectrum sensing
only once for the current frame. However, if the sensing results of the current frame
are different from the previous frame, the SU will sense the channel again to avoid
ambiguity in sensing results. In case of second sensing, the results of the second
sensing slot will be considered final even if they are wrong.

4 Performance Analysis

In this section, we study the conventional and proposed spectrum sharing schemes
in detail. The closed form of expression for effective throughput and data loss are
derived for each scheme. For spectrum sharing scenario presented in Sect. 3, the
sensing results of the received signal r(t) by SU follows the binary hypothesis H1

and H0 to represents the presence and absence of the primary user, respectively.

r(t) =
(
h · x(t) + w(t), H1 : PU is present

w(t), H0 : PU is absent

)
(1)

where, h, x(t) andw(t) represents channel gain, primary transmitted signal and addi-
tive white Gaussian noise (AWGN), respectively. The description of the parameters
is given in Table 1.

Table 1 Parameters description [3, 5, 6]

S. No. Parameter Description

1 T Total time frame

2 τ1 Time duration of 1st sensing slot

3 τ2 Time duration of 2nd sensing slot

4 T − τ1 Data transmission time with one sensing slot

5 T − τ1 − τ2 Data transmission time with two sensing slot

6 Pd Probability of detection

7 Pf Probability of false alarm

8 P1 SU transmission power in Interweave mode

9 P2 SU transmission power in Underlay mode

10 PP PU transmission power

11 Np Noise power at SU receiver

12 h ps Channel gain between PU Tx and SU Rx

13 hss Channel gain between SU Tx and SU Rx

14 P(H0) Probability of channel being Idle

15 P(H1) Probability of channel being busy
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Fig. 5 Conventional spectrum access scheme with one sensing slot (Conv-I)

Figure 5 shows the conventional spectrum access approach with one sensing slot
(Conv-I) in which sensing is done at the beginning of the frame. Based on the sensing
results, four data transmission cases are possible (Refer Table 2).

Since SU is allowed to transmit with power P1 whenever channel is sensed idle,
the secondary user is allowed to transmit in case 1 and 2 as given in Table 2. Thus,
SU throughput will be given by (2)

T P1 = T − τ

T

[
P(H0)

(
1− Pf

)
C00 + P(H1)(1− Pd)C01

]
(2)

Table 2 Data transmission scenarios for Conv-I scheme [3]

Sensing state Actual state Transmission type Transmission
duration

SNR Capacity

Idle Idle Interweave T − τ P1hss
Np

C00

Idle Busy Interweave T − τ P1hss
Np+Pp ·h ps

C01

Busy Idle No transmission X 0 C10

Busy Busy No transmission X 0 C11

Where,Cxx = Blog2(SNR)
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where Cxx represents capacity with first subscript representing sensed state and
second subscript representing actual channel state. However, the effective SU
throughput is when SU is able to sense the channel accurately and decides the trans-
mission power level accordingly. Under imperfect sensing situation, when SU is not
able to sense PU n a channel and transmits using interweave mode, whole transmis-
sion results into data loss. Thus, the effect SU throughput and data loss for Conv-I
scheme will be given by (3) and (4), respectively.

T PE
1 = T − τ

T

[
P(H0)

(
1− Pf

)
C00

]
(3)

DL1 = T − τ

T
[P(H1)(1− Pd)C01] (4)

Figure 6 shows conventional hybrid spectrum access scheme with one sensing
slot (Hybrid-I) in which based on the sensing results, SU transmits with transmission
power P1 in interweavemode,when channel is idle andwith transmission power P2 in
underlay mode when channel is busy. Based on this, four possible data transmission
scenarios are given in Table 3.

The SU throughput, effective throughput and data loss for Hybrid-I scheme will
be given by (5), (6) and (7), respectively.

Fig. 6 Conventional hybrid spectrum access scheme single sensing slot (Hybrid-I) [6]
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Table 3 Data transmission scenarios for hybrid-I scheme [6]

Sensing state Actual state Transmission type Transmission
duration

SNR Capacity

Idle Idle Interweave T − τ P1hss
Np

C00

Idle Busy Interweave T − τ P1hss
Np+Pp .h ps

C01

Busy Idle Underlay T − τ P2hss
Np

C10

Busy Busy Underlay T − τ P2hss
Np+Pp .h ps

C11

Where, Cxx = Blog2(SNR)

T P2 = T − τ

T

[

P(H0)
(
1− Pf

)
C00 + P(H1)

(1−+Pd)C00P(H0)
(
Pf

)
C10

+ P(H1)(Pd)C11

]

(5)

T PE
1 = T − τ

T

[
P(H0)

(
1− Pf

)
C00 + P(H0)

(
Pf

)
C10 + P(H1)(Pd)C11

]
(6)

DL2 = T − τ

T
[P(H1)(1− Pd)C01] (7)

Figure 7 illustrate conventional spectrum access scheme with two sensing slots
(Conv-II) in which sensing is performed once only if the sensing results of current
and previous frame are same. In case the sensing results of current frame and previous
frame are different, sensing is performed again to avoid ambiguity in sensing results.
Based on this, twelve possible data transmission scenarios are given in Table 4.

The SU throughput, effective throughput and data loss for Conv-II scheme will
be given by (8), (9) and (10), respectively

T P3 = T − τ1

T

[
P(H0)

2
(
1− p1f

)
C000x + P(H1)P(H0)

(
1− p1d

)
C010x

]

+ T − τ1 − τ2

T

⎡

⎢
⎢⎢⎢
⎣

P(H0)
2 p1f

(
1− p2f

)
C0010

+P(H0)P(H1)p
1
d

(
1− p2d

)
C0110

+P(H1)P(H0)
(
1− p1f

)(
1− p2f

)
C1000

+P(H1)P(H1)
(
1− p1d

)(
1− p2d

)
C1100

⎤

⎥
⎥⎥⎥
⎦

(8)

T PE
1 = T − τ1

T

[
P(H0)

2
(
1− p1f

)
C000x

]

+ T − τ1 − τ2

T

[
P(H0)

2 p1f
(
1− p2f

)
C0010

+P(H1)P(H0)
(
1− p1f

)(
1− p2f

)
C1000

]

(9)

DL3 = T − τ1

T

[
P(H1)P(H0)

(
1− p1d

)
C010x

]
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Fig. 7 Conventional spectrum access scheme with two sensing slots (Conv-II) [6]

+ T − τ1 − τ2

T

[
P(H0)P(H1)p

1
d

(
1− p2d

)
C0110

+P(H1)P(H0)
(
1− p1f

)(
1− p2f

)
C1100

]

(10)

The termCxxxx in (8), (9) and (10) represents capacity andfirst subscript represents
sensing state of previous frame, second subscript represents sensing state of current
frame, third subscript represents first sensing results and fourth subscript represents
sensing results of second sensing.

Figure 8 shows the proposed hybrid spectrum access scheme in which the frame
length is divided into three slots i.e. two sensing slots and a data transmission slot.
However, unlike Conv-II scheme, the proposed scheme allows the SU to transmit in
interweave mode with power P1 on finding the channel idle and in underlay mode
with power P2 on finding channel busy. Based on the access behavior; twelve possible
data transmission scenarios are enlisted in Table 5.
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Table 4 Data transmission scenarios for Conv-II scheme [5]

Last state Current
state

1st
sensing
result

2nd
sensing
result

Tx type Tx
duration

SNR Capacity

Idle Idle Idle X Interweave T − τ1
P1hss
Np

C000x

Idle Idle Busy Idle Interweave T−τ1−τ2
P1hss
Np

C0010

Idle Idle Busy Busy Underlay T−τ1−τ2 0 C0011

Idle Busy Idle X Interweave T − τ1
P1hss

Np+Pp .h ps
C010x

Idle Busy Busy Idle Interweave T−τ1−τ2
P1hss

Np+Pp .h ps
C0110

Idle Busy Busy Busy Underlay T−τ1−τ2 0 C0111

Busy Idle Idle Idle Interweave T−τ1−τ2
P1hss

Np+Pp .h ps
C1000

Busy Idle Idle Busy Underlay T−τ1−τ2 0 C1001

Busy Idle Busy X Underlay T − τ1 0 C101x

Busy Busy Idle Idle Interweave T−τ1−τ2
P1hss

Np+Pp .h ps
C1100

Busy Busy Idle Busy Underlay T−τ1−τ2 0 C1101

Busy Busy Busy X Underlay T − τ1 0 C111x

where, Cxxxx = Blog2(SNR)

Thus, the analytical expression for secondary throughput, effective SU throughput
and data loss of the proposed schemewill be given by (11), (12) and (13), respectively.

T P4 = T − τ1

T

⎡

⎢
⎣
P(H0)

2
(
1− p1f

)
C000x + P(H1)P(H0)

(
1− p1d

)
C010x

+P(H1)P(H0)
(
1− p1d

)
C101x + P(H1)

2
(
p1d

)
C111x

⎤

⎥
⎦

+ T − τ1 − τ2

T

⎡

⎢⎢
⎢⎢⎢
⎢⎢⎢
⎣

P(H0)
2 p1f

(
1− p2f

)
C0010 + P(H1)P(H0)p

1
d p

2
dC0111

+P(H1)
2
(
1− p1d

)(
1− p2d

)
C1100 + P(H0)

2 p1f p
2
f C0011

+P(H1)P(H0)p
1
d

(
1− p2d

)
C0110 + P(H1)P(H0)p

2
f

(
1− p1f

)
C1001

+P(H1)
2
(
1− p1d

)
p2dC1101 + P(H1)P(H0)

(
1− p1f

)(
1− p2f

)
C1000

⎤

⎥⎥
⎥⎥⎥
⎥⎥⎥
⎦

(11)



Hybrid Spectrum Access Strategy for Throughput . . . 117

Fig. 8 Proposed hybrid spectrum access scheme with two sensing slots
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2
(
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C111x

]

+ T − τ1 − τ2

T

⎡

⎢⎢⎢
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⎣

P(H0)
2 p1f

(
1− p2f

)
C0010

+P(H1)P(H0)p
1
d p

2
dC0111 + P(H0)

2 p1f p
2
f C0011

+P(H1)P(H0)p
2
f

(
1− p1f

)
C1001

+P(H1)
2
(
1− p1d

)
p2dC1101

+P(H1)P(H0)
(
1− p1f

)(
1− p2f

)
C1000

⎤

⎥⎥⎥
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⎦

(12)
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Table 5 Data transmission scenarios (proposed approach)

Last state Current
state

1st
sensing
result

2nd
sensing
result

Tx type Tx
duration

SNR Capacity

Idle Idle Idle x Interweave T − τ1
P1hss
Np

C000x

Idle Idle Busy Idle Interweave T−τ1−τ2
P1hss
Np

C0010

Idle Idle Busy Busy Underlay T−τ1−τ2 0 C0011

Idle Busy Idle X Interweave T − τ1
P1hss

Np+Pp .h ps
C010x

Idle Busy Busy Idle Interweave T−τ1−τ2
P1hss

Np+Pp .h ps
C0110

Idle Busy Busy Busy Underlay T−τ1−τ2 0 C0111

Busy Idle Idle Idle Interweave T−τ1−τ2
P1hss

Np+Pp .h ps
C1000

Busy Idle Idle Busy Underlay T−τ1−τ2 0 C1001

Busy Idle Busy X Underlay T − τ1 0 C101x

Busy Busy Idle Idle Interweave T−τ1−τ2
P1hss

Np+Pp .h ps
C1100

Busy Busy Idle Busy Underlay T−τ1−τ2 0 C1101

Busy Busy Busy X Underlay T − τ1 0 C111x

where, Cxxxx = Blog2(SNR)

DL4 = T − τ1

T

[
P(H1)P(H0)

(
1− p1d

)
C010x + P(H1)

2
(
p1d

)
C111x

]

+ T − τ1 − τ2

T
+

[
P(H1)

2
(
1− p1d

)(
1− p2d

)
C1100

+P(H1)P(H0)p
1
d

(
1− p2d

)
C0110

]

(13)

5 Simulation Results

In this section, numerically simulated results are presented to validate the proposed
scheme over other conventional schemes. These conventional schemes are: (i)
Conventional spectrum access with single sensing slot (Conv_I) [3] (ii) Conven-
tional spectrum access with two sensing slots (Conv_II) [5], and (3) Hybrid spectrum
access with single sensing slot (Hybrid_I) [6]. The simulation environment considers
one PU and multiple SUs placed randomly within the communication range of PU.
The parameters used in simulation are given in Table 6. The values of the simula-
tion parameters are same as considered in [3, 5, 6] and the values of Pd and Pf are
considered as per IEEE 802.22 standard [21].

Figure 9 shows comparison of the secondary throughput for proposed hybrid
spectrum access scheme with other three conventional schemes. It has been observed
that the secondary throughput achieved Conv-I scheme is less as compared to the



Hybrid Spectrum Access Strategy for Throughput . . . 119

Table 6 Simulation
parameters [3, 5, 6, 21]

S. No. Parameter Value

1 T 100 ms

2 P(H0) 0.1

3 P(H1) 0.9

4 Pf =p1f =p
2
f 0.1

5 Pd=p1d=p
2
d 0.9

6 Pp 4 W

7 P1 6 W

8 P2 0.5 W

9 T 5 ms

10 Np 0.04 W

11 fs 6 MHz

Fig. 9 SU Throughput comparison with respect to sensing time

other three schemes. This is due to the reason that conventional method allows SU
to transmit in a channel on detecting PU absent from it. To overcome this bottleneck,
Hybrid-I scheme allows SU to transmit in underlay and interweave mode based on
the presence and absence of PU from channel, respectively. The scheme improves
secondary throughput significantly however, similar to [3], no attempt has beenmade
to correct the sensing error. To overcome uncertainties in sensing results, Conv-II
scheme uses two sensing slots. Since, data transmission is allowed on detecting
channel idle only and both sensing slots are of equal duration, the total transmission
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Fig. 10 Comparison of effective SU throughput with respect to PH1

time reduces significantly. However, the scheme performs equally well as Hybrid-
I scheme and effective throughput of both the schemes is same. It has also been
observed that proposed hybrid spectrum access scheme has a potential to improve
effective SU throughput significantly by exploiting transmission opportunities more
accurately with the help of two sensing slots.

The comparison of effective secondary throughput with respect to the probability
of channel occupancy by primary user is shown in Fig. 10. It has been observed that
for the parameters given in Table 5, the effective throughput of the proposed scheme
is significantly high as compare to the other conventional schemes. For examplewhen
primary user is absent from a channel, the performance of the proposed scheme and
Conv-II scheme is same and effective throughput is 5% and 8% more as compare to
the Hybrid-I and Conv-I scheme, respectively. When channel is partially occupied
by primary user, the proposed scheme improves SU throughput by 23% as compare
to the other conventional schemes. It can also be observed that when channel is fully
occupied by PU, proposed scheme has potential to achieve 50% more throughput as
compare to the schemes proposed in [3, 5, 6].

In dynamic spectrum sharing scenario, when SU is not able to sense PU in a
channel and transmits in interweave mode, the whole transmission results into data
loss. Figure 11 shows the comparison of data losswith respect to PH1 for the proposed
schemewith conventional schemes studied in this paper. It has been observed that for
Conv-I and Hybrid-I scheme, data loss increases significantly with the probability
of PU being active in channel increases. However, for Conv-II scheme and proposed
scheme data loss is equal and decreases with the probability of PU being in a channel
increases. For example, when PU is present in a channel, data loss of Conv-II and
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Fig. 11 Data loss comparison as a function of PH1

proposed scheme is 89% less than Conv-I and Hybrid-I scheme. Comparing Figs. 9
and 10, it is clear that proposed scheme has a potential to increase SU throughput
significantly without increasing data loss as compared to Conv-II scheme discussed
in this paper.

6 Conclusion and Future Scope

In this paper, hybrid spectrumaccess scheme is proposed for the efficient utilization of
frequency spectrum. The scheme utilizes two sensing slots for the accurate detection
of PU in a channel to improve SU throughput and to reduce the data loss. The
analytical expression for the achievable secondary throughput and data loss have
been derived and compared with other existing schemes with one and two sensing
slots. Based on the results, it is concluded that the proposed scheme has a potential
to increase SU throughput by 50% with zero data loss in comparison with other
conventional schemes when PU is present in a channel. In future, the work may be
extended further to evaluate the impact of adding second sensing slot in modified
frame structure on the energy efficiency of the secondary communication system.
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Speech Emotion Recognition Through
Extraction of Various Emotional
Features Using Machine and Deep
Learning Classifiers

Kunal Jain, Anand Nayyar, Lakshay Aggarwal, and Rachna Jain

Abstract Identification of emotions along with the semantics from the speech
signals is still one of the most challenging tasks because of the arising difficulty
in the extraction and selection of the appropriate emotion features. The speech
emotion recognition (SER) system has become one of the active research topics
in recent years. Many researchers proposed various models to enhance the machine
responses during the man–machine interactions by identifying the emotional state of
the customer. This research work aims to propose a multi-class classification model
to extract and classify the emotional state of the speaker into eight classes, namely
happy, sad, surprised, disgust, neutral, calm, angry, and fearful. In this research work,
two machine learning classifiers, namely k-nearest neighbors and random forest, are
used alongwith themulti-layer perceptron classifier of deep learning for determining
the emotional features from speech signals. The dataset for this research is obtained
from the RAVDESS. Along with the audio speeches of 24 actors, the audio song
dataset is also utilized for the better training of the proposed model. The perfor-
mance of all three algorithms is compared and evaluated by using the confusion
matrix and accuracy plots. The empirical results show that the KNN classification
model of ML has performed better than other proposed algorithms with increased
accuracy of 76.25%.
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1 Introduction

The automatic speech recognition systems only focus on the semantics of the speech
and not on the emotions of the speaker. The performance of speech recognition
systems can be enhanced if it incorporates the ability of emotion recognition as well.
The most difficult part of the construction of the SER systems is the extraction of
emotional features from the speech signal [1]. SER has become one of the most
active research topics, and a lot of challenges are involved in it. It aims to recognize
the emotions of people from their speeches. It would enhance the responses of the
machines if themachines already knowabout the emotional state of the user [2]. Since
a badly interpreted message or can say, a message without the emotions can lead to
a lot of misunderstandings. Figure 1 represents the SER system that anticipates the
emotion in real time.

SER systems are used inmany applications. Safety is one of the primary objectives
associated with the development of these systems and recently gains somuch interest
in the last year. For instance, the emotional state of the drivers is directly associated
with their safety and hence always needs to be analyzed before driving. The risk of the
accident increases ten times if the driver having strong emotions during the driving
[4, 5]. It is also used to identify the state of dissatisfied customers in various remote
call centers. In the e-learning domain, SER systems help the teachers to enhance the
lesson plan in case the students are found to be dissatisfied with the current lesson
plan [6]. It also found application in the entertainment industry by enhancing the

Fig. 1 Real-time SER
system [3]
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Fig. 2 Application domains
of SER systems

quality of the content if the audience reviews find to be dissatisfied with the original
content. Other applications of SER systems include alerting systems, lie detection
systems, and psychiatric aid [7–11]. Figure 2 represents various industrial domains
in which SER systems find useful applications.

This research seeks to carry the extraction and classification of the emotional state
of the speaker into eight classes, namely happy, sad, surprised, disgust, neutral, calm,
angry, and fearful.

• We extract various features such as MFCC from the dataset, which will be given
as input to train the model.

• Here, two machine learning classifiers, namely KNN and random forest, are used
along with the multi-layer perceptron classifier of deep learning for determining
the emotional features from speech signals.

• The dataset for this research is obtained from the RAVDESS.
• The performance of the three algorithms is compared by using the confusion

matrix and the accuracy score.

The rest of the paper is presented in the following way. Section 2 provides a
detailed review of various researches which takes place using various approaches
for the extraction of various emotional features from the speech signals. Then, the
researchmethodology is discussed inSect. 3. It discusses the classification algorithms
and evaluation metrics used along with the proposed research model. Later, Sect. 4
deals with the data analysis and preprocessing along with the experimental results
and simulations of the proposed algorithms. Finally, Sects. 5 concludes the entire
paper and suggests future areas of research.
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2 Literature Survey

The speech signal is themost commonmodeof communication amonghumanbeings.
The messages can be interpreted badly without a proper understanding of other’s
emotions. Therefore, it is very important to develop the machines (for increasing
the man–machine interactions) that can identify the human’s emotional state very
well and react accordingly [12]. In recent years, SER has got high attention and has
become one of the favorite topics of researchers. Here, some of the researches are
listed below from all over the world depicting variousmethods proposed to recognize
human emotions through speeches.

In [13], Zhao et al. designed two CNN-LSTM based networks. One is 1D CNN-
LSTM and the second one is the 2D CNN-LSTM network. The networks were
constructed to understand local as well as global emotional features. Both the
networks have a similar working, and each consists of a single LSTM layer and
four local feature learning blocks. The fusion of CNN and LSTM made the network
to overcome the limitations of each other and increase the strength of the network.
The proposed networks were tested on two benchmark datasets. And the comparative
analysis of the proposed networks with the traditional deep belief network and CNN
networks has also been provided. Results have shown the outstanding performance
of both the proposed networks in emotion recognition in comparison with the other
network models.

Badshah et al. [14] suggested a new strategy of using deep CNN and spectrograms
for emotion recognition. Spectrograms are given as input to the model. The proposed
model was made up of the three convolutional and three fully connected layers for
extracting the features from spectrograms and predicts output for seven emotions.
The model was trained on the Berlin emotion dataset, and the comparison with
the pre-trained AlexNet model was also provided in the study. Results show that the
proposed approach dependent on the newly preparedmodel is better than the adjusted
model and is equipped for predicting feelings effectively as well as precisely.

Sun et al. [15] proposed an algorithm by combining the decision tree and support
vector machine algorithm with fisher feature selection. Fisher features are incor-
porated to eliminate the feature parameters with higher recognizing capacity. The
proposed algorithm was tested on two datasets to approve the viability of the model.
The exploratory outcomes showed that the proposed algorithm can viably decrease
the emotional confusion and enhance the accuracy in speech emotion recognition.

Fayek et al. [16] presented a study on the topic “Evaluating deep learning archi-
tectures for Speech Emotion Recognition.” The study proposed the SER system
based on feed-forward and recurrent neural network architectures. Experiments
were conducted to enlighten the favorable circumstances and confinements of these
structures in paralinguistic discourse acknowledgment and feeling acknowledg-
ment specifically. Subsequently, the proposed technique presents quantitative and
subjective appraisals of the models’ performances.

In [17], Lu et al. proposed amethod in integrating automatic speech recognition by
giving character-level recurrent neural networks for sentimental analysis. The model
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was applied to the Multimodal Corpus of Sentimental Intensity. The method was
built with incorporating noise realistic scenarios by using human–robot interaction.
The accuracy obtained was 73.6% with binary sentimental analysis.

In [18], Kumar et al. classified the real-time tweets based on truth value by
using facilitating rumor analysis. The authors collected 14 k tweets on suspected
child-lifters in the Indian continent (#moblyncing) and classifies as true, false,
and unspecialized using 13 attributes (features). The empirical analysis validates
that the proposed implementation of particle swarm optimization (PSO) for feature
subset selection in rumor veracity classification outperforms the baseline supervised
learning algorithms.

In [19], Kumar et al. apply data mining on social media sites on big platforms
like Instagram, Facebook, Tweeter, etc. The research proposed to overcome the
problem of large datasets by enhancing the program. The results are validated on
different various applications. By using SWAT analysis, authors tried to find out
weaknesses, opportunities, threats, etc. They proposed a model cyberbullying as the
name represents, and they try to find out the peoples who bully peoples on social
media sites.

In [20],Kumar et al. proposed research to analyze socialmedia to classify different
aspects of people which includes emotion, sarcasm, rumor, and even hate speeches
posted by them. In the research, a deep learning model named sAtt-BLSTM convNet
has been designed which is based on the integration of soft attention-based bidirec-
tional long short-term memory (sAtt-BLSTM) and convolutional neural network by
applying GLoVe. The proposed model was tested and compared with other deep
learning algorithms by utilizing both balanced and an unbalanced dataset which
consists of sarcastic and non-sarcastic tweets. The experimental results have proven
that the proposed model surpasses other models in terms of accuracy and can be
effectively used in the respective field.

3 Algorithms Used

In thiswork, themodel is trained on three classification algorithms, namelyRF,KNN,
and MLP classifier [21] for recognizing the human sentiments through audios.

3.1 Random Forest (RF) Classifier

It is a grouped learning algorithm that functions admirably with both the regression
and classification problems. It consists of several decision trees [22].

Steps to Build the Random Forest Classifier

1. Starts with the random sample selections of the audio dataset by setting the value
of the random_state parameter.
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Fig. 3 Random forest classification algorithm [23]

2. Provide the number of decision trees to be constructed through the n_estimator
parameter.

3. A decision tree is constructed for every sample to get the expected outcomes for
every possible tree.

4. For every predicted outcome, averaging is performed.
5. The most voted (averaged) prediction outcome is selected as the outcome.

Figure 3 represents the procedure involved in building the random forest
classification model.

4 K-Nearest Neighbor (KNN) Classifier

KNN is a non-parametric and lazy learning algorithm utilized for regression as well
as for classification problems. It uses the distance measures of its neighbors’ classes
to predict the class of new data samples [24].

Steps to Build the KNN Classifier

1. Load the dataset
2. Set the value of k (number of nearest neighbors).
3. Calculate the distance between the test sample data point and all the training

sample data points through one of the distance approaches discussed above by
providing the value of p.

4. Sort the distance values in ascending order.
5. Now, it will select the first k entries from the sorted array.
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Fig. 4 Classification using KNN algorithm [25]

11. Predict the class of test sample based on the most frequent class of these entries.

Figure 4 represents a general idea of predicting the class of a new item using the
KNN algorithm.

5 Multi-layer Perceptron (MLP) Classifier

MLP classifier of the deep learning interfaces with a neural network. Dissimilar to
other classifiers, MLP classifier depends on a hidden neural network to perform the
classification task [26]. MLP classifier is similar to other scikit-learn’s classifiers in
themanner that the implementation ofMLP classifier does not require the implemen-
tation of Naïve Bayes or support vectors or some other classifiers from scikit-learn
[27].

Figure 5 represents the basic multi-layer perceptron structure with the input layer
of four perceptrons and a hidden layer of three perceptrons.
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Fig. 5 Multi-layer perceptron classification [28]

6 Proposed Methodology

In this section, the research methodology of this work is discussed in detail. Initially,
both the audio speech and the audio song dataset are provided as an input to the
model. After the analysis of data, the data gets preprocessed and split for the training
(80%) and the validation (20%) purpose. After that, all three proposed models get
trained by tuning the values of its hyperparameters. After the training, the validation
is performed and the validation set is classified into eight classes. Finally, the models
are comparedusing the confusionmatrix and accuracy score as the evaluationmetrics.
Figure 6 represents the proposed model of our research work.

6.1 Dataset Description

The audio dataset for this research is taken from RAVDESS. The complete dataset
consists of recordings of 24 actors (12 males and 12 females), vocalizing two simple
sentences (in the form of audio speeches, audio songs, video speeches, and video
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Fig. 6 Proposed research model
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songs) with eight different emotions [29]. The two sentences that are used in the
dataset are “Dogs are barking by the door,” and “Kids are playing by the door.”
However, for this study, the model is trained only on audio speech and audio song
data. The eight emotions considered for constructing this dataset were happy, sad,
surprised, disgust, neutral, calm, angry, and fearful.

6.2 Data Analysis

This section will describe the basic concepts of the audio data and signal processing.
Specifically, the section will cover aspects like: how to visualize the waveform, how
to apply the Fourier transform (FT), how to perform short-term Fourier transforms
(STFT) for getting spectrograms, and lastly, how to extract the MFCC features from
the spectrograms.

Waveform

The waveform is the graphical representation of audio wave which describes how
air molecules get displaced with time. The displacement of the air molecules is
determined with the help of amplitude. The higher the amplitude is, the more the air
molecules get displaced [30].

Figure 7 represents the waveform generated by actor_01 by delivering a sentence
in neutral emotion.

Fourier Transform (FT)

It is a process of decomposing the complex periodic sound into a sum of sine waves
which oscillates at different frequencies. When we apply the FT, we are particu-
larly interested in the amplitude. It is because amplitude tells how much a specific
frequency contributes to the complex sound. The higher the amplitude, the more that
specific frequency contributes to the complex sound [31].

Fig. 7 Waveform generated by actor_01 with neutral emotion
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Fig. 8 Spectrogram corresponds to the waveform shown in Fig. 7

Short-Term Fourier Transform (STFT)

STFT computes several FTs at different time intervals. In doing so, it preserves the
information about time. Different intervals at which FT is performed are given by
the frame size. A frame is a bunch of samples and should be fixed [32].

After performing the STFT, the spectrogram is generated that gives information
about magnitude as a function of frequency and time. In spectrograms, the Y-axis
represents the frequency, X-axis denotes the time, and the color bar represents the
third axis that tells how much a given frequency is present in a sound at a given time
[33].

Figure 8 represents the spectrogram obtained after applying STFT to the signal
whose waveform is shown in Fig. 7.

Mel Frequency Cepstral Coefficient (MFCC)

MFCC is a fundamental feature of spectrogramwhich can be usedwith bothmachine
learning and deep learning algorithms. It is a frequency-domain feature. The advan-
tage of using MFCC over spectrogram is that they approximate the human auditory
system, i.e., they try to model the way humans process the audio. The result obtained
by extracting the MFCCs is a bunch of coefficients called MFCC coefficients. And
for the audio data, the coefficients should be between 13 and 40. These coefficients
are calculated at each frame to get an idea of how the MFCCs are evolving with time
[34].

Figure 9 represents the MFCC plot corresponding to the spectrogram shown in
Fig. 8.

6.3 Model Formulation

After splitting the dataset, all the threemodels are trained by initializing some random
value of the hyperparameters. The models get under continuous training and testing
process until the optimized value of the hyperparameters is achieved. After achieving
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Fig. 9 MFCC plot with 13 MFCC coefficients

the maximum accuracy in each model, the performances are compared using the
confusion matrix and accuracy score as the evaluation metrics.

RF Classifier

Initially, the RF model is trained by considering 100 decision trees. After that,
the model undergoes in continuous training and testing process until the optimized
value of the hyperparameters is achieved. After further increase in the value of the
n_estimator parameter (number of decision trees), the accuracy starts decreasing.
Hence, the optimized value of n_estimator is chosen to be 500. The rest of the
parameters are taken with their default values.

KNN Classifier

Initially, the number of nearest neighbors is evaluated by determining the mean score
by modifying the value of k from 1 to 50 and the optimized value of k parameter
comes out as 1. Also, the power parameter p is chosen to be 1. The rest of them are
set as defaults.

MLP Classifier

In the MLP classification model, various hyperparameters are initialized with some
base values. The model is then undergoing continuous training and testing process
until the optimized value of the hyperparameters is achieved. The optimum values
of various parameters are determined as follows:

• The optimized value of alpha: 0.01
• The batch size: 230
• The activation function: logistic
• Number of neurons in an initial hidden layer: 150
• Maximum number of iterations: 600.
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7 Experimental Results and Analysis

In the following section, simulation and results of our research work are discussed
and analyzed in detail. This section also provides a brief insight into the evaluation
metrics utilized in the following research work.

8 Evaluation Metrics

The evaluation metrics used in this work are confusion matrix and accuracy scores.
These are discussed in detail below.

Confusion Matrix

It is a table that is used to describe the performance of the classification model. The
total number of true and false outcomes is summed up with count values and grouped
separately into two classes, i.e., actual and predicted. Table 1 represents the basic
structure of the confusion matrix.

Here,

• True Positives (TPs): Both the actual and predicted results are positive
• False Negatives (FNs): Actual results are positive but predicted are negative
• True Negatives (TNs): Both the actual and predicted results are negative
• False Positives (FPs): Actual results are negative but predicted are positive.

Figure 10 shows the confusion matrix for the random forest model.
Figure 11 represents the confusion matrix for the KNN classification model.
Figure 12 represents the confusion matrix for the MLP classification model.

Accuracy Score

It is defined as a ratio of accurately anticipated observations to the total observations.
It is the best method for measuring the performance in case of the symmetric results,
i.e., values of FP and FN should be nearly the same [36]. It is described below by
Eq. 1.

AccuracyScore = TP + TN

TP + FN + FP + TN
(1)

Table 2 represents the average accuracy score and the individual accuracy scores
of all the eight emotion labels obtained through the three proposed models.

Table 1 Confusion matrix
[35]

Class A predicted Class B predicted

Class A actual TP FN

Class B actual FP TN
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Fig. 10 Confusion matrix for random forest classifier

9 Comparative Analysis

It can be concluded from Table 2 that the average accuracy scores obtained with
RF classifier, KNN classifier, and MLP classifier are 73.75%, 76.25%, and 75.42%
respectively.

RF classifier achieved the highest accuracy of 94.87% in the prediction of calm
emotion in speakers. It also predicted neutral, angry, and surprised emotional states
with a significant high accuracy of 80% and above.

KNN classifier achieved the highest accuracy of 90.00% in the prediction of
neutral emotion in speakers. It also predicted a happy, calm, and angry emotional
state with a significant high accuracy of nearly 80% and above.

MLP classifier achieved the highest accuracy of 92.31% in the prediction of calm
emotion in speakers. It also predicted a happy and angry emotional state with a
significant high accuracy of 78% and above.
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Fig. 11 Confusion matrix for KNN classifier

10 Conclusion and Future Scope

This research work is carried out to build an SER system to extract and identify the
emotional state of the people from the speeches and songs. The project would help
in a better understanding of people’s words and also increase the efficiency of the
machines involved in the interaction with humans. This research is performed on the
RAVDESS dataset. Two machine learning classifiers, namely k-nearest neighbors
classifier and random forest classifier along with the multi-layer perceptron classi-
fier of deep learning are used in this research for determining the emotional features
from the speech signals. After the determination of the optimized values of hyper-
parameters, the results are evaluated using the confusion matrix and accuracy score
graphs. After the evaluation and comparison of the accuracy scores of the proposed
algorithms, we conclude that the KNN algorithm of machine learning shows the
optimum performance among all proposed algorithms with increased accuracy of
76.25%.
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Fig. 12 Confusion matrix for MLP classifier

Table 2 Accuracy scores
with three proposed
algorithms

RF classifier
(%)

KNN classifier
(%)

MLP classifier
(%)

Neutral 80.00 90.00 70.00

Calm 94.87 79.49 92.31

Happy 78.12 81.25 78.12

Sad 70.97 70.97 74.19

Angry 82.05 89.74 82.05

Fearful 59.46 75.68 72.07

Disgust 40.74 51.85 55.56

Surprised 80.00 72.00 64.0

Average 73.75 76.25 75.42
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The accuracy of the proposed model would possibly be enhanced in the future by
utilizing other classification models, namely LSTM, Bi-LSTM, stochastic gradient,
and RNN models. Also, along with audio speeches and music, video speeches and
songs can be utilized for the training of the model, which would possibly increase the
efficiency of the proposed model. The model can also be used to predict the gender
and age of the speaker.

References

1. Han K, Yu D, Tashev I (2014) Speech emotion recognition using deep neural network
and extreme learning machine. In: Fifteenth annual conference of the international speech
communication association

2. Nwe TL, Foo SW, De Silva LC (2003) Speech emotion recognition using hidden Markov
models. Speech Commun 41(4):603–623

3. EmoVoice—real-time emotion recognition from speech. Accessed from https://www.inform
atik.uni-augsburg.de/lehrstuehle/hcm/projects/tools/emovoice/ (2005)

4. Mayou R, Bryant B, Duthie R (1993) Psychiatric consequences of road traffic accidents. BMJ
307(6905):647–651

5. Schuller B, Rigoll G, Lang M (2004) Speech emotion recognition combining acoustic features
and linguistic information in a hybrid support vector machine-belief network architecture. In:
2004 IEEE international conference on acoustics, speech, and signal processing, vol 1. IEEE,
pp I-577

6. LiW, ZhangY, FuY (2007) Speech emotion recognition in e-learning system based on affective
computing. In: Third international conference on natural computation (ICNC 2007), vol 5, pp
809–813. IEEE

7. Saste ST, Jagdale SM (2017) Emotion recognition from speech using MFCC and DWT for
security system. In: 2017 international conference of electronics, communication and aerospace
technology (ICECA), vol 1, pp 701–704. IEEE

8. Cowie R, Douglas-Cowie E, Tsapatsoulis N, Votsis G, Kollias S, Fellenz W, Taylor JG (2001)
Emotion recognition in human-computer interaction. IEEE Signal Process Mag 18(1):32–80

9. Schuller B, Rigoll G, LangM (2003)HiddenMarkovmodel-based speech emotion recognition.
In: 2003 IEEE international conference on acoustics, speech, and signal processing, 2003.
Proceedings. (ICASSP’03), vol 2. IEEE, pp II-1

10. Nogueiras A, Moreno A, Bonafonte A, Mariño JB (2001) Speech emotion recognition using
hidden Markov models. In: Seventh European conference on speech communication and
technology

11. Schuller B, Lang M, Rigoll G (2002) Multimodal emotion recognition in audiovisual commu-
nication. In: Proceedings. IEEE international conference on multimedia and expo, vol 1. IEEE,
pp 745–748

12. Lalitha S, Tripathi S, Gupta D (2019) Enhanced speech emotion detection using deep neural
networks. Int J Speech Technol 22(3):497–510

13. Zhao J, Mao X, Chen L (2019) Speech emotion recognition using deep 1D & 2D CNN LSTM
networks. Biomed Signal Process Control 47:312–323

14. Badshah AM, Ahmad J, Rahim N, Baik SW (2017) Speech emotion recognition from spectro-
grams with deep convolutional neural network. In: 2017 international conference on platform
technology and service (PlatCon). IEEE, pp 1–5

15. Sun L, Fu S, Wang F (2019) Decision tree SVMmodel with Fisher feature selection for speech
emotion recognition. EURASIP J Audio Speech Music Process 2(1)

16. Fayek HM, Lech M, Cavedon L (2017) Evaluating deep learning architectures for speech
emotion recognition. Neural Netw 92:60–68

https://www.informatik.uni-augsburg.de/lehrstuehle/hcm/projects/tools/emovoice/


140 K. Jain et al.

17. Lu Z, Cao L, Zhang Y, Chiu CC, Fan J (2020) Speech sentiment analysis via pre-trained
features from end-to-end ASR models. In: ICASSP 2020–2020 IEEE international conference
on acoustics, speech and signal processing (ICASSP). IEEE, pp 7149–7153

18. Kumar A, Sangwan SR, Nayyar A (2019) Rumour veracity detection on twitter using particle
swarm optimized shallow classifiers. Multimed Tools Appl 78(17):24083–24101

19. Kumar A, Sangwan SR, Nayyar A (2020) Multimedia social big data: mining. In: Multimedia
big data computing for IoT applications, pp 289–321

20. Kumar A, Sangwan SR, Arora A, Nayyar A, Abdel-Basset M (2019) Sarcasm detection using
soft attention-based bidirectional long short-term memory model with convolution network.
IEEE Access 7:23319–23328

21. Alzubi J, Nayyar A, Kumar A (2018)Machine learning from theory to algorithms: an overview.
J Phys. Conf. Ser. 1142(1):012012

22. Hastie, T., Tibshirani, R., Wainwright, M.: Statistical learning with sparsity: the lasso and
generalizations. CRC press (2015).

23. Liaw A, Wiener M (2002) Classification and regression by randomForest. R News 2(3):18–22
24. Song Y, Huang J, ZhouD, Zha H, Giles CL (2007) Iknn: informative k-nearest neighbor pattern

classification. In: European conference on principles of data mining and knowledge discovery.
Springer, Berlin, Heidelberg, pp 248–264

25. Yong Z, Youwen L, Shixiong X (2009) An improved KNN text classification algorithm based
on clustering. J Comput 4(3):230–237

26. John Lu ZQ (2010) The elements of statistical learning: data mining, inference, and prediction.
J R Stat Soc Ser A (Statistics in Society) 173(3):693–694

27. Hastie T, Tibshirani R, Friedman J (2009) The elements of statistical learning: data mining,
inference, and prediction. Springer Science & Business Media

28. Ramchoun H, Idrissi MAJ, Ghanou Y, Ettaouil M (2016) Multilayer perceptron: architecture
optimization and training. IJIMAI 4(1):26–30

29. Livingstone SR, Russo FA (2018) The ryerson audio-visual database of emotional speech and
song (RAVDESS): a dynamic,multimodal set of facial and vocal expressions in northAmerican
English. PLoS ONE 13(5):e0196391

30. Yang Z, Hirschberg J (2018) Predicting arousal and valence fromwaveforms and spectrograms
using deep neural networks. In: INTERSPEECH, pp 3092–3096

31. Bracewell RN, Bracewell RN (1986) The Fourier transform and its applications, vol 31999.
McGraw-Hill, New York

32. Xu Y, Zhao Y (2011) Identification of power quality disturbance based on short-term Fourier
transform and disturbance time orientation by singular value decomposition. Power Syst
Technol 8

33. Shen J, Pang R, Weiss RJ, Schuster M, Jaitly N, Yang Z, Saurous RA (2018) Natural its
synthesis by conditioningwavenet onmel spectrogram predictions. In: 2018 IEEE international
conference on acoustics, speech and signal processing (ICASSP). IEEE, pp 4779–4783

34. Han W, Chan CF, Choy CS, Pun KP (2006) An efficient MFCC extraction method in speech
recognition. In: 2006 IEEE international symposium on circuits and systems. IEEE, pp 4-pp

35. Santra AK, Christy CJ (2012) Genetic algorithm and confusionmatrix for document clustering.
Int J Comput Sci Issues (IJCSI) 9(1):322

36. SokolovaM, Japkowicz N, Szpakowicz S (2006) Beyond accuracy, F-score, and ROC: a family
of discriminant measures for performance evaluation. In: Australasian joint conference on
artificial intelligence. Springer, Berlin, Heidelberg, pp. 1015–1021



Fusion-Based Biometric Identification
Using Palmprint Images

K. Vidhya and T. R. Ganesh Babu

Abstract Higher identification accuracy is obtained in multibiometrics than single
biometrics. The proposed work improves accuracy in personal identification for
achieving high standard security in real-world applications. Among numerous
biometric technologies, palmprint recognition drives more attention due to its
virtuous performance. It is easy to implement, and better results can be obtained
by combining the left palmprint images with that of right. The proposed method
executes multibiometrics by systematically combining the palmprint images of left
hand and right hand. Fusion is performed using scores generated from palmprint
images for performing fusion. The proposed algorithm considers the nature of left
palmprint image and right palmprint image to deed the resemblance of palmprints
of both hands of same subject. Perfect identification performance is obtained which
gives better results while comparing with the previous identification methods.

Keywords Palmprint recognition · Biometrics ·Multibiometrics · Image fusion ·
Edge detection

1 Introduction

One of themost important personal identification technologieswhich engrossesmore
attention is palmprint identification. It comprises rich texture and miniscule points in
addition to principle curves and wrinkles. Palmprint contains amusing information
so that high accuracy can be attained [1–4]. Coding and principle curve techniques
are some of the palmprint identification methods. Subspace techniques can also be
included for palmprint identification.
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The limitation of unimodal biometric technique is that they cannot meet all
requirements, so multimodal biometric methods are developed to improve the
performance. They are designed by multiple modals of same biometric feature or
by multiple biometrics.The method using palmprints is presented by Han et al.
for personal identification [5] with image-level fusion method based on wavelets.
Combining and integrating multiple biometric traits give feature-level fusion. Zhang
et al. proposed [6] a fusion for matching score level using joint palm vein and palm-
print system for personal identification. Different traits are treated independently by
using conventionalmultimodal biometricsmethods [7, 8]. Similarity between several
kinds of biometric traits exists which cannot be exploited.

Special biometric traits have similarity between them. There is no specificmethod
to discover the correlation between the left and right palmprints for biometric identi-
fication. A unique content is proposed for combining left with that of right palmprint
at the matching score level. There are various types of match scoring, namely left
palmprint image (LPI) matching, right palmprint image (RPI) matching and cross-
matching. The final decision is obtained by fusing the left query and training palm-
print. Wide range of experiments shows that palmprint identification methods can
be integrated for identification with higher accuracy.

The proposed work aims to improve the accuracy of identity by validating the
possibility of ill-using the cross-matching score of LPI and RPI of the considered
subject which have some similarities between them.

The relevant features of palmprint are principle lines and texture. Widely
used palmprint identification ways are principal line-based methods, coding-based
methods, subspace-based methods and SIFT-based methods.

In line-based method, palmprint identification and verification are performed by
extracting palmprint lines using lines or edge detectors. Three principal lines of palm
are heartline, headline and lifeline.Those lines give stable presentation to palmprint
check.

Gabor filter, Sobel operation and morphological operation are the methods used
to obtain palmprint principal lines. Coding techniques include competitive code,
ordinal and palmcode methods and binary orientation co-occurrence vector (BOCV)
method [9]. Orientation features from palmprint are extracted using six Gabor filters
with six directions, and they are combined with palmprint images. Palmprint texture
features are extracted using Gabor filter.

Subspace methods use PCA, LDA and ICA. Subspace method preserves
maximum variance of the given input data if found using PCA. The distance is
minimized for the samples of identical class in LDA, and Euclidean distance is
maximized in case of different classes.

SIFT-based method initially dealt with object classification [10] applications,
and in recent years, they are introduced in contactless palmprint identification [11–
13]. Severe disparities in scales, rotations and translations are made by contact-
less palmprint images. Satisfactory results are not provided in case of the existing
methods.SIFT-based method is desirable for contactless identification methods. To
identify potential interest points, difference-of-Gaussian function is used [14, 15].
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Based on the stability, the proper parameters are selected to determine finite
location and scale. Depending upon the gradients, the keypoints are assigned with
required number of orientations, and they are valuated at appropriate scale around
each keypoint. The identification of the query image can be determined by Euclidean
distance at the identification stage. The similarity is high between the images for
smaller Euclidean distance.

2 Methodology

The correlations existing between theLPI andRPI are illustrated here. Figure 1 shows
five LPI of these five subjects. Figure 2 shows five RPI of those subjects. Figure 3
depicts the images obtained after undergoing edge detection operation of LPI of
those subjects given in Fig. 1. Figure 4 shows the images obtained after undergoing
edge detection operation of RPIof five subjects of Fig. 2.

Comparative principal lines of LPI and RPI from different persons have altogether
different shape and position, which is clearly represented in figures. Palmprint veri-
fication can also be done with principal lines of the right and reverse left palmprints.
Preprocessing step involves noise removal by median filtering.

In the proposed method, palmprint identification method is applied to the left
palmprint images and the scores are calculated for the given sample. Similarly, the
calculations are done for right palmprint images, and finally, the cross-matching
scores between LPI and RPI for each class are obtained. Then, score-level fusion is
performed to combine cross-matching scores and to attain the results of identification.

Consider H subjects, in which each has p LPIs and p RPIs for training [1]. Xk
i Xik

and Y k
i Y ik denote the ith LPI and ith RPI for kth subject, where i = 1, … p, k = 1,

Fig. 1 Left palmprint
images of five persons

Fig. 2 Right palmprint
images of five persons
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Fig. 3 Edge detection
images of five persons left
palmprint images

Fig. 4 Edge detection
images of five persons right
palmprint images

… H. Sim_score(Y, Xk) is

Sim_score(Y, Xk) =
T∑

t=1

(S(Ŷ
t
, Xk))/T (1)

S(Ŷ
t
, Xk) = max(Score(Ŷ

t
, X̂ k

i )) (2)

where si = {1 … p} and Y is LPI/RPI image. XK are LPIs/RPIs of the kth subject
and Xk

i is one of the image from Xk. X
∧

ik and Y
∧

are the principal line of the LPI/RPI
and t represent tth principle line. Score is assigned with zero when it is smaller than
the given threshold, which is empirically assigned 0.151.

The ultimate decision depends on LPI, RPI and the correlation between the LPI
and RPI. Fusion in the proposed biometric system can be evaluated using weight-
sum score-level fusion that improves the performance of the discussed identification
method. The weight is allotted to the obtained score, which enhances the strength of
match of an individual. The procedure of combining/fusing is simple, which makes
matching by score-level fusion a desirable choice.

Figure 5 shows the technique of fusion of the method presented. The resultant
matching score is generated from those various matching (LPI, RPI and cross-
matching) scores. Two matching scores are obtained from the LPI and RPI. The
third score is evaluated from cross-matching, i.e., cross-correlation between LPI and
RPI.

The proposed technique is superior to regular strategies by appropriately modi-
fying the weight coefficients.
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LEFT TRAINING 
PALMPRINT

RIGHT TRAINING 
PALMPRINT

LEFT MATCHING 
SCORE

CROSS MATCHING 
SCORE

RIGHT MATCHING 
SCORE

FINAL   MATCHING 
SCORE

PREPROCESSING

RIGHT  QUERY 
PALMPRINT

PREPROCESSING

LEFT QUERY 
PALMPRINT

Fig. 5 Block diagram of the proposed system

3 Results and Discussion

In this work, five palmprint images of different persons are stored in the database.
Score-level fusion is the fusion method used.

Figure 6 shows the similar fusion images of the corresponding images shown in
Figs. 1 and 2. Figure 7 shows the cross-matching images of the corresponding images
shown in Figs. 1 and 2.

Comparing to the existingmethod, this fusionmethod is performing in an efficient
way which is illustrated in terms of accuracy, specificity and sensitivity and is shown
in Table 1.

The existing method gives an accuracy of 50.7, sensitivity of 60.8 and specificity
of 66.2. It involves the similar fusion dataset images and gives the results either

Fig. 6 Fusion images of the
corresponding images shown
in Figs. 1 and 2
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Fig. 7 Cross-matching
images of the corresponding
images shown in Figs. 1 and
2

Table 1 Performance
measures

Parameters Existing method Proposed method

Accuracy 50.7 77.6

Sensitivity 60.8 86.1

Specificity 66.2 80.5

authenticate or unauthenticated. Therefore, this method gives less accuracy when
compared to the proposed system (Fig. 8).

In the proposed system, score-level fusion method is used to process LPI and
RPIof the subjects. The proposed technique not only involves the normal fusion
technique but also cross-matching technique. The use of cross-matching technique
provides improved performance than the previous methods. This system gives more
accuracy of 77.6, sensitivity of 86.1 and specificity of 80.5.

Fig. 8 Comparison of the proposed method with the existing method
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4 Conclusion

The proposed system shows the similarity between LPI and RPI. The performance
of this system is improved depending on the utilization of closeness between the LPI
and RPI. The proposed technique combines the scores obtained from LPI and RPI.
Because of the matching score, high accuracy is achieved in the proposed method.
This method seems to be helpful in improving the bimodal biometric issues.
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PHY Layer Design for MIH in GNU
Radio

Akshada Bhosale, Ganesh Rahate, and Nilkanth Chopade

Abstract Handover is an essential process in wireless networks where mobile node
changes its access points during the call. Due to heterogeneity in the networks and
coexistence of various wireless technologies like wireless fidelity (WiFi), long-term
evolution (LTE), wireless interoperability for microwave access (WiMAX), etc., the
vertical handover is essential for mobile unit. Vertical handover (VHO) happens to
be amongst heterogeneous technologies. Media-independent handover (MIH) is an
IEEE 802.21 framework that defines the horizontal and vertical handover process
amongst IEEE and non-IEEE standards. MIH suggests an intermediate layer in the
technology stack just above physical andmedia access control (PHY-MAC) layer and
greatly relies onPHY-MAC for events and triggers for handover. The handover delays
and subsequent packet loss decide quality of service in heterogeneous networks. The
various triggers received from PHY-MAC layer rely on hardware/software design
of underlying technology. The PHY layer of technologies like WiFi, WiMAX, and
LTE relies on orthogonal frequency division multiplexing (OFDM). OFDM is an
advanced version of multicarrier modulation system with high spectral efficiency,
resistant to inter-symbol interference, high data rate, and less complex in design. In
this paper, we propose design of OFDM transreceiver in GNU radio from our future
perspective of MIH implementation in software defined radio (SDR) platform like
Universal Software Radio Peripheral (USRP).Our design is based on various signal
processing blocks and can successfully transfer the text in GNU radio platform.

Keywords MIH · OFDM · Vertical handoverhandover · SDR
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1 Introduction

In recent times, wireless networks have undergone enormous technological changes,
and they are reflected in exponential growth in subscriber base. At the same time,
multiple wireless technologies like WiFi, WiMAX, and LTE are also evolved and
widely accepted too due to their improved features.Manufacturers are also providing
the multi-interfaced gadgets so that one can get access of desired technology as per
the need, viz. data rate, cost, bandwidth, user preference, etc. For outdoor coverage,
devices can have access of wide area networks like LTE and WiMAX, while for
indoor usage they can rely on local area networks like WiFi. This leads to coexisting
scenario for heterogeneous networks. Due to heterogeneity amongst the networks,
the handover between them is a crucial issue. This handover is termed as vertical
or heterogeneous or intersystem handover. There are various methods proposed in
literature, and their comparison shows that MIH is a choice for implementation on
the reconfigurable platform like SDR [1].

MIH (IEEE802.21) is a scalable frameworkdesigned to support seamlessmobility
amongst networks. MIH has defined the common set of MIH services that can be
offered to higher layers protocols like mobile IP and SIP for handovers. Figure 1
shows theMIH function introduced betweenPHY-MACand higher layers of protocol
stack. The information collection from the client/server is the key of MIH handover.

Fig. 1 MIH services
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It defines three basic services, viz. MIH event service, MIH command service, and
MIH information service. The link type, link quality, and link ID are the information
received by MIH function from PHY/MAC layer and update the layer III for further
action [1]. The PHY layer of most of the said technologies (WiFi, WiMAX, LTE) is
based on OFDM.

High data rates, typically varying between 100 Mbps and 1 Gbps, are the key
feature of existing heterogeneous networks. As data rate increases, symbol dura-
tion decreases. Channel dispersiveness causes the inter-symbol interference (ISI). If
symbol duration is less than delay spread across the channel, then inter-symbol inter-
ference occurs. This degrades the performance of communication system. In OFDM,
symbol duration is increased by dividing larger bandwidth into small sub-bands and
reduces ISI. OFDM allows adaptive modulation and coding of carrier and due to its
various advantages is used in Digital Video Broadcasting (DVB), WiFi, and LTE,
etc.

OFDM and its implementation are explored in different research papers. Rihani
et al. [2] have proposed an implementation of an adaptive OFDM transmitter
performingVHO.Authors implemented the unified PHY layer forWiFi andWiMAX
and tested it on Zed board. Hwang [3] has elaborated OFDM basics, mathemat-
ical equations ,and OFDM system design rules. Arun Kumar [4] has used the
partially reconfigurable approach for the implementation of OFDM transmitter using
MATLAB Simulink and FPGA and reconfigured BPSK and QPSKmodulation tech-
nique. Mecwan and Shah [5] have proposed the implementation of OFDM tran-
sreceiver on FPGA vertex using MATLAB Simulink. This implementation did not
consider channel between transmitter and receiver. In the paper, Muslimin et al. [6]
have proposed the validation of robustness of OFDM by considering random data
transfer using OFDM through various channels like Rayleigh, Rician, and white
Gaussian noise channel in GNU radio. Authors Simanthi and Rahate [7] designed
binary phase shift keying (BPSK) and quadrature phase shift keying (QPSK) modu-
lator in MATLAB Simulink and proposed further FPGA implementations. Sung and
Hsu [8] proposed the OFDM baseband processor using FPGA and designing of
processor is Verilog based.

This paper proposes the MIH-PHY design for WiFi in GNU radio to be further
extended on SDR platform like universal software radio peripherals (USRP). GNU
radio is an open-source framework to design user-defined communication system.
GNU radio supports various hardware platforms. It has larger inbuilt libraries. This
tool allows researcher to write own signal processing block using Python. Software
defined radio overcomes the challengeswith traditional research approach usingfixed
radio hardware. It had opened opportunities for researcher to study and experiment
communication protocols. Rapid prototyping and testing of various communication
protocols with low cost and time are possible due to software defined radio. Initially,
we are focusing on low data rate traffic, i.e. text. We are using different signal
processing blocks to implement the design in GNU radio with suitable channel
conditions. In this paper, Sect. 2 OFDM is discussed in brief. Section 3 describes
the modular design of OFDM system, design parameters, transmitter, and channel
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model and receiver flowgraph module in GNU radio. Section 4 contains the results
and analysis of design.

2 Orthogonal Frequency Division Multiplexing

In orthogonal frequency division multiplexing, data is transmitted by using narrow
and orthogonal subcarriers. Due to overlapping of subcarriers, OFDM has high
spectral efficiency. Fast Fourier transform and cyclic prefix are core blocks ofOFDM.

Mathematical expression of OFDM modulation can be given as follows:

sn(t) =
N−1∑

k=0

sn,k ∗ e j2πk� f t (1)

where sn,k , Ts, �f , and N are the complex symbols, symbol duration, the subchannel
spacing, andNbe the number of subchannels. IFFT and cyclic prefix are core block of
OFDMtransmitter. Cyclic prefix adds guard interval.Due to cyclic prefix, transmitted
symbols get circularly convolved with channel. Receiver is designed by arranging
opposite blocks as that of transmitter. In first step, cyclic prefix is removed after that
fast Fourier transform is applied so to get complex symbols transmitted by trans-
mitter. At receiver, autocorrelation and cross-correlation are used to get the symbol
transmitted. Channel estimation is knowing about channel properties such as disper-
sive fading and delay. Pilot-aided channel estimation, blind channel estimation, and
decision directed channel estimation are three methods used for channel estimation.

3 Flowgraph Modules

Complete OFDM system is designed in one flowgraph using three modules. These
modules are three sections of communication system. The diagrammatic represen-
tation of flowgraph is shown in Fig. 2. Flowgraph in this paper is designed by using
GNU radio maint 3.7.

Fig. 2 Flowgraph module
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Table 1 Parameters of
design

Parameters Values

Number of FFT points 64

Number of subcarriers 52

Number of data carriers 48

Number of pilot symbols 4

Bandwidth 20 MHz

Header modulation BPSK

Payload modulation QPSK

Packet length 96

3.1 Design Parameters

The IEEE 802.11 [9] standard is referred to decide the parameters of design. In Table
1, various parameters of design are shown.

3.2 OFDM Transmitter

In packet data transmission, packets carry header and payload information. Header
contains the metadata while payload carries the actual data. Figure 3a shows the
header and payload creation. The header and payload are BPSK and QPSK modu-
lated, respectively. File source block reads text data from file (filename.txt). The
output of file source is taken in bytes format and given to tagged stream block. By
using tagged stream tag is added after every 96 bits. Tagged stream output is given
to cyclic redundancy check (CRC) block. Protocol formatter is used to generate
header. Protocol formatter requires formatter object. Formatter objects call the C++
constructor of digital header of OFDM. In formatter object, constructor calls various
arguments such as occupied carriers, headermodulation per bits, payloadmodulation
per bits, length tag and scramble. Repack bit is used to repack the data bytes. There
is no data loss at repack bits. Virtual sink and source are used to divide design into
sub-modules. Header and payload are applied to respective chunk to symbol block.
Chunk to symbol blocks are acts like modulators. Header and payload are mapped
with respect to constellation points of binary phase shift keying and quadrature phase
shift keying, respectively.

After the modulation of header and payload, these symbols are multiplexed by
using tagged stream multiplexer. Figure 3b shows the multiplexing process. Output
of tagged stream block is given to virtual sink name as pre-OFDM. Virtual source
which contains complex symbols feeds to OFDM carrier allocator block. This block
contains various parameters such as occupied carriers, pilot carriers, pilot symbols,
and sync words. Pilot symbols are training symbols which are used for channel
state estimation. Pilot carriers are used to carry pilot symbols. Sync word1 and
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(a) Header and payload creation

(b) Pre OFDM (Multiplexing)

(c) OFDM transmission

Fig. 3 a Header and payload creation. b Pre-OFDM (multiplexing). c OFDM transmission

sync word2 are short and long preamble sequence. These sequences are used to
have synchronization between transmitter and receiver. Output of OFDM carrier
allocator block is given to fast Fourier transform block which apply inverse fast
Fourier transform. Cyclic prefixer block is used to add cyclic prefix. Due to cyclic
prefix, transmitted signal gets circularly convolved with channel. After adding cyclic
prefix, the OFDM modulated signal is transmitted into channel by using QT GUI
sink. QT GUI sink is used to observe the waveform. Along with QT GUI sink, it can
be also given to UHD sink if USRP is used for hardware design. UHD is application
package interface available for USRPB210. The flowgraph of packet data transmitter
using OFDM is shown below in Fig. 3c.
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Fig. 4 Channel model

Fig. 5 Text file OFDM receiver flowgraph

3.3 Channel Model

Channel model allows user to set noise voltage, timing offset, frequency offset,
randomization of noise, etc. Here in thisOFDMsystemnoise voltage is set to 100mV.
Channel will add AWGN noise to OFDM modulated signal of transmitter and pass
on to OFDM receiver module. Block of channel Model is given below in Fig. 4.

3.4 OFDM Receiver

The channel output is noise contained and is an input to receive block set. At receiver,
for gain controlling automatic gain control (AGC) block is used with attack rate of
1 m, decay rate of 100 µ, and min–max gain of 1–65 k. Output of AGC is given
to OFDM receiver block. OFDM receiver block requires various arguments such
as occupied carriers, header modulation method, payload modulation method, pilot
carriers, and information about pilot symbols. At receiver, maximum likelihood and
autocorrelation are used to retrieve the data. In OFDM receivers, first channel state
is estimated by using pilots. After this, data is retrieved from data carrier. File sink
is used to write text data into text file. The flowgraph of packet data receiver using
OFDM is shown in Fig. 5.

4 Results

In packet data transmission, BPSK and QPSK are the preferred modulation in the
design for header and payload, respectively. Time domain waveform of payload and
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header is given in Fig. 6. The top waveform is the time domain complex payload
while the bottom wave is header. Payload contains actual data. Payload waveform is
denser than header waveform.

Digital modulation is represented in terms of constellation points. Chunk to
symbol mapped header and payload with respect to constellation points of QPSK
and BPSK. QPSK and BPSK modulations have four and two constellation points.
Figure 7 sets forth constellation plot of payload and header. First plots show payload
constellation points, while second plot shows header constellation points.

Transmitted complex symbols are mapped to one constellation point. For 64
complex symbols, 64 constellations points are observed at transmitter. Constellation
plot of OFDM transmitter is given in Fig. 8.

Channel adds noise to the signal transmitted. Due to noise constellation, points
get spread and also the amplitude value increases. The increase in amplitude value
at receiver is observed in time domain plot. As channel noise voltage increases,
amplitude at receiver increases. It is also observed in constellation plot at input of
OFDM receiver in Fig. 9.

As text file is transmitted repeatedly at transmitter, so at receiver multiple copies
of text file is received as shown in Fig. 10. Text file is successfully transmitted and
received by using the OFDM transmitter and receiver using channel model in GNU
radio software.

Complexity of any GNU radio flowgraph is measured in Balint unit. As design
complexity increases, this value is also increased. Different combination of BPSK
and QPSK as modulation for header and payload is considered in the design. The
bit error rate (BER) and complexity of flow graph with varying payload modulation

Fig. 6 Time domain plot of payload and header
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Fig. 7 Constellation plot of payload and header

Fig. 8 Constellation plot of OFDM transmitter

Fig. 9 Constellation plot at input of OFDM receiver
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Fig. 10 Text file at transmitter and receiver

Table 2 Analysis of design Modulation method for
header–payload

Bit error rate Complexity of
flowgraph (Balint) (m)

BPSK-BPSK 0.283 2.275

BPSK-QPSK 0.369 2.349

technique are given in Table 2. It is obvious that BPSK-BPSK combination results
in lower BER and complexity.

5 Conclusion

MIH-PHY layer is important from various triggers point of view in VHO process.
The next generation networks have PHY layer based on OFDM due to its high
spectral efficiency, more resistant to ISI and simplicity in design. In the process of
MIH implementation on SDRs, we have implemented PHY layer using OFDM for
802.11 and successfully transmitted and received the text data in GNU radio. Due to
vast scope in the MIH-based VHO implementation, in near future immediate phase
will be the transfer of design on USRP B210 and testing for text. There will be
two USRP modules: one will act as transmitter while the second as receiver. We
will test the system for high bit rate traffic like audio and video. Due to similarity
betweenWiFi andWiMAX, design of unified PHYcan be proposed. Further by using
reconfiguration algorithm, design optimization can be achieved to improve upon the
VHO QoS parameters like latency and packet loss.
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Machine Learning Technique
for Target-Based Sentiment Analysis

Jyoti Srivastava and Neha Katiyar

Abstract The study covered with machine learning strategies utilized in the anal-
ysis of sentiments at both the sentence and viewpoint levels. It likewise tended to
the advantages and inconveniences of the different condition of-the-craftsmanship
procedures. This paper perceived that the arrangements viability contrasted by the
technique. As far as estimation system, there is an absence of institutionalization.
Accordingly, it is beyond the realm of imagination to expect to reach determinations
from the present condition of-the-workmanship approaches where strategy gives
the best result to every area. In any case, a move from the customary word-based
way to deal with semantic-based idea driven methodology is obviously apparent in
the measurement level sentiment analysis. Machine learning approaches alongside
semantic idea driven methodology can create another age of calculations that can
react to language and significant level settings. This gap will likewise leave an enor-
mous region for the scientists to find out experimental and emotional views of a
human

Keywords Machine learning · Semantic orientation · Deep learning · Sentiment
analysis · Twitter · Literature review

1 Introduction

In the era of yottabyte, social networking development has expanded the degree to
which thought or belief is shared on a public platform. At the same time, people’s
growing interest in obtaining more and more knowledge about various perspectives
and details about any subject available online is boosting the need to develop effective
techniques for evaluating sentiments. The literature offers some significant form
of machine learning for sentiment analysis, in addition to information about the
sites visited by users in day to day life, etc. They are understanding their thoughts
as conveyed through posts on different areas in predicting people’s opinions on a
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particular topic—a ubiquitous way of classifying a text’s polarity for user happiness,
frustration, or neutrality. The polarity may range from positive to negative in terms of
marking or amount of rates, but it usually signifies the emotions of a book that contrast
fromglad to troubledmode. Themethodologies used to dissect sentiments are various
and depend on different common language handling strategies and machine learning
systems to extricate sufficient highlights and group content into proper extremity
marks. With the attention achieved by deep learning techniques, numerous deep
neural networks have been widely used on the market for some years. In particular,
the convolutionary neural networks (CNN) and long short-term memory (LSTM)
networks have proven to be efficient for tasks related to sentiment analysis. Different
studies have demonstrated their efficacy either alone or in combination. Among the
most popular methods in the field of natural language processing are Word2Vec
and the global vectors for word representation (GloVe), which are used to remove
features from terms. The precision obtained with the above approaches is good but
still unsatisfactory, rendering sentiment analysis a topic of continuing, open study.
That is why we are attempting to construct newmethods or to improve existing ones.
Since the existing methods have a wide variety in terms of network setup, tuning,
etc. (Fig. 1).

This paper provides synthesis literature of deep learning methods to evaluate
opinion at both the sentence and context stages. Remaining construction of this
paper as follow: Sect. 2 examines the critical related work and discusses the basic
concepts of deep learning and its interaction with machine learning and artificial
intelligence and the types of research, and Sect. 3 demonstrates a sample of the
machine learning approaches used in the study of sentence-level opinion. Section 4
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Fig. 1 Sentimental classification process [5]
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provides an overview of dimension type feeling, and the article is summarized in
Sect. 5.

2 Related Work

The vast number of social platforms allows people to tell about their thoughts, beliefs,
and viewpoints have encouraged researchers to research with models of sentiment
analysis to extract emotions across these tools. Scientists, though, come upwith issue
of constantly evolving the vocabulary used digitally in user-generated material; the
terms that affect us each day impact the words that we use. Because dialects are
generally spoken and not published, only a limited amount of work was done to
identify the dialects.

Moon and Assessment et al. [1] of smaller scale blog supposition examples will
uncover changes in individuals’ emotions that have become a typical point inter-
esting issue of content analysis. There is a critical absence of research on Tibetan.
Right now, test the exactness of different calculations on Tibetan small scale blog
sentiment discovery, a deep learning calculation is actualized into the Tibetan senti-
ment analysis. Next, by utilizing the word vector technique, the Tibetan word smaller
scale blog is prepared as a word vector; at that point, the scholarly word vectors and
the comparing meaning orientation names are explicitly embedded into the different
deep learning models to recognize Tibetan miniaturized scale Web journals.

Al-Jawad et al. [2] with the appearance ofWeb 2.0, there is a tremendous measure
of composed substance on the Internet, from news stories and verifiable reports, with
a huge increment with the ascent of Web-based life, for example, Facebook. Over
the Web and different social channels, more individuals start to communicate their
emotions and conclusions. This prompted an expansion in the measure of client
produced sentences that contain data with respect to feelings. All things considered,
new strategies are tried to acquire different viewpoints into how individuals feel
and react to various conditions. This paper differentiates the proficiency of various
machine learning and deep learning procedures.

Handkerchief et al. [3] and different thoughts and remarks have constantly formed
human instinct. Individuals are constantly quick to know the assessments of others
for their advantage, yet every site incorporates an exceptionally enormous measure
of survey message, the normal human client would think that its hard to find explicit
pages. Extracting and abstracting input with the goal that the correct choice can
not be made in less time is the reason programmed sentiment analysis frame-
works are required. Heterogeneous innovations, for example, machine learning ward
and lexicon-based highlights and directed learning calculations, for example, Naive
Bayes (NB) and linear support vector machine (LSVM) utilized in the recommended
strategy.

Umarani Srikanth et al. [4] this article gives a point by point audit of the techniques
utilized in sentiment analysis for deep learning. Sentiment analysis is one of the
fields of regular language preparing which is generally examined. Regular language
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preparing has a wide scope of uses, for example, voice acknowledgment, machine
interpretation, item assessment, angle situated item analysis, feeling analysis, and
archive recognition, for example, email arrangement and spam sifting. The traditional
strategies utilized for an understanding of feelings are portrayal centered around
dictionaries. Besides,with the advancements of computerized reasoning, themachine
learning models kept on assuming a significant job in applications for sentiment
analysis.

Kaushal et al. [5] Evaluation of feelings is a developing region with numerous
applications. In view of the consequence of the sentiment analysis, not exclusively
are buyer needs met, yet additionally providers, merchants and so forth get a compre-
hension of the client’s or client’s response, accordingly guaranteeing they will make
the vital changes. We have considered all PC and deep learning systems.

Khine et al. [6] Sentiment analysis is a common field for NLP research that seeks
people’s opinions on a given product, services, movie reviews, etc. It was used exten-
sively in advisory systems, market research, and social media predictions. Sentiment
analyzes are a concern in the field of science. It needs many NLP tasks such as
text normalization, POS labeling, text chunking, lemming, detection of subjectivity,
sarcasm detection, look-ups, and detection of polarity. Among them, the key role
in sentimental research is aspect mining. If we do not know, the accuracy of the
classification will decrease.

Indhra om Prabha et al. [7] The analysis of sentiments can be based on the gran-
ularity of the textual aim, such as document, phrase or aspect, being analyzed. The
analysis of document sentiment gives the polarity of feeling over a large part of text
such as a paragraph or the entire document. The emotion polarity of each sentence is
determined by the sentence level. Themeasurement of sentiment levels in the aspects
decides the polarities of the different aspects addressed. The various characteristics
of the product or the context are characteristics or goals.

Seo et al. [8] The purpose of a classification of feelings is to assess the positive or
negative meaning of a particular text. Sentiment classification is widely used inmany
business fields by understanding the views of customers about these products in order
to improve products or services. In various challenging fields, deep learning results
state-of-the-art. With the success of profound learning, many studies have proposed
model classification models for deep learning and achieved improved achievements
compared to conventional models for machine learning.

Wadawadagi et al. [9] The current decade has witnessed the remarkable devel-
opments in artificial intelligences and has changed the entire artificial intelligence
field by the explosion of deep learning. Finally, in today’s world of computing, deep
learning techniques have become essential components of any model. Nevertheless,
profound techniques of learning promise high degree of authorization for text and
feeling classification tasks with general rule extraction.

Yadavet al. [10] Social media is a powerful medium for people’s communication
and offers an overwhelming amount of unstructured knowledge in the form of views
and opinions about every subject and post. Business entities need to analyze and
research these emotions to examine data and to obtain market insights. In the past,
different machine learning and natural language approaches have therefore been
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used to analyze these sentiments. Even so, in recent times, high performance in deep
learning methods has become extremely popular.

3 Sentiment Analysis Method

Theconvolutionaryneural systemessentially takes care of the issue of spatial arrange-
ment, while the repetitive neural system basically takes care of the issue of time
arrangement. In Tibetan smaller scale blog conclusion, displaying a multi-arrange
model was created and explored for the Tibetan framework. The engineering is
involved three convolutionary neural systems and two LSTM layers. The explana-
tion the CNN-LSTM model performs well is on the grounds that the deep learning
model can get the content’s deeper semantine structure information. The convolu-
tionary neural system is situated toward worldwide estimation. The RNN centers
around reestablishing any neighboring subtleties. LSTM systems are increasingly
successful in putting away deep-content literary information than customary RNNs.
The CNN-LSTM model can ensure each microblog’s worldwide measurements,
yet can likewise gather more inside and out semanthetic subtleties, change distinc-
tive model parameters, make the calculation locate the best state, and make feeling
arrangement progressively exact. In the zone of normal language handling, word
vectors have brought trust in deep learning. It will anyway be exceptionally languid
to utilize SGD to prepare expansive neural systems. This post was utilizing Adam
and getting great outcomes. There are still issues to over-fit. Utilizing the three-layer
CNN in the convolutionary layer to realize the Tibetan small scale blog term vectors’
spatial area relationship, utilizing the 128-dimensional execution of the CNN’s third
layer as information, and afterward getting to the LSTM layer utilize 128-hub LSTM
layers for every space layer. The presentation of the last cell of the subsequent layer
is appended to a completely associated layer to know the worldly relations between
powerful edges, disposing of information is utilized between the LSTM layer and
the completely associated layer, and the last Tanh highlight figures the microblog
emotional arrangement labels.

4 Classification Algorithms

Assessment of the conclusion incorporates grouping content remarks into classifica-
tions dependent on extremity of sentiment. Extremity suggests the state of hearing
two distinct thoughts in the assessment record. The extremity could be either positive
or negative. Here, the characterization of report level analysis of sentiment utilized
in the proposed strategy and executed heterogeneous highlights to regulated machine
learning calculations, for example, Naive Bayes (NB) and linear support vector
machine (LSVM) to learn and dole out content criticism into a positive and negative
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gathering. Here, a directed learning calculation was picked for this strategy, since
we can without much of a stretch get enough informational index to prepare.

5 Sentiment Analysis Procedure

a. Information Collection
The job of information assortment is the primary period of the sentiment analysis
process. Information might be gathered from any of the Web journals or from
the different considerations and remarks informational collections accessible on
the Web.

b. Preprocessing
This is the cleanup phase of the outcomes.Words and images are precludedwhich
are not required. This is done to additionally rearrange the handling. This move
incorporates evacuating hyperlinks, rehashed expressions, emojis and unique
characters. There is additionally lemmatization and stemming. A diminished
assortment of highlights is at last taken out and given to the classifier.

c. Grouping
A classifier is the most basic segment of a framework for sentiment analysis.
Order is led into negative, idealistic or impartial sorts. 33% of the database is
typically utilized as the preparation set to make the classifier. The classifier’s
precision depends to an enormous degree on the course set. Machine learning
classifiers, for example, SVM, Bayes classifier, greatest entropy classifier and so
forth can be utilized for order. By the by, for the classifiers of machine learning,
include extraction is directed before the classifier is prepared and approvedwhere
Deep Neural Networks can likewise be utilized to order the information. Char-
acterization should likewise be possible by essentially utilizing a deep learning
calculation. There are various sorts of deep systems which can be utilized with
regards to neural systems, for example, convolutionary neural system (CNN),
probabilistic neural system (PNN), intermittent neural system, and so on.

6 Machine Learning Approach for Sentimental Data
Classification

Machine learning is utilized to show a machine the capacity to learn without being
designed straightforwardly. This requires factual and prescient analysis to empower
the machine to recognize various examples and to utilize this data to get mystery bits
of knowledge into the information gave. The two calculations for machine learning
are classified into supervised machine learning and unsupervised machine learning.
Managed machine learning calculations are those used to test forecasts. Such calcu-
lations conjecture the impact or ward variable from a given arrangement of indicators
or free factors, which is accomplished by watching the present pattern and finding
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Table 1 Comparative analysis different machine learning model [8]

Sample target-based sentiment analysis Model Accuracy (%)

Dataset 1 SVM 88.90

Dataset 2 Naive bayes 90.66

Dataset 3 Naive bayes (NB) and linear support
vector machine (LSVM)

95.77

how to apply it on another model. Then again, unaided machine learning calcula-
tions are utilized for the most part for gathering diverse interesting information types
and are applied in various fields where information arrangement is fundamental.
Arrangement assumes a significant job in the field of sentiment analysis. A pre-
grouped database object, called a preparation assortment, is utilized to prepare and
create a classifier in the arrangement phase of sentiment analysis utilizing a machine
learning procedure. The classifier rather denotes the beforehand unlabeled informa-
tion after the pattern has been distinguished. However, the precision of any classifier
additionally relies vigorously upon the information used to prepare it. So, we see
that supervised machine learning strategies are the most proper for an understanding
of feelings. Coming up next are the key classifiers for sentiment analysis utilized in
machine learning.

Results Analysis

We performed the experiment using Python and selected the target-based sentiment
analysis. Data accuracy for classification models is one of the most widely applied
indicators. It is the sum of the accurate forecasts divided by the total number of
forecasts. For an imbalanced dataset, we can get a high degree of precision that is
mostly class-oriented. In an extreme case, each test case could be added to the large
class by the classified to obtain a consistency equivalent to that of the most frequent
marks in the test set. Precision can therefore be a deceptive measure of performance.
The controlled precision is a better measure of generalizability. Where l is the class
count, the average accuracy obtained on each class can be calculated (Table 1).

∑l
i (TPi + TNi )(TPi + FPi + TPi + FNi )

l

7 Conclusion

We show that utilizing emojis as boisterous identifiers to prepare information is an
effective method to perform remote directed learning. Utilizing this methodology,
machine learning calculations (Naive Bayes, most extreme entropy characteriza-
tion) can accomplish high exactness while ordering sentiment. This paper introduces
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a three-classifier machine learning sentiment analysis model and contrasts the effi-
ciency of the three classificators. The model is split into four stages: data collection,
preprocessing, abstraction, and classification of the vector properties. The efficiency
of the all classifier is however important, and therefore, it can be inferred that the
machine learning method has great potential for classification of emotions. Hence,
discovering this experiment would make a meaningful contribution to knowing the
experience of different products by individuals. For all three methods, a greater
sample is believed to perform better in emotion classifications. The research can
be improved by deleting Internet slang and adding certain classifiers for machine
learning.
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Performance Improvement in Target
Detection Using Various Techniques
in Complex Matched Filter in Radar
Communication

Ajay Suri, Soham Gautam, and Ridhi Aggarwal

Abstract The term radar was coined in 1940 by the United States Navy and is
derived from three terms, radio detection and ranging. Radar transmits electromag-
netic (EM) waves of radio frequency (RF). Radar is also helpful in classifying targets
as known or unknown; a known target may be monitored to check the progress of the
respective target. An unknown target may be a theft unit; it may or may not be with
the intentions of causing harm. Radar also faces interferences while its operation,
namely clutter or some intentional/unintentional jammers (Han C et al, Multimed
Tools Appl 1–16, 2018 [Han C, Guangyu G, Yu Z (2018) Real-time small traffic
sign detection with revised faster-RCNN. Multimed Tools Appl 1–16]). Moreover,
radar also faces obstruction by its own thermal noise. Nowadays, radar is advanced
enough to implement the two-dimensional and three-dimensional mapping. Radar
is also widely used for collision avoidance and earth resource monitoring (Hu et al,
IEEESens J 18:3152–3162, 2018 [Hu et al. in IEEESensors J 18:3152–3162, 2018]).

Keywords Clutter · Jammers · Thermal noise ·Mapping ·Monitoring

1 Introduction

The evolution of radar system has been tremendous since its early days when it
was just limited to functions such as target range detection and target detection.
The term radar was coined in 1940 by the United States Navy and is derived from
three terms, radio detection and ranging. The main objective of this project is to
understand radar from its basics, the functionalities, and develop an understanding
to be able to know its operations and analysis. This project focuses on themain issues
in radar design, its operation and calculation. It also focuses on the received radar
data and its processing. It gives an idea about the signal processing basic terms,
signal detection techniques and clutter rejection in signal detection. To add on, it
gives meaning to the terms such as data acquisition and digitization, also the concept
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of discrete Fourier transform analysis, having windowing and interpolation methods.
Other parts included the important digital filters like matched filter concepts and its
relation to data integration. Furthermore, resolution of range targets was enhanced by
pulse compression, which was vital in range detection. Target speeds were offered
with the help of Doppler concepts, through which the velocities of targets were
accurately measured and reported further to classify them as friendly or foe. Radar
cross section is also considered while discussing radar received power strength.
Finally, the Doppler shifts were measured for the targets so as to classify them
as stationary or moving targets, with their respective distances from the radar [1].
Doppler processing means Doppler shift information to attain two certain goals. The
first one is to enable detection of targets in environment having clutter in it. Other is
to measure Doppler shift, in general radial velocity of targets. Now, we will discuss:
moving target indication (MTI) and pulse Doppler processing. MTI processing is
used to achieve first goal; but pulse Doppler processing works for both the goals
to accomplish. Now to understand clutter when signal returns by reflecting targets,
the clutter signals act as echoes of external objects present in the surroundings, thus
increasing radar power which ultimately does not improve the signal-to-clutter ratio
(SCR) because it is caused in the signal-to-clutter form of the given radar range
equation. Doppler processing is the principal means of improving SCR. Doppler
effect in radar systems is observed by pulsed radar.

Our main aim here is to detect the moving targets along with its range by using
various filters and analysis techniques. Apart from that, ambiguity resolution and
blind zones are also included.

2 Literature Review

Complex matched filter is used for data processing for dealing with real as well
complex data for getting the distance, direction and velocity of the target. Methods
like windowing for reducing relative side lobe level that are unwanted and often
not needed signal and pulse compression for finer resolution are used for gener-
ating accurate results. For further improvement, the Doppler concepts are also used
which are known for improving the resolution of the range. Hence, it produces less
ambiguity and losses.

2.1 Doppler Shift

Whenever a transmitted wave is reflected of a target which is radially in motion to the
radar, be it in opposite direction or the same direction, there is always a difference in
the frequency of the transmitted wave and the received wave. If the target is moving
radially away from the receiver, then there is a decrement in the frequency hence
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negative Doppler frequency, while if the target is moving toward the radar, there is
an increment in frequency, hence positive Doppler frequency [2].

2.2 Clutter

A return of a non-target from the radar is which is legitimate but is unwanted in the
received radar data is called clutter. In other words, unintentional and unwanted but
unwanted return from the receiver of radar is clutter. Among the three noises that
we discussed earlier, clutter plays a dominant rule and is by far the most difficult to
remove [3].

Noise in the atmosphere is at a set threshold and can be removed by increasing the
threshold above that threshold noise power, but such is not the case with clutter which
has variable power at different Doppler frequency levels [4]. The Doppler output of
the receiver signal is all the combination of all the above-mentioned noises. Among
all, there is white noise spread across all of the range bins. This white noise is of
varying amplitude and is of non-uniform power [5].

2.3 Pulse Compression

As we are aware that the major function of the radar is to detect the radar range
detection. This is one of the most important features of the radar. So to get a finer
resolution of range bins from the radar, we implement pulse compression. Originally,
the radar received signal comprises the high power response of thewholeCPI, but this
is not the case in pulse compression [6]. Pulse compression is carried out by using the
matched filter technique. The matched filter technique is used to essentially increase
the SNR of the target’s range bin so as to differentiate the specific range bin of the
specific dwell that corresponds to the target echo. The matched filter technique is
actually the correlation of the received radar data with the transmitted data. The
received radar data is nothing but the delayed version of the same transmitted signal,
with attenuated amplitude but with only linearly shifted phase, and hence, when a
time shifted signal is auto-correlated to its own self, we receive a peak at a delay
sample of the signal. This is the principle of using matched filtering, to get finer
resolution in the range bin spectra of the analysis [7].

2.4 Windowing

Windowing is amethod to suppress the relative side lobe level of the signal. Themain
lobe of the signal carries the desired response of a signal, while the side lobe level is
made up of undesired response. This undesired side lobe level when competes with
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main lobe level can lead to incorrect results. So, the difference between the main
lobe level and side lobe level is enhanced by using the windowing technique [8]. The
windowing is in fact the gain introduced in a filter to maximize the central response
and deplete the side levels of the filters [9]. There are many windows that can be
used that give different responses, but custom Chebyshev window of 50 dB relative
side lobe level has been used in the signal processing of this project were overcome
in the pulse Doppler processing.

Although the clutter is dominant at range bins that are closer to the radar due to
high clutter power that competes with the target echo power. It was also observed that
pulse Doppler processing is difficult when the target has velocities corresponding
to zero Doppler shifts due competition with the clutter’s Doppler response, hence
velocity detection is difficult in that case [10].

2.5 Matched Filter

Matched filter (MF) is conception based on the waveform of the sender radar signal.
When thewhite noise is present, it givesmaximumSNR.WithMF,we can attain very
thin pulses from low power long signals. As not all signals have achieved faithful
matched filters, new waveform designs were created. Based on the requirement and
nature of clutter noise, the waveform design must follow certain requirements. Also,
correlation function between the senders and receivers signal can be utilized in place
of MF. This filter is inactive in colored-noise. Thus, when colored-noise is present,
a whitening filter has to be applied before the matched filter or you can say the
correlation function, to reduce the spectrum of noise and avoid mismatch between
the signals. Integration is a subpart of matched filter process which is used in radar
signal processing (RSP) to improve the SNR of the output echo. The integrator
used in this stores the energy of consecutive echo pulses which are reverted by the
same target. At the IF stage of the output, pre-detection integration occurs that gives
improved SNR in comparison with post-detection integration [11].

2.6 Doppler Processing

The process of Doppler processing of radar signals is used to set aside the unmovable
objects and effectively increase the signal-to-clutter ratio (SCR). In recent times,
there are twomain techniques to boost the SCR in radar, i.e., moving target indication
(MTI) for short pulses in radar andmoving target detection (MTD) for pulse Doppler.
Suppose the wavelength of signal is λ, the frequency shift will be the received from
a target which is moving with a relative velocity (vr). An MTI filter unstays the blind
speeds issuewith the help of a staggered PRF, in place of using the commonPR.Now,
the chances of a target moving with blind speeds will eventually reduce [12]. In case
of pulse Doppler, a bank of filters is made into use to get larger dynamic range in the
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Doppler frequency domain. This whole process avoids filtering out moving targets
due to blind speeds and reduces errors to the least when the velocity is measured.

2.7 Drawbacks of the Existing System

• It does not do pulse compression.
• No function for windowing.
• They handle only real data.
• Not using Doppler concepts for accuracy.

3 Proposed Architecture

• Resolution of range targets was improved with Doppler concepts.
• It is a complex matched filter for complex data processing.
• More accurate results were produced.
• Here, one filter is overlapping two other filters. So, it produces less ambiguity and

losses.
• Windowing is also done to suppress the relative side lobe level of signal.
• Wewill be concluding that when velocity corresponds to zero Doppler shifts, then

velocity detection is difficult.

4 Results

4.1 Radar Range Plot

Radar Position = [0; 0; 0;] in x, y, z coordinates, respectively.

Target Positions:

1st target= [10,000 m; 0; 0;] which corresponds to 334th bin (=30 m) after the pulse
transmission bins, i.e., 120, so the target echo is received at 120+ 334= 454th range
bin at a power of 70.81 dB.

2nd target = [16,000 m; 0; 0;] which corresponds to 654th range bin at a power of
74.15 dB.

3rd target = [22,000 m; 0; 0;] which corresponds to 854th range bin at a power of
76.8 dB.
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Radar Range Plot with Clutter:

Due to clutter, the peak power of range bins 120–1000 is higher than the case of
without clutter.

Radar Position = [0; 0; 0;] in x, y, z coordinates, respectively.

Target Positions:

1st target = [10,000 m; 0; 0;] which corresponds to 454th range bin at a power of
70.81 dB.

2nd target = [16,000 m; 0; 0;] which corresponds to 654th range bin at a power of
74.15 dB.

4.2 Complex Bandpass Filter

Ten complex bandpass filters used with relative side lobe level of 50 dB. This side
lobe level is achieved by using a custom Chebyshev window. Figure 1 shows the
ten filters with equally spaced central frequencies, ranging from-to frequencies (in
radians).

Fig. 1 Range doppler response
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Fig. 2 Radar range plot

4.3 Range Doppler Response

As discussed above, the range of the targets is plotted according to their respective
range bins. Targets 1, 2 and 3 having velocities in x, y, z coordinates as (100 m/s, 0,
0), (125 m/s, 0, 0) and (112 m/s, 0, 0), respectively, have been detected at 1st, 9th and
7th filter, respectively, and hence, there doppler frequencies have been calculated.

Range Doppler Response with Clutter:

As seen above in the range Doppler plot without clutter, the targets were detected
with relative ease. Such is not the case in presence of clutter, especially when the
clutter power competes with the target echo power. This happens in the range bins
following the transmission of radar pulse. In other words in presence of clutter,
the targets having near zero Doppler shifts are hard to detect using pulse Doppler
processing (Fig. 2 and Table 1).

5 Conclusion

The range detection and Doppler shift calculated with the pulse radar processing
technique have been duly verified with the theoretical results. The pulse Doppler
processing model accurately fits the results of the actual target functions such range
and Doppler shift, which in turn is used to calculate the speed of the target. Effects of
clutter were duly considered for both range detection and Doppler measurement and
were overcome in the pulse Doppler processing. Although the clutter is dominant at
range bins that are closer to the radar due to high clutter power that competes with
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Table 1 Comparison between the existing models and the proposed model based on several
parameters

S.
No.

Parameters Existing method Proposed method

1 Works on Only real data [6‚ 10] Real as well as the complex data

2 Clutter The peak power of range bins is
120–1000 is higher. Also,
unwanted distortions can occur in
the results [5]

The peak power of range bins is
correct. No distortions are present

3 Accuracy Theory and practical results vary
with each other [1‚ 2‚ 7]

The practical and theoretical
results are identical

4 Side lobe level Side lobe level of the signal was
comparable with the main
lobe [10]

Ten complex bandpass filters used
with relative side lobe level of
50 dB achieved by using a custom
Chebyshev window

5 Resolution Standard resolution [9] Improved by taking suitable pulses

the target echo power. It was also observed that pulse Doppler processing is difficult
when the target has velocities corresponding to zero Doppler shifts due competition
with the clutter’s Doppler response, hence velocity detection is difficult in that case.
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Unhindered Safety Monitoring System
for Underground Workers

G. Shanmugaraj, B. V. Santhosh Krishna, S. SriSahithya, M. Sandhya,
and T. H. Monikca

Abstract Though the earth is heading toward automation, there are still manyworks
which could be performed only by mankind. Such jobs always tend to be dangerous
and life demanding. Even today, jobs like sewage cleaning and mining fall under
this category. In such cases, real-time health monitoring systems for these workers
will be helpful. In this paper, the device presented will monitor the heart beat rate,
the body temperature, the methane concentration and also the atmospheric oxygen
concentration and provides alert to theworker and the exterior unit.When parameters
deviate from the safe limit range, it will alert the workers to stay safe and detect toxic
gases before any harm.

Keywords Health sensing · Pulse oximetry sensor · Arduino nano · Arduino uno ·
Inter-integrated circuit communication · Gas sensor · Beats per minute ·
Temperature sensor · Occupational health hazards · Wearable in underground
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1 Introduction

Generally, sewage cleaning and mining are the most risky jobs. Year after year, many
suchworkers die due to health-related problems. They are not given any safety equip-
ment. Many cities have bought safety equipment worth lakhs for the workers. Every
equipment costs around 4–5 lakh rupees [1]. But, due to negligence, the underground
safety equipment distribution program is not being effectively implemented. Within
the context ofmining,manyoperators are employed in various extraction actions such
as drilling, care of the roof support, transport of mined ores, and review of various
mined fields. In addition, the deep mining was deemed heavy stress workplace situ-
ations because of its specific characteristics known as high humidity, temperature,
toxic gas concentration, low visibility disturbance and dirt. These challenges make
working in underground environment very difficult and toilsome.

This paper aims to develop a device which would monitor the health of the worker
working underground and provides the health parameters in real time to the members
outside or to the display unit. The device is designed to provide a low-cost solution to
the existing problems related to the health issues of the workers [2]. The system also
has emergency safety system,whichwork, if the electronics fails. Themain problems
for the workers include explosion, falls or fire, oxygen depletion, gas poisoning,
asphyxiation from gases and fumes inside the sewer. In all of the above cases, the
problem involving gases are easily overlooked which can lead to health risks or even
cause death. Harmful gases, which are mainly composing methane (CH4), carbon
monoxide (CO) and ammonia (NH3), are released during the cleaning of sewage.
Methane displaces atmospheric oxygen at a fast rate and forms rapidly in moist
places with temperatures higher or lower than room temperature. CH4, CO and NH3

are released in large amounts in closed sewage areas like manholes, gutters, closed
drains, etc. Methane is an asphyxiant; i.e., it replaces oxygen easily and gets trapped
in confined spaces easily. This methane displaces atmospheric oxygen present in the
air gap. Many toxic gases are released during any sort of work in the sewage. This
may cause several health problems to the workers. These gases are also responsible
for bad odor and fire explosion in the sewer and mines.

2 System Description

A. Arduino Microcontroller

Arduino is one of the fastest growing and vastly usedmicrocontrollers in the world of
electronics. There are many different microcontrollers available. Arduino is based on
the ATMEGA AVR series microcontrollers from ATMEL. Arduino has both analog
and digital pins. Although the processing is done in digital format, the analog values
are converted to digital values by a 10-bit ADC. Arduino has its own integrated
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Fig. 1 MAX30100 pulse
oximetry sensor

development environment. The Arduino [3] microcontrollers used in this device are
Arduino Nano and the Arduino Uno [4].

B. Max30100 Pulse Oximetry Sensor

TheMAX30100 [4] is a heart rate monitoring Fig. 1 and an integrated pulse oximetry
sensor [5]. It is a combination of two LEDs, a photodetector and low-noise analog
signal processing to detect pulse oximetry and heart rate signals and optimized optics.
The MAX30100 breakout operates from 1.8 to 5.5 V.

The circuit diagram of MAX30100 is shown in Fig. 2. The system takes benefit
of the varying visual attributes between oxygenated and deoxygenated blood. When
red led is fired in the blood vessels, then the deoxygenated and blood and oxygen
consume varying amounts of light and reflect back different amount of lights.

A photodetector measures the level of distorted light. A small batch collects which
extracts the outputs and then implements correct signal processing. Finally, the output
is taken by the microcontroller via an inter-integrated circuit communication.

C. LM35 Temperature Sensor

LM35 is a temperature regulating unit with an analog out volt corresponding to heat
(shown in Fig. 3). It gives voltage output in ◦C. No external calibration circuit may be
needed. LM35 has a frequency of 10mV/◦C [6]. Tomeasure the temperature through
signals, it requires a thermocouple or resistance temperature detectors (RTD).

Two dissimilarmaterials producing the electricity volt implicitly corresponding to
temperature changes are used for the preparation of a thermocouple [7]. The voltage
that reads across the diode constitutes the working base of the sensors. The tempera-
ture rises, if the voltage increases. When the voltage varies, the sensor transmits the
temperature to the Arduino microcontroller which displays the temperature of the
sewer or any other underground working environment.
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Fig. 2 Circuit diagram of MAX30100

Fig. 3 LM35 temperature
sensor

D. MQ-4 Natural Gas Sensor

TheMQ-4 natural gas sensors are commonly used in gas leakage detecting equip-
ment Fig. 4. Natural gas is mainly composed of methane, but commonly including
small percentage of carbon dioxide, nitrogen, carbon monoxide and other hydrocar-
bons [8]. Here, we are using MQ-4 natural gas sensor which is sensitive to the toxic
gases which are harmful for life and are present inside the sewer and the mines.
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Fig. 4 MQ-4 natural gas
sensor

MQ-4 responsive gas detector layer has SnO2, which has reduced capacitance
in breathable air. When the target gas is present, the conductivity rises with the
concentration of the target gas. This voltage is fed to the microcontroller as an
input [3]. The limitations on the sensor, posed due to other corrosive gases, may be
overcome by suitable screening from gases as H2S and CL2. The output is obtained
in the form of a voltage developed across a load resistor (RL). The MQ-4 gas sensor
requires a preheating time of 48 h in a clean environment, free from any toxic gases.

E. SO 110-Oxygen Sensor

Oxygen sensor is the electronic device (Fig. 5.) which is used to measure the oxygen
level present in the gas or liquid analyzed. Here, the sensor we used is SO 110 which
is manufactured by Apogee Instruments [9]. This oxygen sensor is specially used to
measure the oxygen in closed environment or in an indoor laboratory. The top layer
of the sensor can be heated to prevent water from condensing on the sensor layer
and blocking the diffusion path. The heater is typically used only when sensors are
placed in environment where relative humidity is most probably equal to 100%.

Fig. 5 SO 110—oxygen
sensor
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3 Overview of the Device

The working of this device may be categorized into two halves. The first unit
comprises the sensing unit and another display unit. The sensor unit consists of
various sensors such asMQ-4 natural gas sensor, an oxygen sensor,MAX30100 pulse
sensor, temperature sensor, vibration motor and buttons. The system can be powered
with a 5 V supply, which is sufficient for working of every device connected to the
sensor assembly. The sensor assembly may be worn by the person while working,
on the hand. The sensor assembly will communicate with the display set using an
UART communication [10].

The other highlighting feature that is provided on the sensing part of the system
is the emergency switch. The emergency switch can be used to give inputs from the
display unit, whenever immediate actions like moving out from the underground
surface are required. The emergency switch will work even if the system stops
functioning due to any fault and the underground environmental conditions.

The display unit comprises an OLED display, buttons, LEDs and a vibration
motor. It consists of three LEDs. The green LED signals indicate that all levels are
below the threshold levels. The red LED is used to alert if any parameter is above or
below the critical/threshold level. The yellow LED signals are used to alert when the
emergency switch is pressed. The display unit communicates with the sensor unit
by the UART communication [11]. The OLED display is mostly preferred because
it works in sunlight better than other technologies. Figures 6 and 7 show the block
diagram and design flow of the project.

Fig. 6 Block diagram
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Fig. 7 Design flow

4 Experimental Results

The complete experimental setup for the system is shown in Fig. 8.
Tests were performed on two individuals for sewage workers. The test area had a

bad odor, and temperature was higher than normal. The natural gas sensor was tested
in two different conditions, an open sewer and a closed sewer. The analog values

Fig. 8 Experimental setup
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Table 1 Pulse rate of every
individual under normal
conditions

Person Heart beat rate (beats per minute)

1 71

2 75

Table 2 Test the result of two different persons in an open sewer

Person Average oxygen concentration (%) Average methane
concentration (ppm)

Average beats per
minutes for 2 min

1 20.10 643 86

2 20.00 659 78

Table 3 Test result of person 1 in varying depth

Person Horizontal surface
depth (m)

Concentration of O2
(%)

Concentration of
methane (ppm)

Sum of beats per
minute

1 1 20.20 900 77

3 20.16 945 83

5 20.14 1099 95

7 19.92 1235 103

Table 4 Test results of person 2 in varying depth inside the sewer

Person Horizontal surface
depth (m)

Concentration of O2
(%)

Concentration of
methane (ppm)

Sum of beats per
minute

2 1 20.12 916 81

3 20.05 984 85

5 19.85 1097 95

7 19.78 1251 99

were converted to parts per million. The heart beat rate test was performed on two
different individuals, and the results are shown in the Tables 1, 2, 3 and 4.

Figures 8, 9 and 10 show the oxygen concentration, methane concentration and
average beats per minute.

5 Conclusion

This device is designed, especially for monitoring and measuring the necessary
parameters, which is needed for the safety of the underground workers. The system
finds its application in household sewage systems, municipal manholes, sewage,



Unhindered Safety Monitoring System for Underground Workers 189

Fig. 9 Oxygen concentration
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gutters, mines, etc. This device can be widely used in countries where sewage is
mostly cleaned by humans and also in places where mining is a major occupation.
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Fig. 11 Average beats per minute
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Design and Fabrication of Flexible
Antenna Using Foam Substrate
for WiMAX Applications

M. Pandimadevi and R. Tamilselvi

Abstract In present scenario, world interoperability for microwave access
(WiMAX) is gaining great momentum among broadband wireless technologies.
Employing flexible antenna will enable high-performance of radio frequency trans-
mission aswell as cost effective for suchwireless applications. In this work, a flexible
antenna is designed, simulated, and fabricated using foamsubstratematerial forworld
interoperability for microwave access (WiMAX) band applications. The operating
frequency is chosen as 3.5 GHz. The proposed antenna is bendable, wearable, low
cost, and smaller in size, reduced reflection co-efficient, greater directivity, and wider
bandwidth. The antenna is simulated using computer simulation technology software
and is fabricated using vector network analyzer. The return loss value obtained in
measurement is −24.95 dB which is in good agreement with simulated value of
−34.6 dB. The gain and directivity obtained are 3.096 and 4.93 dBi, respectively.
The radiation pattern obtained is omnidirectional. Thus, the designed antenna is
compact enough with the dimensions of 50 × 36 × 2.2 mm3 to place inside any
new technology wireless device. Since the directivity of the antenna under bending
condition is 4.672 dBi, it can also be used for wearable applications.

Keywords Flexible antenna · Foam substrate · Directivity · Returns loss · Bending

1 Introduction

Currently, the development of radio equipment in various shapes and immediate
progress inflexible electronics [1, 2] needs the antennas employedonwireless devices
to be manufactured in different shapes. Moreover, improved studies of wearable
equipment, RFID tags [3], and flexible displays have sparked on more interest to
the flexible antenna. Notably, there are rising necessities of flexible antennas with
low-profile, small size, and multiple operating bands including the wireless local
area network (WLAN) [4–6] band 2.4/5.2/5.8 GHz and the world interoperability
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for microwave access (WiMAX) [7–9] band 3.5 GHz due to the enormous increase of
demand for wireless data communication. Antennas used in wearable systems and
RFID tags are susceptible to the proximity of the material itself, so they usually
degrade performance due to the resonant current on the ground plane and their
compact size.

Because of their low profile, simple feeding, low manufacturing cost, and easy-
to-integrate functionality, microstrip patch antennas [10, 11] are ideal candidates for
wireless applications. The antenna size has a major impact on the overall design
of wireless networks, and there is usually a trade-off between the antenna size and
efficiency as the antenna’s characteristics are closely related to its size. Compared
to traditional antennas, microstrip antennas have many advantages and have also
been used in a wide variety of applications ranging from mobile communication to
satellite, aircraft, and other applications.

The aim of the latest generations of wireless mobile radio networks is to provide
the mobile devices with flexible data rates and a wide variety of applications while
supporting asmany devices as possible. The key goal for today’s networking network
is to provide high bandwidth [12–14]. Nowadays, flexible antennas have been
employing for wireless applications with better efficiency.

Even though previous works have employed patch antenna using rigid substrate
materials such as RT/duroid 5880 [15], glass epoxy [16], Getek-ML 200M [17]
RogerR04003C [18], RogersRO4350 [19], andFR-4 [20] forWLAN/WiMAXappli-
cations. However, the usage of those substrates will result in high cost, high design
complexity, and easily breakable. This issue can be easily overcome by using flexible
materials.

Gupta et al. [21], proposed an assembled design of textile antenna employing
foam and jeans substrate at triple band frequencies. The substrate has the thickness
of 3mm.The dimension of the antenna is 41.6× 61.6mm2. Themaximumdirectivity
obtained is 6.123 dBi and return loss obtained is −21.33 dB at 3.667–4.4 GHz.

Pauria et al. [22] designed a flexible antenna for wideband applications. The
size of the antenna is 60 X 60 mm2. The maximum gain obtained is 7.79 dB at
13.15GHz. Saeed et al. [23] proposed flexible reconfigurable antenna using a flexible
polyethylene terephthalate (PET) substrate at 2.36 GHz and 3.64 GHz for WLAN
andWiMAX applications, respectively. The size of the antenna is 59× 31 mm2. The
maximum gain obtained is 1 dB. The return loss obtained is around −20 dB. In the
above works mentioned, even though the directivity and gain obtained are higher,
the return loss is high [21, 23] and the size is also little bit heavy [21, 22]. These
drawbacks should be addressed and rectified by correctly choosing the substrate
materials.

The objective of the work is to design a compact antenna that operates at 3.5 GHz
frequency for WiMAX application. The antenna to be designed must be very small
enough to place inside any compact new technology wireless device. Main aim is to
achieve greater directivity to have higher efficiency even under bending position.

In this work, a flexible square patch antenna is presentedwithH-shaped slot which
is aimed for wearable as well as WiMAX applications. Foam is used as a substrate
due to its flexible nature, in expensive, readily available, eco-friendly, etc. Its main
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advantage is its easy coming back to its original position after the exhibition of any
bending or twisting its structure.

The organization of this paper is as follows: Sect. 2 deals with design of the
proposed antenna. Section 3 details the simulation and fabrication of the proposed
antenna. Section 4 discusses the results obtained from the testing of the fabricated
antenna and compares itwith simulation results. The conclusion is provided inSect. 5.

2 Design of the Proposed Antenna

Microstrip patch antenna is a type of planar antennas which have more merits and
better anticipation when compared to other conventional antennas. It can have any
shape, but rectangular, square, circular, and elliptical are commonly used. The square
shape is chosen because it has equal dimension in all sides. Due to this, the analysis
is also simple when compared to rectangle shape patch. The inclusion of the slot in
the patch antenna will improve the overall performance of the antenna.

Figure 1 represents the structure of the proposed antenna. Using the standard
equation of the patch antenna, parameters are calculated. The calculated parameters
are listed in Table 1. The copper is used for the patch element, ground plane, and
stripline. As the patch is square in shape, each side of the patch is 16 mm in length
and 0.1 mm in thickness.

The H-shaped slot is present in the square-shaped patch. The slot is 14 mm in
length and 1 mm in thickness. The presence of slot in the patch will reduce the area
of the patch. The length and width of the stripline are 22 mm and 3 mm, respectively.
The thickness of stripline is 0.1mm. The foammaterial is used as the substrate whose
properties are listed in Table 2. The substrate is 50 mm and 36 mm in length and
width, respectively. The thickness of the substrate is 2 mm. The copper is used as

Fig. 1 Antenna structure
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Table 1 Parameters of the
proposed antenna

Parameters Dimension (mm)

Patch length 16

Stripline 22 × 3

Substrate and ground plane 50 × 36

Patch and stripline thickness 0.1

Ground plane thickness 0.1

Substrate thickness 2

Slot thickness 1

Slot length 14

Fig. 2 Proposed antenna structure in CST software

Table 2 Properties of foam Properties Value

Dielectric permittivity 1.03

Loss tangent 0.00001

Thermal conductivity 0.033 W/K/m

Young’s modulus 2.76 kN/mm2

Poisson’s ratio 0.3333

the ground plane. The ground plane’s length and width are as same as the substrate
length and width.

3 Simulation and Fabrication of the Proposed Antenna

The antenna is designed using CST Studio suite software, as shown in Fig. 2.
CSTMICROWAVESTUDIO® (CSTMWS) [24] is a professional tool for 3DEM

simulation of high-frequency components. CST MWS can quickly and accurately
analyze high-frequency (HF) equipment, such as antennas, filters, couplers, planar
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andmultilayer structures, and SI and EMCeffects. The designed antenna is simulated
to get the output parameters such as S11 parameters (return loss), voltage standing
wave ratio (VSWR), gain, directivity, and radiation pattern.

The most widely cited parameter with respect to antennas is S11 in operation. The
S-parameter computes the quantity of power that the radiator reflects itself. That’s
what, it is otherwise known as the reflection co-efficient. It can be also referred as
return loss [25]. Figure 3 shows the return loss measurement. For antenna to be
effective, the return loss should be less than −10 dB. In this proposed antenna, the
simulated value of S11 parameter is −34.64 dB at 3.5 GHz. Most of the values are
below−10 dB ranging from3.35GHz to nearly 4GHz. Thus, the bandwidth obtained
is more than 1 GHz.

Voltage standing wave ratio (VSWR) is a calculation of how effectively radio
frequency power is transmitted from a power source to a load. The full amount of
energy is transferred in an optimal device [25]. Figure 4 shows the VSWR measure-
ment of the proposed antenna. For any antenna to be effective, VSWR should be
between the values of 1 and 2. In this work, VSWR value obtained is 1.04 which is
easily acceptable.

Fig. 3 S11 parameter measurement

Fig. 4 VSWR measurement
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Fig. 5 Gain measurement

Fig. 6 Directivity measurement

Antenna gain [25] shows how strongly an antenna can radiate or receive a signal
in a desired direction. The intensity of the signal will reach further in a narrower
direction when the antenna has higher gain. Figure 5 shows the simulation result of
gain measurement. The value obtained is 3.096 dBi.

Directivity is the calculation of the radiation pattern collection of an radiator
element in a desired direction [25]. The higher directivity implies higher the beam
radiated by an antenna in the desired direction. Figure 6 shows the simulation result
of directivity measurement. The value obtained is 4.23 dBi.

An antenna’s radiation pattern plays an important role in the functioning of the
antenna element as it implies how far the energy transmission of the antenna will
radiate in space [25]. The pattern includes a number of lobes. It would not depend on
distance that is measured far from the antenna. Figure 7 shows the simulation result
of radiation pattern of the proposed antenna. The pattern is mostly omnidirectional
which is required for an antenna to employ in WiMAX applications.

The designed antenna is bent at an angle of 20′ in the simulation software as
shown in Fig. 8. The results show better efficiency with directivity of 4.672 dBi as
shown in Fig. 9 which is very near to 5 dBi. This implies that the antenna can be
readily used for wearable applications.

The proposed antenna is fabricated as shown in Fig. 10, the ground plane and
patch of the antenna were made by copper sheet of 0.1 mm thickness. The substrate
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Fig. 7 Radiation pattern measurement

Fig. 8 Antenna under bending condition

Fig. 9 Directivity measurement—under bending
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Fig. 10 Structure of
fabricated antenna

is made use of foam material of 2 mm. All the layers are stacked and are connected
with the SMA connector via coplanar waveguide (CPW) feed.

4 Results and Discussion

The fabricated antenna is tested using Vector Network Analyzer Agilent Technolo-
gies N99223A [26] as shown in Fig. 11. The S11 parameter and VSWRmeasurement
of the fabricated antenna are shown in Figs. 12 and 13, respectively. The result shows
that the return valueVSWR ismeasured as−24.95 dB and 1.24 at 3.4GHz frequency,
respectively.

From the results, the S11 of the simulated antenna is measured as −34.6 dB,
where the S11 of the fabricated antenna is measured as −24.95 dB. The VSWR of
the simulated antenna is measured as 1, where the VSWR of the fabricated antenna
is measured as 1.2.

Comparing the simulated antenna and fabricated antenna measured results as
shown in Table 3; the values of S11 parameter and VSWR are very much matched
and satisfactory. The proposed antenna has compact size (50 mm × 36 mm) and low
thickness (2 mm) when compared with work [21] whose antenna size is 62.6 mm
× 41.6 mm and substrate thickness of 3 mm and work [22] whose antenna size is
60 mm × 60 mm. Due to its compact, it can also be fit with any kind of new wireless
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Fig. 11 Testing of antenna using vector network analyzer

Fig. 12 S11 parameter measurement of fabricated antenna using vector network analyzer
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Fig. 13 VSWR measurement of fabricated antenna using vector network analyzer

Table 3 Comparison of
simulated and measured
values of the antenna

Parameters Simulated Measured

Return loss −34.6 dB −24.95 dB

VSWR 1 1.2

communication device. The foam substrate also does not absorb water content which
makes it to employ in outside environment appliances also. Moreover, the directivity
is satisfactory for both flat and bending conditions.

5 Conclusion and Future Scope

The proposed antenna is the key approach to use foam fabric as flexible substrate. The
simulated (−34.6 dB) and measured (−24.95 dB) values of reflection co-efficient,
S11 is in good agreement. The directivity obtained under flat (4.23 dBi) and bending
(4.67 dBi) conditions is also satisfactory. Thus, the overall results show that foam
fabric act as an acceptable candidate for flexible applications.Due to lightweight, long
durability, washable, water resistant, and low cost, it is possible to take over the rigid
board substrate materials. Therefore, the satisfactory performance and compactness
of the antenna prove it to be deserved for diverse portablewireless applications partic-
ularly for wearable medical application and WLAN/WiMAX applications. Further,
reducing the dimension will employ the antenna inside the cellular devices for 5G
applications.
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Breast Cancer Prediction Through
Multilayer Artificial Neural Network

Kumari Alka and Rajeev Kumar Gupta

Abstract In the current era, neural networks are playing a significant role in many
sectors, especially in health care. In this work, the neural networks will be used
for the diagnosis of disease, i.e., cancer. The proposed work designs a multilayer
deep neural network to predict whether the person is a cancer patient (malign) or
a healthy person (benign). This work evaluates the performance of the two-layer
neural network and multilayer neural network with diverse activation functions like
rectified linear unit (ReLU), softmax, and sigmoid. The proposed model uses ReLU
activation function in the hidden layer and sigmoid activation function in the output
layer. After evaluating the result, it can be stated that a multilayer neural network
is performing better as compared to the two-layer neural network and achieved an
accuracy of 97.7%.

Keywords Sigmoid · Rectified linear unit (ReLU) ·Multilayer · Artificial neural
network · Accuracy

1 Introduction

Nowadays, cancer is one of the main causes of death in the world today. The death
rate is rising regularly. The levels of death from cancer over the next few days
are predicted to increase. In 2017, 1,688,780 cancer new cases have been diag-
nosis, whereas 600,920 deaths cases were identified in the USA. The study says
that male having 20% higher than the probability of cancer as compared to females,
and the death rate for males was 40% higher [1]. Through 2030, more reports are
likely to be published. We need smart diagnostic tools for this type of disease, and
this type of illness can be significantly lowered. This can lead to decreased cash
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losses and injuries, resulting in medical errors. We have to be vigilant when imple-
menting this kind of smart program. The big issue with the system design is that
growth in the proportion of patients increases the number of cases. Predicting is very
straightforward, but when the number of patients rises, is difficult. Suppose we have
smaller patients or criteria. Even by observing several advanced and experienced
professional people, the relationship is complicated to determine in several parame-
ters. That’s the only explanation we saw in recent decades that computer detection
equipment has been rapidly growing and allowing doctors to eliminate design errors
effectively. This equipment minimizes human error and provides precise medical
information. Machine learning technology has dramatically improved in the identi-
fication of diseases in the last few regions. Even such machine learning algorithms
have rapidly increasedwith substantial predictions [2] in the area of scientific studies.

There are several cancer-related works of literature are available, and most of
the literature is on cancer diagnosis [3]. The time estimation method is used for the
identification of cancer and patients without cancer. They do use hybrid classification
schemes, primarily associated with the current classification scheme. We have found
that none of us, even in the report, discussed the cost of misclassifying this disease.
This is mainly because we have regular algorithms such as Naïve Bayes [4], SVM
[5], and K-NN [6]. But in this article, we introduced the idea of a comprehensive
learning approach in order to differentiate between cancer patients and cancer-free
patients. Deep learning is just part of machine learning, but here we use our term
artificial comprehension. We will also see how this profound principle works better
than the regular algorithm of classification.

ANN is among the most advanced automated data mining techniques, such as
classification and regression (monitored learning) [7]. Many articles found that the
diagnosis of breast cancer by ANN was extremely accurate. This process involves
initially building the system for the model, modifying the parameters in the training
period, such as the set of sample nodes, remote nodes, initial weights and output
nodes, the level of learning, and the activation function.

2 Algorithm and Dataset

The key aim of this paper is to identification or prediction of a malignant or benign
tumor in breast cancer.

2.1 Dataset

The Kaggle competition diagnostic data was taken from theWisconsin Breast cancer
dataset and can be found at the UCI learning repository [8]. The dataset has 569 ×
32 dimensions, 30 real attributes, and one numerical attribute (field Id), and one
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categorical name. This dataset has two class values to be classified as M (malig-
nant) and B (benign) since this is a two-class classification problem, also called the
binary classification problem. For each cell nucleus, 10 real-life characteristics are
calculated as radius, texture, perimeter, area, smoothness, compactness, concavity,
concave points, symmetry, and fractal dimension.

2.2 Classifiers

The classification technique used in the learning process is discussed in this section.
The algorithms of classification, we will be tackling, are Naive Bayes, random forest
[9], logistic regression [10], and SVM, and drive them toward the neural network
and deep learning algorithm [11], which includes CNN [12].

2.2.1 Naïve Bayes

This is one of the most standard algorithms for classification and it can also be
used when the probability estimation is of some distance. It has a less training time
because data samples are predicted based on the probability only. Although it has less
training time, but we cannot trust the accuracy of the Naïve Bayes classifier because
it assumes that all features in the given dataset are independent. It is generally used
for big datasets. It is a linear, classifying, predictive, and estimated algorithm. There
are different kinds of algorithms to distinguish between the healthy and unhealthy
person.

Nevertheless, there are other algorithms with different variations, processing
times, and continuous binning statements. There is no otherway to define them.Naïve
Bayes faced several problems and one of the easiest to submit for large datasets. The
likelihood is considered its predictive factors for the party when provided.

The prediction contains the following steps:
Naïve Bayes knows that the training set has no class value. The predictive test

package is now available. Only if Cx and Cy fulfill the criteria is consistent for a test
set T

P(Cx) > P(Cy) for 1 = y = m, y! = x

P represents probability, and both P(Cx|T ) and P(Cy|T ) are considered the higher
probability as the predicted class for T.
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2.2.2 K-Nearest Neighbors (K-NN)

K-NN is one of themost common algorithms formachine learning for distance-based
classification [13]. There should be no learningmechanism focused on instances only.
The entry set we thought was a training set, and the selection or estimation of the
new object was mixed with a remote feature. It takes a ‘n’ value that is a number
integral and the new objects are grouped into n. If the distance between the objects
is smaller, the current object is of the previously resident object class and is removed
from the other object of different classes until the new object is called. We also use
Euclidean approach for distance measurement. As this figure illustrates:

Class A and class B are of two categories which are shown in Fig. 1, class A is
represented by blue and class B is represented by purple. Now, a new object X that
must be anticipated to the class. For example, n = 3 shows that the distance to that
particular new object from the nearest 3 is calculated. This equation takes less of the
calculated distance, since this function focuses on our expected function and the new
object x. Therefore, it is clearly shown in the Fig. 1 that class A consists of x.

Simple K-NN algorithm

i. Consider the neighbor’s worth n.
ii. The number of S samples is known as their class input.
iii. Take the sample class t as c(t).
iv. A new sample x was entered for the class to be predicted.
v. The distance of x is now established from the neighbors.
vi. Combine the class of x samples in one class c.
vii. The class c consists of x.

Fig. 1 Representation of K-NN



Breast Cancer Prediction Through Multilayer … 207

Fig. 2 Representation of SVM

2.2.3 Support Vector Machine

SVM is a linear classification which works as a binary classification. Vapnik
presented it for the first time and demonstrated its effectiveness in the field of pattern
recognition [14]. Even for a small dataset, this has been proved many times better
than other classification. If dataset consists of m samples and xi represents the feature
matrix and yi represents the target vector then

(x1, y1), (x2, y2), . . . , (xm, ym)

The kernel that plots nonlinear input space into the new linear space is based on a
linear SVM technique as shown in the Fig. 2. All vectors are shown to be−1 on one
side of the hyperplane and+1 on that other. Trained zones next to the hyperplane are
called support vectors in the transformed space. The supporting vectors are smaller
in size than the training set, so people determine the hyperplane margin and the
decision.

3 Proposed Methodology

The ANN with a backpropagation algorithm was implemented, and it showed how
nerve network-based algorithms could be better than traditional machine learning
algorithms such as Naïve Bayes, SVM, and K-NN. This project involves two main
steps:

1. Preparing of data
2. Model building
3. Preparation of data.

This is an essential step in the purification, processing, and non-structuring of the
data. The phase is essential for the model building, it should be noted that useful
data are more important than a good model. There are 569 samples of 33 features in
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Model 

Fig. 3 Artificial neural network

the dataset. The last unnamed column: 32 is a vacant, useless column, so I delete it.
Next, the function and label data are separated (target). The typical data is that the
models are educated and that the target data are a test showing the tumor is malignant
or benign. Since the true labels are (M, B), I decrypted them to 1, 0. Then, I divided
the information in two groups, i.e., training and test sets. It is because of my random
collection of data for the entire system that the strongly correlated, randomly sampled
system has been divided into 70:30.

We cannot train thewholemodel on the entire data, because it results in an overlap.
After all, we separate data between training sets and test sets. In other words, the
model is good at training data and struggles with new invisible data (i.e., a low
exercise error and a high and high testing error).

In the data processing phase, the final task is to scale features; here, we convert
data to make it within a single range for every value. This makes forecasting and
executing easier for our model. The standard scalar function converts the mean = 0
and the standard deviation= 1 of each variable of the results.We have used dispersion
to see the similarity of the function selection features.

Model.

Artificial neural networks (ANNs) are part of artificial intelligence,which evolves and
learns from data using different optimization techniques and predicts new invisible
information (tests).

Steps:

1. Architecture of network
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2. Forward propagation
3. Backward propagation
4. Weights updation
5. Testing and calculation of performance.

Network parameters like input, output, hidden, rates, and epochs are defined by
network architecture. Advanced propagation is the first step in network growth,
multiplying the input node by weight, and providing value from [0 to 1]. For the next
step, the values are entered and multiplied by the weight of the next step.

h j =
p∑

k=1

w jk xk (1)

v j=
1

1+ e−h j
(2)

gi =
m∑

j=1

w jkv j (3)

Building the model

In this work, the activation function, the first is sigmoid, and the second is ReLU [15].
Both functions are used at hidden layers and in the output layers. The next function is
ReLU [15]. This new approach also shows how these functions perform in the neural
two-layer and neural multilayer networks. This also showed improvement compared
to other cutting-edge algorithms. The two proposed work as follows.

Algorithm-1 Network with two layers

A two-layer neural network is completely connected. The system has a loss function
and cross-entropy. A ReLU or sigmoid activation function [16] is used for the input
layer. At the output layer, sigmoid is the only activation function used. The second
fully connected layer output varies from 0 to 1.

1. Two-layer network class
2. A fit function is calculated for the forward and backward step
3. Computation of weight and gradients
4. Defining the predict function
5. Implementation of predict function.

Algorithm-2 Network with multi layers

1. Multilayer network class
2. A pre-activation linear function of the layer is computed
3. Computation of backward propagation and gradients
4. Defining the predict function
5. Implement the predict function.
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4 Results

We use Python 3 as a simulation language and TensorFlow library to create ANN.
Table 1 shows the accuracy for two-layer ANN for different number of epoch,
learning rate, and activation function (AF).

Figures 4–7 have shown the accuracy comparison of the two-layer networks based
on a different epoch, activation function, and learning rate.

The table above contains more than two layers with multiple functions, but only
two activation functions have been listed.

Figures 8–11 have shown the performance based on multilayer model. The
measurements of the hidden layer increase marginally and improve the precision
of the sigmoid activation. The accuracy is comparable to the maximum accuracy

Table 1 Comparison of accuracy for two layers

Designed model AF hidden layer Epoch Learning rate Accuracy

ANN with two-layer Sigmoid 300 0.01 96.1

ANN with two-layer ReLU 300 0.01 97.0

ANN with two-layer Sigmoid 400 0.02 96.4

ANN with two-layer ReLU 400 0.02 94.7

Table 2 Comparison of accuracy for multilayers

Designed model AF hidden layer Epoch Learning rate (LR) Accuracy

ANN with multilayer Sigmoid 300 0.01 94.9

ANN with multilayer ReLU 300 0.01 95.6

ANN with multilayer Sigmoid 400 0.02 96.01

ANN with multilayer ReLU 300 0.002 97.7

Fig. 4 Sigmoid
epoch—300, learning
rate—0.01
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Fig. 5 ReLU epoch—300,
learning rate—0.01

Fig. 6 Sigmoid
epoch—400, learning
rate—0.02

Fig. 7 ReLu epoch—400,
learning rate—0.02
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Fig. 8 Sigmoid, epochs =
300, LR = 0.01

Fig. 9 ReLU, epochs = 300
LR = 0.01

achieved by sigmoid for ReLU activation and is relatively consistent. Activation
of ReLU thus can give high accuracy in comparison with the lower hidden layer
dimensions of activation of sigmoid.

5 Conclusion

In this paper, single layer and multilayer artificial neural network was designed
to predict whether the person is a patient of cancer of not. In order to train model,
Wisconsin breast cancer dataset is used which has two classes namelyM (malignant)
and B (benign). Experiment results say that multilayer neural network with back-
propagation gives better result as compare to the single layer neural network. This
paper shows the comparative analysis of two-layer and multilayer neural network
for different number of epoch, activation function, and learning rate. The multilayer
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Fig. 10 Sigmoid,
epochs—400 learning rate =
0.02

Fig. 11 ReLU,
epochs—400, learning rate
= 0.02

model with ReLU activation function, 300 epoch, and 0.002 learning rate achieved
97 percent accuracy.
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Smart Model for Big Data Classification
Using Deep Learning in Wireless Body
Area Networks
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Abstract Deep learning is an innovative set of machine learning algorithms and
requires human engineering effort in data collection. It can find the optimum set of
parameters for network layers bymeans of a back-propagation algorithm and thereby
model complex data distribution structures. In addition, the deep learning architecture
has led to enormous achievements in the most recent challenges of machine learning
involving sequential information such as text and series data. Big data technology
is an asset in this context for modern companies. Smart automation is useful if it is
used. The big data consists of large datasets which can, for example, be analysed by
machine learning to find comprehensive models and trends. Thanks to new machine
learning and big data techniques, businesses are far more effective than ever before
in creating long-term market value. Big data’s potential real-life applications are not
confined to medical, retail, financial and automotive industries. This makes a great
impact of the profound learning on the analysis of patient data generated by wireless
body area network (WBANs). WBAN is the emerging healthcare technology to help
monitor essential signs of the use of biomedical sensors for patients. The tracked
data is forwarded to the doctor for an optimum processing under life risks. We need
to develop an intelligent model for the classification of large data using deep learning
on wireless body networks.
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1 Introduction

As a traditional concept of artificial neural networks, deep learning has developed as
well as convergingwireless andwire-less networks communication systems.Wehave
carried out a detailed analysis into the use of deep learning methods for analyzing
e-health sensitive data and have implemented important deep learning techniques
includingdeep feednetworks, auto-coders, convergenceneuro trans-parent networks,
deep faith networks, the Boltzmann system and the Boltzmann restricted computer.

We have classified Techniques of sensory data acquisition focused on current data
generation technology in order to provide as well as emerging deep learning tools is
used to accurately interpret sensory data. In addition, we have discussed in depth the
open problems and challenges in the smart health sector of large sensed information,
with a particular focus on the acquisition of Data and processing considerations from
adeep learning technologypoint of view.TheBig data are classified as the data is to be
completely analysed to the partially utilising Standard techniques for sampling. Big
data were described in the most recent paper [1] as a dataset of mathematical points
representing three independent variable, Length, Pace and Variety. The traffic data
for the network that is stored on a distributed network intermediate system displays
huge volumes of data with large variations of high-speed traffic types [2, 3]. The big
data classification of network traffic has two main problems. It is possible to tackle
this problem through emerging large-data platforms, such as the Hadoop Distributed
File System (HDFS) [4]. The HDFS uses the two concepts calledMap and Reduce to
take input data to a task, dividing them in smaller fragments (data and tasks). It then
distributes tasks and information in a cluster to several nodes and performs those
tasks in those nodes. This distribution system contributes to bandwidth and a fault-
tolerant system. The second difficulty is to find a strong representation of the data in
order to learn the traffic distribution characteristics. You can use the training data set
to develop classification and validate classifiers using trial data. This problem of data
representation can be dealt with by techniques of representative learning used in ML
research [5]. Representational training can help to learn robust data representation
that can be used with Big Data Platforms to classify regular and intravenous traffic.
The intruder datasets are large-scale, so representational learning can serve as a
means to select traffic type classification features (i.e. feature selection). Although
Representation-learning does not provide a full answer for classification of big data,
the suitability for developing the network intrusion detection method of the new
design Unit-Circle Algorithm (UCA) must be examined [6].

This article proposes a special, class separate representation learning platform
objective that characterizes the intrusion traffic’s geometric representation properties
using the unit-circle method that distinguish for intrusions and normal traffic through
the network. This technique is called the unit ring machine (URM), since it uses the
unit circles and defines the distribution of the unit ring where the unit ring consists of
a unit-circle set. It offers a theory and findings based on the extraction of features and
distance metrics for a default pair of features, so the feature option is not addressed.
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However, to understand function selection variables, a simple selection approach has
been presented.

2 Related Work

As the people of humanity are rising, medical jobs are hard to find, frustratingly
long waiting times crowd emergency rooms and demand for doctors and staff seems
never to be met. Bora [7] had analyze big data trends and deep learning techniques
for handling large volumes of data and explore how they are applied while handling
wireless stochastic channels.We develop somemethods of learning that are expected
to help preserve spectrum and to achieve better connectivity reliability. This paper
focuses on several current topics related to big data, the positions played by 5 G
skills and the advantages that deep learning can offer [7]. Lin [8], then a set of
DT and NBC-based models with different configurations of features, the number of
SINRs continually and the decision function are generated [8]. Davenport [9], whilst
AI can do many healthcare tasks better than or more frequently than human beings,
factors for implementation preventmajor automation of occupational healthcare for a
significant period. Mouzehkesh [10], throughout our suggested MAC solution, these
conditions are achieved by evaluating network activity, taking into consideration
the cumulative impact of two separate parameters that would represent the equal
allocation of the channel to each sensor unit.

3 Advance Deep Learning

Supervised or Unsupervised learning techniques consist in DL for based on many
layers of Artificial Neural Networks (ANNs) that are capable of learning for the
show in deep architectures [11]. Subsequently, a number of AI fields, including
object detection, pattern analysis and material learning as well as natural language
processing, demonstrated the state-of-the-art success of such technologies. Besides
technical dimensions and complexity of DL designs as hardware advanced, DL
approaches have gained from developments in the successful deep-network algo-
rithm are trained including: Addressing deg. One benefit of DL architectures rela-
tive to conventional ANN architectures is DL techniques can benefit from raw data
hid-den functions.
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4 Proposed Methodology

We focused on creative Big Data Analytics tools and tested several health systems
with approaches for patients with a range of diseases. There are known critical prob-
lems with the large data generated by the user. Now that we have learned a number
of data mining method of machine learning for their advantages and disadvantages
in the various health research systems, we conclude that we must focus on a single
disease in future. We would limit the scope of data collected from diabetic patients
and the diseases they are likely to be liver cirrhosis. It will allow us to reduce the
limits faced in previous researchwith amore centered approach.We’d like to develop
a cloud-based, context-based Smart Health application [12] integrated with IoThNet
embedding medical analysis to help diagnose diabetic patients with inherent liver
cirrhosis disease. Our system focuses on high intelligence while taking on the posi-
tive aspects of previous systems examined in this paper. We would like to create
this framework in accordance with the latest HIP A standards with support from
organisations, such as the World Health Organization (WHO) in order to achieve a
high level of user acceptability. Our program aims to become an integral part of LHS
[13].

5 Analysis of Sensory Data in E-Health

5.1 Convolutional Neural Networks (CNNs)

For vision-based tasks, dense layer-to-layer DNNs are difficult to train and do not
scalewell. The translation-invariance property of thesemodels is an significant factor.
This is not understandable of characteristics that could be transformed in the image
(e.g. hand rotation in pose detection). CNNs (as shown in the diagram of [4]) have
solved this issue by promoting translation equivariance computing. CNN (as shown
detailed CNN process in [5]) provides 2-D feedback (e.g. photo or voice signal).
The concentration layer is central to the CNN and is made up of a collection of
learn-ing parameters called philtres which, however, have less measurements than
the input object [14]. The entire input layer (e.g. if an image is displayed, the philtre
transcends the width and length of the image) of each CNN layer during the training
phase, and determine the inner value of the input and philtre. Max pooling is a
standard method that splits the input space in fields that do not converge and selects
the optimal parameter for each section The last significant part of CNN is ReLU,
which consists of neurons with activation mechanism in the form of f (x) = max(0,
x). The key distinction between CNNs and completely linked networks is that any
neuron in CNNs is related only to a limited subset of data.
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5.2 Conventional Machine Learning on Sensed Health Data

Since the implementation of the WSN model, Method of Machine Learning is
describe as a feasible option for reducing the cost of capital and network archi-
tecture, as well as for improving network life. Currently, Many machine learning
techniques incorporate the extraction of features with modality-specific algorithms
for manual writing and/or speech recognition [15]. Applications on sensory data for
machine learning algorithms are diverse, for example, telemedicine monitoring of
air quality, indoor localization and intelligent transport.

5.3 Deep Learning on Sensed Health Data

In deep learning the algorithmic methods’mimic, the brain’ are defined. These prob-
lems can be resolved through experience learning rather than rule-based learning
through a bottom-up approach. The labelled data are used to provide training for the
system that builds on previous experiences during the training process [16]. Expe-
rience learning is ideal For spam filtering apps. The problem is therefore properly
defined, In particular where there are multi-dimensional elements, which in turn
raises spatial volumes such that the data accessible become sparse and sparse data
training does not produce substantial results. These problems make it clearly show
that deep learning is necessary as a deep learning algorithm to address difficult and/or
intuitive problems that have little or no high dimensions characteristics. Acharya [17]
used deep learning (especially CNN) techniques to diagnose and detect Coronary
Artery Disease from the Electrocardiogram (ECG) signals and achieved 94.95%
precision.

The authors proposed that the active and automated classification of ECGs should
be made possible by the use of deep neural networks (DNN) Acharya et al. [17].
Furthermore, deep learning can view as a border computing for epileptogenicity
localization using electroencephalographic (EEG). In this context, authors use deep
belief networks (DBN) and EEG data to distinguish positive and negative emotions.
Their work resulted in a rating accuracy of 8762%. The writers created a BGMonitor
for blood glucose levels to interpret and process the data and make further observa-
tions through a deep learning approach. Compared to traditional approaches, study
revealed an exactness of 8214%.

The Boltzmann machine (BM) is a special type of neural network consisting
of nodes symmetrically connected as shown by neurons which help a BM make
decisions on/off. Firstly, the node calculates the zi input total as the bi (bias) sum and
Both weights for other device links as defined.

zi = bi +
∑

j

s j swi j (1)
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Pr (si = 1) = 1

1+ e−zi
(2)

The network should be a delivery of BM with a status Probability for vectors q
and control E (q are show below Eqs. (3) and (4), respectively, when all the neurons
are updated in the following sequence:

Pr (q) = 1e−E(q)

1+ e−E(u)
(3)

E(q) = −
∑

i

sqi bi −
∑

i

sqi s
q
j wi j (4)

E(v, h) = −
∑

i

civi −
∑

i

di h j −
∑

i

viw j hi (5)

ρd f (ϑ, h) = 1

Z
e−E(ϑ,h) (6)

Equation (2) Wij refers in the equation to the weights of the relations between
j and i. In order to eliminate the local optima, weights of the connections could be
so selected that each energy from each of the vector represents these vectors’ costs.
The probability is as shown in Eq. (4). Two formations of BM are trained, either
in units hidden or without units concealed. There are numerous BM forms, several
mentioned below: Boltzmann systems Conditional Create and dispense data vectors
in many ways that extend leads to conditional distributions. Mean field Boltzmann
machines use the true values of mean fields to calculate the unit status based on
the current condition of other units in the network. In RBMs with no two similar
connections two layer types (i.e. visible versus hidden) are included. The secret
units h should be independent conditionally from the visible unit, to obtain unbiased
elements from the set HSI sjidata; strong calculations are, however, necessary to
obtain unbiased samples of Hsi sjidata. Function of RBM to energy ismathematically
determined as defined by Eq. (4) and is distributed by probability as shown in Eq. (5).
dj and h j represent the partial weights in the equations of the hidden and visible
units, whereas Z refers to the partition factors system in the probability function.
The nature of the data required for health care quality assurance and the methods
employed to data acquisition are responsible. This phenomenon of sensory data
acquisition in medical applications has resulted in the nature of new data acquisition
techniques in order to complement “already in use”. Because of this data collection
process changes, sensory data processing and interpretation have also improved.
Recently, these changes have contributed to increased health care quality. In this
segment, we address briefly the methods used to collect and process sensory health
data in connection with profound learning. In addition, we talk about how deep
learning techniques process the created sensory data types. A short taxonomy of
data acquirement and processing is explained through diagram in [5]. Most of the
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data acquisition is done through wearable and sample sensors as dedicated sensors
and mobile device integrated sensors as non-dedicated sensors.

When one layer is started learning, the results can be considered as the input
data needed to train another RBM. Sensory Data Acquisition and processing The
accurate acquisition and processing of data using Smart Health deep learning is key
to the effective of healthcare. A review of the technologies and the deep learning
techniques used in three categories: medical imaging, bioinformatics and prediction.
It is a very useful for selecting the relevant profound Deep learning techniques while
deep learning with problems and challenges in the preceding point. In addition [18],
deep learning has also helped with images of MRI, MRI and other sources 3D brain
building with Broad CNN and autoencoders, neuronal cell division DNN tube diag-
nostics andAlzheimer’s DNNDiagnosis. Bioinformatics: The deep learning applica-
tions in bioinformatics are again being applied in Most terminal diseases diagnosis
and treatment. gene selection and gene variants using the deep belief network to
sequencing the micro-array data. Predictive analysis: The prediction of diseases has
gained popularity as learning technologies have come into being. It is also worth
mentioning that sensory data monitoring of health phenomena must be linked to
sensory datamonitoring of human behaviour in order to improve prediction accuracy.
Two sets of experiments were completed.

6 Experimental Results and Analysis

The proposed runtime analysis is performed with OPPORTUNITY. It contains 75%
samples for training and 25% testing, and each sample consists of a sequence. The
models are run on a GPU with a clock speed of 25 MHz and a RAM speed of 8 GB.
The system proposed was based on the model of VGG-16 and the system proposed
was composed of the model of AlexNet. In both cases, the classificator was the SVM
with the RBF kernel [19].

Human activity data sets are often imbalanced between classes in natural scenes
Certain classes which have several specimens, while other classes have just a few
specimens; more than 70% of all data were in the null type. The consistency and
warning of the class are taken into consideration to measure the ranking, and the
formula should be higher than the quality. The weighting classes in line with their
survey proportion mitigate class imbalance:

F1 =
∑

j

2wi
Precisioni − recalli
Precisioni + recalli

where wi = ni
N is the proportion od sample of the ith class, with ni being the number

od samples of the ith class and N being the total number of samples (as shown in
Table 1).
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Table 1 Existing Model and
Proposed Model Value

Model Training time (s) Testing time (s)

Existing model 11234.01 7.025

Proposed model 10456.01 3.512

Table 2 show the Comparative Study between different machine learning model

Machine learning Accuracy Sensitivity Specificity

Restricted boltzmann machines (RBMs) 76.9 74.3 82.10

Deep connet 86.6.6 76.2 95.2

VGG approach 86.59 78.91 95

Proposed approach 90.32 80.60 95.70

Table 2 show the comparative analysis the existing model and proposed model
Restricted Boltzmann machines (RBMs) models have reached a device sensitivity of
74.3% and 78.57% and a speciality of 82.10% and 76.9%. Displays precision, sensi-
tivity and system specificity using both models. The Deep Connet device achieved
an accuracy of 86.6.6%, and achieved an sensitivity of 76.2%.

The system accuracy is 86.59%,while the systemwas sensitivity%precise inwith
the use of VGG approach (as shown in Fig. 1). The corresponding records received
these 78.91 accuracies. The table indicates that the proposedmethod obtained greater
accuracy for both versions than the other three systems. The system was also more
sensitive and specific than the other three. This showed that the proposed method is
effective in comparing the method’s output [20].

Fig. 1 Show the comparative study between different machine learning model
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Precision as the other two systems did. The system proposed was also more
adaptive and more precise than the other two. This shows the success of the system
proposed.

7 Conclusion and Future Work

Wireless network utilization and the constant miniaturization of electrical devices
have enabledWireless Body Area Network (WBANs) development. Various sensors
on the clothes or on the body or even under the skin are connected in these networks.
Numerous new, practical and innovative applications enhance the network’s wire-
less nature and the widespread range of sensors. WBAN sensors measure the heart
beat, body temperature, or record an extended electrocardiogram, for example. We
analyzed the latest research on the Wireless Body Area Networks in this study. In
this paper, you will find an overview of human body research, WBAN MAC proto-
cols, WBAN challenges and the various uses in WBAN. In future we will used
deep learning based application provided positive feedback, however, but due to the
sensitivity of healthcare data and challenges, we should look more sophisticated
deep learning methods that can deal complex healthcare data efficiently. Lastly we
conclude that there are unlimited opportunities to improve healthcare system.
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Automated Rocker Rover for Terrain
Surface Surveillance

R. Vallikannu, B. Meenakshi, Venkata Subhash, Basha,
and Chandra KiranKumar

Abstract The methodology used in the Mars exploration and curiosity rover by
Mars Science Laboratory is rocker bogie. The term rocker derives from the suspen-
sion system with large forward leg on each side of the vehicle chassis on either side
which exhibits automated wheel movement, henceforth when one side of the vehicle
rocker goes up, the other side goes down and maintain an average pitch level. Earlier
research has envisaged that the Rocker-Rovers are much suitable for conducting
scientific experiments like travelling to many meters to tens of kilometres. However,
the recent mobility designs are complex, using many wheels or legs. Moreover, such
rocker bogies can achieve only minimum distance transverse on field like agriculture
land, rough land, inclined, stairs and obstacle surfaces which concludes that greater
mobility experiments need to be conducted. There are most cases noted that mechan-
ical failures were caused due to harsh environment. Hence, for surveillance in rough
terrains, a robust design of rover is required. This paper focused on development
of an efficient high mobility suspension system that is capable of travelling through
rough terrain using a four wheeled rover. The primary mechanical feature of the
rocker bogie design is arrived by using only two motors for mobility and drive line
easiness. Motors are located inside the body for increased reliability and efficiency,
while considering the thermal variation to be minimum. Increased stability requires
both front wheels to be climb first, put forth the necessity of four wheels for driving
the rover. The Rocker-Rover suspension system has a vigorous capability to over-
come the uneven terrain because of its equal distribution of the pressure over its six
wheels.Moreover, this article has implemented a rover with TSM (Total Surveillance
Manager) which is an intelligent surveillance and security robot system, designed for
monitoring behaviours and activities in the region of interest. The proposed prototype
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utilizes multiple types of surveillance devices including robots, CCTV cameras, and
sensors

Keywords Control · Robotics · Suspension ·Webserver

1 Introduction

In the current generation the need for mobile robots are increasing which are used
to operate in uneven environments with highly uneven terrain. These robots are
especially used in the areas where humans can’t interfere and which are not safe
for humans. To achieve the task, the mobile robots have to adjust its mobile system
according to situation.MarsRoverSojourner is themobile robotwhich is thefirst kind
of suspensiondesignusedwith rocker—bogie.The currentNASA’swheel suspension
is different and favourable than the first model. The rocker—bogie suspension is a
mechanism which consists of six wheels to able to keep all the six wheels attached
to the ground while moving on the severe uneven terrain surfaces. There are two
advantages in the rocker—bogie suspension. First advantage of the vehicle is that
the pressure on the ground will be equally spread. The vehicle shrinking into the
driving surface in soft terrain where excessive ground pressure can be resulted. All
the six-wheelswill usually remain in contactwith the ground surface over the hard and
uneven surfaces is the second advantage. The vehicle’s motive force capability can
be maximized by using drive actuator connected with each wheel, which exploration
rovers takes over the advantage. The major disadvantage of rocker-bogie is that they
are slow in order to be able to climb or cross the uneven surface without significant
risk of flipping the vehicle or damaging of the vehicle, these rovers operate at slow
and climb over obstacles by lifting the suspension each piece at a time. On rough
surfaces, obstacles are most important, it should consider the situation whether the
surface is even or gradual obstacles, accordingly the rover should increase or decrease
its rapidity to arrive faster from starting point to ending point. The past space rovers
are most commonly used in the development which are reviewed. The mobility,
navigation, the design features and capabilities that made the rovers successful in
reaching their goal on the Martian or lunar surfaces were explored by researchers.

Themobility challenges of ground compliance and hazard avoidance are reviewed
on both hardware and software design choices. NASA current research, testing
analogy and evaluation is more focused with planetary rovers on earth. In a variety of
grating earth environments are examined for their appropriateness in analog testing
based how the rovers are performing on Martian and lunar environments some
NASA organized competitions are also observed, as they can often provide different
opportunities for analog testing at NASA facilities.
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2 Related Work

In Mars path finders and sojourner rover implemented the Rocker-Bogie suspension
system by NASA. In the even or un even surfaces the Rocker-Bogie suspension
system keep all the wheels of the rover on the ground and increase the traction. Mars
Path finder is an American robotic space craft that landed at a base station on mars
in 1997. It consists of light weighted wheeled robotic mars rover named sojourner,
which became first rover to operate outside the earth moon system [1].

This article is deals with the chain linkage instead of the wheel based. The
wheeled-based robots using a linkage mechanism are more stable than caterpillar-
based robots. Example Rocker bogie have linkage structure containing of six wheels
and a pair of passive joints. By the help of passive joints, the wheels can get contact
to the ground while travelling. In the same way shrimp and bogies also demonstrates
high stability for example wheel mechanisms cannot travel over holes with large
length than its wheel diameter or steps without frontal side.to overcome the limits
of wheel-based robots, Shuroetal proposed the RT-Motors, which is a wheel-legged
robot consisting of four wheels and a linkage structure. This robot adopts a leg-like
axle structure it can move its legs either horizontally or vertically and control them
individually. An alternative to the before mentioned are two types of robot mecha-
nisms a new mobile robot is proposed in this project one that has high mobility and
stability performance called the ROCKER—PILLAR this robot is made up of two
caterpillar tracks, four wheels and four linkage structures, so it can maintain its body
stability without any actuator while travelling [2].

The dynamic rocker bogie suspension has the same structure of the rocker bogie
with six-wheels has been demonstrated. The rocker arm are has divided into two
arms which is attached to the gear and can be moved according through dynam-
ically. The rocker arms are moved according to the left or right accordingly and
over the upcoming obstacles. The transverse of the wheels is occurred through the
high–speed transversal configuration. The Dynamic rocker bogie is mainly done to
achieve a greatest stability margin over the high-speed transversal without losing the
original configuration, it can be done in two modes by switching between original
configuration and high–speed transversal configuration [3].

The analysis about the capability of obstacle climbing ability over the uneven
surfaces was presented. It also deals with the planetary exploration i.e., the contin-
uous monitoring over the surface of the planet. It also deals with the space feasible
region which is known as is the set of all possible points (sets of values of the
choice variables) of an optimization problem that satisfy the problem’s constraints,
potentially including inequalities, equalities, and integer constraints [4, 5].

Design of awheel chair using Rocker-bogie suspension for all-terrainwas focused
primarily. This Six-wheel Rocker Bogie suspension of the wheel chair, make it to
move accordingly to the control instruction given by the patient through the joystick
attached to the handle of the wheel chair. This work mainly aims at the safety of the
patient while shifting from one place to another without any risk, with a speed of
10 km/hr [6].
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Thiswork could be further blended to remote real-timemonitoring usingLoRaIoT
which was found more suitable for industrial environment monitoring [7–9].

3 Proposed Method

Firstly, the chassis suspension of the robot is designed by using the FUSION360 soft-
ware in which the simulation is done. Later, using this software design the construc-
tion of the hardware chassis is constructed. Later the process of the rover is initiated
by giving conditions to the rover like detection of ultrasonic sensor 2which is attached
near the wheels of the rover. Then the microcontroller needs to give command to the
microcontroller as to go forward and just climb the obstacle which comes in the path
of the rover and go continuously. If the ultrasonic sensors 1 and 2 are detected then
the rover decides to move in either to the left and if no obstacles detected again it
should work accordingly, otherwise the rover should move right and move forward
continuously. In this process the PIR sensor attached to the rover is detected then the
microcontroller allows the rover to stop and make LED which is attached over the
rover to blink. The rover is mainly constructed on these basis:

TSM (Total SurveillanceManager) is an intelligent surveillance and security robot
system, which is designed for monitoring behaviors and activities in a wide area
utilizing multiple types of surveillance devices including robots, CCTV cameras,
and sensors. The proposed work deals with the wheel friction over the surface and
make the rover to be fractionized and make the rover strong. It mainly focus on the
speed control of the rover on the uneven surfaces, how the motion should be present
on the flat and smooth surfaces.

The continuous surveillance of the surface using Quad camera attached to the
rover. The starting and stopping of the rover is done by the webpage created [10].
Automatic motion of the rover is set according to the conditions sataed so as to avoid
the obstacles whenever necessary, else to climb the obstacles.

4 Implementation

The proposed methodology consists of Ultrasonic Sensors, PIR sensor, Raspberry Pi
3 Microcontroller, Motor Driver L293D, Motors, Camera, LED, Webpage (Fig. 1).

The ultrasonic sensors which is used to find the distance between the rover and
the obstacles in the way, the PIR sensor is used to detect the variation of the room
temperature is known to the moment of the human or the animal [11]. The power
supply required for the every components is 5v but the power supply is outcomes
is 12v to convert the 12v power supply to 5v supply a voltage regulator which is
fixed in the power supply board converts into 5v. the microcontroller receives 5v. but
the motors required 12v to run so the voltage regulator fixed in the motor driver is
used to convert 5–12v. The camera which is known as quantum web camera which I
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Fig. 1 Block diagram

Fig. 2 Hardware kit construction

attached with 6 light sensors results in the surveillance of image in the range of 4 cm
to 5 m (Fig. 2)

4.1 Website Development

The website development mainly consists of the Three Buttons Robo, Distance 1,
Distance 2, the robo buttons deals with the starting and stopping of the robot [12].
The distance 1, distance 2 are known as the time taken to the rover to reach the
obstacle (Fig. 3).
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Fig. 3 Rover’s webpage design

Fig. 4 Forward and stopping button

When the Robo button is clicked there are two other buttons visible they are
forward and stop. The forward button is used to turn ON the rover and it will be
displayed as the robot has been turned ON. The stop button is used to turn robot OFF
and it will be displayed as the robot has been turned OFF (Fig. 4).

4.2 Hardware Setup

The interfacing of hardware includes connection with the Raspberry pi module is
done by using the same internet connection of the mobile hotspot or theWIFI router.
And the IP address of themobile or the router is copied and pasted into the interfacing
code which is in build to the Raspberry pi microcontroller and this would allow the
connection between the webpage and the rover.
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4.3 Mobility

The rover’s capacity to overcome varying terrains, slopes, and obstacles relates to
mobility. The automated design including the chass is, suspension, andwheel compo-
nents are the reason for mobility.While moving the rover over the obstacles the rover
makes themovement of each piece at one portion at a time. The connection of passive
pivot attached to the main bogie are connected distinctive on the other side of the
rocker—bogie. This leads to wheel displacement, thereby smoothening the ride of
the rocker bogie. Either wheels of the rover are driven independently. To remove asm
any dynamic effects as possible the maximum speed of the robots performed in this
way. The Rover while crossing over the obstacle, the back wheels forced the front
wheels over the obstacles [13]. The rotation of the front wheels forces the wheel to
the obstacle to move up and make the rover to cross the obstacle. The middle wheel
is forced down until the body is forced to move over the obstacle. Finally, by the help
of the two front wheels the rear wheel is grabbed. During this process of climbing the
obstacle, the motion of the vehicle’s front wheels makes the front wheels to move up
is slowed or halted. The same ideology is used in the six-wheeled independent drive
to cross the obstacles without any differential method. We choose each individual
motor to make the process of overcoming the obstacle easily. However, having one
motor for each wheel reduces the need for a difficulty in power transfer system

4.4 Flowchart

See Fig. 5.

4.5 Construction

There are two arms fixed on each side of the rover called as the rocker and the bogie
(Fig. 6).

Here AC is the Rocker and the AB is the Bogie. The length of the Bogie is given
as the square of the length of the robot is equal to the length of the rocker and the
square of the length of the bogie. Here in this application the length of the rocker
and the bogie will be same. It is given by Eq. 1,

(BC)2 = (AC)2 + (AB)2 (1)

Length of the swing arm will be given as the length of the half base is equal to the
sum of the length of the Bogie side and square of the length of the half of the swing
arm.it is given as Eq. 2,
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Fig. 5 Rover mobility flow chart

Fig. 6 Bogie design
construction sketch
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(BE)2 = (DB)2 + (ED)2 (2)

The angle between theRocker arm and theBogie arm is approximately 90 degrees.
The swing arm angle with respect to the Bogie arm is 90 degrees.

The height of the Robot will be given as the difference between the square of the
bogie arm and square of the half of the base. It is given as Eq. 3,

(H)2 = (AC)2 + (EC)2 (3)

The net height of the robot will be given as the sum of the height and radius of
the wheel. It is given as Eq. 4,

(NH) = (H)+ (R) (4)

where NH—Net Height,
H—Height and
R—Radius of the wheel.

The strength to theweight ratio of the proposed rover is defined as the if theweight
is given as 1, then the strength of the rover is given as 1.5. Therefore, the ratio of
strength to weight is given as 1.5: 1

5 Results

The project designed has overcome the problem identified in the existing system
and satisfy the conditions to achieve the objectives such as to overcome the obstacle
that comes in the middle of the path and to turn when the both the sensors signals
fused detection along with the camera monitoring captured and monitored through
webpage that depicts the visual path. Thereby, the concept of autonomous robot is
successfully implemented. The webpage Fig. 3 deals with the connectivity of the
rover to the webserver. In this screen there are 3 options mentioned over that in that
1. Robo, 2. Distance_01 3. Distance_02. The Robo acts as a link which connects
the other page. And there are two things the Distance_01 which detects the distance
through the ultrasonic sensor 2. The Distance_02 is detected by the ultrasonic sensor
1. Figure 4 the page deals with the starting and stopping of the robot can be accessible
with the web page. When the start button is pressed the robot will start. And the stop
button is pressed the robot will be stopped. Figure 2 deals with the Hardware setup of
the project with all components attached and which is represent the working model
and the process which is acquired is explained below.

In the proposed work there are three modes available they are:

• Firstly, maintaining stability of the rover without flipping.
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• Secondly is calculating the distance using the ultrasonic sensors and finding the
presence of obstacles on the way and move the Rover Autonomously.

• Thirdly is presence of PIR sensor which detects the presence of human and makes
the rover to stop.

The function of the robot is mainly done by using the ultrasonic and the visual
screen can be monitored in the output screen in the PC which is used to control the
starting and stopping of the rover

6 Conclusion

The proposed prototypewith the standard usage of rocker rover in the uneven surfaces
has improved stability without slipping or losing control. Thereby using all the six
wheels the traction will be given to the rover to move without falling. The developed
model of the rover overcomes flipping and may travel a little faster too and make
it less cost with maximum possible rigidity and ruggedness. The rocker rover the
weight can be manageable while climbing or the coming down by tilting according
to the objects occurred on the way.

• Designed and implemented Rocker Rover moves in the uneven surfaces without
slipping or losing control by using all the six wheels with traction that helps the
rover to get hold with the ground surface without slipping.

• The developed rover doesn’t flip and is able to travel a little faster.

It is cost effective with maximum possible rigidity and ruggedness.

7 Future Works

As modular research platform the rover developed by this project is designed specif-
ically to facilitate future work. With the development in technology the rover can be
used for exploration (the use of soldiers or aircraft to go into an area and get informa-
tion about an enemy) purpose of the cameras installed on the rover and minimizing
the size of rover. By doing small modifications by attaching arms to the rover it can
be used as the bomb diffusing squad by using it for the cutting the wires of the bomb.
By development of the project into bigger size it can be used for the transferring of
the patients or shifting the people through stairs. We could develop it into a wheel
chair too. It can be used for the substitute for the humans in the places like valleys,
jungles or such places where people can face danger. It can also be developed into
low cost exploration rover that could be send the data collecting information about
the environment of some celestial bodies
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Study of MIMO Antenna Design
and Challenges—State of Art

Rasika Verma, Rohit Sharma, and Dhirendra Kumar Diwedi

Abstract This paper discusses about the Design and challenges associated with
multiple input multiple output (MIMO) antenna. Additional degree of freedom is
provided by MIMO with multiple antenna placed near to each other. As UWB tech-
nology suffers from Multipath fading, this problem is easily resolved with MIMO
technology.Mutual coupling is another problem associatedwithMIMO systems, this
reduces antenna efficiency. MIMO technology is advantageous for data transmission
problems so there are great challenges in this technology In this paper study of various
parameters like isolation, ECC, peak gain, mutual coupling etc. has been done. Here
we present a comprehensive survey on MIMO antenna for wireless communica-
tion. Another important issue related with compact MIMO (multiple input multiple
output) is space constraint and structure of antenna array. as MIMO antennas are
closely spaced, performance of MIMO antenna is reduced due high signal correla-
tion as well as antenna efficiency is reduced. The main aim of the work is to give an
idea regarding the recent trends and technologies used in MIMO antenna design and
challenges.

Keywords MIMO UWB antenna · Isolation ·Mutual coupling · ECC (envelop
correlation coefficients)

1 Introduction

MIMO antennas were evolved in year 1993 [1]. This technology is used in wireless
communication due to improved bandwidth efficiency and capacity. Federal commu-
nications commission (FCC) have provided a frequency band from 3.1 to 10.6 GHz
so ultrawide band technology is used for high data rates for easy fabrication and for
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small distance communication [2], but it suffers frommultipath fading. The ultrawide
band technologywithMIMO technology reducesmultipath fading and provides high
data rates [2]. So for this problem, a MIMO (multiple input multiple output) antenna
was introduced [3].Whenever two ormore antenna’s are placed nearer to one another,
problem of mutual coupling between them becomes strong so high isolation is very
difficult to attain. Due to high mutual coupling antenna performance, efficiency of
antenna is reduced so it is necessary to reducemutual coupling [4, 5].Mutual coupling
is reduced by adopting different techniques. Now a day’s research is rapidly moving
towards voice to data services as WLAN, Wi-Max, IOT etc. The MIMO system
increases various parameters like spectrum efficiency, channel capacity range and
link reliability [2]. Major work is done in this area for ultrawide band antennas for
wide bandwidth, improved isolation, improved radiation pattern. Multipath fading
is a big issue in UWB communications systems, MIMO technology provides less
multipath fading and improved channel capacity by improvingmultiplexing gain and
diversity gain. Whenever multiple antennas are placed near to each other, problem of
mutual coupling arises and it can be reduced by using different decoupling structure
and without using decoupling structure. One major problem with MIMO technology
is that for lower frequency, wavelength increases so small size is a big challenge. But
if the size is small, fading increases this is also a challenge in MIMO technology.
As we already know that antenna spacing is half the wavelength (λ/2), to achieve
good performance it should be taken into account. If further spacing is reduced then
again problem of mutual coupling arrises. Here we will emphasize upon problem
of coupling and will present different ways to overcome the problem coupling. As
well as this paper presents study and evaluation of various antennas designed with
good isolation, reduced mutual coupling, good diversity gain and improved channel
capacity. Different design and techniques are used for this purpose.

Now a days, due to increasing number of frequency bands design of single antenna
is always a research topic for mobile terminals. Without increase antenna implemen-
tation or increase in the space given these frequency bands should be covered. For
this MIMO Technology is adopted in all major wireless communication standards.

As devices are increasing day by day for high data rates wireless communication
is highly supportive [6]. So mostly researchers and subscribers are shifting from 4G
to 5G network which is expected to be launched in 2020. In near future most of
devices like home appliances, clothes, vehicles will be connected to the internet to
communicate with each other through radio frequency. MIMO technology is the best
technology to achieve high data rates, high through put and connection of various
users.MIMO technology gives lowECC, high isolation and high throughput. In order
to achieve better isolation antenna orientation is important and it can be changed to
get better isolation and gain in MIMO technology. For independent wireless channel
low mutual coupling among different elements of antenna is required. As there is
limited space for mobile terminals and increasing number of operating devices there
is a great challenge to provide MIMO technology in compact area of mobile phone.
So, now a day’s building multiple antennas into small volume of a smart phone for
5G communication is a big challenge for researchers as frequency bands for 5G are
not issued formally. The major topic of concern for all the countries is sub 6 GHz
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bands. For realization of massive MIMO 5G technology most of the countries are
focusing on the 3400–3800MHz band (a combination of LTE band 42 and LTE band
43). This band is important for both traditional and non traditional applications and
is key to various broadband 5G applications like internet of things (IoT), Automation
and business purposes.

Development inwireless systems and1G–5G technology, still suffers fromvarious
problem. Day by day various advancements are done in engineering and research
field to overcome these problems.

2 Review of MIMO Antenna

2.1 Coupling Effects

There is a great impact of coupling in MIMO antenna. As the antenna spacing in
terms of wavelength is reduced there is degradation in performance of antenna in
terms of diversity and capacity for limited surfaces and frequencies. As there is lack
of references for diversity and capacity that is why capacity is based on SNR (dB)
and diversity on probability level. Capacity is based on SNR (db) and diversity on
probability level.

2.2 Decoupling Techniques for MIMO Antenna

Different strategies have been adopted to achieve decoupling, these techniques are
mainly adopted to improve isolation among the antenna which are in close proximity
to each other. The performance of MIMO antenna are greatly effected by mutual
coupling.

In broader sense decoupling techniques are classified as: (1) Antenna decoupling
(2) Circuit decoupling.

Antenna decoupling [7] can be achieved by modifications in structure of antenna
by various ways and this can be achieved by implementing different approaches.
These different approaches are modifications in plane of ground, neutralization of
line, parasitic scatters and diversity in polarization. The most attractive circuit for
decoupling is parasitic scatter and this decoupling technique replaces circuit used
for decoupling with loaded parasitic antenna which is relatively very efficient.

Another way to achieve good orthogonaltiy (better isolation) at antenna level is
to use dielectric resonator antenna structure for the realization of diversity in polar-
ization with in antenna ports. To prove this concept a Maltese shaped DRA Design
is used for ultra wideband applications. here antenna is designed with trapezoidal
shaped strip. With this structure high bandwidth is achieved(111%). With defected
ground structure good isolation is achieved.
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Circuit decoupling can be attained by using amatching network(realizes conjugate
match) for antenna impedence. Circuit decoupling approach is very efficient as it does
not require antenna structure to be modified. This approach requires only knowledge
about antenna impedence but is limited by size of matching circuit. On the other hand
minutarisation of circuit is achieved by equivalent circuit of lumped circuits. One
drawback associated with decoupling circuits is low efficiency at decoupled ports
(analysis not yet done).

So perfect decoupling of MIMO antenna, which uses coupled matching network
and parasitic scatter can be achieved by compromising for low bandwidth and addi-
tional complexity. According to statistics of channel performance of MIMO can be
optimised. So for some channel conditions, the performance of uncolupled matching
network approaches nearly to coupled matching network.

Coupling in MIMO Antenna increases as spacing among the antenna increases.
However when more than one antenna are exploited on ground plane as radiator
more dominant coupling mechanism can be achieved. Detailed study of parametric
characterstics mode analysis indicates that isolation can be improved if antenna type
and location both are optimized. Generally improvement in isolation is of worth if it
gives improvement in capacity and diversity gain.

Howeverwhen antenna element uses shared ground plane for radiation, the ground
can contribute to higher coupling.

3 Related Work

Here differentmethods to reduce coupling in order to increase the isolation by various
researchers are presented.

A. Metamaterial technology in MIMO
(1) Metamaterial antennawith spiral shaped resonator isolator: If arrays ofmetama-

terial isolator are used in between two antenna arrays it reduces coupling effect
[8]. Metamaterial have negative permeability and permittivity with geometrical
sizes less than operating wavelength and it is feasible for small MIMO antenna.

(2) Metamaterial antenna and coupler: It has been found that signals have different
route of transmission byusing directional coupler.Heremetamaterial directional
coupler is placed between elements of antenna for enhancing isolation between
antenna elements.

B. Multi mode metallic ring MIMO antenna: Here for multimode operation four
ports are used symetrically by using this technology. As a result with the intro-
duction of capacitive loading has improved return loss characterstics in compar-
ison with original antenna. It has also been analyzed that by using capacitive
loading all modes resonates on single frequency, to achieve this rings are placed
at different angles.
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C. MIMO Antenna with equilateral patch array: Here the design is optimized for
resolving the problem of channel capacity and also different diversity tech-
niques are used. To get particular radiation pattern, diversity in polarization and
bandwidth, equilateral triangular patch is used.

D. MIMO antenna used for mobile applications.: In this MIMO antenna system
operating at 2.4 GHz is proposed. Initially measurement of return loss and
design of single element is done and it is observed that field radiation pattern
are functions of the physical location, orientation and polarization.

E. MIMO antenna for Multiband: Here PIFA i.e. printed inverted F antenna which
has property to resonate at single frequency is discussed. PIFA employs J shaped
slot due to which original PIFA is divided into two parallel PIFA’s. Here perfor-
mance is evaluated on Total active Reflection Coefficient [TARC]. TARC ranges
from −6 to −9 dB.Then enhancement is done in a from of four element. From
here it is concluded both the MIMO antenna for multiband which is proposed
here and array of four monopole antennas with half of wavelength spacing
between elements has same channel capacity.

F. MIMO antenna element isolation using Band stop filter: Here a technique
for obtaining enhanced isolation between antennas has been proposed. For
improving isolation characterstics a band stop filter is placed at corner of each
antenna. Due to High coupling between the feeding and shorting lines through
the slot, size reduction and bandwidth improvement are achieved. Further it
is found that antenna is narrow band for LTE have satisfactory bandwidth at
WCDMA/HSDPA and WiMAX. Both antennas have Omni directional pattern
over the entire range.

G. MIMO antenna with circular polarization: Here RFID systems uses circularly
polarizedMIMO antenna system. The elements of antenna have different orien-
tationwith respect to eachother and air gap substrate forwidebandwidth antenna
design is carried out using air gap substrate. Further resonant frequency and
bandwidth are measured for antennas.

H. H.Monopole MIMO antenna with decoupling structure: Here researchers
designed monopole antenna with two folds which are placed parallel to each
other for LTE band. Here the decoupling network used, have two transmission
lines which are individually connected to two input ports. The performance
is evaluated by determining the correlation coefficient between two ports of
antenna and calculated ECC is less than 0.2 over the hole LTE band.

I. UWB MIMO antenna with F-Shaped Stubs: In this article, antenna with two
radiating elements and shared ground plane have been discussed. HereF shaped
stubs are inserted in shared ground thus produces high isolation between
elements of MIMO. This design results in very low mutual coupling, Low
Envelop correlation coefficient and high diversity gain.

J. UWB MIMO Antenna with pattern diversity and Band Rejection: Here
researcher proposes a compact size CPW fed ultra wide band MIMO antenna
having two elements with notch behavior. It has patch radiator which is semi
elliptical and have asymmetric ground plane where notch characterstics are
inserted by a folded stub into patch radiator. Here single stop band can be
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achieved from 3.3 to 3.9 GHz. (Wi MAX).In this two elements are placed
orthogonal to achieve diversity in patterns with improved system performance
and omproved isolation ith out decoupling structure. The size of antenna is 50
× 28 mm2 and return loss is lower than −10 dB with low insertion loss.

K. UWB MIMO diversity antenna ith dual band characterstics: Here the size of
proposed antenna 18 × 34 mm2. Notches at WLAN and IEEE Insat/super
extended C bands is introduced with the help of inverted L shaped slits used
in single radiating element and anteena used is microstrip slot fed. The mutual
coupling achieved is less than −22 dB (2.93–20 GHz.). The desirable value of
TARC is < 0 dB. The performance of MIMO systems is evaluated in terms of
radiation pattern, efficiency, gain, ECC, MEG and TARC.

A detailed survey of MIMO antennas is presented here
In the article discussed by Kedar Trivedi, Dhaval Pujara [9] DRA (Dielectric

resonator antenna) antenna forMIMO applications is discussed; hereMaltese shaped
DRADesign is used for ultrawideband. Antenna is designed with trapezoidal shaped
strip.Highbandwidth is achieved (111%).here defectedground structure is takenwith
this mutual coupling < −18db is achieved.

In the work done by Deepika et al. [10] four element planer antenna array is
designed for ultrawideband applications. This array does not require decoupling
circuit and array can be extended in size. Here slotted annular ring monopole antenna
is used for improved impendence matching and high isolation in the range of 3–
15 GHz.Without decoupling structure although small size can results but current
variations problems occur. It results in Return loss <−10db and coupling is less than
−20db.Here ECC (Envelope correlation coefficient) is < 0.05 with channel capacity
loss (CCL) < 0.4 b/s/Hz.

In the litreture presented by, Chandrasekhar Rao et al. [11] a compact size (22 ×
26 × 0.8 mm3) MIMO antenna with dual notched band is designed. here antenna is
microstrip feed with T slot and narrow slot (for improving isolation between 3 and
4 GHz) for enhancing impedence matching performance and also provides isolation
above 4 GHz. The frequencies that are notched are 5.4–5.86 GHz and 7.6–8.4 GHz.
it has return loss greater than 10 db as well as mutual coupling > 20 dB for full
bandwidth but not on notched band.

In a work proposed by Li et al. [12] a dual polarised MIMO UWB antenna is
designed. Here two antennas are sharing ground plane one is microstrip line which is
stepped and other is circular planer monopole. Good isolation is achieved by slotting
in the ground plane in different formats like tapered slot, circular slot and L shaped
slot. With this impedence bandwidth is improved. Size of 30× 30 mm2 is achieved.
Return loss and mutual coupling covers the range from 3.4 to 13.6 GHz and 2.8–
19.2 GHz with an isolation > 20 dB for entire range and peak gain variation is of
3.7–9.8 dbi [13].

In the work done by Shobhit et al. [14] a small MIMO (multiple input multiple
output) antennaorUWBapplications is designed. It incorporates circular polarization
for frequencies (5.5 GHz, 5 GHz, 5.2 GHz). By introducing the rectangular arm
vertically in ground plane, AR(axial ratio) bandwidth of 34.38% is achieved. For
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Table 1 Work comparison in the field of MIMO systems

S. No Reference Size of antenna Substrate
used

Return
loss/mutual
coupling(MC)

ECC Peak
gain

1 [15] 23*18 mm2 FR4 S11, S21
<−10db

Below 0.1 NA

2 [9] 60*60 mm2 Roger MC <−18db NA NA

3 [10] 18*18 mm2 Neltec S11 <−10db,
MC <−20db

ECC < 0.5 0.5–5
dBi

4 [12] 30*30 mm2 FR4 S11 < -10db – 3.7–9.8
dBi

5 [11] 22*26*0.8 mm2 FR4 S11 > 10db,
MC > 20db

ECC < 0.03 3.6–6
dBi

enhancement of isolation L shaped radiators were used. Impedence bandwidth of
112.05% and isolation greater than 17 db is achieved. ECC is less than 0.01 and gain
is 1.2–4.9 dBi.

4 Comparative Analysis

Here comparison of various work already been done in the field of MIMO systems
is shown. This table (Table 1) indicates about different parameters used in antenna
design viz size, substrate used, return loss, isolation, ECC and peak gain. This gives
an idea, how different design and technology used influences antenna performance.

5 Conclusion

This paper presents a brief review on recent research findings concerning antenna
design forMIMO systems. From here it is seen that antenna vary in their design, size,
technology, decoupling structure u used, so different design results in enhancement
of performance of a practical MIMO system. It is not feasible to carry out an effi-
cient comparison among the antennas. since they vary widely in operating frequency,
bandwidth, area, material used etc. There is a need of optimizing the antenna param-
eters and design procedure for enhanced performance so it is a great challenge for
MIMO systems. So from here it is concluded that as we are moving towards 5G and
upper 5G this technology had shown lot of scope for research and development in
the arena for antenna design.
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FPGA Based Implementation
of Hamming Encoder and Decoder

K. Umapathy, S. A. Yuvaraj, K. Gunasekaran, and D. Muthukumaran

Abstract Communication is among the vast and fast-growing engineering fields.
Improving communication efficiency by overcoming external electromagnetic and
noise sources is a difficult task. Different methods for detecting and resolving errors
are implemented to reduce data loss during transmission. A novel approach that uses
cyclic redundancy tests is proposed in this paper. In the field of communication, there
have been many developments in the digital world. In most fields of communication,
the input message or data is encoded and transmitted through a medium of transmis-
sion. Data are obtained at the receiver and the original data is successfully retrieved
after decoding the received data. The paper aims to explain the hammer code design
cycle with VLSI, as FPGA is cheaper than the other device. The hamming algorithm
for encoding and decoding was discussed in this paper and the results were obtained
by implementing hamming error detection and the correction code. Compared to the
traditional Narayanan and Ramesh (Journal of Engineering and Applied Sciences
12:6281–6285, 2017 [1]) hamming parity checking process, hamming code is an
improved version and used in Verilog to transmit n-bit information with redundancy
bits. A hamming to find out how important these redundant bits.
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1 Introduction

In the telecom field, the key issue is the smooth and seamless data transmission from
the transmitter to the receiver. A variety of technologies are currently available to
ensure the transmission of flawless data. One Hamming Code technology is used to
identify and correct errors in order to access error-free data at the intendeddestination.
With Hamming code data, data is encrypted with a standardized and unlike parity
method until information is transmitted to the recipient end at source [2, 3]. Hamming
codes will correct one mistake each word. Memories or registers are most widely
used to defend against soft errors. The communication channel will introduce noise.
Noise. The noise affects the data input, and during transmission it could be corrupted.
It is therefore important that the recipient has used certain functions which can locate
the error on the recipient’s end data. The forward error-fixing code exists in many
ways. One of them is the hamming code that has a number of applications. A variety
of modern computer applications including optical storage, random access memory,
high-speed modems and the wireless communication network can be used for code
identification and correction. A soft error occurs when the device is sludged by an
active radiation and then changes or registers the logical significance of a memory
cell. ECC can add block code to a block and stream-code data store. Examples
of ECC include hamming, Reed Solomon, Bose-Chaudhuri-Hocquenghem Code
(BCH) and cyclical redundancy check codes. Examples of ECC are: For any word
length, hamming codes are simple to construct, so coding and decoding can be done
easily. SEC code can be expanded to cover all bits to execute the SEC-DED code [4]
with a parity bit. Thus, they are ideal for the security of the digital circuit registry, not
just RAM and ROM applications. Now, the digital communication device is used for
different forms of channel noise-based error—correcting code. These include: the
HocquenghemCode for Bose-Chaudhuri (BCH) [5], the Salomon Code for Reed [6],
the LDPC [7], the Turbo Code [8], and the Hamming Code [9]. The hamming codes
are based on the 1950s bell laboratory work by R.W.Hamming. Hamming has found
certain errors that can cause bits to be altered and even corrected to obtain the original
data by taking an algorithm-based data word and adding bits to it. Parity, which is the
most common way of recognizing errors, may only record an mistake[10–13]. Word
algorithm codes are very complex, but the circuit to execute the method turn out to
be very simple combination logic. The first program is Verilog to construct hamming
codes and the second produces Verilog code for decoding hamming codes. There are
two programs C. Both of them certainly give a word-size input parameter and build
the appropriate Verilog function[14–16]. Below is the architecture proposed by the
Hamming computer system: encoding, decoding, replication and bit decode.
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2 Proposed Method

Hamming code is a linear code that fixes mistakes. There are up to two bit equal
errors and a one-bit mistake can be corrected. Therefore, precise communication is
possible if Ter1 is the difference between the transmission and receiving bit patterns.
The only thing that can detect an extraordinary number of confusion is simple parity
code. The hamming code cycle uses only two methods to generate a bit of redundant
systems (even and odd parity). In general, The basic concept of hamstring codes is
based on a Hamming distance (Hd) concept, which is the difference between two
binary codes, that is to say. Total bits vary in size. For example, since the bit number
is three different places, the hamming distances from both 100,010 and 1,010,100
are 3 For the general word formulation which can be used to overcome x errors and
detect y errors, the continuity Formula can be used.

2x + y + 1 ≤ Hd (1)

Each DataWordmust be mapped into a series of Codes for data transfer, detection
and correction of errors. To do this, you can insert bits of every data word to increase
the distance. The smallest matrix H must first be set for both features when the code
bit number is n and the data bit number is m, so the section number matrix H is n
+ m, the shortest n in a matrix is 2n − 1. This is achieved in the beginning. The
number of the Matrix H line n corresponds to the number of bits. Vector H is a
vector of identity to the left. The current columns matrix H give a special binary
representation. In order to construct matrixH to satisfy a matrix,H to pT, where p is
the code for adding most essential bits to a hamming code, hamming coding bits can
only be used for each Data Word. T is the translated p-vector. On each zero from the
right side, the n-bit vector is 0. Syndrome rule If all nullifications are not correlated
with the syndrome, the matrix column that represents the syndrome is the same as
the error bit. To get the correct data, you need to set the bit in the receiver data, then
delete the code bits. The redundancy is based on the bits of data. The method of
encoding and encoding is as follows.

3 Hamming Code

3.1 Encoding

Advanced bug fixes are usually used to move a data or bit pattern from a binary
database source to a communication systemencoder. In this connection, the encoder’s
inserts contain redundant (or parity) bits and therefore result in a longer sequence,
known as the coded word. An adequate 1010 A. H. M.-H. M. The recipient section
of the original data sequence must be using the decoding system.
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Fig. 1 Encoder

The code (x, d, t) refers to a’d’ block of bits of data that can be corrected ‘t’ bits in
the error, mapping to an x-bit-code word (where d < x) and ‘br’ (= x − d) error-check
bits. In the case of ‘x’(= d + br),”br’ must have different statuses for at the very least
‘x + 1’ (= d + br + 1), The number of bits in the transmitter segment is the sum.
Therefore, state ‘n+ 1’ should be detected by bits ‘br;’ and the specific state of ‘2br’
must be detected by bits ‘br.’ Accordingly, 2br would have been equal to, or greater
than ‘n + 1. The determination of ‘br’ can be made by replenishing ‘d’ (where d
is the original length for data sent); The determination of ‘b’ must be achieved by
replacing ‘b’ with bits ‘br;’ and the difference between bits ‘br.’ For example, if the
value ‘d’ is ‘7,’ the lowest value ‘r,’ which can reach the limit (Fig. 1).

3.2 Channel Coding

Even in the presence of noise and interferences, digital communications systems,
Especially used in defense systems, the channelmust function accurately and reliably.
Advanced correction of errors is very agile and cost effective, as transmission errors
are reduced. A digital network transmitter end (also known as the “channel coding”)
helps the receiver to correct the errors. Usually FEC detects and corrects errors by
bits of redundancy. FEC is one of the digital systems, the use of filters, the reception
of varieties and the equalization processes within its communication systems.

3.3 Redundancy

Duplicate bits are the kind of extra bits that can spot or fix fault bits. They are placed
at the end of the transmitter and removed at the end of the destination. This same
compensation bit lets the receiver detect totally corrupt bits or correct them. In any
coding scheme it is necessary to connect redundant bits to transmitted data as well
as the strength of the operation. So the correct sync can be achieved even if the
redundant bits contain errors in the correctly framed word code
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Fig. 2 Decoder

3.4 Decoding

The circuit of the Hamming decoder can be set k, n, where n and k are both encoded
bits and message bits. 48-bit encrypted data (input) is divided in four 12-bit sets,
each set will then be sent to the internal decoder area. An internal decoder decodes
every 12-bit–8-bit error detection. The error is fixed by a corrector mechanism [17].
When a single-bit fault is found. When a dual bit error has been detected, an error
flag is produced. That 8-bit data is composed of 4-bit information and 4-bit parity.
To order to achieve a natural structure, this information and parities can be separated
and given to the data block and the parity of the leaver block. Every 8-bit data is
provided in the external decoder portion. The 8-bit message is decoded into a 4-bit
data stream by correcting a 1-bit fault while recognizing a 2-bit fault. Therefore the
subsequent output of the decoder gives the original data Fig. 2).

The generation of the parity checkmatrix is based on the differentmatrix generated
according to the Hamming encoding principle. The generated parity check matrix
can be obtained, resulting in a calibration factor that can be obtained by encoding
the matrix for logical parity check.

4 Results and Discussions

The stroke pixel region detection method stated in this paper is applied on the
BrainWeb dataset images in order to evaluate the effectiveness of the proposed stroke
detection method. This stroke detection method detects 153 stroke region free brain
MRI images over 156 stroke region free brain MRI images, which reaches 98% of
stroke detection rate for normal MRI brain images. This stroke detection method
detects 121 stroke affected brain MRI images over 125 stroke affected brain MRI
images, which reaches 96.8% of stroke detection rate for normal MRI brain images.
The average detection rate for stroke detection system is about 97.4%.
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Table 1 Slices comparisons Method Number of slices Number of 4 inputs luts

Conventional 876 1450

Proposed 806 1340

Table 1 shows the performance of stroke detection rate of the proposed method
with other state of art methods achieved 90.7% of stroke detection rate.

The data word is usually increased until it is wrapped back up to zero in the
simulation. For small budget analysis functions, field Programmable Arrays can
be used. In Verilog HDL, the recommended method is to logically verify and to
synthertize the timing, device utilization analysis, and hamming code synthesis report
with the use of Xilinx 14.7 and SPARTAN 3 platform using XST synthesizer tools.

5 Conclusion

Hamming code is the correcting code for an error. It is useful to communicate without
errors. It can not only be used to detect bits or burst errors, but can also be used to
correct bits that occur when numeric information is forwarded from device to device.
In this documentXilinx program imitatedHamming’s encoder and decoder in FPGA.
FPGA is less than a fixed device IC and more versatile than alternative medium-
volume approaches. So, skilful use. The diagram was followed in simulation. Also
found were a chronological outline and summary of device use Area of the method
proposed is minimized by conventional. TheHowmany locks, multipliers and digital
logic circuits were designed with Hamming decoder. FPGA was always covetable
for the complex design of the circuit, since less hardware is required for a given
system.

References

1. Narayanan KL, Ramesh GP (2017) VLSI Architecture for multi-band wavelet transform based
image compression and image reconstruction. J Eng Appl Sci 12:6281–6285

2. Forouzan AB (2007) Data communications and networking (sie), TataMcGraw-Hill Education
3. Parvez M, Shahariar AHM et al. (2019) Design and implementation of hamming encoder and

decoder over FPGA. In: International conference on computer networks and communication
technologies, Springer, Singapore

4. Pedroni VA (2008) In: Digital electronics and design with VHDL, Morgan Kaufmann
5. Berrou C, Glavieux A (1996) Near optimum error correcting coding and decoding: turbo-

codes. IEEE Trans Commun 44.10:1261–1271
6. GrossWJ,KschischangFR,KoetterR,GulakPG (2006)Applications of algebraic soft-decision

decoding of Reed-Solomon codes. IEEE Trans Commun 54(7):1224–1234
7. Ashenden PJ (2007) In: Digital design (verilog): An embedded systems approach using verilog,

Elsevier



FPGA Based Implementation of Hamming Encoder and Decoder 251

8. Panda AK, Sarik S, Awasthi A (2012) FPGA implementation of encoder for (15, k) binary
BCH code using VHDL and performance comparison for multiple error correction control. In:
2012 International conference on communication systems and network technologies, IEEE, pp
780–784

9. Goss Y, Paul E, Strasser-Weippl K, Lee-Bychkovsky BL, Fan L, Li J, Chavarri-Guerra Y, Pedro
ERL et al (2014) Challenges to effective cancer control in China, India, and Russia. Lancet
Oncol 15(5):489–538

10. Cohen DB (2002) Real chip design and verification using verilog and VHDL, vhdlcohen
publishing

11. Ramesh GP (2020) Design of digital FIR filters for low power applications. In: Intelligent
computing in engineering, Springer, Singapore, pp 433–440

12. Podder P, Hasan MM, Khan TZ (2014) FPGA implementation of high performance fast page
mode dynamic random access memory. In: The 8th international conference on software,
knowledge, information management and applications (SKIMA 2014), IEEE, pp 1–7

13. Mathew B, Neepa P, Anith M (2016) Matrix code based error correction for LUT based cyclic
redundancy check. Proc Technol 25:590–597

14. Paul A, Khan TZ, Podder P, Hasan MM, Ahmed T (2015) Reconfigurable architecture design
of FIR and IIR in FPGA. In: 2015 2nd International conference on signal processing and
integrated networks (SPIN), IEEE, pp 958–963

15. Shamir MA, Safran I, Ronen E, Dunkelman O (2019) A simple explanation for the existence
of adversarial examples with small hamming distance. arXiv preprint arXiv:1901.10861

16. Rajavelu T (2012) Implementation of umhexagons motion estimation algorithm for video
coding standard. Int J MC Square Sci Res 4(1):42–47

17. Pedroni VA (2008) In: Digital electronics and design with VHDL, Morgan Kaufmann

http://arxiv.org/abs/1901.10861


Spatial Specification of Grid Structures
by Petri Nets

Dmitry A. Zaitsev, Tatiana R. Shmeleva, and Werner Retschitzegger

Abstract To deal with models in grid computing (and systems biology as well),
two basic ways of specifying spatial structures with Petri nets are considered—a
coloredPetri net and a parametric expression.Wepresent a composition of hypertorus
grid models in a form of parametric expression and colored Petri net, their mutual
transformations, and unfolding into a place/transition net; the parameters are the
number of dimensions and the size. The rules of mutual transformations of Petri net
spatial specifications are studied. Colored Petri nets are convenient for the state space
analysis. The main advantage of parametric expressions is the ability to obtain linear
invariants and other structural constructs of Petri nets, for instance, siphons and traps,
in parametric form that allows us to draw conclusions on Petri net properties for any
values of parameters. Thus, we say that infinite grids (Petri nets) with definite spatial
structure are investigated.
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1 Introduction

When studying complex networking protocols of parallel and distributed computer
systems [1], especially, computing grids and clouds [2, 3], and interconnects of super-
computers [4], hypercube [5] and hypertorus [6] Petri net models were constructed.
In structural biology, similar structures [7, 8] appear. The structures of triangular,
square, and hexagonal grids on a plain or a hypercube, for an arbitrary number of
dimensions, are similar in grid computing and systems biology though the nature
of a cell is different. A thorough study reveals that even a cell function has traces
of similarity. A communication (computing) device transmits packets, forwarding
them to one of its neighbors, while bioplast transmits substance and impulses.

There are two basic approaches to specify spatial structures with Petri nets: via
parametric expressions (PE) of infinite Petri nets [9, 10] and via colored Petri nets
(CPN) [7, 8]. Both approaches represent concise specification of place/transition
nets (P/T-nets); they have their advantages and deficiencies. Sometimes the source
net is not an elementary one [11], for instance, it specifies continuous processes via
associated differential equations [7]. Moreover, parameterization of colored Petri
nets occurs useful: a colored Petri net in [12] declares a set of colored Petri net
models of a switched network; it uses parameters to specify the network topology.

PE designates a mathematical concept that allows us to apply algebraic trans-
formations and rules of composition. On a given PE, a linear Diophantine system
for calculation of place and transition invariants is directly obtained. A parametric
solution of the system represents results valid for any values of parameters [9, 10].
Based on this fact, we ascertain that properties of infinite Petri nets have been studied
with regard to definite spatial structure [13] composed of definite cell model. The
model design can be represented as composition of clans [14].

CPN [15] represents a graphical simulation language considered as an algorithmic
concept. Laconic and powerful specifications of spatial structures are based on the
application of CPN ML language [16] features such as abstract data types (colors),
a Cartesian product, list, and union, combined with recursive functions. A CPN
produces an elementary P/T-net via unfolding [15] that is considered as an additional
advantage providing conceptual unity of formalisms.

For producing P/T-nets on a PE, special program generators [9, 10] are composed
requiring further formalization of the process. Note that CPN regular unfolding is
possible for simple finite sets of colors; moreover, mathematical investigation of
CPN properties is hampered save a brute force construction of the entire state space.

The transformations [17, 18] of PEs and CPNs into P/T-nets have been studied
in detail [15]. In the present work we consider mutual transformations of PEs and
CPNs and compare tools and techniques for their analysis. We demonstrate that PEs
and CPNs are complimentary approaches, they both specify spatial structure of Petri
net models though using different facilities. In the present paper, we develop further
2-dimensional case results [19] generalizing then on transformations of hypertorus
specifications in d-dimensional lattice.
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2 A D-Dimensional Rectangular Grid (Hypercube
or Hypertorus)

Let us study a unit-sized hypercube in d-dimensional space [19] considering it as a
spatial model of a cell with von Neumann neighborhood, generalized neighborhood
[20] can be considered as well.

We compose PE with variable number of dimensions given as an external param-
eter and transform it into CPN using the list data structures to specify variable
length indices. We consider a d-dimensional rectangular grid—a hypercube of size
k1 × k2 × . . . × kd . Closing the rectangle in each dimension via connection of its
opposite edges, a hypertorus is obtained [6]. Hypercube and hypertorus applications,
especially in thermonuclear physics, are studied in [21, 22].

We specify the following rules for the grid composition:

(a) an upper index i is added to the device model [19] to specify its location within
the grid; the device model is copied into each cell of a multidimensional matrix
of size k1 × k2 × . . .× kd ; the obtained structure is specified with the following
PE

((
(toij,n : pbij,n, polij,n → poij,n, pbl

i ),

(t i ij,n, j ′,n′ : pi ij,n, pbli → pbij ′,n′ , pilij,n)

)
:

i = (i1, . . . , id), 1 ≤ i j ≤ k j ,

1 ≤ j ≤ d, 1 ≤ n ≤ 2, 1 ≤ j ′ ≤ d, 1 ≤ n′ ≤ 2, ( j ′, n′) �= ( j, n).

)

that describes a grid of unconnected devices.

(b) then we merge contact places of neighboring devices, renaming them to avoid
duplicity in accordance with the following PEs:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

⎛
⎜⎜⎜⎝

pi ij,1 := pori(i, j)j,2 ∪ pi ij,1,

pilij,1 := polri(i, j)j,2 ∪ pilij,1,

poij,1 := piri(i, j)j,2 ∪ poij,1,

polij,1 := pilri(i, j)j,2 ∪ polij,1

⎞
⎟⎟⎟⎠ : i = (i1, . . . , id), 1 ≤ i j ≤ k j , 1 ≤ j ≤ d ,

ri(i, j) = i ′, i ′l =
{
il, l �= j,
ri j (il, j), l = j.

ri j (i, j) = xi j (i, j) =
{
i − 1, 1 < i,
1, i = k j .
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We denote the obtained model as Hd,k :

⎛
⎜⎜⎜⎝

⎛
⎜⎜⎜⎝
(toij,1 : pbij,1, pol

i
j,1 → poij,1, pbl

i )

(ti ij,1, j ′,n′ : pi ij,1, pbl
i → pbij ′,n′ , pilij,1)

(toij,2 : pbij,2, pil
xi(i, j)
j,1 → pi xi(i, j)j,1 , pbli )

(ti ij,2, j ′,n′ : poxi(i, j)j,1 , pbli → pbij ′,n′ , pol
xi(i, j)
j,1 )

⎞
⎟⎟⎟⎠ :

i = (i1, . . . , id), 1 ≤ i j ≤ k j ,

1 ≤ j ≤ d,
1 ≤ j ′ ≤ d,
1 ≤ n′ ≤ 2, ( j ′, n′) �= ( j, n).

⎞
⎟⎟⎠

xi(i, j) = i ′, i ′l =
{
il, l �= j,
xi j (il, j), l = j.

xi j (i, j) =
{
i + 1, i < k j ,

1, i = k j .
(1)

(c) the initial marking is described as follows

⎛
⎝

⎛
⎝

(
n f ∗ pbij,n, bl ∗ pbli

)
: 1 ≤ n ≤ 2,(

piliij,n, polij,n

)
: n = 1

⎞
⎠

: i = (i1, . . . , id), 1 ≤ i j ≤ k j , , 1 ≤ j ≤ d
)

As a result, we obtain a connected grid. Further we use only names of contact
places having the direction number n = 1 to avoid ambiguity. Auxiliary functions
notation uses letter “r” that denotes the previous element (derived from “previous”).
For instance, a function ri calculates index of the previous cell, and a function ri j
calculates the previous cell coordinate in dimension j . Note that, in each dimension,
there is only one previous cell. As for functions xi and xi j , their meaning is the
same as for 2-dimension case—they give indices of the next cell, but their new
specifications work for any number of indices.

We transform (1) into CPN which graphical representation coincides with H2,k

[19] for 2-dimensional case, though they differ in declarations of color sets, variables,
and functions (2). The model is constructed for a particular case k1 = k2 = . . . =
kd = k; modeling separate limitations for each dimension leads to cumbersome
declarations.
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val d = 2; f un xi j(i) = i f i < k then i + 1 else 1;
val k = 2; f un xi(i : hk, j) = List.take(i, j − 1)∧∧

colset dd = int wi th 1..d; [xi j (List.nth(i, j − 1))]∧∧List.drop(i, j);
colset v = int wi th 1..2; var i, i i : hk;
colset f = product dd ∗ v; var u : f ;
colset dk = int wi th 1..k; var j : dd;
colset hk = list dk wi th d..d; val bl = 6;
colset hk f = product hk∗ f ; val n f = 1;
colset hkd = product hk∗dd;

(2)

An index within a hypercube is declared as a list hk; the declaration works for
any given number of dimensions d. Function xi uses auxiliary standard functions
List.take, List.nth, and List.drop which give the list head, specified element, and list
tail, respectively; it allows the modification of a single element given by index j.
Function xij is simplified because of pure hypercube structure with equal size k on
all the dimensions.

Using specifier “with d..d” for list structure when declaring color set hk allows the
application of the standard function all() to generate initial marking of the model.
Note that, function all() works for small color sets of CPN Tools [23] besides its
application is hampered when using separate size limitations in each dimension. For
generating the initial marking in the general case, special recursive functions were
composed. Visual representation of unfolded P/T-nets for number of dimensions
greater than two is rather difficult but it is possible to work with them in logical
format of modeling system Tina [24] without graphical binding.

3 Composition of Hypertorus via Connection of Cells
by Dedicated Transitions

In the previous section, we considered composition of the neighboring cells via
merging their corresponding contact places situated on the common facets. The
obtained grids abstract from the technical peculiarities regarding the way of neigh-
boring devices connection. Similarly, the composition can be implemented via
merging of contact transitions using dual parametric expressions [9, 10]. Some-
times, packet transmission channels should be modeled as well. Moreover, a series
of models studied in [8] consider a single place as a model of a biological cell and
its connections with neighbors by dedicated transitions.

Let us implement a transformation from a CPN to PE when composing a hyper-
torus via connection of cells by dedicated transitions and denote thismodel as HCd,k .
Each added transition represents a simple model of some entity transmission (a
packet, impulse, matter, etc.) between cells without loss. In more complex cases,
a transmission can imply either partial or entire loss, represented by a token loss



258 D. A. Zaitsev et al.

with certain probability or changing its attributes – decreasing mass, energy etc.,
respectively.

To start the CPN composition, we consider an example of P/T-net, for instance,
shown in Fig. 1 for d = 2, k = 2. As opposed to Hd,k , in HCd,k all contact places of
each Hd are present that simplifies the model description because it does not require
specifying ports 2 and 3 separately from ports 1 and 4.

CPN model of HCd,k is shown in Fig. 2; the declarations are mainly compatible
with (2), excepting the next indices functions givenwith (3). Themodel is constructed
for a particular case k1 = k2 = . . . = kd = k. The basic principle of its composition
consists in that each indexed (both upper and lower indices) node of P/T-net is
represented by a single CPN node.

Color set hkf of contact places po, pol, pi, pil, as well as of sections of the internal
buffer pb, describes all facets of all cells combining color sets of upper index hk and
lower index f ; the available buffer sizepbl has only upper index representedwith color
set hk. The model contains three CPN transitions: to represents all transitions, which
take packets from the sections of the internal buffer; ti represents all transitions,which
put packets to the sections of the internal buffer; and tc represents all transitions,

Fig. 1 An example of HCd,k for d = 2 and k = 2
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Fig. 2 CPN model HCd,k of d-dimensional grid with connection of cells via dedicated transitions

which connect cells, taking a packet from the output port buffer of a cell and putting
it to the input port buffer of a neighboring cell.

From the conceptual point of view, HCd,k seems simpler than Hd,k because the
initial scheme of a cell is preserved; only its color sets are extended with cell index
represented as color set hk. Thus, model HCd,k resembles Hd shown in [19] supplied
with CPN transition tc and 4 arcs connecting it with places po, pol, pi, pil. The
additional grid index (color set hk) stays unchanged within a cell model represented
with CPN transitions ti and to; only CPN transition tc, which describes connections
of cells, changes it using functions xi and xn specifying the next cell index and
surface number, respectively. Function xi changes only one component of index i,
corresponding to dimension number j, with auxiliary function xij and returns it to
the variable ii; function xij depends on the direction of transmission and provides
connection of the first and the last cells in dimension j. As opposed to (2), functions
xi , xi j use the number of direction n as an additional parameter.

f un xi(i : hk, j, n) = List · take(i, j − 1)∧∧

[xi j (List.nth(i, j − 1), n)]∧∧List · drop(i, j);
f un xi j(i, n) = i f n = 1 then (i f i > 1 then i − 1 else k)

else(i f i < k then i + 1 else 1);
f un xn(n) = i f n = 1 then 2 else 1; (3)

Now we transform CPN model of HCd,k into PE (4). Each PE row directly
corresponds to a CPN transition; names of nodes are supplied with indices, which
correspond to the arcs inscriptions. Index i is written as an upper index, and index u,
split into a pair (j, n), is written as a lower index; repeated letters are denoted with
a stroke symbol. The rest of expression (4) represents mathematical description of
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functions xi, xij, and xn.

⎛
⎜⎝

⎛
⎜⎝ (toij,n : pbij,n, pol

i
n,1 → poij,n, pbl

i ),

(ti ij,n, j ′,n′ : pi ij,n, pbl
i → pbij ′,n′ , pilij,n),

(tcij,n : poij,n, pil
xi(i, j,n)
j,xn(n) → pi xi(i, j,n)j,xn(n) , pol

i
j,n)

⎞
⎟⎠

:
i = (i1, . . . , id), 1 ≤ i j ≤ k j ,

1 ≤ j ≤ d, 1 ≤ j ′ ≤ d,
n ∈ {1, 2}, n′ ∈ {1, 2}, ( j ′, n′) �= ( j, n).

⎞
⎠,

xi(i, j, n) = i ′, i ′l =
{
il , l �= j,
xi j (il , j, n), l = j.

xi j (i, j, n) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

i − 1, i gt; 1 ∧ n = 1,
k j , i = 1 ∧ n = 1,
i + 1, i lt; k j ∧ n = 2,

1, i = k j ∧ n = 2.

xn(n) =
{
2, n = 1,
1, n = 2.

(4)

The HCd,k initial marking specification is also simpler comparing Hd,k because
all the contact places are present after connection of cells by transitions and we can
specify them using the same row as for the internal places:

((
n f ∗ pbij,n , bl∗ pbli , pilij,n , polij,n

)
: i = (i1, . . . , id ), 1 ≤ i j ≤ k j , , 1 ≤ j ≤ d, 1 ≤ n ≤ 2

)
.

4 Transformations of Spatial Specifications

Based on the case study of spatial specifications for hypertorus, presented in Sect. 3,
we propose the following rules for transformations of a PE into a CPN and vice
versa. We give their verbal description because a CPN unites a Petri net graph
with a functional programming language which formal semantic definition is rather
cumbersome.

4.1 Rules of Transformation of PE into CPN

Each place of CPN corresponds to all places of PE with the same name, a place index
is given as a color of a corresponding color set. A color set of a place specifies the
complete range of valid indices.
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Each transition of CPN models a row of PE; a transition index is composed as a
combination of ranges for variables which are inscribed on input and output arcs of
the transition. When a PE contains separate rows for definite values of indices, they
are modeled by separate transitions. Limitations on transitions’ indices are inscribed
as a transition guard function.

For brevity, a color set with a unit type is not modeled in combination with other
color sets. A fixed-length vector of indices is represented as a Cartesian product; a
variable-length vector of indices is represented as a list. When describing a regular
initial marking, special (recursive) functions are constructed for generating all the
tokens within a definite color set and a given number of tokens of each color.

4.2 Rules of Transformation of CPN into PE

A precondition of the transformation is a definite enumeration of all colors of used
color sets,which is expressedwith either integer numbers, vectors of integer numbers,
or lists of integer numbers.

Each CPN place is represented as a place of PE, which enters rows corresponding
to incidental transitions. If a CPN place belongs to a unit color set it is represented
with a single (unindexed) PE place, otherwise, it is represented with an indexed PE
place which index corresponds to the place color set. The index range of each entry
is defined with arcs’ inscriptions and the transition guard function.

Each CPN transition is represented as a separate row of PE. Its input and output
places are listed before and after an arrow symbol, respectively. Indices of the places
correspond to the color sets. The indices range is defined with arcs’ inscriptions and
the transition guard function.

Aggregation of the similar expressions is done via brackets using the same
relations defining the indices range.

4.3 Motivation for Transformations

Transformation PE-> CPN is advisable for visual representation of a PE and working
with the model state space [23]. Transformation CPN-> PE is advisable for analyt-
ical investigation of model properties for any values of parameters (infinite P/T-net
abstraction) via p/t-invariants and auxiliary graphs [9, 10]. Moreover, transformation
CPN-> PE is useful as an intermediate step for CPN unfolding into a P/T-net for a
given values of parameters [6] as distinct from complex direct transformations [18].
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5 Conclusions

To deal withmodels in such application areas as grid computing and systems biology,
two basic ways of Petri net spatial specification have been studied and compared—a
colored Petri net and a parametric expressionwhich are considered as a form for finite
specification of infinite sets of place-transition nets. We unfold either of them into
sets of place-transition nets. It was shown in the paper, that CPN and PE mutually
complement each other having their advantages and deficiencies. When colors of
a colored Petri net are enumerated, it is possible its direct transformation into a
parametric expression. Besides, a parametric expression is easily transformed into a
colored Petri net.

As a future research direction, we considers studying transformation rules for
subclasses of colored Petri nets, building reachability graph in parametric form,
and developing formal methods for solving infinite Diophantine systems of linear
equations and inequalities.
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Enhanced Spanning-Tree Adder
Structures Using Carry Increment
Adders

D. Muthukumaran, K. Umapathy, S. A. Yuvaraj, and K. Gunasekaran

Abstract This paper is aimed primarily at reducing the overall amount of time and
increasing efficiency on FPGA platforms. They are proving their applicability in
high-performance computing to decide the field of FPGA’s use. The paper defines
the tree adder with variable data path sizes of eight bits to 64 bits, which is the parallel
implementation prefix. VHDL was used to develop P.P.A. topology, and Xilinx was
synthesized with the FPGA chip machine. Intensive experiments and measurements
have been performed, and design costs such as total path delay time and the use of
hardware have been checked and assessed. The results for code synthesis demon-
strated the best values of delays for spanning tree adder, which was suggested over
the existing method Price and Stine (IEEE 62nd International Midwest Symposium
onCircuits and Systems (MWSCAS), pp 223–226, 2019 [1]), which has brought new
creativity in the field of digital arithmetic. Such designs take the best part of many
applications and improve performance in terms of area and delay. This work imple-
ments a 64-bit hybrid adder with the carrying increment algorithm using a spanning
tree structure. In contrast to an existing design, the results showed promising data.
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1 Introduction

The field of arithmetic holds importance to current and future advancement in
processing and measurement as technology advances over time. The basic func-
tioning of the inserting data path block is at the heart of modern arithmetic. More
advanced features are provided by addition. In other key areas of the processor archi-
tecture, improvements in adder designsmay also be further promoted. Therefore, it is
essential to develop the digital arithmetic design as feature sizes decrease in order to
adapt to technical requirements. Two strings of bits complement every digital circuit
to its basic purpose. Counting is the cornerstone of mathematics, and additional
calculations provide the basis [1, 2]. The adders allow circuits, including hardware,
to increase signal, change address positions and perform arithmetic. The core of the
optical circuitry is these adders. The rapid developments in technology in the modern
era are partly responsible. The introduction of carrying propagate (C.P.A.) is made
more relevant by looking at more complex arithmetic algorithms. The adder system
is used, among other features, in subtraction, multiplication, and division. When
major implementations are more efficient, more supplements are also included in
the model. Consequently, it is important to start improving at the most basic orga-
nizational levels and then boost the hierarchy at higher levels [3–5]. Emphasizing
these underlying hierarchy structures offers a bottom-up optimization strategy, which
enables engineers to spendmore timeondifferent design stages.Optimizing the adder
design, therefore, improves the overall arithmetic design.With the optimization of the
design, the designer will concentrate on more critical aspects of practical execution
while avoiding lower-level time-consuming tasks. Due to changes in efficiency, other
designs may be differently designed for area, power, or delay [6–8]. Basic designs
must, therefore, be revised and optimized as transistor sizes decrease in functional
size constantly. Early on, progress was dominated with a view to exploring digital
arithmetic, dedicated architecture, and new architecture; however, recent improve-
ments led to the combination of several designs and paradigms to create hybrid
blocks [9–12]. These hybrid designs often take advantage of two or more models
and attempt to compensate for the disadvantages by providing an integrated approach
to solve key problems associated with their implementation.

2 Study Work

The transmission-propagated adder configuration is typically configured based on
the volume and output delay. Early adopted digital arithmetic practitioners realized
that propagation supplementation is useful, but it is expensive. In other words, the
propagation of the signal from one cell to the next has caused much of this delay
across the entire adder [4]. The Ripple Carry Adder is an early solution for digital
additions. The R.C.A. is a concatenation of the full adder cells from a bit point of
view. Every bit of carrying and each bit of sum are measured as:
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sk = ak_bk_ck

ck + 1 = ak_bk + ak_ck + bk_ck (1)

The delay can be approximated by a gate delay for any complete adder in the
R.C.A. Because the transmission signal passes through 5 gates. The sum is spread
over six gates. The name “Ripple Carry Adders” implies that signals are expected to
ripple from one cell to the next cell’s input.

With R.C.A. growing, the option of wind is growing. After each cell, each cell
depends on the sum and the bits. A significant delay in R.C.A.’s becomes an issue in
modern architectures that require 32 and 64-bit implementation. A minimal delay in
the formulation of the carrying signal, therefore, occurs so that any full transmitter
can transmit both signals very quickly

As shown in Fig. 1, carrying-select adders are useful in dramatically increasing
R.C.A. rpm. In tandemwithmanyR.C.A., the algorithmuses descriptions and signals
easily. Because the least important R.C.A. measures the first quantities and transfers
the two R.C.A.s that are hard-coded with a ‘0’ bit and a ‘1’ bit, respectively. The
total output is sent to a 2–1 multiplexer by each of the hard-coded adders. When the
signals from the first adder are ready, the select signal of the multiplexer is used, one
of the two identical carryings in values is essentially chosen.

c8 = g7 : 4+ p7 : 4_c4 (2)

Fig. 1 Proposed ripple carrying-select adder
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Fig. 2 Enhanced carry increment adder

More bits can be added by combining more segments into the design. Enhanced
carry increment adder shown in Fig. 2. It functions smoothly as each block exits a
carrying signal that is ready for use as the next multiplexer pick signal. This leads
to high amounts that are ready fast and wait for the correct carrying bits to select
the sum that can be used. However, multiple R.C.A.s are required for each block. It
means an improvement in overall energy dissipation.

3 Results

The proposed uses Verilog that establishes the desired implementation. As Verilog
modules, 8-bit blocks were produced and merged into a 64-bit architecture. Logical
components are created within each block by means of a sub-module representing
the necessary logic for each component. Appropriate input and outputs and inner
signals called\wires are added to the design. The simulated waveform is shown in
Fig. 3. Because bits from each block spanned betweenmodules have been performed,
these connecting signals have been designated as wire.

The area of the connecting signals is low compared to the traditional procedure
shown in Table 1. The area to be implemented is low, and the congestion of the cables
is low. The additional modules are implemented in Xilinx ISE 14.7 architecture suite
in Verilog HDL and then tested using Xilinx spartan 3 FPGA.

Fig. 3 The simulated waveform of proposed method
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Table 1 Comparison with
the existing method

#Cells Delay[ps]

Proposed method 1006 135.4

Existing method 1099 146.29

4 Conclusion

Asdevice dimensions tend to decrease, the building blocks of commonly used designs
are more important to consider. General changes to fundamental automated arith-
metic units can have significant cumulative impacts. Furthermore, modular designs
such as hybrid adders allow fast and scalable deployments in changing environments.
The modules for these hybrid models offer various advantages in the area, delay of
the desired limitations. Finally, we should note that the use of multiple branches in
modular tree designs allows for very customized results. The designer can prefer to
optimize for a particular constraint, but the use of alternation will find a balance. The
presented supplements conducted a comparative analysis of parameters and simu-
lation results. Research has also shown that the improved adder in the study has a
benefit compared with the current device in terms of hardware complexity. Besides,
the proposed parallel prefix adder has an advantage over the traditional system in
terms of speed.
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Design and Implementation of High
Value Itemsets from Online Trade

Hare Ram Singh, S. K. Yadav, and Sheo Kumar

Abstract Data mining, a technique to understand and change over unrefined data
into supportive information, is dynamically being used in an arrangement of fields
like publicizing, business information, intelligent revelations, biotechnology, Internet
look, and blended media. Data mining is an interdisciplinary field merging consid-
erations from bits of knowledge, AI, and standard language getting ready. High
utility itemsets mining (HUIM) is an intriguing subject with regards to datamining
which may be important in a numeral of vocations, for instance, in online disclo-
sure of sold items giving high compensation, low rate, etc. Before long, High utility
itemsets mining just examinations utility estimations of itemsets/things that may be
inadequate to watch mentioning behavior of customers. To address this issue, here
we present an Algorithm to incorporate consistency basic into high utility itemsets
mining. Grounded on these lines, sets of co-occasion things with high utility charac-
teristics and standard occasion, named high utility-uncommon itemsets (HURIs), are
viewed as fascinating itemsets. We have so many algorithms available for deferent
purposes, but The Sh_Ku algorithm is intended to propose customer interesting from
different itemsets.

Keywords Data mining · Itemsets · Frequent itemset mining algorithms · High
utility mining
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1 Introduction

The Information mining is the investigation of gathering, cleaning, handling,
dissecting, and increasing valuable bits of knowledge from information. A wide
variety exists as far as the issue areas, applications, details, and information portrayals
that are experienced in genuine applications. Along these lines, “informationmining”
is a wide umbrella term that is utilized to depict these various parts of information
preparing.

In the cutting edge age, for all intents and purposes every single robotized
framework produce some type of information either for demonstrative or investi-
gation purposes. This has brought about a downpour of information, which has been
arriving at the request for petabytes or exabytes. A few instances of various types of
information are as per the following:

World Wide Web: The quantity of archives on the recorded Web is currently
on the request for billions, and the undetectable Web is a lot bigger. Client gets to
such archives make Web get to logs at servers and client conduct profiles at business
locales. Besides, the connected structure of theWeb is alluded to as theWeb diagram,
which is itself a sort of information. These various kinds of information are helpful
in different applications. For instance, theWeb archives and connection structure can
be mined to decide associations between various themes on the Web. Then again,
client get to logs can be mined to decide frequent examples of gets to or uncommon
examples of conceivably outlandish conduct.

Financial collaborations:Most normal transactions of regular day to day existence,
for example, utilizing a mechanized teller machine (ATM) card or a charge card, can
make information in a computerized way. Such transactions can be dug for some
helpful bits of knowledge, for example, extortion or other bizarre action.

User collaborations: Many types of client cooperations make enormous volumes
of information. For instance, the utilization of a phone ordinarily makes a record
at the media transmission organization with insights regarding the term and goal of
the call. Many telephone organizations routinely break down such information to
decide important examples of conduct that can be utilized to settle on choices about
system limit, advancements, estimating, or client focusing on Sensor innovations
and the Internet of Things: An ongoing pattern is the improvement of minimal effort
wearable sensors, cell phones, and other savvy gadgets that can speakwith each other.
By one gauge, the quantity of such gadgets surpassed the quantity of individuals on
the planet in 2008. The ramifications of such gigantic information assortment are
critical for mining calculations.

The storm of information is an immediate aftereffect of advances in innovation
and the computerization of each part of present day life. It is, in this way, common to
inspect whether one can extricate compact and conceivably significant experiences
from the accessible information for application–explicit objectives. This’ is the place
the assignment of informationmining comes in. The crude informationmight be self-
assertive, unstructured, or even in an arrangement that isn’t promptly appropriate
for mechanized preparing. For instance, physically gathered information might be
drawn from heterogeneous sources in various configurations but then in some way
or another should be prepared by a computerized PC program to pick up bits of
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knowledge. To address this issue, information mining investigators utilize a pipeline
of preparing, where the crude information are gathered, cleaned, and changed into
an institutionalized arrangement. The information might be put away in a business
database framework lastly handled for bits of knowledge with the utilization of
scientific strategies. Actually, while information mining regularly evokes the idea of
logical calculations, actually by far most of work is identified with the information
readiness segment of the procedure. This pipeline of preparing is thoughtfully like
that of a genuine mining process from a mineral metal to the refined finished result.
The expression “mining” gets its underlying foundations from this relationship.

Frequent Itemset Mining Algorithms

Various famous algorithms for frequent itemset age will be explained. Since there are
an enormous number of frequent itemsetmining algorithms, these stunts are regularly
reusable across various algorithms in light of the fact that a similar identification tree
structure is utilized by essentially all frequent example mining algorithms.

Problem Statement

Asaproduct of aTransactionalDwith internal and external objects, level of regularity
and usefulness levels (Ţu), high-use abnormal products should be mined to find a
full collection of abnormal high-value items with a μu and a no less frequency than
βr.

Proposed Method: SU_KU Algorithm

A single-pass algorithm is implemented in this section, called Su_Ku. The definition
of transaction weighted utility (TWU), residual usefulness and closely overestimated
usefulness was used by Su_Ku for pruneing search space. For the I efficient manage-
ment of event details, the system structure named the New Modified Utility System
(NUL) is used.

A transaction database and the thin utility threshold are inputs to the main proce-
dure (algorithm 1). Initially, the algorithm considers that α is the current itemset (line
1). The algorithmwill then scan the database once to calculate each itemw.r.t.α’s local
utility, by using the binarray(line 2).

TWU. Then, thelocalutilityofeachitemiscomparedwithminutil
To get w.r.t to α secondary items I e. Articles to be considered in the α (line 3)

extensions. Such objects must then be ordered by TWU ascendant, and this sequence
will be used as the sequence afterwards (line 4). The archive is checked to delete
all documents there are no secondary elements from rt to α since they are unable
to be part of any extremely valuable posts. Each each of the transactions, objects
are concurrently categorized according to them and deleted from the database if a
transaction is null. In order to facilitate a convergence of O(nw) transactions, The
archive is checked to delete all documents there are no secondary elements from rt
to α since they are unable to be part of any extremely valuable postsPer operation,
whenever an operation is null, items are classified by themselves simultaneously and
removed from the database. The index is then screened back to organize the transac-
tions in T order in order to enable aggregation of O(nw) transactions. The algorithm
searches the database using a utilities list (lines 7 and 8) with each secondary variable
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w.r.t. α to determine the subtree utility. The first depth scan from the algorithm is
named by the remedial search protocol (line 9). In order to calculate the subtree and
its locality w.r.t. β of each itemz that could extend β(the secondary items w.r.t to
β)—the data base is searked by means of two utility-bin arraies again (line 5).The
first and secondary β items (line 6 and 7) are therefore determined. Next, the quest
method is recurrently named by β to expand the first-in-depth test by β (line 8).
On the basis of theorems and properties, it can be shown that all and only high-use
itemsets from deferential datasets are generated at Sh Ku termination. By using the
Sh Ku algorithm, one can suggest itemsets for customers.

2 A Detailed Explanation

This segment offers a comprehensive description of how the Sh Ku algorithm should
be used for the current test. Please take the current database illustration and minutil
= 30. It is the key (Algorithm 1) process. The α-line is ˆ (line 1) and the table is
searched using the functionality list for calculating lu(α, I of all items. It contains the
Lu values of the lu(all, a) = 65, lu(all, b) = 61, lu(all, c),96, lu(all, d) = 58, lu(all,
e) = 88, lu(all, f) = 30 and lu(all, g) = 38. The Lu values are the following. These
values refer to the TWU as the upper limit of lu is the α-bis TWU. This segment
offers a comprehensive description of how the Sh Ku algorithm should be used for
the current test. Taking the present illustration and the minutil table = 30. It is the
key (Algorithm 1) process. Originally, α is set to¯ (line 1) and a database is used to
calculate lu(α I for all items by a collection of tools which refers back to the Lu of
the paper lu(all, a)= 65, lu(all, b)= 61, lu(all, c), 96, lu(all, d)= 58, lu(all, e)= 88,
lu(alle, f) = 30 and lu(all, g) = 38. Lu(all, d) Such values are same since the TWU,
since α = bis is the TWU upper limit (Tables 1, 2, 3, 4).

Table 1 External utility values

Item a B c d e f g

Profit 5 2 1 2 3 1 1

Table 2 Strong Utility
Minutil itemsets = 30

Itemset Utility

{b, d} 30

{a, c, e} 31

{b, c, d} 34

{b, c, e} 31

{b, d, e} 36

{b, c, d, e} 40

{a, b, c, d, e, f} 30
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Table 3 Database D with
objects sorted according to/a

TID Transaction

T3 (f,5) (b,2) (d,6) (a,1) (e,1) (c,1)

T2 (g,5) (a,2) (e,2) (c,6)

T4 (b,4) (d,3) (e,1) (c,3)

T5 (g,2) (b,2) (e,1) (c,2)

T1 (d,1) (a,1) (c,1)

Table 4 The expected {a}-D
database (when the
transaction is merged)

TID Transaction

T3 (e,1) (c,1)

T2 (e,2) (c,6)

T1 (c,1)

The set Primarily (all) = {b, a, c} (line 8), which implies that a first search
examines only b, a and c substrates. The first depth scan (Alga-Rithm 2) in the sub-
tree is then called to execute. In descendant nodes (as they are in secondary(α)),
the items f, g, d, b, a, e, c can be found. Parameters are given for the Primary(α)
and Secondary(α) collection. This process is preceded in line 1 by loops on primary
objects b, a and c. Here we conclude that item a, initially handled, is more important
for item a than item b. Therefore, find the analysis of β = {a} (line 2). The database is
then searched for {a}-D (line 3), the predicted version. The corresponding estimated
sample will be as seen in Fig, if only the data base analysis were carried out. 1.
However, the transaction merging is done in conjunction with database projection,
which is explained previously. Therefore, during database creation transactions T2
and T3 are combined into a new Transaction T23. In addition, u({a}) is estimated
during the estimation phase of the database, and u({a}) = 20 is found. Since {a} is
not a HUI = 20 (u({a}).

Let l be the amount of quest itemsets. Then O(nw log(nw) + l(nw + nw +
nw) is the regional time complexity of the Su_Ku. The word Nwlog(nw) may be
overlooked, however then the difficulty is similar to O(lnw). Because the sorting is
only completed once.

The efficiency of the algorithm therefore corresponds to the number of items in the
search field. A search space determines the number of objects by the upper bound-
aries for the search field. Su_Ku suggests two narrow upper limits. The preceding
section showed that the proposed upper (revised) sub-tree utilities for one step of
HUI mining are tighter than the rest of the upper-bound utility at the cutting-edge
stage. Nevertheless, in the experimental assessment portion, the utility of the upper
limit is also measured. The usage of a pattern-growth method, which only considers
elements occurring in data banks, is another feature which enhances Su_Ku’s effi-
ciency (unlike algorithms like the HUI-Miner, FHM and HUP-Miner which take
patterns not in the database into consideration).
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The room utilized for service binaries and the location for preservation of planned
repositories are the main costs in terms of their resource sophistication. When
required O() space is generated for utility bin arrays. For each α primary itemset, the
data base projection operation requires a maximum O(nw) room for each database
projected. This is not enough, in practice, since larger items are examined and the
databases are projected using offset pointers. The projection of the database is small.
Generally, Su_Ku’s space complexity is O(+ lnw) since the amount in the quest range
l defines the expected base value.

Experimental Results
In order to determine the efficiency of the Su_Ku algorithm, we carried out

multiple checks. On a 4th generation 64-bit core i7 cpu operating Windows 8.1
and 64 GB of RAM tests have been conducted. We contrasted Su_Ku’s effi-
ciency to five state-of-the-art algorithms: UP-Growth+ , HUP-Miner, d2HUP, HUI-
MinerandFHM.Wealso deactivated the impact of the architecture decisions inSu_Ku
and space-search pruning using the subtree. Both algorithms read the database first,
then scan for high-use itemsets and write to disk the output. The expense for disk
exposure has little effect on the outcome of the tests since the inputs and performance
are the same with all the algorithms (Table 5 and 6).

Su_KuAlgorithmswere implemented on Java and the stan-dard JavaAPImemory
measurements were performed on the basis of a series of standard data sets for eval-
uation of HUIM algorithms in HUIM literature, specifically: accidents. Foodmart
is a small, fast transaction dataset. Chainstore is a small, fast transaction dataset.
Mushroom is a thick, relatively long data package. Chainstore and Foodmart are
customer transaction databases that contain real values for external/internal utilities.
External/internal utility values were created for other datasets, as in previous stateof
the art HUIM studies, in [1, 1,000] and [1,5] intervals in the form of a lognormal

Table 5 Attributes of the
dataset

Dataset # Distinct items # Transactions Avg. Trans.
Length

Food mart 1559 4141 4.4

Accident 468 340,183 44.8

Chess 75 3196 37.0

BMS 497 59,601 4.8

Connect 129 67,557 43.0

Kosarak 41,270 990,000 8.1

Pumsb 2,113 49,046 74

Mushroom 119 8124 23.0

Chainstore 46,086 1,112,949 7.2
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Table 6 Dataset types Dataset Type

Food mart Sparse, short transactions

Accident Moderately dense, moderately long transactions

Chess Dense, long transactions

BMS Sparse, short transactions

Connect Dense, long transactions

Kosarak Very sparse, moderately short transactions

Pumsb Dense, very long transactions

Mushroom Dense, moderately long transactions

Chainstore Very sparse, short transactions

distribution. You will access the data sets and the source code of comparable algo-
rithms as part of the SPMF open-source data mining library. The effect of minuti
threshold on the duration of the sprint. We have managed to reduce the algorithms
of each dataset until we have noticed algorithms that are too lent or that are out of
memory or a clear winner. As it is shown in the figure execution time 4. Notice that
no Connect or Pumsbdataset results are seen for UP-Growth+ , and that any Chess
data set result is absent, as UP-Growth+ has a ram cap of 16 GB. Results on Pumsb
and Kosarak are not shown because it took too long to finish the EFIM(lu) algorithm,
too.

Su_Ku is particularly good for dense and medium dense datasets. Su_Kuis
typically has about 2–3 magnitude orders quicker than any other algo-
rithms. For BMS, Chess, Connect, Foodmart, Mushroom and Pumsb, and for
accident events, EFIMs, Chess, Connect, FOODmart, and Pumsb shall be
included, respectively, up to 15334,2,33028,–,17,3855 and—times FASTRATHAN-
Grown + ,154,741,323,22636,2,85 and 12 times FASTRATHanHUP-Min-
Er,89,1490,109,2587,1,15 times and 65 times Faster than HUI-Min–Su_Ku is
approximately 10 times lighter on the Chainstore dataset than D2HUP, but more
fast and similar in speed to FHM than UPGrowth + and HUI-Miner. EFIM(nop) in
the Kosarak dataset is faster than other algorithms with the exception of HUP-Miner
although d2HUP, and the variations are small (1 or less) for these two algorithms.
The triggers of Su_Ku’s strong running time are four occasions, and in the next tests
are studied in greater depth.

• The proposed sub tree method & the local-usefullness upper limits usually allow
Su_ Ku to prune, since the sub tree is the upper limit of previous one phase
algorithm in Contrast to the other algorithms. The high-use itemsets therefore
required fewer objects.

• The second point is to avoid time spent looking at the element sets not contained
in the database in comparison with algorithms like HUI-Miner, FHM and HUP-
Miner, Su_Kuonlysiders itemsets included in the database.
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• Thirdly, it is feasible to substitute a variety of transactions with one transaction,
which dramatically reduces the expense of database surveys, utilizing the current
HTM transaction mixing methodology. The combination of transaction functions
with database of a large amount of transaction are thick data sets. Su_Ku fits well
for these datasets in terms of execution time.

• Fourthly, the effectivemeasurements of the suggested upper limitswithin a lineary
time utilizing the service bin arrays often add to the reliability of Su_Ku’s period.

The previous study also documented the resource use of Su_Ku and contrasted
them using the same parameters for the same algorithms. Tables 7 and 8 illustrate
the findings.

Typically speaking, UP-Growth+ is worst, as the Chess dataset also reaches the
16 GB capacity cap. It is interesting that Su_Ku is also with the Kosarak data sets,
where Su_Ku is slower than d2HUP. Their resource capacity is perhaps most signif-
icant. The tradeoff given by Su_Ku for such data sets is useful for programs with
minimal memory. One factor Su_Ku is so effective in memory is that it uses a
straightforward database model that does not allow any knowledge to be processed

Table 7 Comparison of Su_Ku, FHM, UP-Growth+ and HUI-Miner’s full memory usage (MB)

Dataset Su-Ku FHM UP-Growth+ HUI-MINER

Foodmart 64 211 819 808

Accident 895 1480 765 1656

Chess 65 305 – 405

BMS 64 590 64 210

Connect 385 3141 – 2565

Kosarak 576 1409 1207 1163

Pumsb 986 1436 – 1221

Mushroom 71 224 1507 194

Chainstore 460 1270 1058 1164

Table 8 Comparison of
HUP-Miner and d2HUP’s
maximum memory usage
(MB)

Dataset HUP-Miner d2HUP

Foodmart 68 84

Accident 1787 1691

Chess 406 970

BMS 758 282

Connect 1204 1734

Kosarak 712 1200

Pumsb 1021 2046

Mushroom 196 468

Chainstore 1034 878
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only in pseudo-projections. It is more complicated structures, Such as tree structure,
are used to support. Up-Growth + and list structures for example. hyper-link struc-
tures e.g. d2HUP, HUI-Miner and FHM; It is interesting that Su_Ku is also with the
Kosarak data sets, where Su_Ku is slower than d2HUP. Their resource capacity is
perhaps most significant. The tradeoff given by Su_Ku for such data sets is useful
for programs with minimal memory. One factor Su_Ku is so effective in memory is
that it uses a straightforward database model that does not allow any knowledge to
be processed only in pseudo-projections. More complicated structures, such as tree
structures, are used to support other algorithms. Up-Growth+ and list structures for
example. hyper-link structures e.g. d2HUP, HUI-MinerandFHM; Therefore, several
entries are substituted by one by implementing transaction merging. Therefore, for
large datasets or datasets where transactionmerger has amore efficient impact (in the
next paragraph the impact of combining transactions will be explored), the memory
distance between Su_Ku and other algorithms appears to increase. Because Su_Ku’s
numbers of expected bases are below the amount of utility list lists, Su_Ku uses the
suggested upper border subtrees to reach fewer search tree nodes in the search set,
given the objects that exist inside the index, as a possible explanation for Su_Ku’s
high memory utilization relative to the utility set bases. Su_Ku are also stronger
algorithms for than two phase, for example UP-Growth+ , because it is a one-phase
algorithm (the memory does not need to be preserved by other applicants).

Finally, a further important feature of Su_Ku is that it re-use some of its data
structures in terms of memory efficiency. As explained, Su_Ku utilizes a highly
effective Fast Array Counting system for upper bound calculations. Su_Ku uses the
proposed upper border subtree service to visit fewer search-enumeration tree nodes
and only to consider itemsets that appear in the database. Su_Ku are also stronger
algorithms for thantwophase, for example UP-Growth+ , because it is a one-phase
algorithm (the memory does not need to be preserved by other applicants).

Finally, a further important feature of Su_Ku is that it re-use some of its data
structures in terms of memory efficiency. As explained, Su_Ku utilizes a highly
effective Fast Array Counting system for upper bound calculations.

Transaction influence merging with execution time

In terms of enhancements, Su_Ku often improves its efficiency in terms of deploy-
ment time considerably in the suggested transaction mixing technique. Table 9 indi-
cates the total number of transactions in scheduled repositories when Su_Ku is
performed on an active transaction merging (Su_Ku) when the transaction merging
is conducted, and when it is performed on a deactivated transaction merging mech-
anism. The mix of transactions helps to decrease the scale of More than 90% of the
proposed database in terms of the amount of transactions in the Accident, Chess,
Link and Mushroom and Pumsb datasets.

That is one of the reasons Su_Ku performs exceptionally effectively in small or
medium compressed datasets (Chess, Link, Mushroom and Pumsb). Su_Ku termi-
nates in three seconds for Connect and minutil = 13 M when HUP-Miner, d2HUP,
HUI-Miner or FHM operate for 22, 2, 10, or 6 h respectively. Transaction fusion on
dense datasets is highly effective because the planned transactions are more likely to
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Table 9 Database average
(number of transactions)
predicted

Dataset Su-Ku EFIM Size reduction(%)

Foodmart 1.12 1.21 7.1

Accident 784 113.304 99.3

Chess 2.6 1363.9 99.8

BMS 112.6 204.1 44.8

Connect 1.4 43687 99.9

Kosarak 1.727 3.653 53

Pumsb 1.075 22.326 95.2

Mushroom 1.3 573 99.7

Chainstore 1,085 1.326 18.1

be the same. Transaction fusion also reduces execution times for accidents, BMS and
Foodmart, but up to 90, 2 or 2 times the amount of Su_Ku by a lower amount than
the EFIM(no) on accidents, BMS and Foodmart. It is also important to remember
that because of the vertical data foundation and hyperlink-based algorithms like the
d2HUP algorithm it is also possible to interpret it. In utility lists based algorithms
such as HUPMiner, HUI-Miner and FHM, the proposed transaction merger process
can not be effectively implemented. For such datasets, EFIM(nop) is faster than
Su_Ku. The costs of the contract fusion thus outweigh their advantages and should
be eliminated for such datasets.

Number of visited nodes while compared

In order to equate Su_Ku’s capacity to prun with other algorithms, we performed
an experiment. Tables 10 and 11 display the amount of nodes visited byEFIM, UP-
Growth+ ,HUPMiner, d2HUP for analysis enumerationtree(itemsets),

The lowest minutil value on the same datasets is HUI-Miner and FHM. It should
be remembered that, due to its sub treetop and local utility upper-bound features,
Su_Ku is usually more efficient at cutting search space than other algorithms. For

Table 10 Comparison of
HUI-Miner, FHM and Su_Ku
node counts visited

Dataset Su-Ku HUI-Miner FHM

Foodmart 233,231 55,172,950 1,880,740

Accident 52,883 131,300 128,135

Chess 2,875,166 6,322,753 6,271,900

BMS 323 2,205,782,168 212,800,883

Connect 1,366,893 3,444,785 3,420,253

Kosarak 2073 4,794,819 135,874

Pumsb 56,267 74,050 68,050

Mushroom 2,453,683 3,329,191 3,089,819

Chainstore 3,005 4,422,322 8,285



Design and Implementation of High Value Itemsets from Online … 281

Table 11 Comparison for
d2HUP, HUP-miner and
UP-growth+ of visited node
count

Dataset d2HUP UP-Growth+ HUP-Miner

Foodmart 233,231 233,231 1,258,820

Accident 119,427 3,234,611 113,608

Chess 3,052,789 – 3,385,134

BMS 220,323,377 91,195 205,556,936

Connect

Kosarak 9,257 2,292 57,706

Pumsb 62,361 – 1,029,702

Mushroom 2,919,842 13,779,114 3,054,253

an illustration, the Su_Ku’s visit to UP-Growth+ , HUP-Miner, d2HUP, HUI-miner
and FHM could be as big as 282, 636000, 682000, 6000800 and 658000.

Effect of the volume of executive transactions

In conclusion, we equate Su_Ku’s run-time with UP-Growth+ , HUPMiner, d2HUP,
HUI-Miner and FHM and adjust the scalability of the algorithms in each dataset
through separate transactions. In previous studies on similar datasets, the algorithms
for this experiment used the lowest minutil values, with transaction numbers variable
of 25–100%. Results are shown in figures below 1. Su_Ku’s runtime increases w.r.t in
linear numbers. For example, the results of Su_Ku are presented in Fig. 1. Therefore,
Su_Ku can be concluded that the data sets have the best overall scalability.

The scalability of essentially all of the algorithms is exponentially increased for
the last three datasets, Chainstore, Pomsb and Kosarak, and Su_Ku is comparable
to other algorithms on these datasets. The explanation why algorithms are operating
at an increasing pace is that the maximum is defined on all three data sets and thus,
further objects can not be tapped at the minute threshold for a larger amount of
transactions. And as if the storage capacity of any object is increasing in their search
area, its time is decreasing, similar to the other data set algorithms.

3 Conclusion

For several applications, high-use entity mining is a key data mining activity. It
still takes a lot of time, though. The new high-use itemset mining algorithm named
Su_Ku was proposed to improve HUIM’s efficiency in the memory and deployment
era. However, Su_Ku uses two methods, including HDP and Mer-gin (High Usage
Transaction) for the prediction and processing of the database. A detailed check on
various databases reveals Su_Ku is usually two or three orders of magnitude rapidly,
using and utilizing the advantage of the data base scans to minimize the expenses of
the database search. Su_Ku can bemore sluggish than any other algorithmswith very
small datasets. Nonetheless, it still surpasses the other algorithms when it comes to
memory utilization. In fact, the findings suggest that Su_Ku is very flexible on both
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Fig. 1 Scalability on different datasets

dense and spartan datasets. In order to further boost Su_Ku performance, additional
optimizations may also be created. For illustration, the Su_Ku algorithm was used
in the main database. An fascinating potential is to rewrite Su_Ku as a distributed
algorithm such that very broad datasets can be mine.

All rules with help greater than a defined threshold are generated by established
association mining algorithms. Nonetheless, in order to find uncommon objects,
we will aim further at unique things. (FournierViger et al. 2016) and (Fournier-
Viger et al. 2015) frequent, strong usefulness itemsets. In order to further boost
Su_Ku performance, additional optimizations may also be created. For illustration,
the Su_Ku algorithm was used in the main database. An fascinating potential is to
rewrite Su_Ku as a distributed algorithm such that very broad datasets can be mine.

All rules with help greater than a defined threshold are generated by established
association mining algorithms. Nonetheless, in order to find uncommon objects, we
will aim further at unique things.

Future Scope the research work
The architecture of Su_Ku needs to be modified to enable resource broker to be

introduced into the device dynamically. This will enable Su_Ku to investigate the
effect of different plans for job planningon the use of the resource andon the quality of
service of the cluster. Such parameters are typically configured manually and based
on practice with true Hadoopcluster environments. Nevertheless, a pilot program
may be developed and deployed to operate on one example of cluster nodes, to
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enable Su_Ku to under-experienced users. Instead you select the strongest parameter
values to be applied to Su_Kusimulator from the pilot code. For this paper a limited
cluster of participant nodes are used to test Su_Ku algorithm efficiency, for future
research algorithmswill be tested for a far bigger cluster likeAmazonElastic. Similar
approach is used for other simulators such as DiskSim simulators.
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A New Embedding and Extraction
Algorithms for Robust Video
Watermarking in Wavelet Domain

Suman Mishra, S. Poongodi, and K. Karthik

Abstract Watermarking is an innovation that is utilized for giving the security
to the multimedia/digital information and digital media copyright assurance. Late
years, there are numerous scientists who had created watermarking algorithms based
on LeaSe noteworthy Bit (LSB), Discrete Fourier Transform (DFT), Discrete Sine
Transform (DST), Discrete Cosine Transform (DCT), Discrete Wavelet Transform
(DWT) and Principle Component Analysis (PCA) and so on., Here, we proposed “a
new embedding and extraction algorithms for robust video watermarking in wavelet
domain”. In terms of consistency, the proposed algorithm indicates that the proposed
algorithm was superior to the current algorithms. such as Structural Similarity Index
(SSIM), CoVariance (CV) and Peak Signal To Noise Ratio (PSNR).

Keywords Digital watermarking · LSB · DFT · DCT · DWT · SVD · PSNR and
SSIM

1 Introduction

It’s a digital world, everything has gotten to be digital in this day and age. Consis-
tently Gega bytes of information have been sharing over web. Subsequently, one
must need to give the security to the mutual multimedia/digital information. One
conceivable arrangement is watermarking, which is a piece of information covering
up otherwise called steganography [1, 2] and [3]. These systems used to install the
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information to be covered up into the spread media. Along these lines, if the infor-
mation is replicated by someone, then the concealed information will be duplicated
and. Many techniques for digital picture watermarking were suggested. The vast
majority of the analysts have done their examinations on dim scale image which
are 2D images. Be that as it may, the greater part of the organization logos are in
multi color and information sharing is likewise should be shading as of late. Subse-
quently, one needs to create RGB image watermarking to give security and copy-
right insurance. RGB watermarking is likewise same as grayscale watermarking,
just distinction is here in RGB images there are three components i.e., red, green and
blue though dark scale images have stand out component. Be that as it may, there
are a few issues brought up in creating RGB watermarking algorithms. As of late,
the interest in security of copyrights has been brought up in different fields [3], for
example, military, bio-restorative, common, web and bio-metric and so on. Copy-
right protection encloses authentication, for instance, of knowledge on ownership of
traditional media material and their trademarks without compromising the quality of
traditional images [4]. When a debate exists, the public media evokes verified facts
that may be seen as definitive documentation to show possession. Watermarking
is the procedure that inserts the information to be shrouded which is called as a
digital mark into the digital multimedia questions with the end goal that this water-
marked information can be evoked later to make an asseveration about the article.
All digital watermarking proposals must follow imperceptibility requirements and,
in turn, protection against every threats against watermark extraction and expulsion.
From the previous decades there are such a variety of algorithms have been executed
for digital image watermarking utilizing slightest noteworthy bit (LSB) approach
[6, 7] and [8], Separable four transformations (DFT), discrete transforming cosines
(DCT) [9] and [10], discrete transforming sines (DST), transforming radons (RdT)
[11] and [12] etc., However, every one of them or neglected to create higher imper-
ceptibility and absence of perceptual quality. Here in this letter, an imperceptibility
and strong embedding and extraction algorithms have been proposed. DCT, DFT
and also separate transformations are more powerful than Wavelet. It is computer-
efficient than other strategies of transformation [13]. It is exceedingly rational to
classify areas in the RGB picture where imperceptibility may be inserted for the
watermark details because of their fantastic spatial frequency limitation properties.
We know that any relation among wavelet coefficients also exists after disintegration
of the RGB edge using the wavelet transformation.

2 Existing Approaches

2.1 LSB Approach

Minimum Significant Bit (LSB) addition is a typical, straightforward way to deal
with installing information in a spread video. Video is changed over into various
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edges, and after that change over every casing into an image. Afterwards, a few or
most of the bytes inside an image will be replaced to a bit of each part of the Red,
Green and Blue shading as each is spoken to by one byte. At the end of the day one
can store 3 bit in every pixel. We executed our undertaking with the end goal that it
can acknowledge and video of any size.

2.2 Discrete Fourier Transform

Frederic suggests a 2-D DFT solution in 1999 [5] and a secured video protection,
which is primarily to reduce the copying and dispersal of proprietary materials. The
strategy is based on the DFT of the picture scene borders, which then in existing
commitments proposed separately a screen shot. In fact, the details to be contained
in the film will be programmed using the private encryption key, to maintain the
confidentiality of the frame and placed in the DFT range of the camera edges.

F(u, v) = 1/MN
∑

_
(x = 0)∧(M − 1)

∑
_
(y = 0)∧(N − 1)

(
f (x, y)∗e∧((− j2π(ux/M + vy/N )))

)
(1)

where, u=0,1,2,…., M−1,
v = 0, 1, 2,…., N−1 and j=

√
(−1)

The inverse DFT (IDFT) is given by

F(x, y) =
∑

_
(u = 0)∧(M − 1)

∑
_
(v = 0)∧(N − 1)

(
F(u, v)∗e∧((− j2π(ux/M + vy/N )))

)
(2)

The frame ‘s size is M and N. DFT will help you recognize enough portions of
the watermark image to insert the text, which in effect increases perceivability and
robustness. It is really helpful as a watermarking algorithm.

2.3 DCT

DCT is one of the ways in which host signal may be decomposed into many frequen-
cies and the insertion into the mid-band watermark becomes much smoother because
the host video frames are left without any large optical sections of the bands [14]. The
mid-frequency bands were also picked for integrating the details into the recording
of the host. That block is inserted in the initial video picture, which is transformed
into a spatial domain in motion and is separated into 8 × 8 pixel sections. The DCT
is given in two dimensions
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C(0, 0) = 1/K
∑

_
(a = 0)∧(L − 1)

∑
_
(y = 0)∧(K − 1)( f (a, b)) (3)

C(i, j) = 1/
(
2K∧3

)∑
_
(a = 0)∧(L − 1)

∑
_
(b = 0)∧(K − 1)

(
F(a, b)∗[cos(2a + 1)iπ ]∗[cos(2b + 1) jπ ]

)
(4)

where, i=0,1,2,…., K−1,
j=0,1,2,…., K−1 and j=

√
(−1)

The IDCT is given by

f (a, b) = 1/K C(0, 0) + 1/
(
2K∧3

)∑
_
(a = 0)∧(L − 1)

∑
_
(b = 0)∧(K − 1)

(
f (a, b∗[cos(2a + 1)iπ ]∗[cos(2b + 1) jπ ]

)
(5)

Many architectures in thewatermarking phase have been found byDCT. In certain
instances the DCT image coefficient has been applied to watermark coefficients [9]
and [10] or other DCT inputs have been selected to be inserted. The DCT scope
also contains [15] and [16] articles. Authors in [16] was checked on automated
watermarking policies like LSB, DCT and DWT. These methods are applied and
measured. The DWT-based algorithm [17] has recently been created. Nevertheless,
they both suffer from a loss of imperceptibility, higher computing difficulty and time.
Within this letter a modern video watermarking algorithm was introduced to address
these drawbacks and increase protection standards. The algorithm suggested has
been found to have much superior watermarking algorithms than previous models.

Wavelet analysis: This is a moving window system of different regions. Wavelet
analysis enables us to use longer periods, low-frequency comprehensive and shorter
areas where information on high frequency is needed (Fig. 1).

Some of the main benefits of wavelets is that it can evaluate the region locally
from a wide-ranging signal. Find a slight discontinuity in the sinusoidal signal which
is so low that it is hardly noticeable [18]. Throughout the modern world, this signal
can easily be produced by a fluctuation of power or a noisy turn.

Fig. 1 CWT
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3 Proposed Methods

3.1 Wavelet Domain

The wavelet is more main stream in sign handling applications. In the beginning we
must disintegrate a video from a host into a variety of frames and then the edges into
pictures. One edge would then be selected to mount the information after it has been
connected and deteriorated three subtle components, one speculation, across four
sub-bands. The guess-coefficients comprise fewer inputs (LL), and the higher preci-
sion knowledge (HL), vertical(LH), and corner-to-corner(HH) components is given
by the implicit input-coefficients. The most prefered point of view for the wavelet
transformation is its consistency with the HVS model portion in comparison to FFT
or DCT. For the deployment phase are agreed on the suggested algorithm substrands
LL and HH of the wavelet transition level 2 of the event. The accompanying Fig. 2
illustrates how the degradation and leisure tree works.

We anticipated utilizing low frequency substrips here in this document. Since the
usage of watermarks in low substrates enhances the strength of different assaults,
for instance, RST, distortion, Gaussian clamor, and middle filtering, rendering the
design more fragile for shifting variations, gamma alteration, and histogram change.
Implanting watermarks in high frequency subbands renders the watermark imper-
ceptible and allows it safer against a range of threats when embedded in low
frequencies.

Fig. 2 Wavelet decomposition and reconstruction tree



290 S. Mishra et al.

3.2 Algorithms

Proposed watermarking consists two algorithms, those are

1. RGB image watermarking
2. RGB video watermarking

Both of them consists of embedding and extraction processes.

I. RGB image Watermarking

A. Embedding Process

Step 1: DW is included in the 4 subbands of Cover A: LSLS, HSLS, LSHS and
HSHS Figure A.

Step 2: SVD applies to any image of the subband M∧n = P_m∧n∑
_ m

∧nJ_m∧nRn = 1, 2, 3, 4 where k denotes LSLS, HSLS, LSHS, and
HSHS bands, and λ_g∧n, g = 1, . . . n are the singular values of

∑
_ m

∧m
Step 3: Place the visual watermark on SVD: P = P_V

∑
_ V S_P∧R where

λ_pg, g = 1, . . . , n are the singular values of
∑

_ P
Step 4: Adjust the singular values of the cover picture for the singular values of the

graphic watermark of each subband:

λ_g∧(∗n) = λ_g∧n + α_nλ_pg, g = 1, . . . , i, and n = 1, 2, 3, 4.

Step 5: Get the 4 sets of DWT coefficients changed:

M∧(∗n) = P_m∧n
∑

_
m∧(n∗)V _m∧nR, n = 1, 2, 3, 4

Step 6: To create a watermarked cover image add the reverse DW to the 4 sets of
adjusted DW coefficients.

Extraction Process

Step 1: Decompose (and likely attack) picture A* with a watermark on the DW into
4 subbands: LSLS, HSLS, LSHS and HSHS.

Step 2: Place the visual watermark on SVD: M∧(∗n) =
P_m∧n

∑
_ m

∧(∗n)V _m∧nR, n = 1,2,3,4, where n is, LSLS, HSLS,
LSHS, and HSHS bands.

Step 3: Remove special values from any subband: λ_pg∧n =(
λ_g∧(∗n) − λ_g∧n

)
/α_n, g = 1,…, i, and n = 1,2,3,4.

Step 4: Build the four visual watermarks with the same vectors: P∧n =
R_P

∑
_ P S_P∧R n = 1, 2, 3, 4 (Fig. 3).

II. Video Watermarking
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Fig. 3 RGB image watermarking algorithm

Get video frames and camera frames This analysis work applies to video frame
steganography. We are separating all the frames from the video until the subject
is inserted in the camera frames. We receive video frames by means of a simple
algorithm (Fig. 4).

It is very necessary to break the RGB picture into its elements, then continue the
cycle, to obtain the very same RGB message picture. The picture of the notification
shows us red, green and blue sections in gray scale (Fig. 5).

The proposed Decimated Wavelet (DW) and Singular Value Decomposition
(SVD) based video watermarking embedding process on video frame is as follows:

Step 1: Select and read source video from the MATLAB current directory.

Fig. 4 Split video into
frames
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Fig. 5 RGB component of
input image

Step 2: Split the input watermarking video into number of frames and select a cover
frame in which we want to embed the message

Step 3: Select and read the watermark image
Step 4: With DW, the cover F is broken down into 4 sub-bands: LSLS, HSLS,

LSHS, and HSHS.
Step 5: SVD is applied for each surface H∧nPm∧n == 1.2, 3 − 4 for every band

of LSLS, HSLS, LSHS, and HSHS bands −gˆn, g=1,… i are the specific
values of ˆ mˆn SVD for every subface of the picture is applied, Hˆn = P
mˆn ˆ mˆn R mˆnV n = 1,2,3,4 for any subband of the band of the same
name, where k is LSLS, HSLS, LSHS and HSHS, and μ gˆn, g=1,…

Step 6: SVD is placed in watermark: P = S_P
∑

_ P J_P∧R where λ_pg, n =
1,…, i are the singular values of

∑
_ P

Step 7: Adjust the identical picture values with a special watermark for each
subband values:

λ_g∧(∗n) = λ_g∧n + α_nλ_pg, g = 1, . . . , i, and n = 1, 2, 3, 4

Step 8: Get 4 DWT coefficient sets modified:

F∧(∗k) = U_a∧k
∑

_a∧(∗k)V _a∧kT, k = 1, 2, 3, 4.

Step 9: Apply the reverse DW to the watermarked cover image with 4 sets of
modified DW coefficients.

The proposed Decimated Wavelet (DW) and Singular Value Decomposition
(SVD) based video watermarking extraction process on watermarked video frame is
as follows:

Step 1: Read watermarked frame
Step 1: Using DW to decompose a designated F* frame into 4 parts of subtrips:

LSLS, HSLS, LSHS and HSHS. DW is used for this function.
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Step 2: Apply SVD on any image of the subband: R∧(n∗) =
P_m∧n

∑
_m∧(n∗)P_m∧nR, n = 1,2,3,4, where n is LSLS, HSLS,

LSHS, and HSHS bands.
Step 3: The every subband is extracted into the singular values: λ_pg∧n =

(λ_g∧(∗n) − λ_g∧n)/α_n, g = 1, . . . , i , and n = 1, 2, 3,4.
Step 4: Build 4 visual watermarks with single vectors: P∧n =

V _P
∑

_PT _P∧R n = 1, 2, 3, 4(Fig. 6).

Fig. 6 Proposed video watermarking algorithm
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4 Experimental Analysis

The MATLAB 2014 Update has conducted preliminary tests and evaluated various
RGB photos and RGB recordings. They used the update 4GBRAM.Our proposed
video watermarking algorithm has provided more security and robustness. We also
compared the proposed quality metric algorithm with the current DWT method
such as PSNR and SSIM. Figures 7 and 8 show that the embedding and extracted
simulation results of DWT watermarking process.

Proposed RGB image watermarking outputs has shown in Fig. 9. We can see that
the extracted watermark image is more robust and efficient than the DWT process

Fig. 7 a Cover image b watermark image c DWT decomposition of watermark image d water-
marked image
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Fig. 8 Decomposition of watermarked image and extracted image

which has been shown in Fig. 9. Our new video watermarking approach has been
shown in Fig. 10 and Figs. 11, 12.

5 Conclusion

In order to boost the reliability and stability of traditional watermarking algorithms,
built for RGB images, a new encoding and decoding algorithm was suggested to
be used for video marking in the wavelet transform domain. Simulation results
suggest a higher performance than the traditional systems of the proposed algo-
rithm. We had also measured the quality assessment of images (IQA) to improve
the imperceptibility. We got higher imperceptibility for the proposed video water-
marking also gained more PSNR value, which indicates that the higher perceptual
quality of extracted watermark and watermarked image/frame.
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Fig. 9 Proposed RGB image watermarking results
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Fig. 10 Proposed video watermarking a cover frame bwatermark image cwatermarked frame and
extracted image
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Fig. 11 Comparison of
PSNR values
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Fig. 12 Comparison of
SSIM values
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FPGA Implementation of 3D NOC Using
Anti-Hebbian for Multicast Routing
Algorithm

G. P. Ramesh and S. Prabhu

Abstract This work shows that a novel 3-Dimensional (3D) vertically incorpo-
rated adaptive computing structure. This FPGA for 3D is a mix of best in class
dealing with and interconnection development. It includes the vertical joining of
two chips of Configurable Array Processor. The Configurable Array Processor is
a variety of heterogeneous manufacturing components while the Intelligent Config-
urable Switch contains a switch controller, on-chip program, and datamemory, infor-
mation outline support alongside a Direct Memory Access controller. The FPGA for
3D architecture for constant communication and mixed media flag preparing as a
next-generation computing system and programming execution and check philos-
ophy including abnormal level demonstrating and design investigation of FPGA for
3D utilizing System to decide the ideal equipment detail in the early outline organize.
It can deal with a few goals addresses in the meantime, recombine the packages, sent
similar information to the diverse goal hubs, and maintain a strategic distance avoid
from the congestion. The innovative multicast 3D NoC router performs the proposed
algorithm, NoC can be designed in the Verilog HDL, and the operation is computed
in the ModelSim software. All these samples and modulation taken and it has been
synthesized in FPGA.

Keywords 3D · NoC-Bus hybrid architecture · 3D ICs · Multicast communication

1 Introduction

Network-on-Chip have been the dominant pattern standard as a multi and several—
core structures for quite every while, and a functioning field of research for near
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two decades. They give the adaptability required to the correspondence of numerous
heterogeneous centers and are a characteristic counterpart for the advances of 3D
combination. A fundamental component in the NoC is the switch which advances
bundles through the system. Initially, NoC switches were explicitly adjusted from
interconnection systems, with no specific thought of the particular conditions forced
by the on-chip condition. Figure 1 shows 3D FPGA systemwhere many FPGA chips
connected with DRAM chips.

The router parameters that rely upon arrange conditions and impact execution,
territory, and power utilization, are flit size, flutters per cradle and number of virtual
channels. A steering table or a primary rationale based directing method is utilized
for steering computation. Specifically, support association in early NoC executions
was restricted to info and input and output queuing which implies that the switch put
away approaching or active movement, separately. Each information/yield port had
its private supports. The quantity of info and yield ports relies upon the topology. A
considerablymore radical recommendationwas the proposition of entirely buffer less
routing, in viewof redirecting ormisrouting a fewflutters that can’t be appointed to an
output port prompting the most brief way and there are no buffers to store them. This
approach exchanges off router area for switch region and power utilization because of
the elimination of buffers. The following improvement of 3D coordination prompted
adjusting the routers proposed initially for 2D NoCs to 3D topologies. Network-
on-Chip (NoCs), has developed as another last decade in the most recent decade to
conquer the confinement of customarily on-chip correspondence framework, and are
progressively essential in the present System-on-Chip (SoC) designs.

The architecture shown in Fig. 2 incorporates physical interfaces and correspon-
dence instruments, which execute the correspondence between on-chip parts. It can
accommodate a substantial number of protected innovation centers, giving separa-
tion between the computation and correspondence, and encourage a truly particular
and scalable design approach for SoC. The plan of 2D on-chip interconnects been
inspected from different viewpoints, for example, execution, circuit area, control
utilization and dependability and some commercial contributions as of now send
such systems. The approach and expanding suitability of three-dimensional (3D)
silicon incorporation innovation give another skyline to interconnect plan on-chip.
The 3D NoC has increased more interest and significance at a few colleges and

Fig. 1 3D FPGA diagram
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Fig. 2 3D FPGA-DRAM architecture

industry, as it is accepted to be a solution for the future interconnection issues in 3D
chip multiprocessors.

2 Related Works

A basic issue in the plan of on-chip systems is the choice of the topology which influ-
ences all NoC parameters, for example, organizes dormancy, steering cost, zone and
power execution. In writing, on-chip correspondence structures can be outlined as
general or custom system topologies. The mesh-based interconnect architecture that
comprises of a work of routers interconnecting IP centers set alongside the routers.
The 2D Convolutions and Cross-Correlations Using Scalable and NOC for signi-
fication execution into a 3-D based FPGAs techniques. This architecture is getting
more renowned for its smooth execution, the straightforwardness of the directing
methodology and modularity [1–4].

The Cordic Algorithms for Multiplying Quaternion [5].A variety of the torus
architecture, which wipes out the utilization of long wraparound wires, called a
collapsed torus, is portrayed in the issue of torus and work topologies is the related
system idleness. The solution of the NoC routing device is to locate the valid adjust
between that territory, data transfer rate, control utilization and additional noteworthy
execution records. Every outlined on-chip switch is a fundamental assurance to supe-
rior network rk-chip [6, 7]. The Online Set Intersection for Network Processing [8]
has the accompanying attributes: its distance across stays sensible the quantity of
layer of a system, the topology is adaptable and utilizes few switches for a given
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amount of user. It has a characteristic progressive structure which can be helpful in
the expansive scale interconnects and system zone networks [9, 10].

An interconnect architecture in light of a butterfly fat-tree for an organized SoC is
a broad thought that insinuates the coordination of about all parts of system plot on a
singular chip. The SoC diagrams are routinely dictated by the reliably creating enthu-
siasm for extended structure convenience and conservatives at any rate cost, control
usage and time to publicize. These designs outline the purpose behind different
novel electronic applications in the blink of an eye in regions, for example, wired
and remote interactive media correspondence, and also the plan of required switches
and tending to components. As of late, other new topologies, for example, such as
a spider on NoC. The routing algorithm and NoC router its meant said by various
works are centered around transmission package through a hub to different hub,
both of this described as unicast. Nonetheless, among that advancement about the
several core chip, the role of conveying a similar bundle over a few hubs is addition-
ally required [11, 12], are proposed as a compromise among the clustering routing
[13] and 2D work topologies. In any case, the versatility of the right now proposed
arrangements, including a honeycomb structure, and butterfly fat-tree structure is
either deficient or unexplored. Up to now the most well-known topologies utilized
for on-chip arrange in center/tile basedmodels are 2Dwork and 2D torus. In any case,
rising three-dimensional coordination innovation shows two noteworthy favorable
circumstances, in particular, higher execution and lower control utilization.

The dimensional enable chips to work at bringing down voltage with bringing
down leakages, an unprecedented mix of upgraded execution and essentials viability
stood out from past forefront transistors. The innovation incorporation capacities
give chip creators the practicality to plan and fabricate NoCs that will grow in the
third measurement. The topology of a NoC indicates the physical association of
the interconnection organizes. It characterizes the interconnection between hubs,
switches, and connections. One of the kinds of system topology is the roundabout
system typologies; every hub has guide point-to-direct connections toward a subset
of different hubs in the system called neighboring hubs [14–16].

The NoCs designs are made out of many layers, where each layer is a NoCmatrix,
where the systems are the same for every one of the layers, framed of components. A
few examinations have demonstrated that NoCs can enhance normal correspondence
execution, fundamentally in regards to usable data transmission and short bundle
conveyance latencies, in light of the likelihood of utilizing the extra dimension [17–
19]. A significant diminishment in the number and length of worldwide interconnect
using 2D incorporation anticipated. The majority of these examinations found the
2D work most reasonable NoC. Our switch engineering delivers the requirements to
help low inertness, and high transmission capacity correspondence administrations
for the on-chip 2D work organizes and to give an adaptable and versatile outline for
the multiprocessor frameworks on-chips. Our model will be created in the following
sections [20].
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3 Materials and Methods

The design of expansive gadgets infers radical and effective development in FPGA
interconnection structure to enhance control utilization, region, and execution.
Present day work FPGA plans depend on a bunched engineering additionally called
group-based work FPGA. The proposed work is utilized to investigate the new effec-
tive approach to outline interconnection structures for bunch based work FPGA
designs. 3D FPGA innovation is used to moderate the extensive ranges of lines
effects and enhance that general framework exhibition. Within the case, the 3D
network IC advancement should be ascended being a champion among the various
assuring responses to crushing the difficulties in interconnection andmixmany-sided
quality of present-day circuit plans. The 3Ddesign can be effectively used to decrease
worldwide interconnect length and enhance the execution of the system.

A novel approach named Augmented Fabric Routing algorithm shown in Fig. 3
is proposed to enhance the execution of FPGA steering by including Traces into

Fig. 3 Proposed system architecture
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the current FPGA directing. The proposed work performs way discovery by sending
the Sectional course ask for the message and gets the answer, which has the area
data of the stations. Likewise, the halfway channels additionally perform learning of
different channels area data which enables the choice of a region where the objective
to channel finds and where the way identification must be executed. It is propelled
to enhance the nature of the administration of on-chip arranges moreover; the spread
of glitches in both the control and data route parts of the circuit. In light of the
examination, we make frameworks that undertaking to diminish glitching power use
by constraining age and expansion of glitches in the circuit.

3.1 Modified Anti—Hebbian for Multicast Routing
Algorithm

In the accompanying system, the identification of suspicious fortuitous events is
performed by anti Hebbian Multicast Routing inhibitory feedback connections, i.e.,
data-wise similarities within source components, Even though additionally about
Excessive arrange conditions and highlights of the information. A unit that has been
inert for quite a while slowly brings down its edge (i.e., ~ limits its Selectivity),
observe an often effective system steadily turns out to be more specific by increasing
its edge. This system produces m data: ab, j = 1… M, to n portrayal units: bi, I =
1… n. In light about each input and the non—linearity units, that can’t be ascertained
in a single advance as on account of one unit, because the criticism from other units
impacts the last yield here. Given that the input is symmetric (wij= wji), the system
is ensured to sink into a steady state after an underlying transient. Here transient
occurred mimicked by numeric explaining the modified distinctive condition for
specific info design:

dY/dt = F ∼ i qiba j + j =∼ lw ∼ b∗ − t i) − b∗

Either j, q both this density for an association from ab toy ~ , w U is a unique
association within units yj, nonlinearity y, the units are addressed with that capacity.

J (u) = 1/(1 + exp(−Au)).

The system is at that point computed by forming the benefit of y* in the steady
state to 0 or 1 (bi = 1 if b* > 0.5, b ~ = 0 contrarily). These feedforward data are
arising chance, 2 also the feedback substances are 0.

3.1.1 Algorithm

stated m, precision criteria ε, and the most extreme number
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of cycles max iter.
Note weights w = [αi j, βi]T (1 ≤ j ≤ 7, 1 ≤ i ≤ m).

Step 1: Initialize: w = Test and estimate iter = 0.
Step 2: Deliberate E(w) practice using data. If E < ε or iter > max iter, then stop.

Step 3: Compute
∂E

∂w
using example information.

Step 4: Apply the optimal solution to obtain �w, renew w1 = w1 + �w2, and
receive the new model f E(w) ·Continuous = iteration+ 1 and go to Step
2.

Performed efficiency criteria ε, and the highest number of covered nodemax.
Obtain weights W = [αij, βi]T also M.

Step 1: Establish:W = 0, E = 0.
Step 2: ComputeE(w) relating instruction data. IfE< ε orm>maxm,when check.
Step 3: Extension a numeral of secret node to one M = M + 1, i = i + 1.
Step 4: Allow arbitrary data weight αij (1≤ j≤ 7) to the current ith isolated neuron.
Step 5: Assume that amount weight βi for the modish obscure node based on

instruction information, E, and αij, and receive the distinct design f Wnew
= f We preceding + βiyi. Go to Step 2.

3.2 A Path Finder Routing Algorithm

The Pathfinder calculation to detect path for every one of the nets. Pathfinder routes
one loss at any given moment inside every iteration. Congestion is transiently
permitted in the middle of the road steering comes about, and the nets must consult
with each other to figure out which one possesses the full asset in ensuing cycles
until the point when all blockages are settled, and an entirely legitimate directing
outcome is perceived.

3.2.1 The Sequential Pathfinder Algorithm

Step 1: PathFinder(gains {Ni}, arch G = hV,Ei)
Step 2: while routing deficient or clog exists does.
Step 3: SeqMaze({Ni})
Step 4: modified history expenses of the hubs in V
Step 5: close while
Step 6: result Pathfinder
Step 7: finish
Step 8: SeqMaze(nets {Ni})
Step 9: during various unrouted or stuffed net Ni do
Step 10: rip-up RTi if exists
Step 11: RT i ← {si}
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Step 12: for each separated sink tij do
Step 13: Pj ← MazeExpand(RTi, tij)
Step 14: RT i ← RT i ∪ {P j}
Step 15: end regarding
Step 16: update already takes about that node in RTi
Step 17: the purpose of
Step 18: end SeqMaze

3.3 Parallel Pathfinder

The routing of S − and S + don’t begin until the point when S0 completes, and the
directing of S0 in the following cycle does not begin until the point that S − and S +
wrap up. The nets in every subset are either directed successively or divided similarly
and routing in parallel. Plainly our parallel directing calculation is deterministic.

3.3.1 Parallel Pathfinder Algorithm

Step 1: ParRoute(nets {Ni}, arch G = hV,Ei)
Step 2: pid ← producer_id()
Step 3: if pid == 0 then
Step 4: while routing incomplete or blockage exists do
Step 5: {RTi} ← ParMaze(0, {Ni})
Step 6: update history expenses of the hubs in V
Step 7: return {RTi}
Step 8: end while
Step 9: else
Step 10: tid ← task_id(pid)
Step 11: to occumplish ← owner_pid(parent(tid))

Step 12: receive nets {Nj} from manager
Step 13: {RT j} ← ParMaze(tid, {N j})
Step 14: send {RTj} to manager
Step 15: close if
Step 16: finish ParRoute
Step 17: finish
Step 18: ParMaze(task id tid, nets {Nj})
Step 19: if tid is at the last level then
Step 20: {RT j} ← SeqMaze(tid, {N j})
Step 21: return {RTj}
Step 22: else
Step 23: (S0, S−, S+) ← partition({N j})
Step 24: {RT j : N j ∈ S0} ← SeqMaze(S0)
Step 25: operater = owner_pid(rchild(tid))
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Step 26: passing S + to worker
Step 27: {RT j : N j ∈ S−} ← ParMaze(lchild(tid), S−)

Step 28: receive {RT j : N j ∈ S+} from worker
Step 29: return {RTj}
Step 30: end if
Step 31: end ParMaze

4 Results and Discussion

A. Estimation approach

The Proposedmethod is outlinedwith inVerilog (HDL), reproduced inModelsim,
also incorporated FPGA separately prototyped. Somemultifaceted equipment nature
of within planned 3D multicast switch means assessed into regards to territory use,
update, and inactivity. To confirm this legitimacy of our 3D Anti-Hebbian For Algo-
rithm, Multicast Routing technique we first utilize the which Modelsim is a standard
business reproduction device in the hardware business. To finish the reproduction,
activity generators are utilized for creating excitation motion to switch. The signals
appeared in Fig. 4 clarify that that information send through to goal yield port in
light of the goal tends to which it takes. So our directing calculation can fulfill the
necessities of capacity and timing.

At that point, aMeshNoC is worked to confirm the legitimacy of the entire system
and figure the throughput and inertness. In Fig. 5, the condition of the IP centers of
various hubs sending and accepting bundles can be seen. So we may presume that
our switch likewise can fulfill the prerequisites of capacity and timing in the entire
3D arrange.

B. Everywhere and latency

Fig. 4 Simulation waveforms of router
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Fig. 5 Simulation waveforms mesh NoC

Throughput implies the rate that packets can be sent over the system.

Throughput = Total Packets × Length

IP′s number × Time

where the Total bundles is the number of parcels which effectively achieve their
goal hubs, Length is the number of bits per packet, IP’s name is the quantity of IP
squares embroiled in the correspondence, and the Time alludes to the amounts of
clock cycles that pass between the principal message sending and the last message
accepting [11].

The dormancy implies the average time which keeps going between the head
bounce infusion into the system at the source hub and the tail flutter of this parcel
gathering at the goal hub:

Latency =

N∑

i
Latencyi

N

where the Latency I allude to the flag inertness and N is the aggregate number of
parcels achieving their goal hub.

Figure 6 dropping probability is obtained by calculating the ratio of the count of
data having type identifier to the count of the total number of data generated from
each source node. Figure 7 shows variation of average throughput with traffic load
for various topologies.

5 Conclusion

There is the tremendous number of routing algorithm proposed, and few of them
are executed in the system. The choice of routing algorithm exclusively relies on
application and system conditions. A deterministic calculation is easy to perform and
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Fig. 6 The variation of dropping probability with traffic load

Fig. 7 Variation of average throughput with traffic load for different topologies

has a particular structure of way to take after between the source and the goal hub.
In overwhelming rush-hour gridlock, a deterministic calculation may incline to clog
and give higher system inactivity. XY directing calculation is deterministic and takes
after the steering way and has inactivity on the more upper side. Turn model can be
sorted as an Anti-Hebbian For Multicast Routing Algorithm. However, it confines
a few turns, which makes it somewhat versatile. The basic parameter considered
while planning the switch is an exchanging system. There is the quantity of switch
engineering proposed before with exchanging procedures. This paper looks at past
switches and depicts the outline of the switch utilized for usage of the versatile
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calculation on FPGA for 3D. There are not very many completely Anti-Hebbian
For Multicast Routing Algorithm was in presence which is appropriate for 3D, and
there is the degree for creating one as the above registering situation is advancing
progressing every time.
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Wearable Jacket for Posture Correction
Using Flexible Fabric Stretch Sensor
for Working Age Groups

B. V. Santhosh Krishna, J. Jijin Godwin, A. Aline Gratia, K. Keerthanaa,
and B. Kiruthika

Abstract Generally, IT professionals and people who are engaged with working in
a long duration sitting postures are affected by musculoskeletal disorder. Our device
is designed to help the people who are affected by this kind of health issue. Usually
the people suffering from this disorder cannot give attention to their postures due to
their full concentration in their respective work. This jacket will help in alerting the
patient by the warning or stimulus which is given to them whenever the angle of the
bend of the spinal cord has reached the pre-determined value or the threshold value
of spinal cord angle in comparison with posture indication position. The sensor used
in this device is flexible and thereby can be fixed to the fabrics so that the patients
can wear them regularly. The trigger or stimulus given by our system which is done
by using IOT will make the people to change their postures to prevent themselves
from this disorder. Overall, the analysis performed implements the proposed idea as
a monitoring system that can be used to identify body posture variations related to
different levels of engaged users while performing cognitive tasks. Our model is also
embedded with a pulse monitoring facility for easy diagnosis. Since it is a wearable
one it can be used by young age people, middle age people as well as older age
people.

Keywords IOT · Postures ·Musculoskeletal disorder ·Wearable one deflection
sensor

1 Introduction

Due to the advancement of IT industry and the rapid increase in the busy hurry world,
people loss themselves to give attention to their health especially the youngsters and
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middle aged people. As the working environment are changing into automation
nowadays,physical works are reduced and mental works are increased which risks
the human lives and their lifestyle. Because of this, the carelessness towards their
respective health got increased which leads to sudden death and non-reasonable
deaths at a very young ages. One such serious health issue called MUSCULO-
SKELETAL DISORDER, a kind of non-communicable syndrome which affects the
human’s back and posture is increasing day by day. The demand for device-assisted
care has been grown day by day. On the other hand, wearable devices such as fitness
trackers (e.g., smart bands, smart Wrist watches, Garmin, Apple Watch, MI Band)
and many healthcare wearable devices like smart clothes is emerging every day.
These innovative electronic devices help the users to monitor and frequently check
their physiological parameters and manage their health on their own. This can also
help the physician access to the user’s health data and receive personalized medical
attention care. The proposed system of wearable jacket not only focuses on elderly
people but also focuses on young age andmiddle age too who are affected bymany in
number by this special kind of health syndrome. As the system alerts and forces them
to change their posture frequently they may get adopted to the changing position and
make themselves to prevent from these serious health issues. The first section of the
paper explains about the existing technology which is already involved in this kind
of providence of a solution for the problem digitally. It also explains their features,
its working condition in brief, components involved, advancement level along with
their advantages and disadvantages and special kind of applications.

The second part of the paper describes the proposedmodel and the idea and theory
involved briefly. The components involved, the advancement it holds, the advantages
it overcame with the existing technologies and devices which are compatible. It also
holds the comparison of performances of the existing one and the proposed one.
Finally the paper got concluded with the advantages and vital applications of the
proposed idea.

2 Existing Methods

In most cases, the main motive of this work has been focused in the detection and
alteration of the user’s posture. In the several literatures, many ideas have been
explained to analyse the posture of the person automatically. In most of the methods
the bending of the human skeleton is detected by using cameras. Everything is done
through a camera like capturing the image, mapping with the predefined postures
and then setting the result. This makes the system high in cost due to the use of
cameras and it consumes a lot of time for manipulation. There is no intimation
for the user if he is in the wrong posture for a longer time. This fails the person
from experiencing damage. Most of the Project has been done by fitting the sensors
in the chair. The posture of the person will be modified only if he/she is sit in
that particular chair and we can’t carry that chair wherever we want.It would be a
disadvantage, the chair should be designed for each person’s physical structure, it
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can’t be used by another person and if we are building a chair with these equipment
it may cost high. Let’s discuss by analysing each of these methods briefly.In this
approach, the ideology implemented is providing a newly watch type patch which
is a wearable one made of sheet sensors [1]. These sensors gets the value from the
human body through ECG, body temperature, aspiration and chemical contents of
glucose etc., These method also involves in highlighting the angle measurement of
spinal cord and is displayed on the patch and nothing is done to detect the posture.
In the Intelligent Chair Sensor—Classification and Correction of Sitting Posture, the
method of approach mentioned is designated and manipulated for analysis through
pressure sensors that are fitted within the adjustable chairs and according to the
observed value[2], the posture correction is intimated by notification made by a
sound. As this method uses pressure sensors to analyse the sitting posture that is
fitted with the chair, the manufacturing is costlier than any other designs. In the
Motor Control [3] after Human SCI through Activation of Muscle Synergies under
Spinal Cord Stimulation, the approach concentrates only on the SCI i.e. Spinal Cord
Injury patients and does not involve with correct intimation of posture correction.
They implement themethod called real time analysis of angle detection of spinal cord
through the help of flex sensor [4–6]. It doesn’t involve in creating any preventive
technique that can be used for the prevention of any kind of posture correction
syndrome.A neural basis formotor primitives in the spinal cord, explains the analysis
of the motor control responses of the neurons in the spinal cord and the observed
electrical impulses transferred between neurons is analysed through electrodes fixed
with the victim [7–11]. By the comparison of observed value with pre-determined
value, the angle of the spinal cord is provided as well as the motor activities of the
neurons is also analysed. The signal is transmitted to the cloud using a transmission
module implemented with a rectangular zigzag antenna [12,13]. Chvatal et al. [6]
came upwith a solution to posture correction of all age group people by implementing
the bending movement analysed by deflection sensor using electrodes attached to the
human body and the flexibility of the concern patient is provided by using Euler’s
formula. From the flexibility of the concerned person’s spinal cord [14–16] we can
able to give counselling to the person about their posture.

3 Proposed Method

The proposed system helps in breaking the ups and downs and drawback in the
existing system. This system involves in the process of examining and intimation of
the spinal cord bend movement and the angle measurements of humans while they
bend to and fro when the limitation period exceeds the duration for the cause of the
disorder. The system uses special kind of sensors to obtain the spinal cord bending
movement. When the typical type of event occurs, then a strong intimation of alert
is produced to the user with the help of vibrations and buzzer [17]. The vibrations
are intimated to the user by the action of Motors. Then their posture status will be
monitored by the doctor using the IOT module along with pulse monitoring (Fig. 1).
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Fig. 1 Block diagram of proposed method

For a long time many attempts have been made to describe tourism as a system.
Leiper tried to generate a tourism region consisting of destination and generating
regions to construct an efficient system.

3.1 Microcontroller

Amicrocontroller is an integrated chip that is often part of an embedded system. The
microcontroller includes a CPU, RAM, ROM, I/O ports, and timers like a standard
computer. They are designed to execute only a single specific task to control a single
system. The predominant architecture is CISC (Complex Instruction Set Computer)
[18–20]. Some use a RISC (Reduced Instruction Set Computer) architecture, which
implements fewer instructions. Here, the micro controller is used to control the entire
operations embeddedwithin it. The RISC architecture is used in thismicro-controller
to embed the perfect working of the model.

3.2 Vibration Motor

A vibration motor is a shaftless vibration motor that is perfect for non-audible indi-
cators. With a 2–3.6 V operating range, these units shake crazily at 3 V. An eccentric
rotating mass vibration motor (ERM) uses a small unbalanced mass on a DC motor,
when it rotates it creates a force that translates to vibrations. In this model, this
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Fig. 2 Vibration motor

vibration motor helps in providing the vibration alert to the user who wear this jacket
(Fig. 2).

3.3 Flex Sensor

Flex sensors are passive resistive devices that can be used to detect bending or flexing
analysis. It is considered as a bi-directional flex sensor. This flex sensor also can be
used as a deflection sensor wherein it helps in sensing the bending movement of
spinal cord. By analysing the data sensed from this sensor, we can be able to detect
the angle of bending movement of the spinal cord in which the user is engaged with
(Fig. 3).

Fig. 3 Flex sensor
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3.4 Software Used

Embedded C is designed to bridge the performance mismatch between Standard C
and the embedded hardware and application architecture. The Embedded C with
MPLAB integrated development environment (IDE) is used here. This program-
ming language which helps to process the hardware with its programming contents
commanded to it helps to process the model in a more efficient way. Thus, Embedded
C software also helps sensors andmicro-controller to work according to our favoured
condition and user friendly.

4 Working of the Model

When the power supply is given by using the battery of volts, the system is ready
to use and now the analysis of bending movement of the spinal cord of the user is
recorded and sensed using deflection sensor. The deflection sensor is available to
produce the sensed value according to the analysed position of the angle of the user’s
spinal cord. The various degrees and position status of the spinal cord is given as
follows: (Table 1).

The deflection sensor senses the angle values and send it to the Arduino board to
detect the abnormal changes. Initially the Arduino, which is embedded with a LCD
display shows the default value which is shown in the Fig. 4.

In Fig. 4, F:195 indicates the angle of spinal cord. HB denotes the pulse calcu-
lation value. Finally, POS indicates the posture position of the user. Now when the
abnormal position is detected theArduino automatically takes the count using counter
algorithm which is embedded in the coding for almost 7 min. After that the buzzer
is provided with sound to alert the user to change their position for 7 s.

Figure 5 indicates the spinal cord angle values and posture of the user when the
user is in normal position.

Figure 6 indicates the sensedvalueswhich is observedwhen the user is in abnormal
position. If the user change their position, the counter gets restart and the buzzer gets
off too. If the user doesn’t change their position after the 7 s of the buzzer indication,
the vibration motor gets activated and it continuously provides vibration to the user
and thus urges the user to change their position immediately. The system is also
provided with pulse calculating module which is provided for easy diagnosis. The
indication of the position of the posture is indicated to PCs or Personalmobile devices

Table 1 Indication of
position of the posture
respective to the angle of
spinal cord

Angle of degrees Status of position

180–200 Normal position

150–180 Abnormal position

Less than 150 Over bend position
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Fig. 4 The default starting display in the arduino board

Fig. 5 Sensor value phase 1
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Fig. 6 Sensor value phase 2

through IOT for screening of the user’s posture information. The entire model will
be a wearable one and the full structure is given in Fig. 7.
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Fig. 7 Complete prototype
of wearable jacket

5 Applications and Advantages

• Less weight.
• Can be used by anyone including middle aged persons, juveniles and elderly

persons.
• Since it is wearable it can be used in anywhere and anytime.
• Comfortable to wear without any uneasiness.

6 Conclusion

Though the development of technologies has reached its heights, man forgets himself
to give attention to his own health nowadays. As the responsibility towards society
increases, the responsibility towards health decreaseswhich now leads to the younger
deaths due to health issues. This system will overcome all the difficulties in the
existing technologies and helps in improving human health in a preventive manner.
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Design of Multistar Fractal Microstrip
Patch Antenna for Multiband
Application

R. Jothi Chitra, M. Mukesh Khanna, M. Rakesh, A. Praveen Kumar,
J. Jerin Godbell, R. Nivetha, and C. H. Amulya Nissy

Abstract Anewmultistar fractalmicrostrip patch antenna is introduced in this paper
for multiband applications. The proposed antenna is designed to resonate within the
frequency range of the WiMAX, WLAN, S and C bands. The action of a multiband
is studied by constructing five star-shaped structures in the same Substrate. The
proposed antenna uses FR-4 substrate which has a dielectric constant εr = 4.4 and
loss tangent of 0.02. Increasing the number of iterations will greatly improve the
operating bandwidth. By changing the size of the transmitter, the antenna can work
for multibandmode by adding additional four star-shaped structures. The parameters
of the antenna such as return loss, VSWR, radiation pattern and gain are simulated
and then described using CST Microwave Studio.

Keywords Multistar ·Multiband · CST ·WiMAX · Iteration

1 Introduction

In past years, it is important to design an antenna which resonates for multiband
application to meet the required demands in the modern communication system.
Microstrip patch antenna is preferred to meet the current trends in wireless commu-
nication due to its extraordinary features like small weight, low cost, easily fabri-
cated, less fabrication cost and multiband application support. Fractal antennas are
most suitable for multiband operation. Applying fractal to antenna results in size
reduction and supports multiband operation. Fractals have space-filled properties of
self-uniqueness which is the attractive feature of fractal antenna. Self-similar fractal
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property raises the diameter of the antenna in a total surface area and facilitatesmulti-
band operation by space filling property. These two properties increase the effective
radiation of the antenna. The basic concept and design procedure of microstrip patch
antenna are described in [1]. In [2], an extensive overview of principle aswell as spec-
ification of fractal modules was reported. Bandwidth improvement is accomplished
in the literature [3] by the presentation of a microstrip line fed scanned fractal shaped
port antennas. But this antenna model resonates for 2.4 and 4 GHz. Further in [4],
an octagon fractal microstrip antenna for wideband application is presented. This
antenna resonates from 10 to 50 GHz and uses coaxial feed. But coaxial feed is
difficult for fabricating the antenna hardware model. Consequently in [5], a RFID
reader and tag antenna are designed using fractal tree iteration. This antenna model
is used only for RFID application. A Koch snowflake fractal antenna for multiband
applications like GPS, WiMAX and applications for radar was demonstrated at [6].
A Koch fractal antenna has been addressed in [7] which produces circular polariza-
tion and size reduction for RFID application. In [8], a novel Koch fractal antenna
was recorded on an octagonal substratum covering 1–30 GHz. In [9] a Koch fractal
antenna, coplanar waveguide fed was presented for multiband use. In [10–12], a
hybrid fractal antenna is modeled for commercial, science and medical band appli-
cation based on Giuseppe Peano, Cantor collection and Sierpinski Carpet fractal.
This antenna model is used in this literature to realize the artificial neural network
(ANN) using the firefly algorithm. The commonly used fractal geometries are Sier-
pinski, Minkowski and Koch. In this letter, a multistar fractal antenna is proposed for
multiband use. The advantage of this proposed antenna is that the antenna resonates
for several frequencies, without increasing the size of the antenna. A remainder of
the segment is structured as continues to follow Sect. 2 that covers the design of a
multistar fractal antenna. The results of the simulation and the discussions are listed
in Sect. 3.

2 Antenna Design

This segment deals with the method of constructing the suggested multistar fractal
antenna. A suggested fractal antenna is a special structure that is used in this proposed
design consisting of multistar-shaped patch with FR4 substrate with permittivity of
4.4. A microstrip fed line is placed at the optimized position and connected to the
patch. Impedancematching between feed and patch should be perfectlymatched. The
antenna characteristics depend on the feed position. Single star antenna is initially
constructed as shown in Fig. 1, and the antenna radiation characteristics are analyzed.
But this antenna model resonates only for S and C band frequency range. In order to
increase the resonate frequency of antenna, a four-star pattern is incorporated inside
the single-star major update without increasing the size of an antenna. Multiband
property could be accomplished by growing iteration order numbers. Figure 2 depicts
the planned multistar fractal antenna. Figure 2a and b displays the front image of the
planned antenna and its side view. The measurements of the suggested antenna are
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Fig. 1 Initiator—a
star-shaped antenna

Fig. 2 a Front view of the
planned fractal multistar
antenna, b ground plane of
proposed antenna
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Table 1 Geometrical
dimensions of antenna

Design parameter Description Dimensions (mm)

Ls Length of substrate 65

Ws Width of the
substrate

66

Lf Length of feed line 35

Wf Width of the feed line 2

Lg Length of ground
plane

65

Wg Width of the ground
plane

66

determined using transmissionmethod [1]. The antenna geometricmeasurements are
measured and represented in Table 1. The antenna size is 65× 66 mm and substrate
height is 1.6 mm.

3 Results and Discussions

This suggested multistar fractal antenna is modeled using the simulation software
CST Microwave Studio focused on finite integration technique. VSWR, radiation
pattern, return loss and benefit from single-star antennas andmultistar fractal antenna
are analyzed and discussed. This swept frequency ranges from 1 to 9 GHz is consid-
ered in order to analyze the radiation efficiency of the suggested antenna. Figures 3
and 4 show the simulated VSWR value of first iteration and fifth iteration, respec-
tively. For the star-shaped antenna structure (first iteration), the VSWR value for 2.5
and 4.2 GHz is 1.25 and 1.27, respectively. For both the frequencies, the VSWR

Fig. 3 Simulated VSWR value of Star shaped antenna
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Fig. 4 Simulated VSWR of a fractal multistar antenna

value is optimum. Therefore, the star-shaped antenna resonates for 2.5 and 4.2 GHz
only. For multiband operation, multistar fractal antenna (fifth iteration) is designed.
The multistar antenna meets the desired value of VSWR for the frequencies 1.8, 2.7,
4.8, 5.6, 6.5, 7.5, 8.2 and 8.7 GHz.

Figures 5 and 6 show first iteration and fifth iteration modeled return loss (S11)
value. For the star-shaped antenna structure (first iteration), the return values for
2.5 GHz and 4.2 GHz are−15.6 dB and−43 dB, respectively. For both the frequen-
cies, the value of return loss seems to be more unfavorable. For strong radiator, the
optimumvalue is below−10 dB. Therefore, the star-shaped antenna resonates for 2.5
and 4.2 GHz only. For multiband operation, multistar fractal antenna (fifth iteration)
is designed. The multistar antenna meets the desired value of return loss value for the
frequencies 1.8, 2.7, 4.8, 5.6, 6.5, 7.5, 8.2 and 8.7 GHz. From the simulation results
of VSWR and return loss, it is concluded that the proposed antenna covers Wi-Fi,
WiMAX, S and C band frequency bands in Table 2.

Figure 7a, b and c shows the simulated far field radiation pattern of E and H plane
patterns for the frequencies 1, 5 and 9 GHz. To all frequency ranges, the radiation
distribution is almost omnidirectional.

Fig. 5 Simulated return loss of star shaped antenna
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Fig. 6 Simulated return loss of fractal multistar antenna

Table 2 Illustration of the
proposed antenna simulated
VSWR and return loss value
for various frequency ranges

Frequency range (GHz) VSWR Return loss (dB)

1.8 1.9 −12

2.7 1.4 −22

4.8 1.3 −17

5.6 1.8 −12

6.5 1.8 −10

7.5 1.1 −21

8.2 1.2 −19

8.7 1.6 −10

The 3D gain plot of star-shaped and multistar fractal proposed antenna is illus-
trated in Figs. 8 and 9, respectively. The maximum gain obtained for star-shaped
antenna is 2 dBi. The maximum gain achieved is 4 dBi. From the figure, it clearly
shows that when the quantity of iterations improves, the antenna gain is rising.

4 Conclusion

For multiband application, a new multistar fractal microstrip patch antenna is built.
The antenna designed consists of five star-shaped patches on the same substrate. For
several frequencies, the antenna resonates. The optimum value of simulated VSWR
results and return loss is achieved. For all the frequencies, the radiation distribution
is almost omnidirectional. Maximum gain attainable is 4 dBi. The antenna proposed
suits remote applications.
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Fig. 7 Simulated radiation
pattern of proposed YZ plane
antenna (red) and XZ plane
(blue) a f = 1 GHz b f =
5 GHz c f = 9 GHz
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Fig. 8 3D gain plot of
star-shaped antenna

Fig. 9 3D gain plot of
multistar fractal antenna
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Design of a 48 V BLDC Motor
for Military Application

G. Moorthy, G. Shanmugaraj, R. Sankar Raj, J. Swetha, P. Gunavathi,
and R. Jeyaprakashini

Abstract Electromechanical actuators are increasingly used in aerospace applica-
tions, particularly for all electrical and space aircraft. In the recent years, unmanned
aerial vehicles (UAV) have gained widespread applications. Here an electromechan-
ical actuator is used to control the speed and position of the nose landing gear for
military purpose. The hydraulic actuators had been replaced into electromechanical
actuators (EMA) which has the ability to control and monitor torque. The EMA
consists of a BLDC motor which has an advantage of high efficiency and excellent
controllability. The main challenge of using BLDC motor in this application is that
it should have good size and torque ratio with reasonable efficiency. For this reason,
design has to be made analytically and motor FEA analysis has to be done with tran-
sient electromagnetic analysis for motor effectively before prototype. In this project,
a 48 V BLDC motor is designed by using JMAG-Designer software. This software
provides to verify the FEA analysis under transient condition. The JMAG software
has the ability to evaluate all the motor characteristics like torque–speed charac-
teristics, loss characteristics, inductance characteristics, etc. Finally, the results are
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inferred how the efficiency is improved with the proposed design, and the graphs
generated are used to infer the design proficiency.

Keywords EMA · BLDC motor · FEA analysis · JMAG-designer software

1 Introduction

Linear and rotary hydraulic actuators play an important role in aircraft application.
The hydraulic actuators consist of cylinder or fluid motor that uses hydraulic power
to facilitate mechanical operation. But the drawback of using hydraulic actuator is
that they leak fluids, which leads to a loss in efficiency. The leaks can damage the
surrounding area and components and lead to environmental problems. The hydraulic
actuators have nowbeen replaced by electromechanical actuators (EMA),which have
complete control over the motion profile. They are fitted with encoders which can
be used to monitor precisely the velocity and location. It also provides the ability
to control and monitor torque using BLDC motor. Thus, a 48 V BLDC motor is
designed with the requirements of low inertia, high speed, and high torque and
with reliable operations. The BLDC engine has a multi-phase winding stator and a
permanent magnet core-fixed rotor. The BLDC motor of the actuator is equipped
with a Hall-effect sensor for position sensing to generate required signal for the
firing of power semiconductor switches and control switches. The BLDC motor
used here has maintenance-free due to lack of mechanical switches and brushes and
can operate at a very high speed. A high-speed and low-torque BLDC motor is built,
as the size of ourmodeledmotor is small, as will reach the system’s high bandwidth at
reduced space consumption, also the rotor inertia is kept low.

Brushless DC motors have several advantages over other existing motors such
as PMSM, induction motor, PM synchronous motor, and so on and conventional
brushed DC motors such as high efficiency, higher-speed ranges, low maintenance,
long service life, noiseless operation, improved speed versus torque characteristics,
andhighdynamic response [1]. The aerospace vehicle under consideration is powered
by four rear mounted control surfaces operated by four independently powered actu-
ators. The BLDC motor is the prime mover for the position power actuator [2]. The
configuration of the internal rotor permanent magnet form is chosen in the design of
the permanent magnet BLDC motor, so that it can be applied to a drive requiring a
large torque that can accelerate and decelerate with a good response. The option of
8 poles and 12 slot configuration is aimed at improving motor performances [3]. In
this study, the BLDC motor has three Hall-effect sensors embedded in the stator on
the non-driving end of the actuator to know the position of the rotor [4]. To meet the
performance requirements, the design of a BLDCmotor is with a permanent magnet
inside and a rotor mounted on the top. Even the design of the 300 and 48 V DC
power supply BLDC motor is carried out, and the 300 V DC output is assessed [5].
High-power BLDC closed loop control system includes mainly IR2130 drive circuit
design, H bridge drive rotary motor direction control, and speed detection circuit
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Table 1 Specification for
BLDC motor design

Parameter Specification

Rated power 0.28

Torque 1

Poles 4

Slots 12

Power supply 48

Maximum current 7

Outer diameter 50

Motor height 105

Line current 10

to enhance engine performance by modifying parameters. [6]. BLDCM is proposed
and analyzed for FESS, and eddy current loss and air gap flux density in perma-
nent magnets BLDCM outer rotor ironless are investigated by 2D finite element
analysis using different magnetization methods [7]. In the BLDC motor design, the
rare earth magnet material example Nd–Fe–B is often used in comparison with any
othermagnetmaterial due to high flux density [8]. The designed output of the SynRM
motors can achieve the same degree of efficiency of the standard BLDCmotor where
material costs are reduced by up to 50% [9]. The concept equations and effects, such
as cogging torque flux patterns and predicted 3D views for 8 poles 27 slots and
0.75 kW PMBLDCM are presented [2]. The proposed design would allow the user
to rotate the motor either in the clockwise direction or in the opposite direction
[10, 11].

A BLDC engine is an electronically commuted DC engine that does have
any brushes or commutators. The brushless DC motor is the one designed for
unmanned aerial vehicle (UAV) electromechanical actuator. The brushless DCmotor
is highly effective in producing a significant amount of torque over a wide range of
speeds.BLDCmotor is useddue to its high efficiency, higher torque value per volume,
and a high-speed applications capability (Table 1).

2 Existing Method

Earlier conventional actuator with hydraulic process requires only mechanical
engineswith fuelwhich is improvedwith amotor-driven hydraulic actuators called as
electrohydrostatic actuators which are used to actuate the nose landing gear steering
mechanismofUAVvehicle. The conventional actuatorwhich usesmechanical engine
in aircraft applications causes pollution due to emission of carbon. In the hydraulics
system, the cost of the fuel is high and due to the leakage of oil the system efficiency
gets affected. Hydraulic actuators may suffer loss of efficiency due to fluid leakage.
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They also require many auxiliary, making them bulky andmore complicated tomain-
tain. An analysis of some critical mode failures for EMAs and condition indicators
has been developed to require detection, identification, and isolation of fault modes
[12]. The complicated nonlinear entity was converted into a simple linear structure
using the control strategy for linearization feedback. The PID controller was coupled
with the linearization feedback technique to perform proper position control [13, 14].

3 Proposed Method

ABLDCmotor is designed for electromechanical actuator to actuate the nose landing
gear steering system mechanism of UAV vehicle. A BLDC motor is a DC motor
which is electronically commuted and has no brushes. Brushless DC motors are
highly efficient in producing large amount of torque over a vast speed range. The
BLDCmotor provides the proper characteristics of size and torque. By increasing its
efficiency, the motor is designed with reduced size for reliable aerospace application.
The analytical calculations are carried out with finite element analysis using JMAG
software. The parameters of the motor are obtained using the calculation with motor
constraint. The parameters are used for the design of BLDC motor in JMAG, and
the transient analysis is carried out and hence the result is obtained and verified.

4 Finite Element Analysis

Finite element analysis of a BLDC motor’s electromechanical field considers speed
control and mechanical versatility. Electro-Mechanical transient analysis approach
is used for studying the BLDC motor behaviour at each step, nonlinear step finite
element analysis of themagnetic field is achieved by taking into account the switching
behavior of the time step finite element analysis of the mechanical movement and
also taking into account the shaft, rotor and bearing flexibility. A BLDC motor’s
electromechanical field research consists of two parts: Driver circuit magnetic field
analysis and mechanical motion analysis which provided the feasibility for portable
structure. The finite element analysis is widely used when designing electric motors
in terms of both the theoretical and numerical aspects [15]. With the defined design
parameters from calculation, through FEA analysis the design validation purposes,
the failure analysis, and analytical methods are effectively involved in fast evaluation
of motor performance characteristics.
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5 Design Calculations

In order to design a 48 V BLDC motor the parameters like rotor outer diameter,
width of the teeth, length of the stator stack, width of stator back iron, number of
winding turns, etc., with the gear ratio 96 Torque 2.421 Nm and speed 662.4 RPM,
the research is performed using “JMAG-Designer” software.

Output power P0     = ("2.421*2*pi*" 662.4)/60
=167 W 

Given, Torque (T ) = 2.421 Nm
Speed in R.P.M      = 662 RPM
Assuming efficiency 60 %
Motor input power (Pi) = 167/0.6 W

= 278.33 W
Rated Current (I)           = 278.33/48 A 

= 34.79A
Resistance (R)     = (278.33 – 167) / 34.792
= 0.09ohm

MOTOR TORQUE CONSTANT (kt)

Back EMF of the BLDC drive (E) = Vm-Im*Rm
kt= Ke= E/2πNs
where Øm―flux produced by each magnet 

Zm―no.of conductors in stator 
Pm―no.of poles on the rotor in BLDC Motor

Ns – Synchronous Speed (No Load)
Kt = Ke = E/2πNs = (48∗60)/(2 960)
= 0.47V/rad
ØZP   = (60*48*3)/(2 * 960) = 4.5
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ROTOR PARAMETERS AND DIMENSIONS

ROTOR PARAMERS AND DIMENSIONS
Shaft Torque, T   = πD²L Bav ac/3
Assuming: Bav = 0.75, ac =40,000
We get D²L          = 7.71*7-5 
Putting length of stack L = 0.063 m 
We get dia. of rotor      D = 0.035 m
PØ = 0.75*pi*0.035*0.063, Taking P = 4,
we get Ø = 0.001299
MMF required to produceBav
MMF               = 0.75*0.00519*/(4*pi*10-7)                      =3097.55 AT
MMF to be produced by magnet (MMF)mag = 3097.55*1.2 =3717.06 AT
Length of magnet(Lm)=        (MMF)mag/Hmax =3717.06/133.33*103
= 3.79 

STATOR PARAMETERS AND DIMENSIONS

ØZP= 2.625
Therefore, Z = 505.78
No. of slots Q = pole * No. of phases
= 4*3

= 12 Slots
Therefore, No.of conductors per slot=505.78/12
= 42.15

Magnet pole area (Outer face) =π*0.035*0.063/4 
= 0.0073 mm2

Di=D-2*Lm =35-2*3.79
=27.42 mm

Therefore,Øg=π*27.42*63*10-6*0.75/4
=4.07e-3 wb
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STATOR BACK HEIGHT (hbs)

hbs               = π*34.58*0.75/2*4*1.6 
= 6.37 mm

Height of the slot can be calculated as
hs      = 105-(2*6.37)-34.58-(2*1.5)/2

= 54.72 mm
Where, Dos is the outer rotor diameter, 
hbs is the stator back height, 
Dis is the inner stator diameter, 
lg is the air gap between rotor outer diameter and stator 
inner diameter
Width of teeth, (Wt) = π*27.42*10^-3*0.75/12*1.6 

= 0.0034 mm.

Therefore heat dissipated
= (McuxScu x (T2 - T1)+Mau x Sau x (T2 - T1)+ Ms x Ss x (T2 - T1))

= (0.12* 0.385 * (T2 - T1) + 0.1 * 100*(T2 - T1) + 0.2*92 (T2-T1))= 29*(T2-T1)
Copper loss + Iron losses = 45.625 W. 
Energy loss = losses x T (time) =45.625 x 20. (Time for 20sec) 

= 925 J.
Since heat dissipated = energy losses. 

925 = 29 (T2-T1).

If we take the temperature as 35 °C (ambient), then the final temperature will be
around 67 °C and it is the safe limit for all elements.

6 Results and Discussions

The design software uses the parameter constrain used in the calculation, and the
calculated parameter values as tabulated in Table 2 are used for motor dimension.
JMAG provides 2D and 3D analysis of motor. In this paper, 3D analysis is made for
accurate output characteristics of motor.

In JMAG-Designer platform for motor, creation and analysis are available. With
motor designed of given size and structure, transient electromagnetic analysis is
made and results obtained are represented graphically.

Figure 1 shows the motor geometry model designed in the JMAG editor window.
The motor model has been created. Then the materials used for stator core, rotor
core, magnet, and coil windings have been given. The materials used for stator and
rotor core are steel sheets. The coil windings are made of copper. The rare earth
neodymium magnets are used because of its advantages like small size which is
available in different shapes. They are less weight and offers high resistance to
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Table 2 3D FEA motor
model output characteristics

Torque 2.421 Nm

Phase resistance 0.046 O

Flux 0.001299 Wb

Bav 0.75

AC 40,000

Length of the magnet 3.79

Height of the slot 54.72 mm

Stator back height 6.37 mm

Width of the teeth 0.0034 mm

Fig. 1 Front view of
3D model—BLDC motor

demagnetization. It has high power to weight ratio and a high flux density compared
to other magnet material.

Figure 2 shows the 3D motor model extracted from the JMAG editor to JMAG-
Designer. The FEM coil circuit is formed, and by setting the parameters such as
resistance and voltage or current source the FEM coil circuit is built. At the initial
stage, the analysis of the engine conditions with no load and the engine armature
winding current is assigned to zero. Load analysis is carried out, and a supply of
48 V and 10 A current passes through the winding.

Figure 3 represents the condition for rotation motion, rotation periodic boundary,
symmetry boundary, and torque nodal force and FEM coil. After giving the boundary
conditions, the mesh analysis is made. The conditions for rotation motion, rotation
periodic boundary, symmetry boundary, torque nodal force, and FEM coils are given.
The precision that can be obtained from any FEA model is directly related to the
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Fig. 2 Isometric view of
3D model—BLDC motor

Fig. 3 Front view FEA
model view—BLDC motor

mesh used for finite elements. The finite element mesh is used to divide the model
into smaller domains called components, which solve a series of equations.
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Figure 4 shows the mesh analysis of BLDC motor in JMAG software. The struc-
ture is optimized as the components are rendered smaller, and the simulated solu-
tion approaches the true solution. The grid optimization method is a crucial step in
validating any model of finite elements and the results.

Figure 5 shows that x-axis represents torque and y-axis represents time. In the
initial stage, torque will be at 0.42, then it will gradually increase and reach a peak
value of 0.48, and after reaching the peak value the torque reduces gradually with
respect to time.

Figure 6 represents joule loss versus time. The maximum loss generated is 75 W
at three-phase coil.

Fig. 4 Isometric view 3D
FEA model—BLDC motor

Fig. 5 Torque Vs Time
curve of 3D model
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Fig. 6 Graphical
representation of Joule loss
at different parts of BLDC
motor

Fig. 7 Three phase current
waveform of BLDC motor

Figure 7 represents circuit current versus time. The maximum current at each coil
is 5 A.

Figure 8 represents circuit voltage versus time. Themaximumvoltage at all phases
is 7 V.

Figure 9 represents coil flux linkage versus time. The maximum flux linkage at
each coil is 0.02 Wb.

Figure 10 represents rotational displacement versus time. The total rotational
displacement is 10° at 0.0025 s.

Figure 11 represents circuit electric power versus time. The maximum electric
power at the motor is 95 W.

Figure 12 represents rotational velocity versus time. The motor runs at the speed
of 670 RPM.
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Fig. 8 Circuit voltage at
three phases of BLDC motor

Fig. 9 Coil flux-linkage at
the three phase coils

Fig. 10 Total rotational
displacement of the rotor in
degree
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Fig. 11 Electrical power
waveform for three phase
winding

Fig. 12 Rotational velocity
of the BLDC motor

From the above graph generated, the torque–speed characteristics are as required
and efficiency is improved at given current and consumes less voltage and thus the
size and torque ratio are achieved, and conclusions are made in the next section.

7 Conclusion

The hydraulic actuators in aerospace application have been replaced into electrome-
chanical actuators (EMA). The EMA has a BLDC motor which is very effective
in controlling the motor speed and torque ripple at low speed. Thus to control the
speed of an aircraft for military application, a 48 V BLDC motor is designed in
the “JMAG-Designer” software with the specification of the gear ratio 96, torque
2.421 Nm, and speed 662.4 RPM. The result generated verifies that at given size
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constrain highly efficient BLDC motor is designed at desired torque speed charac-
teristics and nominal speed. FEAanalysis is done successfully asmotor sustainability
is verified. The obtained output at no load and load condition clearly indicates that
the actuator meets the requirement of the system specifications.
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Enhanced SURF- and Wavelet-Based
Underwater Image Stitching

G. Babu, B. Sridevi, T. Divyani, M. Monisha, and D. Pavithra

Abstract Underwater images are used in numerous scientific applications in the
fields of marine geology, archaeology, military reconnaissance, finding underwater
resources, detection of temporal changes under the sea, environment damage assess-
ment, etc. Stitching these underwater images to obtain a clear view is a challenging
and interesting problem for researchers. Several advances have been made to stitch
normal images, but the problem of stitching underwater images has been poorly
exploded because underwater images suffer from poor visibility conditions. Since
underwater images are captured byunmannedunderwater vehicles (UAVs), the orien-
tation of the images obtained also introduces an difficult problem.An effective under-
water image stitching technique is proposed in this paper. The images obtained from
a particular location are oriented in correct angle using self-organizing map (SOM).
The features of the oriented images are obtained with the help of speeded-up robust
feature (SURF) registration technique. Hessian matrix plays the role of obtaining the
feature points because it augments the number of feature points. From the obtained
feature points, the overlapping regions in the images are identified. These regions are
then eliminated using random sample consensus (RANSAC) algorithm. Finally, the
pre-processed images are fused to obtain the overview of that particular area, thus
provides a helping hand for researchers in various fields.

Keywords Image stitching · SURF algorithm ·Mosaicked image · Fusion

1 Introduction

The image stitching is broadly used in various fields like document mosaicking,
medical imaging, video stitching, multiple-image super-resolution imaging, high-
resolution mosaicked photos in digital maps and satellite imagery. Many techniques
have been employed by researchers for stitching underwater images; still they find
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the underwater image stitching as quite complicated issue because of low quality.
So, the aim of the paper is to get a clear view of a location by orienting the images
and to produce a natural quality image.

The first step to obtain a natural mosaicked image is to orient the images in
a particular angle for making the image stitching process a bit easy. Orienting the
image is performed by self-organizingmap (SOM) algorithm.Algorithm for learning
features of different resolution in hidden layers in a completely unsupervised manner
is established [1].

Second, the oriented images then undergo registration technique. Image regis-
tration is the most important step in the underwater image stitching process. It is
the action of transforming different sets of data into single coordinate system by
using SURF algorithm [2]. Various registration techniques like Oriented FAST and
RotatedBrief (ORB) and Scale-Invariant Feature Transform (SIFT) are also available
[3, 4].The speeded-up robust feature (SURF) is an advanced image registration tech-
nique of SIFT and ORB techniques which identifies the speed at greater speed. This
algorithm is also capable of identifying the similar features of images of different
sizes. The blob detection focuses in detecting the points in a digital image which
are different in color and brightness by comparing it with the neighbouring region.
Thus, the feature points are identified.

After identifying the matching features of images, the overlapping region can be
determined. The overlapping regions of the images are eliminated with the help of
RANSAC algorithm [2].

The last and significant step in the underwater image stitching process is fusing the
images. The image fusion is the blending of two ormore images for recognition of the
image with perfect quality. The image fusion is performed using wavelet transform
algorithm thus producing seamless results.

To achieve high-resolution stitched image, an effective image stitching method
based on self-organizing map, and SURF algorithm is proposed in this paper.

2 Proposed System

2.1 Block Diagram

Theblock diagram for enhancedSURFandwavelet based underwater image stitching
is as follows (Fig. 1).
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Fig. 1 Block diagram IMAGE 
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3 Algorithm

3.1 Self-organizing Map

Map is an artificial neural network, designed for yourself [5]. It is trained by unat-
tended learning to produce the input space for the exercise samples, which is called
the map, with a two-dimensional discrete representation. It is the way to reduce
dimensions. Instead of error-correction learning, competitive learning is employed
in self-organizing map [6, 7].

The network has to be fed with large number of example vectors. These vectors
must be as close as possible to the vectors expected during forming map. These
example vectors are processed several times recursively [8].

The competitive learning in SOM iswhenever a training set is given, the Euclidean
distance to all the pixels of the given training images is computed. From the obtained
distance, a map is formed [9]. The update formula for an image x with weight vector
Wx(s) is,

DisplaystyleWx(sp+ 1) = Wx(sp) + θ(u, x, sp) · α(sp) × (D(i) −Wx(sp))}

SURF obtains Hessian matrix using blob detector to find the point of interest.
Considering a point m = (x, y) in an image I, the Hessian matrix H(pt, s) at point pt
and scale s is:

H(m, s) =
(
Lxx(m, s)Lxy(m, s)
Lyx(m, s)Lyy(m, s)

)
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where sp is the step index of the sample, i is the index of training sample and u is
the index of BMU of the input vector.

The example for orienting the images using self-organizing map is of which 0°
orientation is identified as correct by the SOM algorithm.

3.2 SURF Registration

SURF descriptors spot and identify objects, people’s faces or reconstruct 3D image
by extracting the point of interest. The determinant of hessian blob is computed with
3 integer operations [10].

In SURF method, the image is converted into coordinates using multi-resolution
pyramid technique to obtain the same image with reduced bandwidth using Gaussian
or Laplacian pyramid shape. This achieves a state called scale-scarp which ensures
that the point of interest is scale invariant. The algorithm has three steps: interest
point detection, neighbourhood description and matching [11]. The self-organizing
map clusters the data without having knowledge about the class memberships of the
input data. Since the self-organizing map is used to detect features; it is also called as
self-organizing feature map (SOFM). Interest point detection: SURF algorithm uses
box filters(square-shaped) as an approximation of Gaussian smoothing [12]. This
type of filtering is much faster if integral images is used:

S(x, y) =
x∑

K=0

y∑
I=0

I (k, l)

3.2.1 Scale-space and point of interest position

The scale-space representation in SURF algorithm is implemented by using
square(box) filters of various sizes. The scale space of an image is obtained by
up-scaling the filter size to reduce the size of the image. The determinant of Hessian
matrix is obtained from which the maxima is interpolated.
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3.2.2 Descriptor

The descriptor provides a unique description of an image feature. Thus, the descrip-
tion for every point of interest identified in the previous step is obtained. The
descriptor first fixes a reproducible orientation which is done based on the infor-
mation from a circular region around the point of interest. Then, a square region
is constructed around the selected point of interest aligned to the orientation from
which the SURF descriptor can be extracted from it.

The area of interest is split into 4*4 smaller sub-regions. The Haar wavelet
responses are obtained at 5*5 spaced sampled feature points. Finally, the descriptors
obtained from two images are compared so that the matched pair can be found.

3.3 RANSAC Algorithm:

RANSAC is an recursive technique to estimate parameters of mathematical model.
The parameters are estimated from a set of observed data which contains outliers.
When the outliers are accorded, there will be no influence on the values of the
estimates. Hence, this is also called as outlier detection method. RANSAC is a non-
deterministic algorithm which produces reasonable result with certain probability.

RANSAC algorithm is used to minimize the error occurring during matching a
consensus set. The feature points of the fan zone of the images are removed, and
inner feature points are double-checked by this algorithm.

RANSAC is a resampling method that generates user’s solutions by using
minimum number of observations which are required to estimate the underlying
model parameters.

The basic RANSAC algorithm is given as: 1. Select the minimum number of
points required to determine the model parameters in random manner. 2. Solve the
parameters of the model. 3. Determining howmany points from the set of total points
fit with predefined tolerance. 4. Re-estimate themodel parameters using all the inliers
identified, if the fraction of the number of inliers over the total number of points in
the set exceeds a predefined threshold. 5. Else, repeat the steps 1–5. The steps are
repeated for a maximum of N times.

By solving homography matrix using RANSAC feature points obtained from
SURF technique, points of straight line are determined. Two points can determine a
straight line. Hence, two points from the data set determine a straight line. Then by
setting a given threshold value, the number of points, inliers that meet the threshold
range on both sides of straight line, is calculated (Figs. 2 and 3).
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Fig. 2 A dataset with many
for which RANSAC a
linehas to befitted

Fig. 3 Fitted line with
RANSAC

3.4 Image Fusion Based on Wavelet Transform

Wavelet transform is an important process in image compression because wavelets
allow both time and frequency analysis to be carried out at a same time. First, the
images are blended using wavelet transform. Then, the images are decomposed, and
then the images are fused. To reduce distortion, the wavelet coefficient for the fused
image is obtained. This is performed not only by considering the corresponding coef-
ficients but also their close neighbours. The parameters like visual quality, absence
of impairments and artifacts are concerned [13].

3.4.1 Image Fusion

Image fusion is the process of combining two or multiple images together to form
an image which holds all the common and complementary information from each
and every original images. The result of fusion is a higher spatial resolution image
which is free from all possible burring effects. To get the details of approximate
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components, the original image is passed through high-pass and low-pass filters.
Haar wavelet decomposition is employed for subjective analysis.

3.4.2 Fusion Rule

Fusion rules are the set of rules that are used to determine the exact decomposition of
the tensor product of two representations of a group into a direct sum of irreducible
representations.

The fusion rule employed for image fusion is maximum selection fusion scheme.
The largest absolute wavelet coefficient is selected, and this value is replaced with
coefficient at that particular location in the fused image.

IMAGE1 

WAVELET 
TRANSFORM

WAVELET
COEFFICIENT 

IMAGE2 

WAVELET
TRANSFORM

WAVELET
COEFFICIENT

FUSION 
RULE

INVERSE 
WAVELET 
TRANSFORM

FUSED 
IMAGE

INPUT:
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OUTPUT:

4 Conclusion

An efficient technique for stitching the underwater images using self-organizing
map, speeded-up robust feature, random sample consensus and image fusion based
on wavelet transformation can be achieved. The experiment results shown in the
paper are efficient and satisfy the need of the researchers.
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Multilevel Inverter-Based Power Quality
Improvement in Grid-Connected DVR
System

Gundala Srinivasa Rao and S. Sampath Raju

Abstract In the transmission and distribution system, the major issues are power
qualitywhich is a concern in recent years. The problems that are occurred in the power
system are swell, sag, voltage flickers, harmonics. To compensate such problems,
the traditional power devices are used. In this paper, the dynamic voltage restorer is
discussed with the multilevel inverter to prevent the equipment failures and protect
sensitive loads. The cascadedmultilevel inverter is interfacedwith theDC link capac-
itor as a source. In this system, seven levels are achieved with multilevel inverter to
compensate the power quality problems. This result is achieving the better quality
of power improvement in voltage sags. To control the MLI inverter-based dynamic
voltage restorer, the hysteresis control (HC) method is used. The MLI-based system
is achieving the compensation in distribution network and which results are analyzed
and verified using in Simulink environment.

Keywords DVR · Cascaded multilevel inverter · And hysteresis control

1 Introduction

The power quality problem is increasing very essential one every day due to the
improvement in the sensitive loads with huge amount. In the power system, there
are three sections as generation, transmission and distribution. In the transmission
and distribution network, the PQ problems are occurred such as voltage imbalance
and flicker, sag and swells. [1–4] The power quality problem is occurred in both
commercial and industrial customers. The under voltage is occurred from various
sources [5–8]. The DVR is a compensation device of the flexible AC transmission
system (FACTS), and it is used to mitigate the voltage sag which is occurred as a
fault in the distribution system [9–11]. The sag fault is compensated through the
DVR device by voltage injection in series and provides normal level power supply
in which the supply voltage is dropped. The DVR system mainly consists of voltage
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source inverter, stage of measurement, control system unit and transformer of series
injection. The various methods are available to control the PQ issues of voltage
disturbance compensation. The fast response andflexibility solutions aremost perfect
solutions based on the power electronics devices. The series-connected VSI is used
to provide compensation voltage with the grid terminal line by means of transformer.
This operating performance leads to the safe operation of the loads for the sensitive
loads. In the DVR circuits, many types are available as the VSI is main system to
DVR device [12, 13]. In the existing systems, the multilevel inverters (MLI) are used
to the voltage disturbances compensation through the DVR device. This device is
controlled by using various controllers. The MLI is controlled through the control of
fundamental frequency method. The cascaded multilevel inverters are introduced in
sag compensation with dynamic voltage restorer. The basic control methods for the
cascaded MLI system lead to the poor power quality output voltage in some points
[14]. The PWM control is used for cascaded MLI system which is considering both
symmetric and asymmetric systems. In the cascadedMLI, aDC source is required for
each of them. The output voltage from the cascadedMLI with levels is compensating
the sag voltage through the injection transformer.

2 Proposed System

In the proposed system, the external fault is given to the grid-connected distribution
system, and the load voltage is compensated by cascaded dynamic voltage restorer.
Normally, the AC source is fed to grid-connected distribution system along transmis-
sion system. The external source is used formultilevel inverter to provide three-phase
AC supply. In this system, the DC supply is given to the proposed multilevel inverter
after that the DC voltage is converted into AC voltage with seven levels.

By this output voltage of multilevel inverter, the harmonics content in the three
phase voltage which is converted from DC supply can be reduced. The multilevel
inverter output is fed to the transmission line to inject the voltage to compensate the
sag issue in grid-connected distribution system. The sensitive loads are performed
well while using such kind of compensation devices in industries and commercial
areas. The proposed system block diagram is shown in Fig. 1. The load side terminal
is decreased due to the events of large loads starting, nonlinear loads running, etc.
The network proposed involves AC source, transmission device, grid system and
multilevel inverter. The convention systems are using transformers with three-leg
bridge inverter to pump the voltage in transmission line. For thismethod, the cascaded
multilevel inverter is suggested to increase the power efficiency of the complete
reduction for harmonics. The harmonics in the injection voltage is reduced with the
help of MLI, and the output of the inverter is injected in transmission line. The sag
is compensated using cascaded multilevel inverter with control strategy.
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Fig. 1 Proposed system block diagram

2.1 Control Method

Present controller function well only because we are correctly characterizing the
two party viz. Present error is fed as controller input and produces gate signals when
error is below the limit of the hysteresis band or when the pulse reaches the limit
of the band it induces gate signals which are low to power switches. As shown in
Fig. 2, if the band limit is preferred, band limit will be held at a lower significance
because the pulse’s high switching frequency is also high, resulting in high-power
electronic switching losses. This hysteresis controller (HC) is PWM-based control of
instantaneous compensation, and within the hysteresis band, the command current is
tracked by the actual current. The compensation current is varied from the lower and
higher limits of the HC. If upper hysteresis limit (ica*+HB/2), then 0 (S1= 0, S2=
1). On the other hand, if less than the lower hysteresis limit (ica* - HB/2) then 1 (S1

Fig. 2 Proposed system control block diagram
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= 0, S2 = 1). HC method is excellent dynamic response, easy implementation and
low cost. Instantaneous reactive power theory is used to generate the actual output
current which will generate pulses in such a manner that inverter output current will
follow the reference current.

3 Simulation and Results

The dynamic voltage restorer proposed is the system to improve the effectiveness of
the power. For these devices, the issues in the grid-connected network and industrial
as well as commercial sectors can be rectified in the distribution system. The multi-
level inverter is interfacedwith the inject voltage transmission line, which is compen-
sating energy from the multilevel inverter output. The inverter is used to balance the
grid voltage by external DC supply. Seven-stage output voltage is produced from
the inverter. This simulation process uses both linear and nonlinear loads. Multi-
level inverter is introduced to regulate pulse width modulation. Figure 2 shows the
Simulink model of the DVR-based hysteresis controller. Figure 3 shows the trans-
mission line supply voltage during fault occurred in transmission line. The output
of the multilevel inverter is 300 V, and its output voltage is seven levels as shown in
Figs. 4, 5 and 6.

Fig. 3 Sag voltage during fault in transmission line
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Fig. 4 Simulation model of proposed system

Fig. 5 Proposed system compensation voltage using DVR

4 Conclusion

In this paper, a dynamic voltage restorer is designed to mitigate the voltage sag, and
voltage compensation is accomplished bymultilevel inverter. The sag voltage in grid-
connected transmission system due to external fault occurred in line can be compen-
sated by pulse width modulation control technique. The seven levels are achieved
in output voltage of inverter. The supply voltage sag compensation is verified, and
results are obtained successfully. The harmonics of the compensation voltage is
reduced, and power quality improvement is accomplished. The simulation results
are supported to the theoretical analysis, and they show voltage sag compensation of
the proposed system and also total harmonics reduction.
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Fig. 6 Multilevel inverter output voltage with 7 levels
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Era of Small Satellites: Pico, Nano
and Micro-satellites (PNM Sat)—an Over
View of Frugal Way to Access Low Earth
Orbit

Dušan Radosavljević, Lazar Jeftić, L. V. Muralikrishna Reddy,
K. Gopalakrishnan, and S. Mohankumar

Abstract Every nation, be it a small or big, aspires to launch their own satel-
lite to space and wishes to provide an opportunity to their scientists/students, in
order to encourage them to continue space research. For the majority of the nations
and academic institutions/universities, it is still a distant dream! including former
Yugoslavian countries (Bosnia and Herzegovina, Macedonia, Montenegro, Croatia,
Serbia and Slovenia). Committee for Space Programme Development (CSPD),
Serbia, has been striving hard to provide an opportunity for building and launching
satellites for former Yugoslavian countries. In continuation of their sustained efforts
since last 2–3 years, CSPD has succeeded in establishing a working relationship
with India and paved the way for Indo-Serbian Collaborative Research leading to the
realization of the launching of satellites of small nations. This paper highlights the
opportunities opened up globally during Space 2.0 era and need for the Pico, Nano
and Micro-Satellites (PNM Sat) as a frugal way to access space and sustain space
research by academic institutions and small nations to realize their dream in a more
frugal way!

Keywords Pico · Nano and Micro-Satellites (PNM Sat) · CanSat · PocketQube ·
CubeSat · UNITYsat
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1 Introduction

The first man-made object that was launched into space was the Sputnik-1 satellite
[1] in 1957. That was fascinating and appealing to all humankind and escalated
the space race [2], consequently, developing technologies and bringing attention
to space science around the globe. Space became more accessible and opens to not
only governmental space agencies and huge companies but also universities and other
educational institutions in recent years. Technologies and devices have a tendency
of becoming smaller in size and more powerful in performance (an ideal example
is the smartphone industry). A similar development has occurred in small satellite
design, and they have decreased in size as well as became more of a standard in their
build-up.

1.1 Cube Satellite (CubeSat)

A CubeSat is a cubic-shaped satellite identified by the number of units. One unit,
more commonly known as 1U, is a cube with a volume equivalent to one liter and a
side length of 10 cm. Bymerging a few cubes on top of each other, the variety of sizes
increases (1U, 2U, 3U, 6U…). Satellites can be categorized by their mass. The one
with amass below 1 kg is a picosatellite, which is very often a 1UCubeSat, or a Pock-
etQube (0.25U). The majority of the launched or built CubeSats are nanosatellites
with a mass of 1-10 kg, shown in Fig. 1, as per March 14, 2017 [3].

Majority of 3U CubeSats mentioned in Fig. 1 below have a nominal mass limi-
tation equivalent to 4 kg, however, depending on the deployer, the mass can be
higher. As in the case of ISIPOD, the maximum allowable mass for 3U is 6 kg
[4]. A spacecraft with a mass range from 10 to 100 kg is a microsatellite, below
1 kg a picosatellite and below 0.1 kg a femtosatellite. The smallest publicly known
femtosatellite is called a KickSat, which is a 3.5 by 3.5 cm single printed circuit
board (PCB) with a microprocessor, gyroscope, magnetometer, radio with antennas
and solar cells [5].

As with any piece of hardware (HW), a satellite needs a structure for holding it
together or deploying into the orbit, even in the case of KickSat. Moreover, the devel-
opment process for space structures is somewhat similar to the ground application
with more strict requirements and constraints [6].

Development process initiates with the list of requirements and ends up with the
product delivering for LV integration; it consists of designing, verification, manufac-
turing and testing. For the ground applications, one also considers the outer appear-
ance (how it looks like and how it feels like), however, for the space mission the
main target in designing is functionality under certain requirements (some exceptions
exists for public relations (PR) purposes).

In this particular case, the satellite consists of payloads (which conduct scientific
and technologic demonstration and performance) and subsystems or satellite bus
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Fig. 1 a Nanosatellites launched into orbit and under development, b Nanosatellites by type

(which operates the spacecraft). Key requirements consist of functional (what must
be done), operational (how well it must be done) and constraints (limit the available
sources, schedule or physical characteristics) [7, p. 26]. The risk has to be evaluated
and if the elimination is not feasible due to constraints in terms of time, cost or
schedule shift, then one has to accept the certain probability of failure or damage.
In addition, the level of risk has to be evaluated with its influence on the entire
mission—will it cause full mission failure or just minor element deformation that
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does not affect the mission success. Any risk evaluation starts with the estimation of
failure probability and resolving the consequences of that failure.

2 Space Mission Habitat

After the satellite reaches the specific orbit, it will be exposed to other harmful
habitats in the near-Earth space environment. The list consists of, but is not limited to,
vacuum, thermal radiation, charged-particles radiation, neutral atomic andmolecular
particles, micrometeorites and space debris, magnetic fields and gravitational fields
[7, p. 61]. Various sources are influencing the man-made objects as a function of
orbit (Fig. 2).

The term vacuum describes the extremely low pressure in space. A vacuum has
various effects on the structure. In vacuum, polymer-based materials (thermal insu-
lators, adhesives and the matrices for advanced composites) release substances in
a gaseous form [7, p. 63]. The substance is one of an organic origin or absorbed
nitrogen, oxygen and carbon dioxide on the ground. Moreover, the material has
issues with water desorption that was absorbed by the material during on-ground
processes. The aforementioned effects may degrade certain properties of the mate-
rial and might cause condensation on critical surfaces (lenses, mirrors and sensors).
Another effect is the internal pressure of sealed structures that were assembled at the
ambient Earth pressure. Thermal radiation is mainly a reference to direct solar flux
(1309–1400 W/m2) which means the intensity of radiation, planetary albedo (global
annual average is 0.3) which originates from the reflected solar flux, planetary emis-
sion flux (189–262 W/m2) and the satellite electronics’ infrared thermal emission.
This results in non-uniform heating of spacecraft which causes materials (especially
with various thermal expansion coefficients) to expand differently, resulting in struc-
tural stresses. In addition, certain components require a precise operating tempera-
ture range (e.g. batteries, propellant tanks). The solution is to implement an active
(requires power) and/or a passive (materials and coatings) thermal control system.

Fig. 2 Space environment as the function of altitude
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Fig. 3 NanoSats launched till 2015 Source M. Swartwout

Charged-particle radiation is a high flux of energetic particles. The major sources
are trapped radiation (Van Allen belt) which contains electrons and protons in the
MEO, galactic cosmic radiation which contains 90% of protons and 10% of helium
nuclei in the GEO and further, and solar radiation which is largely continuous solar
wind (electrons, protons and helium nuclei low in energy) and solar flares (high
energetic protons and heavy ions) [7, p. 69]. The radiation has a negative effect on
the electronic components and may cause damage or failure to the systems. There is
noway to predict or to be protected against galactic cosmic radiation, thus electronics
have to tolerate it (Fig. 3).

LEO contains relatively stable atomic and molecular particles. When the space-
craft moves at orbital hypervelocity, its surface is struck by particles that cause
material recession. The most damaging is atomic oxygen (ATOX) [8]; among other
impactors are N2, O2, Ar, He, H. The erosion process and rates rely on the material’s
composition. The most damaging are polymer-based materials, while the impact on
metals is not that significant, especially on aluminum (Al) which is commonly used
for space structures due to its low density, radiation shielding capabilities and manu-
facturability. For instance, an exposed Al surface to ATOX at an altitude of 500 km
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has an erosion rate of 7.6e–6 mm/year, however, the same parameters applied to
silver results in the erosion rate of 0.22 mm/year [9].

Against trapped and solar radiations, shielding is implemented. The structure of
the satellite can act as a radiation shield as well. For instance, in order to keep the
total radiation dose below 10e4 rads per year at 4000 km, the required thickness of
aluminum is 9 mm [7, p. 71].

Micrometeoroids and Space Debris can have a fatal impact on the spacecraft
structure at the orbital hypervelocity due to impacts (if the size of impactor is
large enough). One can implement shielding against smaller objects. Also, thermal
blankets decrease the impact of small objects [10, pp. 10–11].

The plasma brake (Fig. 4a) is an end-of-life disposal technique for objects in the
LEO. The problems behind already existing debris are upcoming large constellations
as shown in Fig. 4b. The probable collisions at orbital hyper-velocities (over 3 km/s)
will cause defragmentation which will consequently result in an enormous escalation
of small objects, better known as the Kessler syndrome, which will disable access to
LEO if the escalated problem is ignored

Space Missions with Few Examples [11–15]

• Astrobiology
• Astronomy

– BRITE
– CANIVAL-X (NASA): formation flying, virtual telescope

• Atmospheric science
• Biology
• Pharmaceutical research
• Earth observation

– Planet Laboratories (commercial)

• Space weather
• Telecommunications

– AIS (UTIAS, SPIRE-commercial)
– ADS-B monitoring
– Messaging
– Amateur radio

• Material science
• Technology (OPS-SAT)
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Fig. 4 a Plasma brake concept for the gravity-stabilized tether, b upcoming large constellations
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Commissioning and Operations Support

CubeSat Platforms
Payload Design and Development Payload
Identification/Development  

Work Group Major Team/Core Activities

Solar Panels

System Integration Payload Integration 
Software Programming Mission Software Development

(Programming)

Launch Service Launch Logistics 
Ground Control Station GCS
Commissioning and Operations Support Observation
Review of Literature/ Case Studies Documentation 
Testing and Analysis/ Failure Analysis System-Level Testing 

Applications of Satellite Programs
ISISpace has been working on training next generation scientists and engineers,
performing small scale science missions or planning a novel application using a
globe-spanning constellation, etc. Potential space applications are listed below (but
not limited to the following):

1. Earth Sciences: Nanosatellites for better understanding of our own planet;
2. Ship Tracking Services: Near real-time vessel tracking using satellite-AIS;
3. Aircraft Tracking: Keeping track of aircraft on a global scale using ADS-B;
4. Space Research: Small scale astronomy and exploration missions;
5. Climate Monitoring: Network of satellites to monitor climate change;
6. Earth Observation: Provide real-time imaging capability with satellite

swarms;
7. Agriculture Monitoring: Improve crop production using remote sensing data;
8. Microgravity Research: Use the space environment to gain new insights;
9. Pipeline Monitoring: Monitor critical infrastructure using satellites;
10. Signal Intelligence: Use small satellites to ensure the security of our nation;
11. Education and Training: Train the next generation scientists and engineers;
12. Telecommunications: Provide global connectivity using small satellites;
13. Technology Validation: Test your latest technologies on-board a small satellite.

Various Successful Strategies to Nurture Interest and Mobilize Passionate
Workgroups/Team

What is a CanSat?

ACanSat is a simulation of a real satellite. All systems and subsystems are housed in
a soft drink “can”-shaped structure which can hold up to 350 ml. Building a CanSat
is an economical way to gain basic knowledge and skills in space engineering for
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teachers and students, also, to experience engineering challenges, when designing
satelliteswhich have to survive in the hostile space environments! Students are able to
build a small electronic payload that can fit into the cans of 350ml. CanSat is launched
by rocket, balloon, plane or drone and is carried to apogee. With the parachute, the
CanSat slowly descends to the ground and carries out its mission during descent (for
example: measures air pressure and temperature and sends telemetry). By analyzing
the data collected by CanSat, students will analyze the reasons for its success or
failure of the mission. It is an affordable process to keep the passionate students
engaged and in the process, and the team acquires adequate fundamentals/knowledge
of system engineering along with necessary systems and subsystems to build their
CubeSat! Space engineering learning, based on the CanSat/Rocketry concept, gives
an opportunity to the students to gain hands-on experience through a specific inter-
disciplinary project. Since this is a space engineering project, teachers and students
will gain experience from mission definition, conceptual design, through integra-
tion and testing, up until launching and actual system operation, i.e., experience
from the whole space project cycle and then participate in the CanSat/Rocketry
competition with its peers at home country and abroad. One of the main advan-
tages of the CanSat/Rocketry concept is its interdisciplinary and multi-disciplinary
in nature: combination of mathematics, physics, informatics/programming, mecha-
tronics, telecommunications, aviation and rocketry, mechanics, etc. Whenever the
CanSat/Rocketry teams win or lose in the competitions, they have enough lessons
learned in the process to cement their unity with the project and dos and don’ts as
well! It helps the teammembers to getmotivated and sustain their interest for learning
and doing continuously till they launch their own CubeSat/PocketQube to LEO!

Benefits of CanSat/Rocketry-Based Education
CanSat/Rocketry is an effective educational tool for:

• Learning by doing and also provides an opportunity to “create” new
CanSat/Rocket/PocketQube, which is the highest level of learning pedagogy as
per Revised Bloom’s Taxonomy (RBT);

• Involving students in technology and engineering as a practical complement to
other, fundamental, subjects they study, such as mathematics and physics;

• Emphasizing teamwork where each student has a specific task/role that creates a
sense of responsibility for him/her;

• Students gain experience of the complete process: defining the mission, design,
development/constructing, programming, testing, launching and analysis;

• Simple conducting experiments with balloon/rocket/plane/drone;
• Learning methods can be adapted to the age level of students, or to their needs

and abilities;
• Students are able to analyze the reasons for success or failure after descending

CanSat and Rocket to the ground;
• Acquired knowledge and experience can be applied to other projects as this

concept enables obtaining of ideas and stimulates students’ thinking;
• Useful for a further education/career guidance process;
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Today, almost every country in the higher education system has a CanSat/CubeSat
program, so the initiative to establish CanSat/Rocketry Championship at the Global
level is additionally justified.

Facts as of 2020 January 1 (Nanosatellite Database by Erik: https://www.nan
osats.eu/)

Companies in database: 467
Forecast: over 2500 nanosats to launch in 6 years

Design and Development of Indo-Serbian PocketQube, CanSat and UNITYsat:
TSC PocketQubeV1 (50 mm × 50 mm × 50 mm):

Power Specifications

• Total unit works at 3.3 V.
• Battery specs (planned to use): LiPo 3.6 V @ 1240 mAh.

Board Specifications

• Per board: 44.45 mm (L) × 44.45 mm (W) × 8.5 mm (header height) + desired
board thickness.

• Available board thickness 0.4, 0.6, 0.8, 1, 1.2, 1.6, 2.0 in mm.
• 2 layer board.
• 4 M3 mounting holes.
• All boards are interconnected in two rail configurations using stack headers.

Board Description

EPS

• Can plug 3no of 2 V @ 150 mA solar cells (dimension 5 cm x 5 cm x 4 mm).
• Discharge protection circuit.
• 3V3 voltage regulator.
• LiPo fuel gauge (to monitor battery).

Power switch (Figs. 5 and 6).

OBC (with COM)

• Has on-board USB interface for uploading and serial monitoring.
• Uses 8-bit AVR RISC-based microcontroller combines 32kB Flash, 2 KB SRAM
• Uses SX1268 433/868 MHz LoRa module. (http://www.dorji.com/products-det

ail.php?ProId=64)
• Can plug in 16 GB micro-SD Card for data storage.

Contains UFL male connector for antenna extension (Figs. 7 and 8).

Sensor Breakout

• Holds temperature and 9-DOF (BMP280 +MPU9250) sensors on-board
• 4 I2C ports.

https://www.nanosats.eu/
http://www.dorji.com/products-detail.php%3fProId%3d64
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Fig. 5 Snapshot of EPS v1

Fig. 6 Snapshot of OBC
(isometric top view)

Fig. 7 Snapshot of OBC
(isometric bottom view)
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Fig. 8 Snapshot of sensor
breakout board (isometric
top view)

• 4 analog pinouts
• 4 digital pinouts. (1 PWM).

Complete PocketQube View
Figures 9, 10 and 11.

Indo-Serbian CanSat:
Figures 12 and 13.
Indo-Serbian collaboration has paved the way for Conducting Capacity Building

CanSat Workshops in Eastern Europe along with CSPD, Serbia! Also, planned
to Organize Continental and Global CanSat/Rocketry Competitions 2020/2021 at
Serbia and Other Host Countries by the end of 2020 onwards and Global Finals

Fig. 9 Isometric view
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Fig. 10 Front view

Fig. 11 Right view

will be held at Serbia! Students’ Exchange/Higher Education/Joint Development of
Satellites for Former Yugoslavia Regions also have been planned.
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Fig. 12 Final assembly of CanSat

3 UNITYsat

The Unity program (originally conceived by CSPD, Serbia has been evolved into
Indo-Serbian collaboration) represents a response to the increasing need of people
and groups for easier access to space, so as to attain sustainable progress in their
work and development of this area.

The main characteristics of the UNITYsat are as follows:

(a) The chassis of every UNITYsat is made by combining of anodized aluminum
and 3D printed filament;

(b) Basic dimensions of every UNITYsat are 10.0 cm × 10.0 cm × 2.5 cm or
1.25 cm;

(c) User/developer defines payload of its own UNITYsat with respect of the
standards defined in this document;

The price is formed on the one UNITYsat: development kit + launch service.
Although the volume of the one UNITYsat is 250 cm3, the same rules (rights and
obligations) are valid as for large satellites. The user/developer can put all the basic
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Fig. 13 Battery board

subsystems and payload in its own UNITYsat if meets the defined standards. Testing
of each UNITYsat before the launching process is mandatory and this is also defined
by mentioned standards.

• Each UNITYsat is sorted one on the other.
• The remove before flight (RBF) must be on designated side of the UNITYsat

(yellow side) in the form of switch, which must not exceed the external dimension
of the designated side, i.e., it must be in the same plane.

• RBF is a mandatory part of each UNITYsat regardless of whether the
user/developer has chosen to power its own UNITYsat only from batteries or
uses other solar cells.

• Batteries may be fully charged during launching, but the user/developer must
provide a place (port) on a designated (yellow surface in UNITY.skp) side of
UNITYsat for external battery charging and diagnostics if desired. External
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battery charging and diagnostics will not be allowed after placing UNITYsat
in 3U POD Deployer!

The Unity program is an open-source program, which means that all components
except the external structure can be designed and standardized by third parties, under
a condition that everything complieswith the standards defined in programdocument.
This is one of the reasons why this program is called Unity (Fig. 14).

Defined Standards for UNITYsat

(a) UNITYsat Mechanical Requirements

The UNITYsat configuration and physical dimensions shall be per UNITY.skp
mentioned in program document (which will be shared among interested
teams/countries after signing NDA).

• A single UNITYsat (basic dimension) shall be maximum 25.0 mm tall (Z
dimension per UNITY.skp), including antennas and solar cells (if exist). (Note:
Users/developers should keep inmind that external structure (anodized aluminum)
of theUNITYsatwill be delivered to each user/developer after additional purchase
of structure. It is a prerequisite for participation in the program! In this way, devi-
ations in the external dimensions will be prevented. The internal/core structure
which holds electronics can be 3D printed (ABS filament). User/developer can
design the internal/core structure as it likes, but with respect of the defined stan-
dards in this document. The UNITY.skp is given only an example of internal/core
structure and changes are allowed!)

• Mass: Each single UNITYsat (basic dimension) shall not exceed 220 g mass;
two UNITYsat shall not exceed 440 g mass and three UNITYsat shall not exceed
660 g mass, etc.

• Materials: For external structure material, it is an anodized aluminum. For
internal/core structure material, ABS (3D printing filament) shall be used (Table 1
and Fig. 15).

(b) UNITYsat Electrical Requirements

Electronic systems shall be designed with the following safety features:

Fig. 14 UNITYsat assembly
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Table 1 UNITYsat
separation spring
characteristics

Characteristics Value

Plunger material Stainless steel

End force initial/final 0.5 lbs./1.5 lbs

Throw length 0.05 inches minimum above the
standoff surface

Fig. 15 Spring plunger

• No electronics shall be active during launch to prevent any electrical or RF
interference with the launch vehicle and primary payloads.

• The UNITYsat shall include deployment switch on the designated place (blue
switch on the bottom side in UNITY.skp) to completely turn off satellite power
once actuated. The RBF switch shall be accessible from the access port location
(yellow surface in UNITY.skp).

• The RBF switch shall cut all power to the UNITYsat once it is OFF.
• Batteries may be full charged during launching, but the user/developer must

provide a place (port) on a designated (yellow surface in UNITY.skp) side of
UNITYsat for external battery charging and diagnostics if desired. External
battery charging and diagnostics will not be allowed after placing UNITYsat
in 3U POD Deployer!

• An example of setting the antenna and bending method will be performed live
through theworkshop during the development process (example of dipole antenna
17.3 cm × 2). This example is extremely important because based on it must be
set up and bend and the antenna(s) with other dimensions. The contact between
the antenna and the interior side of the 3U POD Deployer is not allowed!

• Deploying of antennas and/or solar cells, etc., is allowed only by using timer
switch (e.g., NiChrome timer switch) which countdown is triggered by separa-
tion of UNITYsats after ejection from the 3U POD Deployer in orbit. The timer
countdown must last at least 15 min before deploying of antennas and/or solar
cells.

(c) Operational Requirements

UNITYsats shall meet certain requirements pertaining to integration and operation
to meet legal obligations and ensure safety of other UNITYsats.

(d) Testing Requirements

Testing shall be performed to meet all requirements deemed necessary to ensure the
safety of the UNITYsats and the 3U PODDeployer. Test plans that are not generated
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by the CSPD, Serbia and ITCA/TSC, India are considered to be unofficial. Require-
ments derived in this document may be superseded by launch provider requirements.
All flight hardware shall undergo protoflight and acceptance testing.

(e) Responsibilities

CSPD and ITCA/TSC responsibilities are to deliver purchased development kit to
users/developers, to enable launch (through its LV provider partner) at a contracted
price once capacity of 3U POD Deployer is full, to integrate the users/developers
UNITYsats with 3U POD 7 Deployer, to ensure the safety of the 3U POD Deployer
and protect the launch vehicle (LV), primary payload and other satellites. Respon-
sibility for deploying UNITYsats in orbit is on LV provider. Responsibility for
functionality of the UNITYsats is on users/developers.

(f) Applicable Documents

The following documents form a part of this document to the extent specified herein.
In the event of conflict between the documents referenced herein and the contents of
this document, the contents of this document shall take precedence.

• Procedural Requirements for Limiting Orbital Debris (NPR 8715.6)

Frugal Way to Access Low Earth Orbit (LEO): Indo-Serbian Collaborative
Efforts as a Case Study

Problems Identified by Space Enthusiasts to Access LEO:
Limited knowledge, insufficient experience, money for launch/cheaper launch,

time in general, period of time to launch, etc.

Tools Available to Access LEO:
Acquired knowledge, technology, collaboration/teamwork, motivation.
Let us start with the problems of limited knowledge and insufficient experience

using the tool at our disposal. Due to the interdisciplinary nature of space engineering,
acquired knowledge allows you to be aware of what you do not know and thus save
you time and direct you. Collaboration/teamwork makes up for time and knowl-
edge—because not everyone knows everything, so teams are made up of people from
many fields (inter-disciplinary and multi-disciplinary teams). Technology speeds up
the process and helps you to gain experience because it allows you to make mistakes
that you can easily correct during the process.

Motivation is, of course, the basis of everything and is constantly present when
someone is doing most exciting project such as “building their own satellite”!
However, you all knew this, let us see specifically; we want to make a satellite,
and we have the problems and tools listed. We decided to start gradually, from the
beginning. We adapted the CanSat concept to elementary school age and started
learning the same way as making a real satellite because CanSat is a replica of a
real satellite and contains everything (all systems and subsystems) that has a real
satellite, but with limited complexity. We made teams, shared tasks and everyone
was given their own scope of work and responsibility. All participants (members of
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each team) are equally important. Then, we raised everything to a higher level, high
school and started studying rockets. Both rocket engine rockets and water rockets
are constantly applying the acquired knowledge of fundamental subjects. We put
together CanSat and Rocket and launch CanSat as a true satellite. Then, things got
even more interesting. Then, the study at University came, we asked ourselves, what
now … it is not a problem to raise CanSat and Rockets to an even higher level, and
even accredit space engineering programs, but what is the point if we cannot reach
the goal because we are so small, how do we continue to improve ourselves? How
can we contribute to development now? Do we have to wait for employment in some
big aerospace company or agency?

History has taught us that no one should be underestimated and
everyone should be given a chance if possible, if the goal is justi-
fied/correct/legitimate/democratic/inclusive. These issues occur even at the very
beginning, and therefore we again applied engineering approach and again start with
thinking and rethinking… then we realized that we are constantly going around in
circles, because new problem that has not been present has now appeared. And
that problem is money for the launch/the cost of launch must be cheaper. OK,
now we have the knowledge and we have some experience, but how to apply it
completely, how to go further during study period. (Digression: The cheapest launch
is e 30,000–40,000–60,000 for PQ, which is unrealistic and unaffordable for many
institutions/organizations, especially individuals).

Then, we applied a tool that has been used all the time, but in the process of
learning, and that is collaboration. India and Serbia have found an optimum solu-
tion that big players made possible for small players and beginners (anyone either
individuals or institutions who are interested to build and launch their own satellite).
The UNITY Program was created, and these big players are from ISRO/Roscosmos,
etc. India and Serbia have proposed a new approach in the educational process in
which students have the opportunity to apply their theoretical knowledge through the
creation of a real satellite during their studies and to motivate one another through
competition with their colleagues/students from other institutions and automatically
promote this program, which is actually common goal. This is UNITY because you
cannot reach the goal easily (and cheaply through a frugal way). You are all inde-
pendent in your work and will be independent in orbit, but only together you can
achieve that goal.

Consider the breadth (wideness) of this program and how much UNITYs, we
actually have here and whether it may be a symbolic representation of humanity.
Finally, remember the price of e 30 k-40 k-60 k for PQ, our proposed UNITYsat
has allowed you to get twice as much (in satellite capacity) for e 25–30 k (Rs.21–
26 Lakhs @ 1Euro = Rs. 84), and the whole program applying the open-source
principle of development (which means you can save money, too). Cost-effective
launch opportunities have been studied extensively by Indo-Serbian collaborative
team and they wish to share such knowledge to interested workgroups and teams
institutions) of various countries! World CanSat/Rocketry Championship (WCRC)
has also been announced under consortium! (For more details, visit: https://wcrc.
world/) [17–23].

https://wcrc.world/
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Hence, the entire project cost will be approx. Rs. 25–30 Lakhs (Euro 27–
35 k) to design, fabricate, test and fulfill all the certifications before launching
the UNITYsat and also including the cost launch etc.! All this is very important
because, the future of space science depends on our ability to attract and engage
students into science, technology, engineering and mathematics (STEM) fields.

4 Summary

• Nanosatellites and CubeSats have matured from pure educational projects to in-
orbit demonstrators.

• Proof that demanding scientific and technological missions can be carried out
with small satellites at low cost and within short timescales.

• Industry and space agencies are increasingly using nanosatellite technology.
• Commercial services are already in place using constellations.
• Reliability increased: professional implementation.
• Tailored PA/QA standards introduced.
• Next astronomy mission can make use of recent developments in processors and

communication subsystems.
• Coordinated frequency bands should be used instead of traditional amateur radio

bands to avoid interference and to provide higher data throughput.
• Large number of spacecraft require strict adherence to existing rules and

procedures to avoid harmful interference and space debris problems.

Turn-keyCubeSat and nanosat/picosatmissions are possiblewith the help of Inno-
vative Solutions from Consortium of Space Scientists, MSMEs in Space Programs
under the initiative of CSPD/ITCA/TSC.

5 Conclusion

The future of space science depends on our ability to attract and engage students
into science, technology, engineering and mathematics (STEM) fields. Authentic,
hands-on experience with space applications enhances engagement and learning in
the STEM disciplines and can help to attract students to STEM careers [16]. The
goal of the UNITY program is to provide interested students and small nations
the opportunity to lead and participate in the development of a spacecraft payload
through its life cycle in a frugal way. The learning experience will be enhanced
with CanSat/Rocketry competitions and development of PocketQube/CubeSat by
the team through learning by doing and creating their own “satellite” (which is the
highest in RBT level of learning pedagogy) right frommanufacturing, environmental
testing, satellite integration, spaceport, launch vehicle, range and spacecraft opera-
tions, etc. The UNITYsat Program of Serbia will provide a unique and important
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STEM opportunity for students/researchers in small countries to develop critical
skills in systems engineering and space science that will complement their existing
programs and initiatives. It is a cost effective, short-term program that provides
students/researchers in small countries with an exciting opportunity to conduct
valuable scientific space-based research.

Indo-Serbian collaboration has paved the way for global competitions, starting
at continent level to international levels along with various knowledge conferences,
workshops and exclusive sensitization seminar/workshop on “Capacity Building for
Student Satellites and Rocketry” has been planned with the help of international
experts, which will cover and provide overall bird’s-eye view of the above major
components of satellite programs. Indian Technology Congress Association (ITCA)
and Committee for Space ProgrammeDevelopment (CSPD), Serbia have also agreed
to network with global leaders to get various opportunities for funding the entire
projects on affordable terms and conditions. ITCA has also initiated 75 Students’
Satellites Program: Mission 2022 which has envisaged to launch 75 students built
satellites to LEO to celebrate India’s Freedom 75 Years (1947–2022) in India! Good
amount of academic institutions and universities have shown interest and started their
own space projects at their campuses enthusiastically, since 2017–2018.

Lead Agencies for 75 Students’ Satellites Program: Mission 2022:
Israel: The Herzliya Science Center and Tel Aviv University
India: Indian Technology Congress Association (ITCA)
Opportunities for Launch Support and Technical Collaborations: Identified

Agencies:

1. Indian Space Research Organization, ISRO
2. Israel Space Agency and Israel Aerospace Industry
3. French National Space Research Center, CNES
4. United Nations Space Office—UNOOSA
5. GK Launch Services (GK) is an operator of Soyuz-2 Commercial Launches

from the Russian Spaceports (Vostochny, Plesetsk) and the Republic of
Kazakhstan (Baikonur)

6. World Federation of Engineering Organizations (WFEO)-ICT
7. BRICS Federation of Engineering Organizations
8. World Academy of Engineers
9. CANEUS Small Satellite Sector Consortium, Canada/USA.
10. University Space Engineering Consortium (UNISEC)–Global, Japan;

UNISEC-Serbia, India, Samara, Italy.
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Pulse Shaping Filter for CP-OFDM
PAPR Reduction

Rajmohan Madasamy and Himanshu Shekhar

Abstract Cyclic Prefix Orthogonal Frequency Division Multiplexing (CP-OFDM)
waveform is emerging as the best candidate for the 5G technology in downlink and
uplink transmission due to its spectral efficiency and multiple access capability. In
this paper, the modified parametric exponential pulse (MPEXP) filter is used in the
CP-OFDM to improve the spectrum efficiency and to reduce the PAPR. The clipping
and the filtering PAPR technique are combined together and applied to the proposed
system. The result shows that the PAPR of the CP-OFDM system with MPEXP filter
along with the combined clipping and filtering reduction technique offers low PAPR
value when compared with the selective mapping technique.

Keywords 5G technology ·MPEXP · SDR · Clipping and filtering

1 Introduction

The evolution of standards such as 2G, 3G and 4G in the telecom industry and the
different wireless standards such as DVB-H, DVB-T, wireless LAN and WiMAX
necessitate high data rate with error-free and better reuse of narrow bandwidth.
There is a growing need in digital communication to accommodate more number of
users and channels within the available bandwidth. Software-defined radio (SDR)
is an emerging technology that uses narrow bandwidth and different modulation
techniques to replace the hardware by the software configuration. Figure 1 shows
the SDR architecture using the pulse shaping filter. The baseband processor handles
different modulation and channel coding methods.

The orthogonal frequency division multiplexing (OFDM) transceiver is imple-
mented in baseband processor using field-programmable gate array (FPGA). The
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Fig. 1 SDR architecture using pulse shaping filter

serious problem involved in narrow bandwidth is interference among the different
user due to intersymbol interference (ISI). The Nyquist’s first and second criterions
will ensure that the digital data transmitted as a sequence of pulses, sampled at
optimum points, will have zero ISI. The Root Cosine (RC) and Square Root Raised
Cosine (SRRC) filters satisfy the Nyquist’s criteria and are the commonly used pulse
shaping filters in 3G standards. TheBER ratewill vary in the presence of timing error.
A better thanNyquist pulse is presented in [1] which produces a lower error rate in the
presence of timing error, lower maximum distortion and more eye receiver. Two new
ISI-free improved Nyquist pulses are presented in [2]. The flipped hyperbolic secant
(FSECH) and the flipped-inverse hyperbolic secant (FARSECH)method offers better
error probability and also robust to truncation and root operation when compared to
raised cosine (RC) filter. The ISI-free pulses are designed with parametric construc-
tion of a Nyquist pulse, which gives more degrees of freedom is explained in [3].
This approach provides a better receiver eye diagram and symbol error rate (SER)
when compared to the RC filter.

Three new ISI-free pulses, namely inverse-cosine inverse-hyperbolic sine, inverse-
cosine inverse-tangent and sine inverse hyperbolic cosine based on two-parameter
design, are presented in [4]. Single carrier frequency division multiple access (SC-
FDMA) and the interleaved mode of (SC-IFDMA) scheme use various form of
parametric pulse shaping filter to reduce the peak-to-average power ratio (PAPR)
[5, 6]. A new linear combinational pulse is obtained by combining RC pulse and
parametric exponential pulse (PEX) for the reduction of PAPR in SC-interleaved
FDMA [7].

In 5G technology, the choice of thewaveformused inwireless andmobile commu-
nication for the radio link is crucial for accessing the radio network. The pulse-shaped
OFDM is also considered as one of the important waveforms for 5G communi-
cation. The latest research findings in 5G suggest that cyclic prefix (CP) OFDM
waveform used in downlink will outperform the other waveform due to its support
withmulti-antenna technologies, time-critical application, spectral efficiency and low
complexity structure [8, 9]. The main drawback in the OFDM system is the peak-to-
average power ratio (PAPR) value. The previous research finding indicates that the
commonmethods used are pulse shaping (PS), clipping, constellation shaping, partial
transmit sequence (PTS), filtering and selective mapping (SM) [7]. In this paper, the
CP-OFDM combined with pulse shaping model is proposed for improving the wave-
form used in the 5G technology New Radio downlink. The existing PAPR reduction
techniques are applied to the proposed system, and the PAPR value is analyzed.

Pulse Shaping Filter for OFDM System:
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Fig. 2 CP-OFDM with pulse shaping filter block diagram

Orthogonal frequency multiplexing division (OFDM) is a commonly used multi-
carrier modulation technique and good waveform choice in various telecommu-
nication standards such as Wi-Fi 802.11a, 4G and 5G technologies. In general,
OFDM allows multiple users to share the same bandwidth by allocating different
non-overlapping sub-channels. The sub-channels are closely spaced and overlapped
to eliminate the guard band, thereby improving the efficiency of the data transmis-
sion. The 5G New Radio technology offers improvement in scalability, flexibility,
spectrum efficiency and low usage of power for handheld device when compared
with 4G LTE. The advantage of 5G New Radio is that it can accommodate higher
bandwidth signal and achieves high data throughput rates. The block diagram of the
CP-OFDM system is shown in Fig. 2.

In the proposed CP-OFDM system, to avoid inter-symbol interference the last
part of the data frame is added in the beginning of the frame and the length of the CP
should be more than the channel delay spread [8]. The pulse shaping filter ensures
the multiple band-limited signals are not affected by ISI and occupy less bandwidth.
Nyquist observed that pulse might spread beyond the symbol period (Tb) and ISI.
Nyquist pulse is introduced to avoid ISI and also affects the minimum bandwidth
requirement for the modulated signal [4]. The most commonly used pulse is raised
cosine (RC) pulse, and the time domain expression is given as [10]

RC(t) = sin c

(
t

T

)
cos

(
παt
T

)
1− (

2αt
T

)2 (1)

where RC(t) represent the impulse response.

T is the symbol duration.

α is the roll-off factor and typical values lie between 0.3 and 0.5

T = nTs, n is the number of samples.
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Ts is the sampling frequency.
The Square Root Raised Square (SRRC) pulse shaping filter is most commonly

used as a matched filter in digital communication, and the impulse response of the
SRRC in the time domain is expressed as [10]

SRRC(t) = sin
(

π t
T (1− α)

) + 4αt
T cos

(
πα
T (1+ α)

)
π t
T

(
1− (

4αt
T

)2) (2)

The parametric exponential pulse (PEXP) shaping filter is more suitable in the
application of the peak-to-average power ratio (PAPR) reduction in OFDM-based
communication systems. The typical representation of the parametric exponential
pulse (PEXP) in the time domain is expressed as [10]

hp exp(t) = sin c(T ) · m(t)
m(t) = 2{(παt)/(ln 2)}T sin(παt)+2 cos(παt)−1

((πα)/(ln 2)T )2+1

(3)

The decay level in PEXP is found to be t-2. The decay rate has a great impact on
the reduction of PAPR. The modified form of PEXP is proposed in [11], and the time
domain expression for modified parametric exponential pulse (MPEXP) is expressed
as

hmpexp(t) = sin c(T )
2{(πα)�n2/3}T sin(παt) + 2 cos(παt) −

(
(�n2)
3

)2

5.63
((

(πα)/ �n2
3 T

))2 + (
(λn2)
3

)2

To further minimize ISI, it is necessary to reduce the strength of the side lobes.
The side lobes of the MPEXP are decreased compared to PEXP, and the decay rate
for both the methods is same. In our research work, the MPEXP is used as a pulse-
shaping (PS) filter in CP-OFDMdue to the property of lower side lobes for increasing
value of α. The PAPR reduction in OFDM systems mainly depends on the type of
modulation technique, PS filter and the method of PAPR reduction technique. In our
proposed method for CP-OFDM, theMPEXP filter is used along with the quadrature
phase shift keying (QPSK) modulation. The PAPR reduction techniques used in CP-
OFDM are clipping, filtering and selective mapping [12]. This technique is found to
effective and simple method when compared to existing methods.

2 Experimental Result

Figure 3 shows the noise-free signal of CP-OFDM signal. The total sample size is
65536, and the fast Fourier transform (FFT) size is 64. The number of bit in each
sample is 256, and the modulation scheme used is QPSK. The clipping, filtering
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Fig. 3 CP-OFDM
noise-free signal

and selective mapping filtering techniques are applied to our proposed CP-OFDM
method.

Figure 4 illustrates the CP-OFDM signal after the MPEXP filter is applied. The
alpha value considered in our approach is 0.5 based on the experimental values
derived from [9].

In our approach, the proposed CP-OFDMwithMPEXP filter is analyzed with two
filtering approaches. The firstmethod is the selectivemapping (SM). PAPR technique
is used to analyze the performance of the proposedmethod. The secondmethod is the
clipping technique combined with filtering. The combined PAPR approach is then
applied to our proposed system CP-OFDM system, and the PAPR values are calcu-
lated. It is observed from Table 1 the combined clipping and filtering technique along
with modified parametric exponential pulse (MPEXP) that produce better PAPR
reduction when compared with the selective mapping (SM) technique.

Fig. 4 Waveform of
CP-OFDM with PS
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Table. 1 Comparison of PAPR

S No. Method PAPR technique PAPR in dB

1 Normal CP-OFDM – 19.82

2 CP-OFDM SLM 14.86

3 CP-OFDM Clipping combined with filtering 10.43

4 CP-OFDM with MPEXP Clipping combined with filtering 8.69

3 Conclusion

The objective of this paper is to analyze the performance of CP-OFDM system
combined with MPEXP pulse shaping filter using QPSK modulation for two PAPR
reduction techniques. The proposed CP-OFDM system with the combined clipping
and filtering technique achieves less PAPR value when compared with selective
mapping technique. In future, the hybrid combination of the pulse shaping filter and
the improvedPAPRreduction techniques canbedesigned to improve the performance
of the CP-OFDM.

References

1. Beaulieu NC, Tan CC, Damen MO (2001) A better than Nyquist pulse. IEEE Commun Lett
5(9):367–368

2. Assalini A, Tonello AM (2004) Improved nyquist pulses. IEEE Commun Lett 8(2):87–89
3. Beaulieu NC, Damen MO (2004) Parametric construction of Nyquist-I pulses. IEEE Trans

Commun 52(12):2134–2142
4. Assimonis SD, Matthaiou M, Karagiannidis GK (2008) Two-parameter Nyquist pulses with

better performance. IEEE Commun Lett 12(11)
5. Azurdia-Meza CA, Lee KJ, Lee KS (2012) PAPR reduction in SCFDMA by pulse shaping

using parametric linear combination pulses. IEEE Commun Lett 16(12):2008–2011
6. Azurdia-Meza CA (2013) PAPR reduction in SC-IFDMA uplink system using parametric

pulses. In: 2013 IEEE Latin-America conference on communications. IEEE, pp 1–5
7. Mohammad A, Abdelhamid B, Hafez IM (2015) A new linearly combined Nyquist pulses for

PAPR reduction in IFDMA. Int J Comput Appl (0975–8887)
8. Zaidi AA, Baldemair R (2017) In the race to 5G, CP-OFDM triumphs. ericsson. com, para 5.

29
9. Zaidi AA, Baldemair R, Tullberg H, Bjorkegren H, Sundstrom L, Medbo J, Kilinc C, Da Silva

I (2016) Waveform and numerology to support 5G services and requirements. IEEE Commun
Magz 54(11):90–98

10. Fowdur TP, Jhengree P (2017) Enhanced pulse shaping filters for IEEE 802.11OFDMWLANs.
J. Electri Eng Electron Control Comput Sci 3(1):21–28

11. Fowdur TP, Doorganah L (2019) Performance of modified and low complexity pulse shaping
filters for IEEE 802.11 OFDM transmission. J Inf Telecommun 3(3):361–380

12. Robin B (2020) OFDM with PAPR reduction.zip (https://www.mathworks.com/matlabcen
tral/fileexchange/46440-ofdm-with-papr-reduction-zip), MATLAB Central File Exchange.
Retrieved July 25, 2020

https://www.mathworks.com/matlabcentral/fileexchange/46440-ofdm-with-papr-reduction-zip


An Intelligent Wheelchair for Disabled
Person

S. Prabhu, V. Nagaraju, P. Sailaja, and B. R. Tapas Bapu

Abstract Every new development in sensors and ultrasonic technologies has always
been a bonus for electronics traveling aids (ETAs). This sets way to the development
of smart vehicles for disabled people. These smart vehicles are used by physically
disabled people. This electronic intelligent wheelchair is designed to help disabled
people to move independently to any place without a caretaker. It consists of a
smartphone app-based operation along with obstacle avoidance, fall detection and
narrow way locomotion. An android application is used to control the wheelchair.
This smart chair can function in full automatic mode. It uses GPS-guided system
and magnetic compass to determine location and stores the location to return back
to the location automatically. The fall detection system tilts the seat when it moves
around any inclined plane and alerts the nearby caretaker with an SMS when a fall is
detected. It has an intelligent collision avoidance system to avoid any type of obstacles
including potholes and can move around narrow pathways and doors without being
hit or bumped against any obstacle.
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Keywords Smart wheelchair · Fall prevention and detection · Collision
avoidance · Smartphone controlled · Disabled · Seat tilting · Automated
wheelchair · Pothole detection

1 Introduction

As the world of phone moved to smartphone features, a huge evolution took place
in the technological industry. A variety of products and services together with the
smartphones are being developed. These new products and services are changing
rapidly. Among these is a fully automatic intelligent wheelchair product in combina-
tion with smartphones and other researches have been made. The concept of smart
wheelchair has been proposed as a hot topic but very few satisfies the definition
of smart wheelchair even those which fit are not affordable by common people
because of high cost. The technological advancement has made easier to develop
a smart wheelchair cost efficient and affordable by common people. Around 1.1
billion people in the world live with at least a small form of disability, among which
around two hundred million experience functional difficulties in muscles. In this
paper, we present the design of the cost-efficient fully feature-packed wheelchair
with safety measures and automation using machine learning algorithms. One of the
major advantages of this wheelchair is that it uses sensors to detect narrow spacing
and allows to move the wheelchair in places such as in a crowded room, office,
auditorium, narrow corridor and doorway where chairs need to be moved carefully
without colliding with other obstacles. In such places, wheelchairs are supposed to
be pushed and arranged in a line every time whenever the wheelchair is not aligned.
So this design proposes a smart way to move around such congested places.

The below bar graph shows the statistics of different types disabilities, among
which movement is the highest with 20.28 percentage. In India, around 90 million
people are disabled among which most of them are not able to locomote from one
place to another. Thus, it is necessary to develop a wheelchair which can be afforded
by common people and must be smart enough to fulfill the criteria.

Statistics of Disabilities 2018
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Therefore, the paper mainly focuses on the design of an intelligent wheelchair
which is cost efficient and controllable without any difficulty with the help of a
smartphone. Automation can be made by GPS-guided system and compass-driven
DC motors attached to the wheelchair. The safety measures are the collision avoid-
ance and the fall prevention in case of any emergency, and the red button in the app
can be pressed to send SOS signals to the nearby caretaker with the activation of
an alarm siren in the chair to seek nearby people’s help. Additional system failure
prevention system is designed to avoid system failure. This system calibrates each
and every component of the system for failures and limits the function of the wheel
chair only to the functions which uses the currently usable sensors. Also if the system
finds a major failure, it denies access to the control of the wheelchair and can only
be manually driven. The complexity is reduced by making use of smart phone so
that size of the system is very compact as the smart phone is used to send emergency
signals [5]. This eliminates the use of GSM module to the system. Thus, we get a
compact system with very less sensors but provide many features.

2 Existing Systems

Due to several kinds of demands in the wheelchair, very many designs and concepts
are put forward by researchers. The evolution of the wheelchair started from hand
pulledwheelchairwhichmade the user to feel tiredness in his/her arm.Also this needs
lots of physical energy which weak people find difficult to use. Later to overcome
this problem, electrically controlled wheelchairs had been introduced as the next
evolution.

A. Electrical wheelchair

The electrical wheelchair has been a turning point to the wheelchair users as it is
very easy and energy conserving and can be used independently. But even though
the electrical wheelchairs are made for easy use, the controlling of the wheelchair
is very complicated. The common joystick-controlled electrical wheelchair can be
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considered. In this joystick-controlledwheelchair, even a small change in the joystick
made accidently can lead to a sudden quick turn which is a major difficulty when
moving in crowded place.

B. Line follower wheelchair

The line follower wheelchair uses magnetic ferrite markers which are laid on the
pathways where the wheelchair has to be moved, and this pathway with laid ferrite
markers is followed by the wheelchair like a line follower with a magnetic sensor
placed at the bottom of the footrest of the wheelchair [1]. These sensors read the
magnetic markers and control the steering and speed of the wheelchair.

To avoid obstacles, two infrared sensors are placed in front of thewheelchairwhich
detects any obstacle placed in front of the wheelchair. To stop the wheelchair at the
desired destination, reflective tapes are placed at the destination and the magnetic
sensors are made to stop the wheelchair when it detects any reflection [2].

C. Modular wheelchair

The concept of modular wheelchair came into existence after the specific demands
made by the users according to their disability. Modular wheelchair comes with
modular attachments which can be installed as modules to the wheelchair to control
the overall operation in demand of the specific user. The different types of modules
are head movement control, voice control, hand gesture control, joystick-controlled
wheelchair, etc.

The headmovement-controlledwheelchair can be used by peoplewho are not able
to use their hands which gives them the ability to control the wheelchair by placing
controller near the chin which is moved to steer and accelerate the wheelchair in the
desired direction.

The voice-controlled wheelchair is an advantageous method. In this module,
several pre-installed voice commands are given to the wheelchair to control the
steering and acceleration of the wheelchair. The voice commands are recognized by
a separate voice recognition board, and this recognized voice commands are sent to
the controller to examine the command and control the wheel chair in accordance
with the given command.

3 Proposed System

The proposed system helps to easily operate the wheelchair automatically by using
a smartphone to move forward, backward, left and right. Also it can be made use
of the GPS guiding system to track down the location as waypoints of the marked
places and automatically steer to the marked waypoints using the magnetic compass.

Also the proposed system is assembled with many sensors for every application.
These applications are explained in detail. The wheelchair is comprised of collision
avoidance system, fall detection andprevention system, self-calibration system,GPS-
guided system, compass-driven system, tilting system for the seat to stabilize the
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Table 1 Motor rotation for
the given command

Commands Left motor Right motor

Forward Anticlockwise Clockwise

Reverse Clockwise Anticlockwise

Right turn Anticlockwise Anticlockwise

Left turn Clockwise Clockwise

Stop Stop Stop

seating position and automatic motor speed control system to give a smooth ride for
the user.

D. Motor Control System

There are two motors used in this system, one for the left and one for the right.
These two motors are given power supply with a rechargeable battery. The motor’s
RPM and torque are calculated according to the load of the wheelchair. The power
supply is not directly given to the motors, instead they are given through a motor
shield to avoid damage of the microcontroller and also to drive the motors in various
directions.

The 4 H-Bridges: L293D chipset provides 0.6A per bridge and a maximum
of about four bidirectional DC motors with individual 8-bit speed selection. Pull
down resistors keep motors disabled during power-up. This chipset-based shield is
used to control both the motors by programming the microcontroller. The different
commands are activated by the Bluetooth communication. Once the commands are
received from the smartphone app, these commands trigger the particular function
of the main program set to that particular command.

The main program contains separate function for each command like forward,
reverse, left and right. These commands are triggered by the mobile app (Table 1).

Each motor is calibrated before starting the system, if any error in the motors
is found the system stops working as it is considered as a major defect. The motor
speed can be controlled either manually by the user or automatically when the system
detects high speeds while turning to provide a comfortable ride for the user. This
speed control is done by limiting the power to the motors. Thus, by limiting the
power to the motors, the speed can be varied from 0 to 255 speed levels, this speed
level can be adjusted manually by the user in the app, or the system automatically
detects sharp turns and adjusts the speed with a predefined speed value set by the
developer.

E. SmartPhone App

The android has become the most commonly used mobile platform, so an android
app is developed with the help of Android Studio IDE software. This enables to
create android applications, and the app has a very simple user interface which
can be easily used by anyone. The app’s interface is shown in the figure. The app
uses Bluetooth connection to the system. When a button is clicked, it sends the
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corresponding string to the microcontroller. The microcontroller converts the data
into string and recognizes the command and runs the specific operation related to the
given command.

The Bluetooth connectivity button is placed on top of all the buttons. Once the
Bluetooth is connected, it shows that the Bluetooth is connected in the notification
area. The app has been designed to provide a vivid and easy interface to the controls
so that the user does not find any difficulty in accessing the app. The cursor placed
at the bottom of the app is used to control the speed of the motor. Once the desired
speed is set, the “send” button is pressed which sends the speed to the controller to
adjust the speed, if not the intelligent system automatically detects sharp turns, over
speeds and controls the speed accordingly (Fig. 1).

F. Collision avoidance system

Numerous sensors are available for the application of obstacle detection. Sensors like
infrared sensor, ultrasonic sensor, LIDAR and even camera can be used to capture
image samples and detect the obstacles by image processing. Since cost efficiency
is a very important aspect of the proposed system, the camera cannot be used, but
also accuracy is necessary. Therefore, the HC-SR04 ultrasonic sensor is used in
this system. The HC-SR04 ultrasonic sensor is very cost efficient and provides a
decent accuracy. Also the ultrasonic sensor is able to measure distance even at places

Fig. 1 Android app
interface
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where the light is highly intense. Sensors like camera and infrared cannot measure
in such conditions. To serve the key purpose of cost efficiency and high accuracy,
ultrasonic sensors have been selected. The HC-SR04 ultrasonic sensor is equipped
to detect objects from a range of 2–400 cm. The module works at 5 V DC power
supply and a working current of 15 mA. It requires a 10 µS trigger pulse to initiate
the triggering of waves for detection. Upon triggering, the transmitter directs eight
cycles of ultrasound waves at 40 kHz frequency. If an obstacle exists in its course, the
sound returns backwards to be received by the receiver of the module. The distance
is then calculated as follows: Obstacle Distance = [Time between transmitting and
Receiving of Signal*Velocity of Sound (340 m/s)]/2

Four ultrasonic sensors are used. One in the left, right, front and bottom. The
bottom sensor is used to detect potholes, and it sends signals to the controller about the
depth of the pothole. Neural network is used to identify the obstacles and controlling
the speed of the wheelchair driving motors according to the obstacle’s distance from
the wheelchair. The first layer of the neural network is made up of sensors, the second
layer is the related self-learning algorithm to control speed and avoid obstacles,
and the last layer is made of the control motors. This is how neural networks are
implemented in the collision avoidance system. The microcontroller reroutes the
wheelchair to the desired destination in both the control modes automatic and in
manual (Fig. 2).

G. GPS-guided system

For GPS location, the Neo-6 U-Blox GPS module is used in this system. Instead of
using the smartphone’s GPS location, we are using a separate module to detect the
location of the wheelchair accurately. The NEO-6module series is a standard pack of
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stand-alone GPS receivers which features the high performance u-blox 6 positioning
engine with several satellites. These receivers are flexible and cost-effective receivers
which offer numerous connectivity options in a miniature 16 × 12.2 × 2.4 mm
package. This module is an ideal option for battery-operated mobile devices with
very strict cost and space constraints.

The GPS guiding system is focused to deliver a fully automated locomotion of
the wheelchair. The GPS receiver continuously sends the latitude and longitude of
the current wheelchair location. This continuous data is used when necessary by the
microcontroller. The user can store several locations in the app to navigate back to
the stored locations automatically. These locations are stored in an array of data, and
when the user clicks the button “Go to waypoint” the system drives the wheelchair
to all the stored array of locations one by one.

This is how the GPS guiding system works. The compass heading is very impor-
tant in the GPS navigation. The compass heading makes sure the direction of the
wheelchair is headed straight to the GPS navigation, without the compass the GPS
navigation is not possible. To ensure the stability of the module, a separate supply is
given to the GPS receiver module.

H. Compass drive

The compass drive is used to drive the wheelchair in a preset direction continuously
until stopped by the stop button, and the stop button breaks the loop and stops the
wheelchair from moving. In this system, we use the QMC5883l magnetometer as
the compass sensor. The QMC5883L is a multi-chip three-axis magnetic sensor.
This surface-mounted, compact chip has magnetic sensors integrated with signal
condition ASIC, and it has the advantages of less noise, very good accuracy, low-
power consumption, offset cancelation and temperature compensation.

This application is used by first turning the wheelchair to the desired direction by
using the turning buttons. Once turning to the desired direction, the “set heading”
button is pressed and the compass heading value is transmitted to the microcontroller
which drives the wheelchair in that direction by pressing the compass drive button.
The compass readings are needed to make a perfect 90° turn and a 180° turn of the
wheelchair. This is how the compass drive feature works.

I. Fall prevention and detection

The fall prevention is a very important feature which helps the user of the wheelchair
from not falling down because of the uneven construction of the ways [3]. The
wheelchair installed with this feature makes the user more independent regardless of
any situation or any place. Although the fall prevention system makes the cost of the
wheelchair to raise, this can be a modular feature which can be installed later by the
user’s request. By making this a modular feature, the cost efficiency is not affected
by the idea of the fall prevention.

In this fall prevention system, the seat of wheelchair can be tilted according to the
level of the pathway inclination. This can be detected continuously by the help of
ADXL335 which is a three-axis accelerometer used to detect even a small change in
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Fig. 3 Tilting of wheelchair

Table 2 Tilt system control
protocol

Seat tilting X-axis Y-axis

−20 ~ 0° (Front Lift):
00–14
+0 ~ 20° (Back Lift):
15–28

−20 ~ 0° (Left Lift):
00– 14
+0 ~ 20° (Right Lift):
15 –28

the inclination of the surface. This is attached to the bottom surface of the wheelchair.
The tilting of the seat is carefully done according to the reading from the sensor. The
schematic illustration of the seat tilting system is shown in Fig. 3 (Table 2).

4 Working Mechanism

The project uses a microcontroller as the brain, and it is interfaced with an applica-
tion built for an android smartphone (the most commonly used device) which uses
Bluetooth for communication between the autonomy system and the smartphone. It
provides high security and a lot of features to the user. It has GPS guiding system,
which can be used for automated locomotion of the chair to any pinned location
on the map. It has an intelligent collision avoidance system to avoid any type of
obstacles and can move around narrow pathways and doors without being hit or
bumped against any obstacle. This smart vehicle can also detect pits in the pathway
and reroute the vehicle to the shortest distance. The speed of the driving motors can
be adjusted to user’s preference [6–8].

An emergency button can be used in case of emergency to start the alarm and
to send SMS alert to the pre-registered contacts. All the sensors and motors are
calibrated automatically before every start of the wheelchair, and it alerts if there is
any error in the system. The battery percentage can be monitored from the app or by
a LED indicator which is placed near the battery to measure and display the amount
of charge left in the battery. Once the charge is drained, it can be recharged several
times. There is a charge control system in the charging adapter which limits or stops
the charging process once the battery has reached the maximum charge. This helps
to keep the battery safe.

The government of United States of America states that there is around four-meter
accuracy in horizontal civilian Global Positioning System (GPS) [4]. Therefore, the
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Fig. 4 Working of the
system flowchart Connect the Bluetooth 

Commands given in the 
android app 

Given commands are transmitted to the 
microcontroller via Bluetooth wireless 

communication

Microcontroller sends feedback to the 
app for displaying the commands 

Microcontroller drives the motors 
according to the commands received 

current four-meter accuracy is not sufficient enough to map a small room as the GPS
coordinates keep changing every time in a 4 m range, but in future advancement the
accuracy can be increased which may help in indoor mapping of the wheelchair with
only the GPS receiver. Thus, indoor routing can be made more accurate in future
(Figs. 4, 5 and 6).

The block shows that the system starts with the smartphone app, and once the user
gives commands to the wheelchair in the app it processes the data and transforms
the given input into numerical commands and sends the array of numerical values
of commands to the pre-programmed microcontroller (ATmega 2056) via wireless
communication means of Bluetooth. The microcontroller receives the data from the
Bluetooth transmitter. The received numerical value from the Bluetooth module is
used to trigger the commands programmed for the dedicated value, and this either
accesses the data from the modules or sends commands to the motor shield to drive
the motors and simultaneously send data to the smartphone to display the given
commands

5 Conclusion

The proposed system is a compact, cost-efficient and feature-packed wheelchair
system ever proposed. This proposes a wheelchair with standardized autonomy
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Fig. 5 Working of the
system flow chart
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system. It is mainly focused to establish sufficient on-board autonomy at minimal
cost and material usage, while achieving high efficiency, sufficient safety, smooth
experience and future extendibility of the proposed system with further modular
addition to the system as per the user-specific demands.

References

1. HirooW,Koichi N (1992) Development of an automatedwheelchair guided by amagnetic ferrite
marker lane. J. Rehabilit. Res. Develop. 29:27–34

2. Ana, C.L., Fernando, M., Urbano, N., Razvan, S.: An Outdoor Guidepath Navigation System
for AMRs Based on Robust Detection of Magnetic Markers (2007)

3. Sanghyun, P., Tran, T.T.H., Jadhav, Y.S., Jaehyung, P., Jinsul, K.: Smart Wheelchair Control
System using Cloud-based Mobile Device. IEEE (2013). 978-1-4799-2845-3/13

4. T. U. Government: Official US Government Information About the Global Positioning System
(GPS) and Related Topics. Accessed March 3 2018 (217)

5. Available: https://www.gps.gov/systems/gps/performance/accuracy/
6. Doshi Siddharth P.: 2016 Symposium on Colossal Data Analysis and Networking (CDAN)

Embedded system design for real-time interaction with Smart Wheelchair
7. Sharma R, Kumar R, Singh PK, Raboaca MS, Felseghi R-A (2020) A systematic study on the

analysis of the emission of CO, CO2 and HC for four-wheelers and its impact on the sustainable
ecosystem. Sustainability 12:6707

8. Begam S.S., Selvachandran, G., Ngan, T.T., Sharma, R.: Similarity measure of lattice ordered
multi-fuzzy soft sets based on set theoretic approach and its application in decision making.
Mathematics 8, 1255 (2020)

https://www.gps.gov/systems/gps/performance/accuracy/


Convolutional Neural Network-Based
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of Cardiovascular Disease and Diabetic
Macular Edema
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Abstract Artificial intelligence is one of the most advanced and prominent research
areas which is used to solve several worldly problems. Traditional methods take up
a lot of the doctor’s time and are also prone to human error. The existing techniques
utilize separate algorithms to only detect the disease. But their speed and accuracy
are very low. The developed novel system utilizes deep learning in which the retinal
fundus images are first preprocessed and then sent to a convolutional neural network
(CNN) module. The proposed module not only accurately detects the presence of
a disease (i.e., diabetic macular edema (DME) or cardiovascular disease) but also
determines its severity. The severity is determined by the intensities of the pixels in
the eye fundus images. Based on the empirical results obtained on the parameters,
accuracy, sensitivity, and specificity, the proposed CNN model is proven to be more
efficient and accurate than the previously utilized algorithms such as support vector
machine (SVM) and extreme learning machine (ELM).
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1 Introduction

Diabetic macular edema (DME) and cardiovascular diseases are some of the most
common and serious health issues around the world. If not detected, early DME can
cause permanent blindness, while cardiovascular diseases can be fatal. Based on the
“Vision Problems in the USDatabase,” diabetic retinopathy is highly prevalent in the
US population of people above 40, present in 7.68 million people [14]. If not treated
early, it will cause permanent blindness, which makes it a primary cause of vision
loss in the USA. As per information available in theWHO, CVDs are the chief cause
of death around the world, killing an estimated 18 million people every year which
includes about 32% of all deaths globally [15]. Several modules have been created in
the past using various methodologies to detect DME or cardiovascular diseases sepa-
rately. In that, the partial least squares (PLS) algorithmwas usedwhich provides good
generalizability to new inputs when trained on a bounded, pre-segmented dataset [1].
Another approach was [4]; in this, the author utilized minimum distance classifier
for macula isolation. Here the distance between the training feature vector and each
candidate region’s specific feature vector is computed, and thus, the region that has
the least distance is chosen as the macula. The more advanced approaches utilized
better machine learning algorithms to achieve the desired effect. In [3], the author
utilized adaptive thresholding followed by support vector machine algorithm (SVM)
for classification. The various features such as orientation, geometrical, and shape
features have been utilized to correctly classify the segmented objects as exudates.
The accuracy obtained by the algorithm was 90% on a total of 189 images in the
MESSIDOR database. In an alternate approach [5], a combination system consisting
of Radon transform, discrete cosine transform, and discrete wavelet transform is
advocated for automatic diagnosis of diabetic macular edema. In another work [6], a
technique is proposed to discern the center of the macula which is not dependent on
the optic disk location. This is done since it is not affected by the improper recog-
nition of the optic disk location under the influence of effects such as reflections
and noises. In [8] the author proposed two stages: Detection of hard exudates and
then categorization of DME intensity from eye fundus images. The identification
of hard exudates is performed by using the ELM classifier in this methodology.
An amalgamation of texture feature extraction from the specific region around the
macula and classification using the SVM model is utilized in [7]. The segmented
region comprising of thermal formations differs hugely in texture, and accuracy of
over 86% was obtained between the two types of classifications. Overall, most of
these methods utilize ordinary machine learning algorithms such as SVM or ELM.
These methodologies though successful in obtaining the result do not boast of high
accuracy. They are also neither efficient nor provide high-speed results. This is where
the proposed algorithm comes into effect. CNN [10] is proven in present times to
be the best algorithm for image processing activities. Thus, various segmentation
techniques are utilized to make the image fit to be input to CNN classifier and output
if DME or cardiovascular disease is present, along with its severity.
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The remainder of this paper is structured as follows: Sect. 2 provides the segmenta-
tion techniques and the design of the CNNclassifier. Section 3 describes performance
measures for disease detection and classification and presents evaluation results.
Finally, Sect. 4 concludes the paper.

2 Methodology Used

Themodule consists of two stages, such as the segmentation part and the classification
part. First, the input image is preprocessed before being input to the CNN classifier.
In this, both the disease parts are segmented. Adaptive thresholding is used for
identifying the Macular edema lesion, while morphological operations are utilized
for the cardiovascular disease part in the eye vessel. The CNN classifier is first trained
with the respectively labeled datasets. For this, the dataset is divided into a ratio of
70–30 for training and test, validation data, respectively. The CNN algorithm is fed
with an input imagewhich passes through the various layers to determine the required
features and recognize the image, and then it produces the final classification result.
Figure 1 depicts the block diagram of the devised DME and cardiovascular disease
detection system using CNN.

The two stages are discussed in detail as follows.

Fig. 1 Block diagram of devised DME and cardiovascular disease detection system using CNN
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2.1 Segmentation

This section consists of three main steps:

Step1: Input image:

The input fundus eye images were downloaded from the MESSIDOR database.
MESSIDOR is an abbreviation forMethods to Evaluate Segmentation and Indexing
Techniques in the field of RetinalOphthalmology. It is a research program financed
by the FrenchMinistry of Research andDefense that came under the 2004 TECHNO-
VISION program. TheMESSIDOR database was set up to aid research on computer-
aided detection of diseases such as DME.

Step 2: Preprocessing:

Image preprocessing primarily consists of image resizing [2]. For feeding a dataset
of images to a convolutional neural network, they must all be of the same size.
Other processing tasks are done like geometric and colour transformation such as
converting colour to grayscale. The individual colour values (red, green, blue) are
extracted. The noise is cleaned using a median filter.

Step 3: Disease part segmentation:

The task of dividing a digital image into several parts (groups of pixels) is known as
image segmentation [12]. Segmentation is done to alter the depiction of an image into
a more significant and simple to analyze form. Here, adaptive thresholding method
is utilized.

(a) Diabetic Macular Edema Part Segmentation

Adaptive Thresholding:

Adaptive thresholding is usually inputted with a grayscale or colour image and, in
the basic application, gives out a binary image that provides the segmentation output.
A threshold is calculated for every pixel present in the image. When the intensity of
the pixel is less than the fixed value, the background value is assigned to it, else it
takes the foreground value.

(b) Eye Vessel Segmentation

Morphological Operations:

Using a basic morphological function is more suitable to detect the vessel part in the
eye. Here somemorphological operations including dilate, reconstruct, and erode
are used.Morphology is an extensive collection of image processing operations in
which the images are processed depending on their structure/forms. In amorpholog-
ical operation, every pixel in the input is altered depending upon the neighbouring
pixels.
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2.2 Classification

Convolution Neural Network:

For image recognition and image classification, convolutional neural networks were
proved to be the most effective [13]. The images are in the form of a two-dimensional
matrix of pixels on which CNN is programmed to either identify the image or to cate-
gorize the image. CNN architecture contains three types of layers; they are convo-
lutional layers, pooling layers, and fully connected layers. Convolution is said to be
a mathematical function where the input given is A, and another parameter, kernel
B, is used to provide the output that indicates how the form of one is altered by the
other.

With respect to an image,

S(t) = (x ∗ w)[t] =
∞∑

−∞
x[p]w[p + t] (1)

An image “x” is present, which is a two-dimensional arrangement of pixels that
contain distinct colour channels (RGB), and there is a feature detector or kernel
“w”. Finally, the output which is obtained following the implementation of the math-
ematical function is called a feature map.A feature detector is used for recognizing
the fringes in the image, so as to identify such type of fringes the convolution oper-
ation is used in the image. Generally, the convolution functions have zero value all
over except a given fixed set of points. Thus, the values are stored only for these
points.

S(a, b) = (A ∗ B)(a, b) =
∑

x

∑

y

A(x, y)B(a − x, b − y) (2)

where “a” is a two-dimensional array and B is the kernel of the convolution function
As convolution follows commutative property, the above expression can be

rewritten as given below. This is done to simplify the execution in machine learning,
as there is a very small difference in the range of true values for the variables. Hence,
this is the cross-correlation operation that a majority of the neural networks utilize.

The cross-correlation function is depicted below:

S(a, b) = (B ∗ A)(a, b) =
∑

x

∑

y

A(a − x, b − y)K (a − x, b − y) (3)

In Fig. 2, the feature detector will now traverse over the image by a single stride

(V−D + 2Z)/R + 1



412 R. Senthamizh Selvi et al.

Fig. 2 Cross-correlation
pictorial representation

where size of the input image (V ), feature detector size (D), stride (R) and zero
padding on the image (Z).

In this case, the input image size V is 5. The feature detector (D) is 3. Let the size
of stride (R) be one, and the level of zero padding (Z) on the image be zero. Thus, the
feature mapping dimension is three. Hence, the feature map will be a 3× 3 matrix
having three channels—RGB. This process is described thoroughly in Fig. 3:

The 5 × 5 matrix of the input image is diminished to a 3 × 3 feature map by the
feature mapping process that utilizes the cross-correlation operation. But the number
of channels remains unchanged as 3 (i.e., RGB). Here, several feature detectors are
used for detecting the edges, and also, the feature detector can be used to increase or
decrease the intensity of the image as required. If the dimensions of the feature map
need not be reduced, then zero padding can be used as shown below in Fig. 4:

Here, a zero-padding layer of 1 is applied on a 5 × 5 input matrix. By utilizing
the given formula:

(V−D + 2Z)/R + 1 => (5−3 + 2)/1 + 1 = 5,

The dimensions of output are 5 × 5 having three colour channels (i.e., RGB).
In case, if there are only a single bias unit and a single 3 × 3 filter, then the linear
transformation is first applied as depicted in Fig. 5.

Output = input ∗ weight + bias

The input fed is a 5 × 5 matrix having three colour channels (RGB) and a 3
× 3 feature detector with one bias unit and having a stride of one. The number of
parameters obtained is 28 which is computed from (3 * 3 * 3) + 1 = 28. If 500 such
feature detectors are present, then the total parameters will be 14,000. Following the
completion of the convolution operation, the ReLU activation function [9] is applied.
Since convolution is a linear operation, in order to introduce nonlinearity the ReLU
activation function is applied. Null values will be substituted for every non-positive
pixel in themapping. Figure 6 describes the transformation processwhen the rectified
linear unit function is applied.

Now, the feature detection is completed from specific regions; each of them will
be combined from spatial neighborhood to build the picture.
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Fig. 3 Feature mapping process

Fig. 4 Application of zero
padding
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Fig. 5 Linear transformation

Fig. 6 Feature map transformation

Pooling:

Apply pooling to have translational invariance. Invariance applied to translation spec-
ifies that the pooled outputs do not varywhen the input is changed by a small quantity.
Thus, it aids in the identification of features that are similar in the input image like
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fringes or colours. The max-pooling function [11] is applied as it provides higher
performance with respect to minimum or average pooling. The max pooling function
summarizes the obtained output over the entire given neighborhood. Thus, a lesser
number of units are present in comparison to the previously obtained feature map.

The procedure for performing the classification of the diseases is given as:

Step 1: Collect the training dataset

The process is initiated by downloading the input images, and then they are loaded
into MATLAB. Datasets are collected and kept in several distinct file types. The
resultant data is stored as binary files, which is used by MATLAB for quick usage
and reshaping it into images.

Step 2: Train the dataset

For training the data, first, the n-classes of data are segregated in a standard 70–30
ratio consisting of the training and test, validation data. The dataset is split up so that
eachof the classes has appropriate representation in both the segregations. The feature
vector is just a vector that consists of the various distinct characteristics or features
of the input. In the case of an image, several features such as edges, points, density,
geometric elements, texture values are taken into account. Now,while utilizing a deep
learning model, the training data is provided to the classifier algorithm to enable it
to formulate a model. This model can be corroborated, and thus, the most effective
kernel parameters can be obtained by selecting the ones with the least error. A simple
and effective method to obtain the values is by using K-fold cross-validation. Once
the features are extracted and the model is built, the classifier is tested with the new
input data, and thus the accuracy is obtained using the test dataset.

Step 3: Classification:

The architecture of the CNN comprises of alternating convolutional and pooling
layers, followed by a set of fully connected layers. Each layer is given an input which
is the output of the previous layer. The input of the model is a three-dimensional
image (breadth × height × depth), the breadth and the height are the dimensions
of the images, whereas the depth is the number of input channels which is given
by the three colour channels - RGB. The convolutional layers extract features from
images. Every convolutional layer has matrices weights known as filters/kernels
which traverse over the input image to detect particular information from the image.
The filters of the first layers of the CNN detect colours and simple patterns. Then in
the next layers, they gradually detect more complex patterns.

3 Results and Discussion

To analyze and evaluate the deep learning model, the images from the MESSIDOR
database were utilized. Of the entire dataset, it was first split and categorized into
two main segregations: (I) diabetic macular edema and (II) cardiovascular disease.
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Out of these, it was further classified into: Healthy, Moderate, and Severe from (I)
and Healthy and Disease present from (II). In each classification, the dataset was
randomly divided into training and test datasets in the ratio of 70:30 as stated above.

The key steps in involved in the segmentation are depicted as:
The first step is feeding the complete RGB input image as shown in Fig. 7a. The

next key step is the segmentation of the Disease part for diabetic macular edema
using a technique called adaptive thresholding as shown in Fig. 7b. For the cardio-
vascular disease part, the histogram is taken as shown in Fig. 7c for performing the
morphological operation. Next, the median filter is utilized for obtaining the noise-
less image as depicted in Fig. 7d. Finally, after all the segmentation processes, the

(c) Histogram Function (d) Median Filter 2

(e) Segmented Vessel Image (f) Segmented DME part

(a) Input Image (b) Adaptive Thresholding 

Fig. 7 Segmentation process
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segmented vessel image Fig. 7e and the segmented macular edema part Fig. 7f for
inputting to the CNN classifiers are obtained.

3.1 Performance Evaluation

The performance of the CNN module for disease detection and classification is
evaluated in this section. First, the model was trained using the segregated images
present in the database. The entire dataset consisted of 157 retinal eye fundus images,
covering each category. 70% of the images in each category was used to train the
model. After training the model, it was evaluated and tested using the test dataset
whichwas 30%of the entire set. To analyze and evaluate the accuracy and correctness
of the model, each result of the test dataset was compared with the original labeling
provided by the MESSIDOR database. It was found that the model obtained a very
high accuracy close to 100%.

Figure 8 shows the study of the training progress of DME. Figure 8a shows
the progress of a healthy eye fundus image (i.e., DME not present). In this, two line
graphs are present. The first one consists of IterationVsAccuracy (%), and the second
graph consists of Iteration versus Loss. The number of iterations is set at 20, and the
number of epochs is also 20. The learning rate was set at 0.0001. Figure 8b shows
the progress of a moderate DME eye fundus image. Figure 8c shows the progress
of a severe DME eye fundus image. The general trend is that with an increase in
iterations, the accuracy (%) increases greatly and becomes stagnant at 100% while
the loss drops to zero.

Figure 9 shows the study of the training progress of cardiovascular disease.
Figure 9a shows the progress of an eye fundus image in which the CV disease
is present. The iterations and other parameters are set similarly as above for DME.
Figure 9b shows the progress of an eye fundus image in which the CV disease is not
present (i.e., a healthy eye vessel).

3.2 Objective Evaluation

Themodel’s performance is measured by the three objective evaluation tools, namely
accuracy, specificity, and sensitivity. These three parameters are the most commonly
used measure of a model’s performance and quality. The empirical results for the
accuracy, sensitivity, and specificity are obtained and shown in the below table.

Table 1 lists the experimental values of the three parameters for the algorithms:
SVM, ELM, and CNN. When SVM was utilized to detect diabetic macular edema
from the eye fundus images, it provided the output with an accuracy of 94% for
the dataset from the MESSIDOR database. The respective sensitivity and specificity
for this database were at 91 and 93%. In an alternative approach, when ELM was
implemented for this purpose, it gave the output with an accuracy of 96.07% for this
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Fig. 8 Training progress of diabetic macular edema a Healthy, bModerate, c Severe
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Fig. 9 Training progress of cardiovascular disease a disease present b healthy

Table 1 Performance
analysis: Accuracy,
sensitivity, and specificity of
different algorithms

Algorithm Accuracy (%) Sensitivity (%) Specificity (%)

SVM 94 91 93

ELM 96.07 71.4 98.68

CNN 99.2 96 99

particular dataset. Similarly, the sensitivity and specificity were 71.4% and 98.68%,
respectively. Finally, when themodel with CNNwas utilized, it provided an accuracy
of 99.2% for the MESSIDOR eye fundus database. The sensitivity and specificity
were 96% and 99%, respectively, for this implementation. It is depicted using the
bar chart in Fig. 10.
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Fig. 10 Performance analysis chart

The three parameters sensitivity, specificity, and accuracy were computed using
the respective formulae as given below:

Sensitivity = (True Positives)

(True Positives + False Negatives)

Specificity = (True Negatives)

(True Negatives + False Positives)

Accuracy = Number of Correct predictions

Total number of predictions made

4 Conclusion

An automated procedure for the classification of the two diseases (DME andCV)was
designed using a convolutional neural network. This approach primarily detects the
disease and classifies it. This is done by assessing the size of the exudates from the
macula, and thus, the images were marked as normal, moderate, or severe DME and
detect the cardiovascular disease. The proposed method provided exceptional results
and was evaluated on distinct datasets. It provided the maximum accuracy (99.2%),
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sensitivity (96%), and specificity (99%) among all the other machine learning algo-
rithms.The training timewasvery less, and the speed atwhich theoutputwasobtained
was comparatively very high for this model. This proposed model if integrated
into a real hospital environment has the potential to efficiently carry out automated
diagnostic tests on eye fundus images to detect and classify retinal diseases.
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Classification and Detection of Malarial
Parasite in Blood Samples Using
K-Means Clustering Algorithm
and Support Vector Machine Classifier

R. Mohana Priya, L. K. Hema, V. Vanitha, and R. Karthikeyan

Abstract The natural history of malaria involves cyclical infection of humans and
female Anopheles mosquitoes. In humans, the parasites grow and multiply first in
the liver cells and then in the red cells of the blood. The early diagnosis of malaria
is required; otherwise, it leads to death. In this study, an effective method for the
classification and segmentation of malaria parasite using k-means clustering (KMC)
segmentation algorithm and support vector machine (SVM) classifier is presented.
Initially, the input blood sample images are given toKMCsegmentation technique for
segmentation. Then the segmented image is given to statistical features likemean and
standard deviation for feature extraction. Then the extracted features are saved in the
feature database and used for classification using SVM classifier. The classification
of healthy and affected cells of malaria parasite in blood sample images is made by
using SVM classifier. Experimental result shows the performance of the proposed
system.

Keywords Malarial parasite · K-means clustering · Statistical features · Support
vector machine

1 Introduction

Image processing techniques are used to identify and later recognize a parasite as
a target group [1]. Three category photos were correctly categorized, with a lower
recognition rate in one category. The algorithm is used across various color spaces
to find optimum output in microscopic images with a bloodstream [2]. This is useful
in telepathology and can automate malaria screening in rural areas with minimal
healthcare personnel.
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1. In the event of a poorly qualified technician, false detection can occur. We also
proposed in this research a method to automate a technician’s manual work to
reduce the human error and increase the accurate diagnosis of malaria [3]. A
groundbreaking digital technique detects parasite protozoa of the Plasmodium
genus as part of the technical advances in bio-imaging processing.

2. Investigate the best feature selection approach for automated computer training
in whole slide images of peripheral bloodstreams, based on malaria detec-
tion [4]. For through classification carried out, confusion matrices are created.
Several classification performance measures are recorded. Malaria is an infec-
tious disease and is treated frequently through Giemsa’s staining blood streak
microscopic assessment [5, 6].

3. The major drugs for prophylaxis and malaria prevention are antimalarial antifo-
lates [7]. A particular group of mutations in the dihydrofolate reductase is readily
used to improve resistance to pyrimethamine and proguanil antifolates.

In this study, an efficient method for malarial parasite detection is discussed by
usingKMC, statistical features andSVMclassifier. The paper is organized as follows:
Sect. 2 describes the methods and materials used for malarial parasite detection.
The experimental results and discussion are explained in Sect. 3. The last section
concludes malarial parasite detection.

2 Methods and Materials

Initially, the input blood sample images are given toKMCsegmentation technique for
segmentation. Then the segmented image is given to statistical features likemean and
standard deviation for feature extraction. Then the extracted features are saved in the
feature database and used for classification using SVM classifier. The classification
of healthy and affected cells of malaria parasite in blood sample images is made by
using SVMclassifier. Figure 1 represents theworkflow ofmalarial parasite detection.

2.1 KMC Segmentation

KMC is an iterative algorithm which attempts to partition the dataset into K prede-
termined, distinct non-subgroups (clusters) where only one group is included in each
data point. This attempts to make the data points inter-cluster as close as possible
while keeping the clusters as distinct as possible. It assigns data points to a cluster
in order to minimize the squared distance between the data points and the middle
of the cluster to a minimum. Within clusters, the less variance, the more uniform
(similar) the data points are in a single cluster. The KMC is also used in marine
image segmentation [8] and hand geometry recognition [9].



Classification and Detection of Malarial Parasite in Blood … 425

Fig. 1 Work flow of malarial parasite detection

2.2 Statistical Feature Extraction

Moments such as mean, variance, dispersion, medium or average energy value,
entropy, skewness and kurtosis are typical features. Images can also be seen by
high-order statistical parameters determined from co-occurrence or run-length or
frequency approaches.

2.3 SVM Prediction

The goal of the SVM algorithm is to find an N-dimensional hyperplane that defines
the data points. There are several potential hyperplanes to pick to differentiate the
two types of data points. Maximizing the margin gap provides some reduction to
maximize potential data points. Hyperplanes are decision limits that help in the
classification of data points. On each side of the hyperplane, data points can be
assigned to different groups. Help vectors are data points closer to the hyperplane and
affect the hyperplane position and orientation.We optimize the range of the classifier
with these support vectors. The removal of support vectorswould shift the hyperplane
location. Those are the things that help us build our SVM. The SVM classifier is also
used in brain image classification [10], electrocardiogram classification [11] and
glaucoma classification [12].
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3 Results and Discussion

Data used in this analysis are only (positive) contaminated samples, and thus, no
negative category sample can be identified. It ensures that all the samples are contam-
inated and labeled with the correct category of real parasites. Some sample images
in the database are shown in Fig. 2.

In this study, an effectivemethod for the classification and segmentation ofmalaria
parasite using k-means clustering (KMC) segmentation algorithm and support vector
machine (SVM) classifier is presented [13, 14]. Initially, the input blood sample
images are given to KMC segmentation technique for segmentation. Then the
segmented image is given to statistical features like mean and standard deviation
for feature extraction. Then the extracted features are saved in the feature database
and used for classification using SVM classifier. The classification of healthy and
affected cells of malaria parasite in blood sample images is made by using SVM clas-
sifier. Experimental result shows the performance of the proposed system. Figure 3
shows the experimental results of the malarial parasite detection.

Fig. 2 Sample images in
database

(a) Normal blood cell images 

(b) Malarial parasite blood cell images 



Classification and Detection of Malarial Parasite in Blood … 427

Fig. 3 Experimental results of malarial parasite detection

4 Conclusion

A novel method for classification and detection of malarial parasite in blood samples
using k-means clustering algorithmand support vectormachine classifier is presented
in this study. Initially, both normal and malarial cell images are preprocessed by
median filter. Then the KMC technique is used for segmentation and used for further
steps. Then the statistical features are extracted and stored in feature database. Finally,
SVMclassifier is used for classification. The systemyields the classification accuracy
of 87.5% for normal cell images and 100% for malarial cell images. Also, the overall
classification accuracy is 93.75% by using SVM classifier.
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FPGA Implementation of Parallel Adder
Using Reversible Logic Gates

S. A. Yuvaraj, K. Gunasekaran, D. Muthukumaran, and K. Umapathy

Abstract Reversible digital technology can now start taking a more desirable direc-
tion for low dissipation of power, higher processing speeds. Here, we suggested
the construction of an 8-, 16-, 32-, 64-bit multiplier using the carry-save adder,
the Kogge stone adder, and the HNFG adder with the high operating speed of the
proposed HNFG gate adder. The architecture of the device and the logic gates which
are reversible can be implemented using the Vedic multiplier. The output of the accu-
mulator operation is dependent on the multiplier unit and the adder units. Here, the
development of amultiplier and an adder can be built using reversible gates to achieve
high operating speeds, and the use of a Vedic multiplier for greater efficiency. Also
fewer area and partial elements are used. A comparative study is being conducted
between the conventional [1] and the Kogge stone adder based on HNFG. Finally,
it has been shown that the proposed HNFG gate with multiplier adder has a rela-
tively high-speed over the conventional method. The whole process of simulation
and synthesis is done using Xilinx 14.7 tool.

Keywords HNFG gate · Xilinx · Reversible logic

S. A. Yuvaraj (B) · K. Gunasekaran
Department of Electronics and Communication Engineering, GRT Institute of Engineering and
Technology, Tiruttani, Tamil Nadu, India
e-mail: akmraja007@gmail.com

K. Gunasekaran
e-mail: guna.k77@gmail.com

D. Muthukumaran · K. Umapathy
Department of Electronics and Communication Engineering, SCSVMV, Kanchipuram,
Tamil Nadu, India
e-mail: sarvamkumaran@gmail.com

K. Umapathy
e-mail: umapathykannan@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
D. K. Sharma et al. (eds.), Micro-Electronics and Telecommunication Engineering,
Lecture Notes in Networks and Systems 179,
https://doi.org/10.1007/978-981-33-4687-1_40

429

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4687-1_40&domain=pdf
mailto:akmraja007@gmail.com
mailto:guna.k77@gmail.com
mailto:sarvamkumaran@gmail.com
mailto:umapathykannan@gmail.com
https://doi.org/10.1007/978-981-33-4687-1_40


430 S. A. Yuvaraj et al.

1 Introduction

A adder unit [2] is a predictable feature of many applications for digital signal
processing involving multiplication/accumulation. It is used to operate digital high-
speed DSP systems [3–5]. DSP has a wide range of uses, including convolution,
filtering, and inside objects. Discreet cosine transformations or discreet wavelet
transformations are nonlinear functions that are widely used in DSP methods. As
the cyclical implementation with arithmetic is essentially accomplished, the average
speed of arithmetic calculations for matrix multiplication is determined by the speed
of implementation and the accuracy of the entire computation. Multiplication and
aggregation operations are distinctive for optical filters [6–10]. As a result, the
Arithmetic unit’s basic configuration allows for high-speed filtering as well as other
distinctive processing units for DSP applications, as arithmetic functions completely
independently of the CPU, and processes the data individually to reduce CPU load.
One of the best fully DSP-based applications, the optical communication system
requires vast amounts of data for fast digital data processing. Fast Fourier transform
also involves operations with multiplication and addition. A 64-bit MAC computer
can accommodate a lot of bits and requires more memory [11, 12]. Essentially, it
comprises of a multiplier and an accumulator unit which contains the sum of the
prior successive configurations. The MAC device inputs are connected to the block
of multipliers from the respective memory location (Fig. 1).

MAC operations include not only the main DSP operations, but also multimedia
data processing applications and many others. This consists of the aforementioned
multiplier, adder and/accumulator register [13, 1]. We employed a Vedic multiplier
in this article. MAC inputs are obtained from the respective location of the memory
connected to the unit of multipliers. The 64-bit DSP is fine thus. We can link up your
data from the 64-bit memory spot. The 64-bit input is provided to the multiplier,

Fig. 1 Generic block
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which will give output of 128-bit data after positive multiplier analysis. These 128-
bit data multiplier outputs are supplied as an input to one add-on [13–15]. You can
use three different types of adders here, one Kogge stone adder and a new HNFG
gate. Finally, it has proven that the HNFG adder has the highest operating speed[16,
17]. The MAC unit function is defined in Eq. (1) below.

F =
∑

Pi Qi j (1)

We can obtain the final 129-bit output of the extra unit, which is another additional
layer of the carry. The registry of the accumulator is linked to the appropriate output
data. The method used in the register of the accumulator is the parallel register
in parallel. Because this PIPO causes massive bits and parallel generation of the
corresponding add-output value, the PIPO is named as parallel input bits and parallel
output bits are generated. From each input to the matching adder, the output of the
accumulator register is transmitted. Figure 2 shows the basic diagram of the adder
block.

Fig. 2 64-bit multiplier using carry-save adder
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2 Proposed Method

AKSA altered the adder stage, which is even more advanced than the CSA shown in
Fig. 3. A distinctive methodology is the reversible logic principle [6, 7]. Preferably,
zero here to loosen data. This results in the same input and output numbers.

KSA Using HNFG Gate
The HNFG adder architecture is fully based on the reversibility calculation. It has

four inputs and four outputs; the input of waste is four inputs and two inputs. The
stone adder Kogge is designed with the HNFG gate to fulfill both the complete adder
and the entire subtractor conditions that are selected with the input ‘A.’ If A = 0,
the reversible circuit is the full adder, and A = 1, the reversible subtractor is the full
reversible. Figure 4 shows the reversible HNFG port logic diagram

The realization of themultiplier with a hierarchical structure is very easy to design
regarding the above architecture. To produce a 64-bit Vedicmultiplier at a lower level,
a 32-bit architecture is required. This design also includes multipliers 16-, 8-, 4-bit,
and 2-bit. Therefore, expanding the concept of multipliers to a high level is very

Fig. 3 64-bit multiplier using Kogge stone adder

Fig. 4 HNFG logic
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easy by keeping their own modularity. In fact, two 32-bit halves are the main cause
of the proposed 64-bit process. Lower half of the numbers are the first step inputs,
simply by switching the second and third steps and finally. This design requires an
intermediate adder stage. Firstly, a modern reversible logic gate builds the adder
phase. A and B are two transverse inputs; the input size is 64 bits, and the final output
is 128 bit maximum. You can insert 64-bit inputs into the respective registries and
insert the input in the next consecutive stage if you generate it. The zeroes may be
added as one of the adder phase inputs to reach the total number of bits during the
process of adding. To test the architecture of the 64-bit multiplier, we need to correct
three HNFG rates. We receive LSB bits directly from the first stage of the multiplier.
Architecture and features of 32- and 64-bit multiplier versions are similar except
32-bit versions, with 32 input bits, and 64-bit inputs

3 Results

The results of the simulation and comparative analysis are discussed here. TheHNFG
simulation results are displayed in Fig. 5.

Table 1 shows the cumulative delays in ns analyzes in the 64-bit reports using
conventional [13] and HNFG method.

Fig. 5 Proposed system waveform

Table 1 .Delay Comparision
of DKG and HNFG gates

N-Bit DKG gate (ns) HNFG gate (ns)

8 9.385 8.68

16 10.494 9.72

32 30.54 29.8

64 79.644 78.6
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4 Conclusion

The results achieved by the suggested structure of the HNFG adder gate are relatively
good, using a reversible computermultiplier. The proposed 64-bit adder unit has been
developed with success with a multiplier with a stone adder by Kogge and has proven
to be optimized as compared to the conventional system by total late. The 64-bits
basic blocks have been successfully built, and their subsequent output is assessed in
terms of the total delay factor for the reversible logic principle shown in Table 1.
The entire simulation and synthesis process is carried out successfully with the tool
Xilinx ISE 14.7. Any architecture is designed based entirely on the fundamentals.
There is one multiplier and an adder for our proposed building blocks. Our proposal
will optimize these fundamental block designs considerably in future.
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Smart Sentimental Analysis of the Impact
of Social Media on COVID-19

A. Mugilan, R. Kanmani, M. Deva Priya, A. Christy Jeba Malar,
and R. Suganya

Abstract Coronavirus or COVID-19 pandemic has spread to 210 countries and
territories taking the lives of more than 140,000 people globally as per the record
on April 2020. This worldwide outburst is a predominant topic of discussion on the
social media. This paper investigates the Twitter data to analyze the sentiment of
the public regarding this pandemic. Long Short-Term Memory (LSTM) algorithm-
based Recurrent Neural Network (RNN) architecture is implemented for performing
sentiment analysis. Further, data related to coronavirus are collected from social
media sources such as Blogs, Forum, News, Videos, Web, Podcast using hashtags
related to coronavirus. Data from 15 March 2020 to 23 March 2020 are used for
analysis. From this analysis, it is found that the information related to corona virus
has considerably influenced the social media. People are well aware of this outbreak.
Analysis has also shown that there is less spread of false information regarding
coronavirus unlike SARS, MERS, etc.
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1 Introduction

In December 2019, several cases of pneumonia with unknown cause emerged in
Wuhan, Hubei, China. It had a clinical representation similar to pneumonia. Deep
analysis of the respiratory tract of those patients indicated the presence of a new
type of virus called coronavirus [1]. Further, it was found to closely resemble Severe
Acute Respiratory Syndrome (SARS) [2]. It was then named as 2019 novel coro-
navirus (2019-nCov). Several exported cases were found in other states of China
and countries such as Japan, Thailand and South Korea [1]. On January 1, 2020,
the wholesale fish market was shut down as several patients were found to have a
history of working in the wholesale fish and seafood market [3]. Compared to the
outbreak of SARS and Middle East Respiratory Syndrome CoronaVirus (MERS-
CoV), the outbreak of coronavirus was much higher. In Wuhan, the total infections
were 21,022 (11,090–33,490) during the period from January 1 to January 22, 2020
[4]. On January 11, 2020, China saw the first death report caused by coronavirus, and
more cases were reported in other countries [5]. On February 11, 2020, the World
Health Organization (WHO) announced COVID-19 as the name of this new disease
caused by virus named ‘Severe Acute Respiratory Syndrome CoronaVirus 2 (SARS-
CoV-2)’ [6]. The growing COVID-19 pandemic became an unprecedented chal-
lenge for the economy and the communities across the world. Many governmental
and non-governmental organizations are coming together to combat the COVID-19
pandemic. WHO is leading and coordinating this global effort, guiding the countries
to prevent, detect and respond to the pandemic. It also provides daily reports related
to COVID-19 to the general public in their social media websites [7, 8].

2 Research Significance

Social media saw a large increase in its usage from January 2020 to March 2020 due
to coronavirus pandemic. Themost popular ones are Facebook,YouTube,WhatsApp,
WeChat, Instagram, Twitter, QQ and Reddit.

Social media analytics is a branch of study related to accumulation of data from
social media websites and analyzing them [9, 10]. It enables to know about the opin-
ions of the public toward a particular topic. The data can be collected using hashtags.
Hashtags are keywords which are preceded by symbol ‘#’. They are important to
enhance the visibility of social media channels and websites. Hashtag usage has a
significant growth rate from the last decade. Many brands create their own hashtags
to facilitate monitoring of opinions regarding their brand. Tags about topics are also
used as an efficient method in social media to segregate positive and negative opin-
ions. Over the past months, social media volume saw a 50X surge as a consequence
of coronavirus pandemic. Some of the most commonly used hashtags related to
coronavirus over the past three months include #Covid19, #stayhome, #coronavirus,
#COVID-19, #lockdown etc.
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Various authors have done sentimental analysis of the COVID-19 data taken
from social media platforms. Li et al. [11] have used Online Ecological Recog-
nition (OER) based onMachine Learning (ML) predictive models, whereas Lee [12]
has used Daily News Sentiment Index (DNSI) and Google Trends data to analyze
the impact of COVID-19 on US stock market. Prabhakar Kaila and Prasad [13] have
performed Latent Dirichlet Allocation (LDA) analysis by considering the occurrence
of negative sentiments. Pastor [14] has designed AYLIEN sentiment analysis Appli-
cation Programming Interface (API) using Natural Language Processing (NLP),
while Sengupta et al. [15] have done mental health analysis using NLP.

In this research article, data from 15 March to 23 March 2020, are analyzed. The
following keywords and sources are considered.

Keywords: #covid19, #coronovirus, #lockdown, #Stayhome
Active sources: Twitter, Blogs, Forum, News, Videos, Web, Podcast

3 Data Collection

Twitter is one of the online micro-blogging and social networking services that
spreads more than 500 million messages per day. These messages called tweets are
usually short (140 characters or less). Twitter has wide accessibility which makes it
an important source for collecting real-time data for research purposes [16]. Senti-
mental analysis is done on Twitter data for understanding the public opinion about
a particular topic. In the recent COVID-19 outbreak, Twitter data can be collected
[17] to analyze the sentiment of the public regarding this pandemic.

3.1 Long Short-Term Memory (LSTM) Algorithms

Sentimental analysis involves computationally finding the opinions expressed in a
text, especially to categorize the attitude of the person towards a particular topic
as positive, negative or neutral. Long Short-Term Memory (LSTM) networks are a
subclass of Recurrent Neural Networks (RNNs). RNNs are used to deal with data
sequences of variable length, but they are unable to recognize long-termdependencies
of data in their basic form [18].Here, LSTMalgorithm is implemented for performing
sentiment analysis as they are able to store data and use it for later reference.

The input data are represented by ‘x’, the hidden state is ‘ht ’, and ‘ct ’ is the cell
state. ‘it ’, ‘ot ’and ‘ ft ’ are gates directing the flow of data. The three main parts of
the architecture include the input vector (‘xi ’), output vector (ci ) and hidden state
(ht ) [19]. The application of activation is represented by S-shaped curves. The cross
symbols denote the element-wise product. The input state can be used to observe
the cell memory, and gate control deals with the flow of information in and out
of memory. The input gate deals with the inclusion of data, while the forget gate



440 A. Mugilan et al.

focusses on discarding data and the output gate decides the data to be passed to the
next layer [18, 19].

The hidden state time ‘t’ is calculated using the following formulae.

ft = σg
(
w f xt + r f ht−1 + b f

)
(1)

it = σg(wi xt + ri ht−1 + bi ) (2)

ot = σg(woxt + roht−1 + bo) (3)

ct = ft oct−1 + it oσc(wcxt + rcht−1 + bc) (4)

ht = otoσg(ct ) (5)

where
wi , wo, w f—Weights of the input, output and the forget gates
ri , ro, r f—Recurrent connections of the input, output and the forget gates
bi , bo, b f—Bias terms of the input, output and the forget gates
o—Element-wise product of two vectors
σg—Sigmoid function
σc—Hyperbolic tangent function
In this analysis, the words from the sentence are given as input to the algorithm

as illustrated in Fig. 1. The input is fed to a layer of LSTM which is followed by a
fully connected layer, where it is averaged. Finally, the output is fed to the logistic
regression layer which gives the output.

To better understand the advantages of LSTM model, it is compared with the
Convolutional Neural Network (CNN) model. Generally, CNN proves to be efficient

Fig. 1 Illustration of the model used for sentimental analysis
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Fig. 2 Tweet Sentimental Analysis using LSTM Algorithms

for small datasets. Here, accuracy of LSTM is less when compared to CNN. But,
while handling large datasets, LSTM proves to be more effective [10, 20, 21]. In
this section, the Twitter data on coronavirus are analyzed. The volume of data to be
analysed is huge (over 200 MB per day). Hence, LSTM model is used for analysis.

Figure 2 shows the percentage of positive tweets in both LSTM and CNNmodels.
It can be seen that there is a difference in values given by LSTM and CNN. There
is a variation in how a model analyzes a sentiment and it is hard to predict that
performance of one model over another.

Tweets like ‘Here’s what you can do on 22 March 2020 during the #JantaCurfew.
Stay indoors, spend time with your loved ones and stay safe!’ by Seagull advertising
can be named as a positive comment as it hasmany positive keywords such as safe and
loved. On the contrary, tweets like ‘206 positive coronavirus cases so far in India;
over 6,700 contacts being monitored; 4 deaths, all above 64 years of age; Health
ministry’ have both positive keyword such as ‘positive’ and negative keyword such
as ‘death’. Here, it is seen that the positive keyword is a negativementionwith respect
to coronavirus. Thus, the keyword ‘positive’ can be changed to negative, making the
overall sentence to be a negative comment.

Sentimental analysis deals with the information in an expression which gives the
opinions, attitude, emotions, etc. Expressions are classified into positive, negative and
neutral. In Fig. 3, the following keywords are used for analysis: #covid19, #coro-
novirus, #lockdown, #Stayhome. On 15 March 2020, the total cases of coronavirus
reached 153,517 with a death toll of 5,735. This has led to social media being active
200% more than the usual. The pandemic induced fear in many people. This might
be the reason that there are more negative sentiments than positive ones initially.
But, it seems that people are getting used to it gradually and are instead trying to be
positive than negative.
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Fig. 3 Tweet Sentimental Analysis using LSTM Algorithms

4 Results and Discussion

Whenever someone names a brand, person or tag something, it is referred to as social
mention. It is ameasure of howmany times a brand name or a tag has beenmentioned
on social media such as Twitter, Blogs, Forum, News, Videos, Instagram, Web and
Podcast. Social media mentions are calculated as the volume of mentions on social
media channels over a given period of time, e.g., month or quarter. Social media
monitoring tools are used for tracking mentions online. Social media mentions are
used to check the impact of a particular topic or brand throughout the world.

The pandemic has been active since January 2020 and has been growing at a
rapid pace. The impact is also worldwide. To better understand the impact, social
mentions on active sites are used. In thesemedia sites, millions of information related
to coronavirus is shared, among which some false information is also shared. False
information during critical times can be fatal. During this period, the emotions of
people are unsurprisinglymostly negativewith positive responses growing over time.
Here, the social impacts in the period 15March to 23March, 2020 are considered, as
this is the period that is recorded with most influence. According to Google Trends
[22], these dates have the highest searches related to coronavirus. It can also be said
that these searches center on a desire of useful information and are not panic striven.

Considering some of the active socialmedia sources such asBlogs, Forums,News,
Videos, Web, Podcast [23], Fig. 4 shows the number of mentions with hashtags such
as #COVID19, #stayathome, #coronavirus and #covid_19, from 15 March 2020 to
23March 2020. On 15March 2020, the number ofmentionswas 1,365. It then started
decreasing till 17 March 2020, on which it reached a value of 814. After 17 March
2020, the number of mentions saw a steep increase till it reached a peak value of
2,066 on 22 March 2020.
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Fig. 4 Number of Mentions

Apart from that the social mentions, the social media reaches are also important.
Social media reach refers to the number of users who have come across a particular
content on a social media platform. It tells us the extent to which a particular message
is reached. Figure 5 shows the social media reach during the period 15March 2020 to
23March 2020. The reach of messages related to coronavirus saw a gradual increase
from 15 March until it attained a peak value on 20 March 2020. One important point
to note is that on 19March, the number of coronavirus cases exceeded 2,00,000 from
1,00,000 within a period of 12 days. This shows the increase in the rate at which
coronavirus spreads as it took only 3 months to reach 1,00,000.

Some of the hashtags used in social media platforms include #coronavirus, #coro-
navirusoutbreak, #coronavirusPandemic, #covid19, #covid_19, #stayathome, #lock-
down, #staysafe, #quarentine, etc. Among them, the frequently used ones are shown

Fig. 5 Number of social media reaches
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Fig. 6 Trending hashtags

Fig. 7 Top Active Websites

in Fig. 6. #stayathome has the highest mention during the period from 15 March to
23 March 2020. Some of the hashtags such as #stayhome and #staysafe show that
many people have a positive outlook during the crisis.

During this period, the number of searches related to the hashtags on coronavirus
has been in a rapid increase among which the most active site is YouTube followed
by Twitter. These data are given in Fig. 7 (note: the data exclude Facebook and
Instagram).

5 Conclusion

In this paper, the opinions of various people regarding coronavirus are discussed.
It can be seen that the usage of social media has increased by many folds during
this lockdown to spread the preventive measures to be taken during the pademic.
Twitter, indeed cannot represent the overall sentiment of the public, but it can still
be used as a complementary tool. The sentiments of tweets with hashtags related
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to coronavirus are analyzed, thereby categorizing them into positive, negative or
neutral. It can be seen that the number of positive mentions fluctuates based on the
events happening on a day. This study describes the usefulness of social media in
spreading awareness during crisis. The increase in searches and comments about
coronavirus on other social media sites are also discussed.
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Dermoscopic Image Classification Using
Two-Stage Processing of Shearlet
Features with Support Vector Machine

S. Mohan Kumar and T. Kumanan

Abstract Automated classification of dermoscopic images is of importance for the
interpretation of skin cancer. In order to avoid false detection, image classification is
used in medical field for detecting abnormality. In this paper, a system is developed
based on shearlet and support vector machine (SVM) that will assist the automated
interpretation of dermoscopic images for cancer diagnosis. This system provides an
efficient way of classifying dermoscopic images that can be used as a second reader.
It consists of two main stages: local processing stage (LPS) and global processing
stage (GPS). In LPS, the energy features from different levels and directions are
individually analyzed using SVM classifier. In GPS, the best directional features
fromeach level are combined, and the classification accuracy is improvedby selecting
more dominant features by a statistical approach. Results show that the features from
different level improve the classification yield for SVM classifier from 96% (LPS)
to 99.5% (GPS) on PH2 database images.

Keywords Image classification ·Multi-scale analysis ·Multi-directional analysis ·
Support vector machine · Skin cancer

1 Introduction

Convolutional neural network (CNN) and novel regularizer are described in [1] for
skin cancer classification. Initially, CNN is employed for prediction using state of
art methods and novel regularizer technique which is tested by multiple classes.
Melanoma and nevus classification is discussed in [2] for skin cancer diagnosis.
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Initially, noises from input melanoma images are removed by Gaussian filter. The
color and texture features are extracted. SVM is used for the final output prediction.

Supervised and unsupervised learning is described in [3] for skin cancer classifica-
tion. Themelanoma images are classified using hybrid classifiers like neural network
and SVM. Automatic approach for skin cancer disease classification is described in
[4]. At first, the preprocessing is made by using clustering algorithm. The irrelevant
structures are removed by using pre-processing. The local binary pattern and color
coherence vector are used for feature extraction. Finally, multiclass SVM is used for
final output prediction.

Hybrid deep neural networks are described in [5] for skin lesion detection. The
CNNmodels like ResNet-18, visual geometric group—16, AlexNet and deep feature
generators are hybrid, and combined classifiers are used for prediction. Automated
skin cancer classification using gray-level co-occurrence matrix (GLCM) and multi-
class SVM is described in [6]. The GLCM features are used for extraction. Then
multiclass SVM is used for final output prediction. A transfer learning method is
described in [7] for skin cancer diagnosis. The deep learning-based classification
technique is used for the prediction of normal and abnormal images. Automatic skin
lesion classification is described in [8]. The k-means clustering technique is used as
a pre-processing approach, and SVM classifier is used for output prediction.

SVM-based skin cancer diagnosis system is described in [9]. Feature extraction
approach uses GLCM, color, border, asymmetry and diameter features. Then, they
are reduced by principal component analysis. Finally, SVM is used for prediction.
Bayes classifier-based melanoma classification is described in [10]. The melanoma
images are given to non-subsampled contourlet transform for feature extraction.
Bayes classifier is used for prediction.

Classification of melanoma with multi-wavelet transform and SVM is described
in [11]. At first, noise is removed by Wiener filter and then decomposed by multi-
wavelet transform. Features like mean, standard deviation, skewness and kurtosis are
extracted. Finally, SVM is used for prediction. Detection of the skin under various
illuminations is discussed in [12]. The skin images are tested and form the non-
parametric skin ratio. Then histogram back-projection is made in thresholding, and
localization is made.

In this study, dermoscopic image classification using two-stage processing of
shearlet features with support vector machine is presented. The organization of paper
is as follows: The methods and materials of dermoscopic image classification are
described in Sect. 2, the experimental results and discussion of dermoscopic images
are described in Sect. 3, and the last section concludes the proposed system.

2 Methods and Materials

Figure 1 shows the overall workflow of skin cancer classification system.
Initially, the melanoma images are given to LPS for up to n-level decomposition.

The sub-band coefficients of NSST are extracted by using energy feature extraction.
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Global Processing Stage 

Local Processing Stage 

Melanoma images 

NSST - Level 1 
Directions 2 4 8 16 
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Fig. 1 Skin lesion classification system

Finally, SVM classifier for all levels is used for output prediction. In GPS, the best
direction is selected by using the classification accuracy. Then the energy features are
extracted for different n-levels. Some redundant features are selected by using statis-
tical feature extraction approach. Finally, SVM classifier is used for classification of
normal and abnormal images.
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(a) Structure of Shearlet transform (b) Multiscale construction of shearlet 
transform 

Fig. 2 Shearlet transform structure and multiscale construction

2.1 NSST Decomposition

Shearlets are a multi-scale framework that allows the efficient encoding in multi-
variate problem classes of anisotropic features in applied mathematical analysis. For
analysis and sparse function approximation, shearlets are introduced. They are a
normal extension of waves to allow multivariate functions to be generally controlled
through anisotropic characteristics, such as image edges, because waves are not
able to capture these phenomena, as isotropic artifacts. Shearlets are designed for
a variety of production functions using parabolic scaling, shearing and translation.
Figure 2 shows the (a) structure of shearlet transform and (b) multiscale construction
of shearlet transform.

In this study, the NSST is used for decomposition of input skin images at different
n-levels at different directions. TheNSST is also used in other fields like image fusion
[13] and edge enhancement [14].

2.2 Energy Feature Extraction

The energy gain shows the frequency and spatial levels. In the spatial and frequency
domains of different texture patterns, various energy distributions are possible. The
energy tests the accuracy of images. The energy feature is defined by,

Energy En = 1

K L

K∑

m=1

L∑

n=1

BAND(m.n) (1)

where BAND represents the sub-bands of higher and lower frequency components
with the image sizeK ×L. The coordinates of sub-band are represented by (m, n). The
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energy features are also used in video classification [15] and brainwave classification
[16]. In this study, the energy feature is used for extraction of decomposed images.
Then the extracted features are used for prediction of final output.

2.3 Statistical Feature Selection

A t-test is a kind of inferential statistics used to determine if there is a substantial
difference between the two groups means that may be associated with certain char-
acteristics. The t-test is one of the methods used for statistical testing of hypotheses.
To compute the t-test, three main information values are needed. A t-test tests the
t-statistical values, the t-distributionvalues and the right to assess the statistical impor-
tance. The mean and norm discrepancy will also be significantly different to samples
taken in the placebo-fed control group and from the prescribed drug. This t-test-based
feature selection is also used in HapMap genotype data [17] and text categorization
[18]. In this paper, the statistical features are used for feature selection.

2.4 SVM Classifier-Based Prediction

The goal of the SVM algorithm is to find an N-dimensional hyperplane that defines
the data points. There are several potential hyperplanes to pick to differentiate the
two types of data points. Maximizing the margin gap provides some reduction to
maximize potential data points. Hyperplanes are decision limits that help in the
classification of data points (Fig. 3).

Fig. 3 Hyperplane separation in SVM classifier
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On each side of the hyperplane, data points can be assigned to different groups.
Help vectors are data points closer to the hyperplane and affect the hyperplane
position and orientation. The SVM classifier is defined by,

Q(α) =
N∑

i=1

αi − 1

2

N∑

i=1

N∑

j=1

αiα j di d j x
T
i
x j (2)

Q(α) represents the dual form J which is only dependent on α as rest are all known
scalars. We can solve for Q(α)with any QP optimization, which is beyond the scope
of this article. After getting α, we get w, and from that, any of that support vector
would give b. SVM classifier is also used in brain image classification [19] and
electrocardiogram signal classification [20, 21]. The SVM classifier is used for final
output prediction.

3 Results and Discussions

The classifiers used in LPS and GPS are trained and tested with 200 dermoscopic
images in PH2 database [22]. It is freely downloadable, and the resolution of each
image is 768 × 560 pixels. It is observed that the human visual system is unable to
differentiate between normal and abnormal, and thus, an advanced image analysis
system is needed for effective classification of skin cancer images. Figure 4a shows
some sample normal skin images and (b) consists of lesion.

Fig. 4 a Normal skin images, b skin image that consists of lesion
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As the decomposition is performed up to 4th level, four classifiers are trained
and tested in the LPS stage, and then a single classifier is used in the GPS stage.
All the classifiers use the same database, and also same features are adopted for the
classifiers in LPS and GPS. In LPS, each classifier is independently analyzed, and
finally, the features which provide best performance are grouped. Then in GPS, only
the dominant features are selected from the group of features and tested for more
accuracy than LPS. The performance measures used to compare other schemes are
accuracy, sensitivity and specificity. They are defined below:

• Accuracy: This metric gives the total number of correctly classified skin images.
The formula to compute the accuracy is given below:

Accuracy = TP+ TN

TP+ FN+ TN+ FP
(3)

• Sensitivity: This metric shows the ability of the system to identify skin cancer
cases. The formula to compute the accuracy is given below:

Sensitivity = TP

TP+ FN
(4)

• Specificity: This metric shows the ability of the system to identify normal or −
ve results. The formula to compute the accuracy is given below:

Specificity = TN

TN+ FP
(5)

where true positive (TP) is the correctly classified skin cancer positive (+ve) cases,
true negative (TN) is the correctly classified normal or negative (−ve) cases, false
negative (FN) is the incorrectly classified skin cancer (+ve) cases, and false positive
(FP) is the incorrectly classified normal (−ve) cases. A confusion matrix is made
based on these values, and the performance measures can be easily computed. Table
1 shows two-class confusion matrix.

Table 2 shows the k-fold cross-validation setting of PH2 database. This study
uses k-fold cross-validation to avoid overfitting problem as well as to generalize the
classifier for other databases.

Table 1 Two-class confusion
matrix

Actual class Class-X (+ve) Class-Y (−ve)

Predicted class

Class-X (+ve) TP FP

Class-Y (−ve) FN TN
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Table 2 k-fold cross-validation setting of PH2 database

Total images in PH2 database k-fold Training images/fold Testing images/fold

Normal Abnormal Normal Abnormal Normal Abnormal

80 120 10 72 108 8 12

3.1 Performance of LPS of the System

In LPS, four independent SVM classifiers are used to classify images based on the
extracted energy features at each independent decomposition level with different
directions. Figure 5 shows the confusion matrices of level-1 features in different
directions. Class-X indicates abnormal cases, and class-II indicates normal cases.
Figure 6 shows the confusion matrices of level-2 features in different directions.

Figures 7 and8 show the confusionmatrices of level-3 features and level-4 features
at different directions, respectively.

From Fig. 5, it is observed that the total number of misclassified images in both
categories is high for 2 directions of level-1 features. One of the reasons for this
misclassification is due to the insufficient number of features at low directions. Also,
it is evident that the total number of misclassified images is reduced while changing
the number of directions. For example, the total number of misclassified images in
both categories is 66 (44 + 22) (Fig. 5a) at 2 directions of level-1 features and is
considerably reduced to 46 (36 + 10) (Fig. 5b) at 4 directions of level-1 features. It
can be seen for all features at difference decomposition level. Also, when the level
of decomposition is increased from level-1 to level-2, the misclassification rate or

Actual class Class-X 

(+ve) 

Class-Y

(-ve) Predicted class 

Class-X (+ve) 76 22 

Class-Y (-ve) 44 58 

Actual class Class-X 

(+ve) 

Class-Y 

(-ve) Predicted class

Class-X (+ve) 84 10 

Class-Y (-ve) 36 70 

)b()a(

Actual class Class-X 

(+ve) 

Class-Y

(-ve) Predicted class 

Class-X (+ve) 105 5 

Class-Y (-ve) 15 75 

Actual class Class-X 

(+ve) 

Class-Y 

(-ve) Predicted class

Class-X (+ve) 100 7 

Class-Y (-ve) 20 73 

)d()c(

Fig. 5 Confusion matrices of level-1 features at different directions a 2 directions, b 4 directions,
c 8 directions, d 16 directions
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(+ve) 

Class-Y
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Class-X (+ve) 80 18 

Class-Y (-ve) 40 62 
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)d()c(

Fig. 6 Confusion matrices of level-2 features at different directions a 2 directions, b 4 directions,
c 8 directions, d 16 directions

Actual class Class-X 
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Class-Y
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Class-X (+ve) 82 20 
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Actual class Class-X 
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Class-Y (-ve) 20 78 

)d()c(

Fig. 7 Confusion matrices of level-3 features at different directions a 2 directions, b 4 directions,
c 8 directions, d 16 directions

the number of misclassified images is reduced. However, the misclassification rate is
reduced when the level changes from level-3 to level-4 and directions from 8 to 16.
The main reason is the redundant data at 16 directions that affect the performance of
the system. It is clearly showed that 8-direction features provide best results than other
directions irrespective of the level of decomposition. From the confusion matrices,
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Fig. 8 Confusion matrices of level-4 features at different directions a 2 directions, b 4 directions,
c 8 directions, d 16 directions

Table 3 Best performance measures of LPS

Features #Features Accuracy Sensitivity Specificity

Level-1 (8 directions) 9 90.00 87.50 93.75

Level-2 (8 directions) 17 93.00 91.67 95.00

Level-3 (8 directions) 25 96.00 93.33 100

Level-4 (8 directions) 33 94.50 92.50 97.50

the performance measures are computed using Eq. (3) to (5) and are shown in Table
3.

From Table 3, it is evident that the LPS of the system using level-3 (8 directions)
features provides superior performance than others. It gives 100% specificity which
means that nomisclassificationoccurs for normal cases.Among120 images, 8 images
of abnormal cases aremisclassified as normal, and thus, the sensitivity of the system is
93.33% only, and the accuracy of the system is 96%.As the features from 8 directions
of different level of decomposition contribute to the performance improvement of the
system, 8-direction features from all levels are considered in the GPS of the system.

3.2 Performance of GPS of the System

In GPS, a single SVM classifier is used to classify the images based on the selected
features from the best set of features from each level of decomposition. From Table
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3, it is observed the total number of 8-direction features for all levels is 84. Figure 9
shows the confusion matrices of 25% (21 features), 50% (42 features), 75% (63
features) and 100% (84 features) of selected 8-direction features from all level of
decomposition.

From the confusion matrices in Fig. 9, the performance measures are computed
using Eq. (3) to (5) and are shown in Fig. 10.

Actual class Class-X Class-Y Actual class Class-X Class-Y

Predicted class (+ve) (-ve) 

Class-X (+ve) 107 1 

Class-Y (-ve) 13 79 

Predicted class (+ve) (-ve) 

Class-X (+ve) 119 0 

Class-Y (-ve) 1 80 

)b()a(

Actual class Class-X 

(+ve) 

Class-Y

(-ve) Predicted class 

Class-X (+ve) 112 1 

Class-Y (-ve) 8 79 

Actual class Class-X 

(+ve) 

Class-Y

(-ve) Predicted class

Class-X (+ve) 110 3 

Class-Y (-ve) 10 77 

)d()c(

Fig. 9 Confusion matrices of selected 8-direction features of all level a 25% of features, b 50% of
features, c 75% of features, d 100% of features
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From Figs. 9 and 10, it is evident that the performance measures obtained by
25% of selected features are lower than the individual analysis of 8-direction level-3
features as only 21 features are involved, whereas 25 features are involved in the
individual analysis. The selection of additional features from other levels makes the
performance of the system higher. The 50% of selected features provide 99.17%
sensitivity and 100% specificity. Further addition of selected features reduces the
system accuracy as some of them are redundant and the classifier is unable to distin-
guish them. The GPS with 50% features is provided higher accuracy of 99.5% than
other selected features.

4 Conclusion

In this study, a two-stage processing system is developed to distinguish normal and
abnormal dermoscopic images. At first, the system individually analyzes shearlet
features from each level and then combines the best directional features of individual
level in LPS. Finally, a statistical test is employed in GPS where the best directional
features are selected so that the performance of the system can be improved. SVM
classifier is used in both stages with same training and testing images. Five SVM
classifiers (four classifiers in LPS and one classifier in GPS) are employed in this
study. LPS achieves accuracy of 96% on PH2 database, whereas it is 99.5% for GPS.
Also the sensitivity of 99.17% is achieved by GPS, whereas it is 93.33% for LPS.
The comparison between LPS and GPS shows that GPS improves the performance
of the system to classify skin images [23].
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Delay and Energy-Aware Forwarder
Selection in Wireless Sensor Network

Vamsidhar Yendapalli and B. Ramesh Naik

Abstract Wireless sensor network (WSN) is a promising technology which alters
data retrieval from the surroundings through heavily distributed small, least cost as
well as less energy wireless device known as sensor nodes. This paper proposes a
delay- and energy-aware forwarder (DEAF) selection inWSN. This strategy chooses
a route with the least cost that is expected delay (ED) in a multi-hop WSN. Here, the
expected delay is computed by queuing delay as well as communication delay via
wireless connections. The forwarder node selected by less expected delay as well as
the node has the highest amount of outstanding energy. Thus, the source transmits
the data packet without packet losses in the network. Simulation is carried out in
the network using network simulator-2 and is known that, the introduced scheme
performs superior packet obtained rate and lesser delay than the conventional scheme.

Keywords Wireless sensor networks · Energy-aware routing · Communication
delay · Queuing delay · Delay-aware routing · Simulation analysis

1 Introduction

Nowadays, WSN is a motivating grassland of examining owing to their numerous
applications as well as their incorporation towards extra difficult network systems
[1]. WSN is a type of self-governing network component of a huge amount of sensor
nodeswith inadequate calculation ability, bandwidth, energy alsomemory [2].WSNs
that can gather the entire varieties of data of supervised objects are mostly utilized
in armed, ecological observing, intention chasing health care as well as other fields.
Sensor nodes produce real-time data as well as path data to the destination node
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through multi-hop transmitting [3]. In a large WSN, the sensor observes the infor-
mation is transmitting to the base station (BS) takes longer time. Thus, immediate
information cannot reach in time. The BS node distributes a database, transmits
control controls, and also examines data. To notice some cases WSNs transmis-
sion delay happens to the major condition because sensor nodes that are regularly
distributed in remote as well as neglected surroundings may be appropriated and its
communication data also can be stopped [4].

Quorum time slot (QTS) adaptive condensing (QTSAC) is introduced for attaining
delay reduction as well as energy effectiveness in the WSNs. This scheme contains
Quorum time slots, which is extremely beginning the sink along with the energy
utilization to diminish the delay as well as it apportions Quorum time slot. At the
same time, data are communicated tominimize the delay [5]. However, this approach
increases that the delay is a significant limitation. The smaller amount theQTSs nodes
roundabout slots between the nodes. In this situation, necessitates to communicate
data, the delay in noticing the next-hop node in routing is great. Thus, the commu-
nication delay is large. To overcome this problem, this paper proposes a delay- and
energy-aware relay selection inWSN.This strategy chooses a routewith the least cost
that is expected delay (ED) in amulti-hopWSN.Here, the expected delay is computed
by queuing delay as well as communication delay. The forwarder node selected by
less expected delay as well as the node has the highest amount of outstanding energy
[6].

2 Related Works

Data aggregation scheduling scheme represents the communication time applies an
active programming technique. This scheme utilizes a tree-based formation as an
effort for the scheduling technique; thus, it pulls the scheduling to track a collection
order forced through the rendered aggregation tree.However, it decreases both energy
efficiency and energy and connection capability [7].

Delay-efficient data collection: Scheduling approach creates the collision-free
schedule, which diminishes the collection latency. This approach diminishes the
sleep delay among nodes, also creating pipelined schedules [8].

Dynamic delay prediction approach renders QoS assurance. In this approach, it
discovers routes assembly delay necessity with a huge connection constancy feature.
In the route protection stage, it efficiently continues supervising topography updates
via delay forecast as well as executes rerouting in time period [9].

Optimal Capacity-Delay trade-off strategy significantly concentrates on the colli-
sion of the connection of node movement on the capability-delay trade-off in the
networks. This method inquired the character of related movement also figured out
the primary association among the capability, delay as well as the connected scheme
factors that afterwards offer immense assist to derive the capacity-delay trade-off
[10].
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Contention Delay Distribution approach searches the delay qualified by the fusion
centre until the job is essentially terminated. This approach receives the first as well
as second-order stats of the total argument delay. Here, utilize a random geometry
structure to discover the rendered traffic owing to an irrupting target entering the
observing field also evaluate the related overall disputation delay. This entropy can
be utilized to adjust the medium access possibility of the MAC procedure to attain
the lowest delay [11]. An opportunistic routing with the responsiveness of energy is
used to accept by a dynamic environment.While the sender transmits the information
to a multicast group, the sender transmits the information via greater energy between
vicinity, thus enhance the life span [12]. Throughput is enhanced with a data-aided
valuation method by means of transmitting choice, channel then transmit obligation
[13].

3 Proposed Method

This strategy chooses a route with the least cost that is expected delay (ED) in a
multi-hop WSN. Here, the expected delay is computed by queuing delay as well as
communication delay via wireless connections. The ED over connection i, among
nodes, comprises the delay of queue as well as the delay of communication is defined
as

EDi = E[delay of queue+ delay of communication] (1)

The communication failure possibility is the chance, which a communication
breaks owing to collisions; otherwise, the quality of the bad channel.

The communication delay that is represented as the stage from the time that a
packet starts to be served through the MAC layer to the time which it is either effec-
tively communicated otherwisemissed after a determined amount of retransmissions.
Assume FPi indicate the communication failure possibility over connection i, also
presume it is even through entire retransmissions of the packet. Also, let Ci repre-
sents the packet served time throughout connection i, K denotes the greatest amount
of retransmissions. Expected communication delay of node i is computed by Eq. 2
is given below.

E(Ci ) =
k+1∑

k=1

FPk−1
i (1− FPi )

I {k<k+1}
k∑

j=1

(E
[
Wj

] + PL

CB
) (2)

Here, Wj represents the disputation window at the jth backoff step, PL, CB indi-
cates the length of the packet as well as connection bandwidth, correspondingly.
Along with the 802.11 paradigms, Wj = 2j − 1Wmin if neglecting the restraint of
backoff step, as well as E[Wj] =Wj − 1.
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In (2), the indicator I(A) is equivalent to 1 if A is true that is obtained to comprise
the case which a packet is losses while the retransmission boundary is attained. Addi-
tionally, the MAC overhead owing to acknowledgement is integrated into the length
of packet PL for convenience. After utilizing several handlings over, we capable of
obtaining

E[Ci ] = PL

CB

[
1− FPk

i

1− FPi

]
+ E[backoff time] (3)

E[backoff time] =
k+1∑

k=1

FPk−1
i (1− FPi )

I {k<k+1}
k∑

j=1

(E
[
Wj

]
) (4)

If thereinMi packets in the queue while a recent packet attains node ni, the EED
metric can be specified as

EDi = (Mi + 1)E[Ci ] (5)

That intends the total delay transient via the hop matches the MAC serve time
of these packets queuing forward of the recent packet together with the MAC serve
time of the recent packet itself. Finally, the source transmits the data via the least
expected delay node and the highest outstanding energy node in the network. Thus,
this approach diminishes both the packet dropped rate and delay in the network.

4 Simulation Analysis

The DEAF through itself can be utilized as a proficient routing metric because it
efficiently catches not only the delay of the queue; however, the retransmission
delays. We employ NS2.35 simulation results for a WSN. Here, the 50 sensor nodes
are arbitrarily distributed in a 600× 500ms topology area with requiredmodification
to preserve the property. We as well run 4 flows over the arbitrary topology. The node
communication range is 200 m, the size of the packet is 512 bytes, and we utilized
constant-bit-rate flow.

Figure 1 shows the average delay rate explicitly around recognized with the time
period essential to distribute the whole data. This figure proves the proposed scheme
DEAF have minimum delay time than the existing scheme QTSAC.

Figure 2 depicts the throughput of DEAF andQTSACScheme. It explains that the
proposed scheme DEAF has the highest throughput than the QTSAC since DEAF
form the route based on delay- and energy-aware routing. In EPSA, undetected
wormhole attacker node drops the amount of data packets.

Figure 3 demonstrates the packet loss of DEAF and QTSAC scheme. The DEAF
scheme diminishes the loss of data packet since it chooses to select the forwarder
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node by energy and delay in the network. But, QTSAC utilizes more packet losses.
Thus, EWAR increases the packet losses in the network.

5 Conclusion

This paper proposed delay- and energy-aware forwarder selection inWSN the objec-
tives of this paper that initiate route selection with the lower limit delay, whereas
greater network throughput. Here, the delay-aware routing is formed based on the
node communication delay and queuing delay. The highest outstanding energy and
lesser delay node are elected as a forwarder node. Thus increases the network
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throughput and diminishes the network delay in the network. Simulation results
illustrate DEAF approach that provides better than the QTSAC approach.
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An Effective Approach for Integrating
Microsoft Power BI Application
with Python for Predictive Analytics

Vipul Vashisht , Nidhi Jakhmola , Pritish Manjarwar ,
and Nirav Nikhil

Abstract With the advent of technology and interest of organizations in artificial
intelligence (AI), there has been enormous focus in implementing prediction algo-
rithms in data-centric organizations for futuristic business planning. So far, very few
approaches have been proposed for integrating machine learning with business intel-
ligence tools, and due to lack of technical documentation, most of these approaches
have limited adoption in practice. The objective of this paper is to offer an easy to
understand approach that could be quickly adopted for integrating the business intelli-
gence (BI) toolwithmachine learning (ML). This communication describes a process
of applying artificial intelligence technologies, in particular python programming
language for integration with Power BI, one of the mostly used business intelligence
tools from Microsoft.

Keywords Power BI · Python · Artificial intelligence · Business intelligence ·
Machine learning

1 Introduction to Business Intelligence

Traditionally, largeERPproduct organizations likeOracle and SAPused to offer their
own business intelligence solution was bundled with their ERP product. It was left to
the capability and skill of the ERP consultant or the customer IT team to understand
and implement the BI solution at the organization. It continued for a while with
limited results to the end customer organization, but slowly, it was understood the
business intelligence needs a dedicated solution to cater to the needs of business
organizations. The solutions from large organizations were packaged with base ERP
and were expensive and difficult to implement. Additionally, the consultant who
would perform the implementation was also required to understand the base ERP.

It was in the year 1960 when BI is said to be first evolved from decision support
systems (DSS). The need was to use computers for taking timely decisions and
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creating plans. In the year 1989, HowardDresner defined BI as concepts andmethods
to improve decision making in organizations by implementing systems which are
based on factual data and numbers [1].

Today, with the rapid rise in generation and consumption of data, it becomes very
important for any organization to integrate and analyze its multiple sources of data as
a single source of truth for data-based decision making. The analysis is available on
multiple platforms for consumption such as desktop, tablet, web and mobile phones.
In view of the fact that data-based decision making is now also required at multiple
levels in the organization, not just at the level of the senior management. The end
users of this BI software may not be software developers and they could just be
a sales manager or a finance manager, who want to analyze the sales revenue or
profitability. In these cases, there is a need to provide a simple to understand and
easy to implement software, which can be configured andmaintained by any business
user in the organization, not just the software or the IT team. Some of such popular
modern BI tools which are intended for end customer use available in market are
Qlik Sense, QlikView, Microsoft Power BI, Tableau and ThoughtSpot. It is common
nowadays for many organizations, specifically in manufacturing sector, to extend
the allocation of BI software to the distributors, retailers and even the third-party
members [2, 3].

Some of the advantages of using modern BI tools include:

• Improving equipment efficiency,
• Identifying business trends to generate meaningful insights,
• Eradicating cases of data manipulation cases,
• Empowering the business users to perform detailed analysis,
• Offering integration with machine learning for predictive and advanced analytics,
• Enabling self-service analytics, users import data and create their own dataset and

calculations, followed by reports and dashboards.

In today’s world, due to its cost-effectiveness and capabilities to integrate with
multiple data sources, Power BI has become hugely popular BI software among orga-
nizations across the globe. There have been multiple business requirements being
seen in organizations, where solution requires prediction algorithm application on
data to arrive at future forecast for sales, finance and other departments. In this
research paper, an end-to-end approach has been proposed to integrate Power BI
dashboards with machine learning abilities of python programming language. Usage
of AI-based approaches is essentially changing the discipline of business intelligence
for the better. As per prediction from Gartner, a leading research and advisory orga-
nization, by 2020, citizen data scientists will surpass data scientists in the amount of
advanced analysis they produce, largely due to the automation of data science tasks.
This would be led by integration of BI- and AI-based tools and technologies [4].
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1.1 Power BI

Power BI is a BI software from Microsoft. For 13 consecutive years, Gartner has
recognized Microsoft as a Magic Quadrant Leader in analytics and Business Intel-
ligence Platform (Microsoft Power BI). Power BI runs on Microsoft Azure Cloud
as a service and can quickly connect to multiple data sources irrespective of those
sources residing on cloud or on-premise. Power BI connects to data sources, visu-
alizes and discovers what is important and shares that with anyone or everyone.
Power BI is a cloud computing-based technology which runs on Microsoft cloud
computing platform, Azure. The tool has got capability to scale up to thousands of
users and integrate with multiple different data sources like SAP, Oracle, Salesforce,
SQL Server and flat files.

1.2 Python

Python is an open-source, high-level programming language. It was developed by
Guido van Rossum in the year 1991 under Python Software Foundation. Being devel-
oped and distributed under an open-source license, it is free to use by anyone. With
the advent of an increased interest globally for artificial intelligence and machine
learning algorithms, multiple product vendors such as Microsoft have designed their
analytics tool to have a possible integration with python. Python is most commonly
used for developing desktop-based GUI applications,Web sites andweb applications
[5].

1.3 Benefits of Power BI and Python Integration

Microsoft has recently converged the BI software and ML capabilities using python
programming language in the Power BI software. Power BI has the capability to run
scripts directly by invoking the python executable file from the path where it is stored
on the machine [6]. Python is a powerful object-oriented language and is used by the
data analyst and scientist to analyze complex datasets. The BI developer can directly
make use of visual libraries in python such as Seaborn, and Matplotlib. Through
Power BI interface, scripts written in python can also be used to apply machine
learning algorithms and then plot the results in Power BI reports using available
visualization packages under python (Fig. 1).

Next, we provide insights from the literature review of past research work done
in the subject area.
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Fig. 1 Running python script from Power BI

2 Literature Review

There is still lack of research into progression of AI and BI. These areas are still
limited to technical developers for most of the usage, and there is a need to further
find innovative ways to provide freedom to humans from tedious repetitive tasks of
data analysis and reporting [7].

As per the study conducted by Microsoft research team in relation to Power BI
product, it was observed that it was possible for generating AI-enabled insights from
variety of data sources imported in BI software. There are interfaces available with
Microsoft Azure components and machine learning studio. Authors suggested that
there is a huge impact of BI on AI and extending the access of business intelligence-
driven decision making to all [8].

The application area of BI is diverse that covers multiple industries, including
banking, insurance, pharma, automobiles, hospitals, hotels and many others. Within
these industries, BI software caters to the need of multiple departments, including
sales, finance, supply chain management, human resources and marketing. Some of
the subjects include computational intelligence involving neural networks, customer
satisfaction and formulation of business strategy [9, 10].

As a part of research, a Power BI dashboard for higher education domain was built
using the data inputs received from social media platform twitter. The dashboard
analysis suggested that the social media platform was being used for academic-
related activities and not for collaboration and debating ideas. The analytics provided
insights to take corrective and preventive actions to improve the feedback from users
regarding the platform [11].

As per the authors of the book chapter, the visualization layers that includes
multiple dashboards, charts, KPIs and reports that get consumed by the likes of
senior management for decision making have been really helpful in cascading the
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communication and keeping the stakeholders on the same page with respect to data
analytics [12].

3 Data Model Design Approach

The objective of research paper is to integrate Power BI dashboards and visualization
analytics to predictive analytics capability of machine learning, in particular, python
programming language. For showcasing the capability, authors have takenpermission
to use the organizational data for academic and research purposes. Some of the
customer details have been masked in the provided dataset from the organization.

The sales data has been imported from backup file of SQL database, and connec-
tivity with Power BI has been created. After importing the database, relationship
between different tables present is shown in Fig. 2. After adding multiple data items
to the Power BI visualization, the tool automatically tries to detect the relationship
between the columns. Data modeling is used to connect multiple data sources in BI
tool using relationship.

Fig. 2 Data model
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3.1 Using Linear Regression Algorithm in Python
with Power BI

Authors have used a sample data set and predicted sales with the help of linear
regression algorithm. The code snippet used for running python script for executing
linear regression algorithm from within Power BI interface is provided below:

#Load in the dependencies 
import pandas as pd 
import numpy as np 
from sklearn.model_selection import train_test_split 
from sklearn.linear_model import LinearRegression 
from sklearn.preprocessing import StandardScaler 
#preprocess your data 
y=dataset['Sales'] 
features = ['Quantity','COS','GP'] 
X=dataset[features] 
#lets scale the data 
s = StandardScaler() 
X = s.fit_transform(X) 
#split and train the dataset 
X_train,X_test,y_train,y_test = train_test_split(X,y) 
#Let the model predict results 
log = LinearRegression() 
log.fit(X_train,y_train) 
y_pred = log.predict(X) 
# Lets add the columns back to the dataset 
dataset['linearpredictions'] = y_pred 
dataset['linearscore'] =  log.score(X_test,y_test) 

3.2 Using Support Vector Regressor Algorithm in Python
with Power BI

Support vector regressor (SVR) has been used as a regression method, maintaining
all the main features that characterize the algorithm (maximal margin). The code
snippet used for running python script for executing SVR algorithm from within
Power BI interface is provided below:
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#Load in the dependencies 
import pandas as pd 
import numpy as np 
from sklearn.model_selection import train_test_split 
from sklearn.linear_model import LinearRegression 
from sklearn.preprocessing import StandardScaler 
#preprocess your data 
y=dataset['Sales'] 
features = ['Quantity','COS','GP'] 
X=dataset[features] 
#lets scale the data 
s = StandardScaler() 
X = s.fit_transform(X) 
#split and train the dataset 
X_train,X_test,y_train,y_test = train_test_split(X,y) 
#Let the model predict results 
from sklearn.svm import SVR 
regressor=SVR(kernel='linear') 
regressor.fit(X_train,y_train) 
svrpred = regressor.predict(X) 
# Lets add the columns back to the dataset 
dataset['svrpred'] = svrpred  
dataset['svrscore'] =  regressor.score(X_test,y_test) 

4 Results and Discussion

After predicting the sales by using different algorithms like linear regression, logistic
regression and support vector regressor (SVR), key performance indicators or (KPIs)
are created as shown in Fig. 3. In the figure, dashboard has got defined expected
sales based on linear regression prediction, logistic regression prediction and SVR
prediction and actual sales from the organization dataset.

The steps used in experiments were able to successfully demonstrate the power
of python algorithms used for predictive analytics and its close integration with
Power BI. It can be observed that 1.78 million sales have been predicted from linear
regression and 1.30 million sales prediction came from SVR algorithm.

5 Future Work

Outputs from our implementation will provide researchers, BI consultants and data
scientists access to a validated approach to integrate the two technologies, namely
business intelligence and artificial intelligence. Our results are based on usage of



476 V. Vashisht et al.

Fig. 3 Power BI dashboard with predictive analytics

organization data from sales domain for generating KPIs and dashboards in Power
BI and then integratingwith python for generating predictive analytics and displaying
the predictions on Power BI visualization layer. In future communication, experi-
menting the integration of business intelligence tools with multiple other AI-based
tools available in market such as MATLAB and R may be explored.
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Traffic Sign Recognition Using
Multi-layer Color Texture and Shape
Feature Based on Neural Network
Classifier

Manisha Vashisht and Brijesh Kumar

Abstract In the last decades, with the rapid changes taking place in both hardware
and software technology domains, the field of image acquisition, image detection,
and recognition has undergone drastic revolution bringing innovations for overall
improvements. So far, there has been limited research conducted onmapillary dataset
of traffic signage images, and the results obtained are not so encouraging. The
research contributes toward providing an innovative approach of extracting color
features and then using artificial neural network for image recognition purposes.
This research is conducted on a mapillary image dataset of 5000 images, and the
results have found to be encouraging. The dataset has been made freely available for
academic research.

Keywords Image recognition · Artificial intelligence (AI) · Computer vision ·
Traffic signage ·Mapillary traffic sign dataset (MTSD) ·MATLAB ·Machine
learning (ML)

1 Introduction

In order to avoid accidents across the globe, it is utmost necessary to follow the
traffic rules while driving. With reference to the research done by National Highway
Traffic Safety Administration (NHTSA), it has been observed that human mistakes
account for 94% of the reasons of road accidents. In the year 2017, research findings
presented had an observation that 52,274 drivers involved in 34,247 road accidents, in
which 37,133 people lost their lives. In view of these findings, it becomes important
for research community to find out ways using innovative tools and technologies
which can help in reducing these fatal accidents that amounts for huge loss of life
and property [1].

As a global standard, traffic signage has been used across the world to help drivers
take quick decisions and avoid road accidents. The traffic signage is placed on roads
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considering these boards are always visible to everybody in all weather conditions
[2]. This research paper has used public dataset of traffic signage images frommapil-
lary research, which is one of the most popular crowdsourcing platforms that offer
detailed street level imagery.Mapillary image dataset has got around 100,000 images
from worldwide locations, covering six continents with varying weather conditions,
captured during varying time during the day and has 300 traffic sign classes with
bounding box annotations [3, 4].

This research paper deals with design and implementation of artificial neural
network-based model using mapillary image datasets that can help in traffic signage
object recognition. Authors have taken required permissions frommapillary research
team to use the dataset for research purposes.

1.1 Image Transformation

It has been observed that most of the image detection methods used by researchers
in past have made use of the algorithms based on the concept of feature extraction.
Such image detection methods need features based on color and shape for image
transformation purposes. In view of the fact, in regard to working with different
light conditions, there are certain restrictions for color feature extraction based on
RGB (red, green, blue) color space. In order to overcome such limitations, in most
cases, these images are transformed to other available color spaces. One of such
color spaces which is used for image transformation in this research paper is HSV
(hue, saturation, value) [5–10]. Considering the RGB color circle, hue denotes the
color’s angle whereas saturation monitors the quantity of the color actually used,
and value refers to the brightness part of the color. These values are interdependent
on each other. For an example, if the value parameter is configured to be zero, then
irrespective of any representation of hue and saturation, the output will always be
black. HSV is depicted as a cylindrical color model where colors are mixed and
then are shown within the cylindrical bounds, making it easier for human beings to
understand. This has been one of the reasons for researchers considering hue-based
color features in areas addressing traffic signage detection problems [11–15].

1.2 Artificial Neural Networks

ANN relates to the existence of neurons in human brain and an attempt at simu-
lating the abilities of the human nervous systems. Historically, ANN has been widely
used by researchers in areas addressing computational intelligence-based problem
statements. Neural networks have got an inherent property to learn from patterns
of data. Once the model has been trained, it can be used to predict the outcome
of similar patterns in the future. For this capability, ANN has been widely used in
solving multiple software engineering problems requiring predictions such as cost
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predictions, sales predictions, and defect predictions. Since traffic signage recogni-
tion related problem also requires model to learn from the pattern of available image
datasets and then recognize the correct signage image, the authors have used ANN
as a technique to build a model in this research paper [16–21].

The paper is organized as below:

• Section 2 covers the literature review, describing work done in the similar area by
researchers in past,

• Section 3 describes the high-level black diagram and the ANN framework,
• Section 4 provides the results of ANN model, and
• Section 5 concludes with guidance on the future scope of work.

Next, we provide insights from the past research work done in the subject area of
research.

2 Literature Review

It was in the year 2001 when Viola-Jones [22] brought the concept of real-time face
detection using technique of sliding window and feature using multi-scale. Then,
in the year 2005, pedestrian movement detection was proposed by Dalal and Triggs
[23] using concept of histogram of oriented gradients (HOG). In 2006, Gao et al. [24]
proposed that shape feature extraction when used along with color feature extraction
was able to provide improved results for recognizing traffic signage for still images
taken under varying weather conditions. A traffic signage system has been designed
in 2007 specifically for roads in Italy by Broggi et al. [25] using color segmentation,
shape recognition, andANN.RGBcolor spacewhen usedwith linear transformations
resulted in reduction of the computational time, thus leading to detection accuracy of
up to 30 m ahead. In 2008, Mingqiang et al. [26] compared around 40 feature extrac-
tion methods based on shapes and classified on processing approaches, including
shape signatures, moments approaches, and shape transform domains. Later, in the
same year 2008, Felzenszwalb et al. [27] proposed deformable part models (DPMs)
method by extending the ideas from HOG approach. These algorithms used in tradi-
tional approaches toward object detection had multiple limitations which later gave
rise to computational algorithms-based approaches. Benco et al. [28] in 2014 studied
the gray-level co-occurrence matrix (GLCM) and then modified it in order to extract
probability matrices from the color image for texture classification.

Singh et al. [29] in 2018 build an ANN model that used German traffic sign
recognition benchmark (GTSRB) which had 50,000 images under 40 classes. The
result showed overall accuracy of close to 97% on the test data. Tabernik, D. and
Skočaj [30] in 2019 introduced convolutional neural network (CNN) based solution
for traffic signage detection for almost 200 traffic sign categories. Results showed a
mean average precision (mAP) of close to 95%. Work done by Ng et al. [31] in year
2020 using Yolov2 and Yolov3 image detection using mapillary dataset estimates
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traffic risk using the risk estimation network, the results achieved are in range of
60% to 70% depending on real and virtual datasets.

3 Proposed Framework for Model Design

For purpose of developing traffic signage detection framework, the high-level archi-
tecture diagram is shown in Fig. 1. In the mapillary traffic signage image dataset,
out of available 100,000 images, 52,000 images have been fully verified and anno-
tated by humans, while the remaining images have been annotated partially, using
computer vision technology.

HSV, HSI, and HSL are the three most common cylindrical coordinate represen-
tations of points in an RGB color model. These representations are very similar,
but not completely identical. Three features are requiring color, texture, and shape.
The process of annotating an image includes image selection approval, traffic sign
localization by drawing bounding boxes, and class label assignment for each box.
In Fig. 2 showing annotations, ‘bbox’ means bounding box dimensions which are

Fig. 1 High-level block diagram
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Fig. 2 Database image and highlighted traffic signage [3]

used to crop the lesion region from original image. ‘Label’ is the category to which
the bbox belongs.

{

"width": 4000, 
"objects": [
{{
 "properties": {
   "ambiguous": false, 
   "dummy": false, 
   "direction-or-information": false,
   "barrier": false, 
   "occluded": false, 
   "out-of-frame": false,
   "exterior": false, 
   "included": false, 
   "highway": false
 }, 
 "bbox": {
   "xmin": 2822.265625, 
   "ymin": 1396.728515625, 
   "ymax": 1459.716796875, 
   "xmax": 2895.5078125
 }, 
 "key": "2zg0ip4044g08y9ewc5moq", 
 "label": "regulatory--yield--g1"

}

In this research experiment, 3D combined color texture feature and HOG shape
have been used. Sizes of 128× 128 cropped lesion regions of HSV and color texture
datasets are evaluated with parameters as described in Table 1.

ANN-based network has been configured using the below mentioned network
configuration parameters, as shown in Table 2.
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Table 1 Image dataset parameters

S. No. Parameters Description

1 Dimensions of hog features 1 × 324

2 Dimensions of 3D color texture features 4 × 12 and transformed to 1 × 48

3 Final feature dimension per image 1 × 372

4 Input features to classifier dimension: 5000 × 372

5 Target dimension 1 × 372

Table 2 Parameters for network configuration

S. No. Parameters Description

1 Training samples 5000

2 Annotation format Json

3 Categories 40

4 Network layer 10

5 Data division for network use Training (70%), validation (15%) & testing (15%)

MATLAB tool provides access to neural network toolbox which has been used to
design, develop, train, and validate an ANN-based model. By default, the number of
hidden layers is set to 10. This number can be changed, as per the need. Hidden layers
help in optimizing the model results. Levenberg–Marquardt algorithm is used for
training the network considering its lesser memory requirement, better optimization
capability, and fast speed. Figure 3 shows the neural network and displays algorithms
used for data division and training.

4 Results

The regression value depicts a closer relationship with respect to object recognition
results. The R value measures the correlation between outputs and targets. Figure 4
represents the regression relationship and defines the prediction reliability of the
network designed. Overall test result on our proposed framework conducted on 5000
images has R value of 0.80 which is better as compared to work done on same
datasets using CNN [32]. The value of R denotes a closer relationship and prediction
capability.
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Fig. 3 ANN configuration

5 Conclusion

Results from our experiments recommend that the proposed framework based on
ANN has provided comparable metrics with 0.80 value of R. The result further
suggests that model has good quality of fit and capability of prediction. The conclu-
sion is built on experiments conducted using 5000 images from mapillary traffic
signage image dataset and application of artificial neural networks for image recogni-
tion. For future, it is recommended to improve the predictions further by extending the
ANN-based results to implement usingmultiple othermachine learning classification
algorithms.
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Fig. 4 Regression results
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Secured Library Access Through Face
Recognition Integrated with RFID
Technology

P. Anantha Prabha, S. A. Vighneshbalaji, M. Deva Priya,
and R. Suguna Devi

Abstract Securing resources in the library is one of the prime concerns by
preventing the entry of unauthorized users into the library. Saving time of users
at entry/exit and circulation points is the next key concern. To access the library, the
member is expected to swipe or scan his smart or IDentity (ID) card at the entry/exit
point, and he/she is expected towait at circulation points for the issue of books. In this
system, members cannot access the library if they forgot to bring or miss their cards.
Unauthorized persons can also easily enter into the library with stolen or duplicate
ID cards. In order to secure and automate the library, a new system of accessing the
library is proposed with deep learning and Radio-Frequency IDentification (RFID)
technology. The proposed system focuses on automating the authentication of user
with face recognition at the entry/exit point (turnstile) and providing them good user
experience and automating the issue of books (RFID tagged) by usingRFIDdetectors
at the exit point. This system yields good results with our test datasets. Activation
of this system at library premises ensures security and also facilitates auto checks-in
and out, and thus saves users’ valuable time.

Keywords Deep learning · Face recognition · Library · User experience · RFID
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1 Introduction

Fast acceleration of technology advancements brings new user experience in almost
all the sectors. Radio-Frequency IDentification (RFID) and Internet of Things (IoT)
find their application in many areas [1, 2]. Libraries are also in the position to serve
users with several service expectations. Academic libraries include many resources
in the form of Compact Disks (CDs), e-journals, books, theses, reports, monographs,
etc. Various types of librarymanagement software are available to efficiently manage
library resources. The key function of the library management system includes
cataloging, circulation, serial control, article indexing, etc.

In the last decade, bar code technology was very popular in libraries, and they
managed various resources with bar codes. The use of this technique reduced the
time spent at circulation points, improved the quality of services, increased user
experience and improved information availability and data integrity. But this system
has some limitations. Line of Sight (LoS) is required, storage of information is not
possible and only a single bar code can be read at a time. The invention of RFID
technology changed the way how the library resources are managed. RFID-based
library management system includes tagged (RFID) books/CDs/items, and RFID
reader connected with local or cloud server. This system saves the time of users
by automating borrowing and returning books, tracking books, saving the time of
library staff, etc. With this system, automation can be achieved to some extent, but
securing the resource from unauthorized users is still a major problem in libraries.
Unauthorized persons can easily enter into the library by using duplicate or stolen
ID cards. The proposed system uses deep learning techniques to enhance the security
of library. Deep learning is used for various applications such as image recognition,
speech recognition and Natural Language Processing.

More recently, deep learning methods outperform in the area of face recogni-
tion and yield good results when applied to benchmarked face detection datasets.
The proposed system facilitates auto checks-in and out with face recognition at the
entry/exit points and prevents unauthorized access. Face recognition system with
deep learning is integrated with RFID technology to fully automate the process of
issue/return of books. The paper organization is as follows. Section 2 deals with the
works related to librarymanagement systems. Section3describes the proposedmodel
with relevant architectures. Implementation and results are discussed in Sect. 4.
Conclusion and future scopes are given in Sect. 5.

2 Related Works

Revolution of technological advancements has a great impact on library services. It
paves the way for new user experience at libraries. Most of the libraries use barcode
technology for themaintenanceof books and also issue and return of books.TheRFID
technology helps the librarians to improvise their services.Monitoring andmanaging
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various resources in the library is made easy and simple with RFID technology [3].
Nayagam et al. have proposed an automation and authorization scheme using RFID
technology [4]. Their idea is about identifying books within the range of RFID
signals, ensure automatic authorization and prevent misplacement of books on the
shelves. Though RFID has many advantages including managing efficient inven-
tory and offering security to library collections, it faces some shortcomings. Saba-
pathy et al. have discussed the challenges associated with the RFID technology and
the precautionary measures to be taken in an automated library [5].

Younis et al. have proposed a smart library management based on RFID tech-
nology [6]. They have discussed the use of low-cost passive tags for overall cost
minimization, and how it makes the tasks of library staff and users easy and smart. A
smart solution is proposed by Pandey et al. for tracking the library transactions with
RFID and IoT-based techniques [7]. Li et al. have introduced new way of accessing
the library with android-based Ultra High Frequency (UHF) mobile reader [8]. With
this method, library materials can be effectively managed. Member identification,
inventory, borrow and return of materials are made simple. In the future, libraries
will be transformed as ‘Universal Resource Centres’ and will be shared and used
throughout the world.

Transformed libraries will demand a lot of automation in custom services. Aithal
et al. have proposed a suitable smart library model for future transformed libraries
[9]. IoT-based system is employed with RFID tags and tiny sensors [10]. With this
method, continuous monitoring of books [7, 11] in real-time and tracking the objects
present in the library is ensured. It also enables the implementation of online library
supply chain and integration of cloud systems [12, 13].

Owayjan et al. have proposed a system to detect intruders entering a secured
area [14]. When a person enters, the image of the person is captured, and it is
compared with the existing database and it is ensured whether the person is autho-
rized or not. Kumar et al. have proposed Uniform Mean Local Binary Pattern based
Approach (UMLBP-A) for face recognition using OpenCV [15]. The Region of
Interest (RoI) on the face is divided into 8×8 regions fromwhichUMLBPhistograms
are extracted and concatenated into a single histogram with enhanced features effi-
ciently representing the face. Matching is done using K-Nearest Neighbor (KNN)
classifier with minimum error-based similarity measure. More promising results can
be achieved with deep learning techniques for face recognition [16].

The proposed system uses deep learning for face recognition to achieve highly
accurate results during the face verification process. The face recognition system is
also integrated with RFID technology for ensuring security and automation in library
process.

3 Methodology

The proposed system mainly focuses on security and automation in library manage-
ment system.
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The overall architecture is shown in Fig. 1. In the proposed system, authenticity
of library user is verified with the method of face recognition. When a person enters
into the library, the cameras mounted at the entrance of the library captures the image
which is given as input to the face recognition algorithm. The frames captured by the
camera are pre-processed, and the pre-processed image is compared with the images
in databases by using OpenCV and face recognition algorithms. On recognition of
the facial image, the user can enter into the library through turnstile. The details of
the authenticated user (name, ID and entry time) will be updated in the database.

In addition to face recognition process, when the user crosses the RFID reader
mounted at the entrance and exit the library, it automatically checks whether the
user has taken any book and makes the entry in the database. The face recognition
model is integrated with the RFID reader in order to enter the correct entry of the
book taken by the particular user. The entry and the exit ways of the library will be
a single-person entry point in which, only one person can enter and exit from the
library.

Fig. 1 Architecture of the proposed system
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Fig. 2 Dataset collection

3.1 Dataset

The dataset for face identification of the user is collected from our institution repos-
itory and it is shown in Fig. 2. The images of the users are collected department
wise.

Every image in the dataset is of size not exceeding 220 KB with 220 × 283
dimensions. The library book database is also collected by the college library and is
encoded with the RFID tag numbers. Every image collected from the repository is
used in the training phase.

3.2 Face Recognition

The process of face recognition is shown in Fig. 3.
When a user or a person enters into a library, the person’s face is been captured by

cameras mounted at the entrance with the aid of OpenCV. The input frame captured
by the OpenCV will be in the Blue, Green, Red (BGR) format. The face recognition
library requires the stream to be in RGB format so that the frames will be converted
from RGB format to BGR format.

The frame is being cropped and resized into a smaller frame for quicker face recog-
nition. The face location is identified using OpenCV. It returns a two-dimensional
array of bounding box using the Convolutional Neural Networks (CNNs) based face
detector. The Max margin object detection algorithm is used to detect the faces and
return a boundary box.

Once the faces are identified, the facial landmarks such as eyes, nose, ears and
mouth are found using theCNNclassifier. The facial points named as facial encodings
are marked by numerical values and are stored as a numpy array.

The images in the trained and test data are compared, and similar images will be
identified as per the vector encodings. The embeddings used are 128 dimensional
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Fig. 3 Face recognition process

vectors in which similar faces end up closer, while the unknown images end far apart
in the vector. A bounding box appears on the screen representing the identification
of the face with the name and the ID of the person. If the face is not identified, then it
displays the tag as ‘unknown person’ and the turnstilewill not open.When turnstile is
opened, the database is also updated.

3.3 Automatic Book Issue with RFID

The RFID tags contain transceivers which could convey readable data in the form
of microwaves which an RFID module can detect. Each RFID tag includes the basic
book information such as book name, ISBN number and author name which are used
to write in the book database.

RFID-based book detection is shown in Fig. 4. The UHF handle head reader
is used to identify the book. This UHF will be mounted into the turnstile, and when a
user comes into the library, it detects the book with the user and performs updation of
the database by integrating with the face identification module. The book ID which
is entered will contain a hyperlink to the book database in which it stores the book
circulation information.

4 Implementation and Results

The proposed method is tested with the available dataset available with the college
repository. The system is analysed using OpenCV and deep learning algorithms.
The required results are obtained by live capture of faces from the cameras mounted
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Fig. 4 Automation Issue of books with RFID

at the entry and exit points of the library. The system detects both authorized and
unauthorized users. The camera identifies faces in real-time and displays it on a
display device placed at the entrance point of the library. Figure 5a shows the results
that are obtained for known faces.

If an unknown person enters into the library, it displays ‘unknown’ in the image,
the database will not be updated, and the turnstile will not open up. Figure 5b shows
the result for the unknown people entering into the library.

5 Conclusion

In this paper, by using face encodings and bounding from the face recognition library,
the users entering into the library are identified. This application enables the user to
enter and exit the library at ease. The book circulation facility and return of books are
also made simple by using the RFID, since the user need not wait at the circulation
counter to make entry. This method reduces the total time spent by the user for
marking the attendance and making entry of books at the circulation counter. The
library is made more secure by using the proposed method, since it only opens when
an authorized user is recognized. This system can be further improved by making
the entire library into smart and secured by applying more security techniques.
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Fig. 5 a Recognition of known faces, b Recognition of unknown faces
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Abstract Real-time tracking of the human body has proven to be a key technology
in several areas. In our proposed model, we have initially performed segmentation
of bodies from a live feed and further detected and classified all the body parts to
create a skeleton which does analysis of the posture and movement of the body. As
this model works on a live feed, it has multiple real-time applications which include,
but are not restricted to, applications in the field of medical diagnostics, provision
of improved safety and security, human–computer interface, etc. There have been
multiple instances and various research works as cited later in this paper that has
attempted to track the human body. Myriad different solutions have been presented
using different sensors attached at joints for estimation of the poses, but these pose
estimations systems are quite personalized and have huge setup costs. The system
makes a good tradeoff between system simplicity and accuracy and helps to distinctly
identify and track human bodies in real time.
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1 Introduction

Information human behavior is comprised of many voluntary and involuntary move-
ments. Every person responds to every external stimulus in different andpossibleway.
We believe that if we can study these behavioral attributes in depth, we could unravel
tones of information about an individual [1]. For example, how a person walks is
unique to every individual. Furthermore, gait of a human is highly dependent on their
emotional state and physical state which can be used for medical diagnosis and secu-
rity applications. However, tracking human body [2] can be a very difficult task, and
the independent movement of all the body parts creates numerous different poses and
infinitely manymovements. There have been multiple instances and various research
works as cited later in this paper that has attempted to track the human body. Also,
the human bodies come in various shapes, sizes, and many different characteristics
that are unique to every individual. Myriad different solutions have been presented
using different sensors attached at joints for estimation of the poses, but these pose
estimations systems are quite personalized and have huge setup costs. Other works
include the use of multi-colored overalls to track different movements by tallying
them from databases and finding the nearest neighbor; applying a predictive model
trained over large sets of images to detect and predict the movement of the body;
rendering a 3Dmodel of the body and creating a volumetric skeleton; and considering
the angles between joints of the body to analyze and predict the posture and move-
ments of the body [3]. A noticeable factor is that none of these proposed systems
works on regular use, single cameras. Our proposed system of work will work on
a single camera, which need not have any baseline specifications. It can work on a
single camera, which can be as basic as the webcam of the desktop that it is being
executed on. Upon implementation, it can solve multiple problems that are faced in
daily life. In the field of safety and security, our proposed method can be utilized
to facilitate the use of gait recognition in a more robust manner. Moreover, it can
be used in the field of medical diagnostics to identify unusual micro-behaviors and
characteristics of a human body. Additionally, it can be used to consolidate gaming
console applications using a single camera in the field of human–computer interface.

To detect the human body, we have implemented and studied two different object
detection models, namely YOLO and HAAR cascade. YOLO affects a single neural
network to the entire picture [4]. This network divisions the picture into area and
forecasts boundary boxes and prospects of each section. At the other hand, HAAR
cascade classifiers [5] are an effective way to categorize objects based on a machine
learning method, where several optimistic and adverse images are used to train the
classifier. We have implemented detection on HAAR cascade for multiple practical
reasonswhich include the fact that a graphics card is necessary for the usage ofYOLO
object detection and that HAAR cascade classifier provides individual classifiers for
separate classes, whereas YOLO [4] performs one-look classification for all the
classes. Thus, it removes the need for heavy computational power.

The first step as a part of our solution is to use this HAAR cascade classifier [5]
to identify a human body in the live feed and segment it out as shown below (Fig. 1).
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Fig. 1 Sample
implementation of full body
detection [6]

In this paper, we suggest a generalized real-time human body tracking [7] system
wherein we aim to pinpoint 17 key points in body, namely left eye, right eye, nose,
left ear, right ear, left shoulder, right shoulder, left elbow, right elbow, left hand, right
hand, left hip, right hip, left knee, right knee, left foot and right foot, and further
create and extract the skeleton for in-depth study for various applications (Fig. 2).

Based on these 17 key identifiers, our model, upon execution and after segmenting
out the bodies from a live feed, classifies all these body parts and creates a skeleton.
This skeleton [8] would be used for in-depth analysis and study of the posture move-
ment of the body [3]. Upon implementation, its benefits include severe enhance-
ment in security systems, ranging from residential CCTV cameras to multinational
business systems; medical diagnostics due to beforehand detailed studies available;
human–computer interface, including reduction of costs of this application to gaming
consoles and online teaching, etc. [9].

2 Literature Review

Given our aims and methodology described above, we have tried to avoid encum-
bering the bodywithmultiple sensors,weird overalls, setup ofmulti-camera, etc.—all
of which can act as potential barriers for natural movement and may create bias in
the data created. Therefore, we believe that using a single camera for detection might
prove to be the turning point in this field. Steffen Knoop et al. [3], in this approach
two cameras are used, one camera uses skin color to segment out the body using
standard HSV color model, and the other camera is used to take an in-depth image
creating a cloud of points to create a volumetric skeleton of human body. This helps
in creating a realistic 3D human model and reduces further work during analysis,
but this approach is highly expensive in terms of computational cost, setup cost and
memory utilization. This uses the iterative closest point (ICP) algorithm, the purpose
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Fig. 2 17 key identifiers

of which is to fit two indexed sets of the same points which are given in separate
coordinate systems and calculate the translation and rotation based on the specified
mathematical equations. Upon calculation, it uses the sum of the squares and applies
the estimated values of translation and rotation to the model to determine the current
set of points. Similarly, it also uses human body models in the form of cylinders to
estimate the bodymotion and postures.Urtasun et al. [7] describemultiple sensors are
used to define the different postures of human body by storing the studied data from
the sensors. Since multiple sensors are used, it gives a highly accurate prediction of
the posture and ensures privacy. However, on the flip side, it needs high capital invest-
ment, has a difficult setup and requires the knowledge of sensors as a pre-requisite.
Wang et al. [2], here a different approach is put forward wherein numerous photos
are taken of every pose possible and classified into different groups. The database is
created by using in-depth imaging of hands in their different poses. Then, in real time
when an in-depth image is provided, the KNN or k-nearest neighbor algorithm was
used to estimate the poses of the hand. The accuracy turned out to be limited. More-
over, the database was not big enough to encompass all the possible poses so many
inaccurate predictions were made. Also, during training high-resolution images were
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required and even in real-time detection high-resolution image with in-depth infor-
mation was required indicating toward the requirement of high-tech cameras. Pun
et al. [10], a few images of different hands having various skin tones and poses were
taken for training purpose. Use an image-editing program the segmentation of the
object is completed. Thereafter, each image is transformed into a binary cover where
white pixels characterize skin areas and black pixels characterize the background or
non-skin field. This binary mask and hand snapshots are then used for training the
model for skin color histograms Hs and non-skin-color histogram Hn. If the hand
is lost by the computer, it can be reconfigured by outstretched hand detection. This
system provided a robust way to track hand in all most all situations but could not
be used further to train or detect the posture or the gesture of a human hand. Upon
calculation, it uses the sum of the squares and applies the estimated values of trans-
lation and rotation to the model to calculate the new set of points. Similarly, it also
uses human body models in the form of cylinders to estimate the body motion and
postures. Swarup et al. [11], hand segmentation and detection are done through a
different color scheme knows as L * a * b wherein an image is taken in normal RGB
format and then converted into L * a * b format. L* represents the lightness of an
area in the image, whereas a* and b* represent the chromaticity of the same area.
This color format easily differentiates between skin color and simple backgrounds
but still fails sometimes in complex backgrounds. It consistently works in simpler
backgrounds providing a robust system for indoor activities. Sharp et al. [12], in this
paper, the proposed system requires the user to wear a colored glove. A dataset is
prepared using the colored glove in numerous poses and gestures. The motive here
is to make the glove colorful enough to clearly infer the position of every finger and
position of the palm. The same colorful glove is worn by the user during real-time
detection and then the real-time image is then directly compared to the dataset and
then classified into one of the poses using KNN or k-nearest neighbor algorithm.
This approach achieves high accuracy and is very robust in different environment
conditions and lighting but causes a problem of using glove every time whenever
one wishes to use the app, therefore creating a reliable system but difficult to use in
daily life.

3 Methodology

In this paper methodology, the HAAR cascade classifier is used to identify human
bodies in a live stream. HAAR feature-based [5] classifiers are an efficient object
recognition system proposed by Paul Viola at el. in their paper, “Rapid Object Detec-
tion using a Boosted Cascade of Simple Features” [13] in 2001. It is an approach
based on machine learning where cataract of function is trained by showing the
model numerous constructive and undesirable images. This trained model is then
used to distinguish objects in additional images. This algorithm requires a lot of posi-
tive images (images taking measured object in them) and negative images (images
deprived of the considered object) for training purpose (Fig. 3).

Furthermore, for feature extraction, HAAR features seen in Fig. 4 are used [5].We
are like our convolutional kernel. That function is a single value found by deducting
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Fig. 3 Process methodology

Fig. 4 Identification of
HAAR-like features
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number of pixels from the quantity of pixels under the black rectangle below the
white rectangle. So, any possible kernel size and location is used to measure lots
of features. For each feature scheming, the number of the pixels beneath white and
black rectangles is determined. To solve this, the essential image was added. Though
large the image, it decreases the computations for a given pixel to a mere four-pixel
activity [14]. It makes the process super-fast.

Once the detection is performed, the model is used to perform classification on
live samples and the model is tested on them, while also training it. Using these
test samples, the model is created which can distinctly classify different body parts.
Then, it segments these body parts and separates them into a different frame. From
here, a skeleton of the segmented body is formed using the 17 key identifiers, and
this skeleton can be further used for multiple applications. These applications can be
integrated into a single research, as is our motive and can provide a one-stop solution
from multiple problems, ranging from daily life issues to scientific breakthroughs.
The following image depicts the 17 key identifiers that are used upon extraction of
the skeleton. It is using these identifiers that we claim that everyone would have
varying characteristics that can help to uniquely identify him/her (Fig. 5).

Following the algorithm that is used to implement the abovementioned objective,

Fig. 5 Extraction of the
Skeleton key features [6]
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Algorithm: 
FullBody_classifier = cv2.casacdeclassifier (“Path of the Classifier”)

                          Video = capture live video  

While (1) 

                         Video = convert video from RGB to gray  

                           FullBody = fullbody_classifier. Detect multi scale (video) 

                           For x, y, width, height in Fullbody:  

             RegionOfInterest = rectangle (x, y, x+width, y+height) 

          LowerBody = lowerbody_classifier. Detect multi scale (Region of Interest)

             For x, y, width, height in LowerBody:  

                           RegionOfInterest = rectangle (x, y, x+width, y+height) 

         Upperbody = upperbody_classifier. Detect multi scale (Region of Interest)

                           For x, y, width, height in UpperBody:  

                           RegionOfInterest = rectangle (x, y, x+width, y+height) 

        Face = face_classifier. Detect multi scale (Region of Interest) 

                          For x, y, width, height in Face:  

RegionOfInterest = rectangle (x, y, x+width, y+height) 

         Show Video 

4 Result and Discussion

Even though multiple similar projects and research exists, the novelty of our project
lies in the fact that it works, not only in a live feed, but also a single camera. Addi-
tionally, the single camera that is being used does not have any base specification
requirements. In multiple previous researches, the cameras and sensors used needed
certain basic specifications. On the contrary, the camera to be used in our project can
be as simple as the webcam of a laptop. It can be a CCTV camera of a residence and
even the camera sensor in a gaming console. Since it works on a single camera, it
allows for a low cost of setting up and development, bringing financial stability into
multiple research and projects where it will be undertaken.

Furthermore, as it works on a live feed, it can be used to uniquely identify persons
even in CCTV Cameras of societies, exponentially increasing the security provi-
sions and thereby solving a long-standing issue. Another object detection program
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Table 1 17 key points in the
human body

ID Body part ID Body part

0 Nose 9 Left wrist

1 Left eye 10 Right wrist

2 Right eye 11 Left hip

3 Left ear 12 Right hip

4 Right ear 13 Left knee

5 Left shoulder 14 Right knee

6 Right shoulder 15 Left ankle

7 Left elbow 16 Right ankle

8 Right elbow

was considered suiting to our needs was YOLO or you only look once object detec-
tion program, which is a multiclass, object detection program having 81 different
classes. Yolo [4] works on a big densely connected convolutional neural network
having immense computational requirements. Multiple versions of YOLO are avail-
able with different accuracies and different set of computational requirements. Also,
for training of a YOLO model on a custom dataset required high quality labeled
training dataset. Another noticeable factor from previous research is that the existing
research focuses on one of these fields. The versatility and flexibility of our research
lies in the fact that it would create an integratedmodel that performs all thementioned
applications.Hence, the true novelty of the research lies in integration ofmyriad func-
tions to form a multifunctional model that works on a single camera and performs
real-time tracking [2] on a live feed.

In this paper, we have tried to pinpoint the exact locations of the 17 key points in
the human body [7] which will help us to further dive deeply into further analysis of
the human behavior and body movements in Table 1.

We started with finding a compatible object detection model for our objective and
came across two leading models, namely HAAR cascade classifier [5] and YOLO
or You Only Look Once Object Detection Model. Both proved to be a competent
choice for completion of our objective. HAAR and Yolo both provided us with high
accuracy and consistency, but HAAR came out better in the cost of computation as
HAAR uses HAAR like features and then cascade classifying for detection whereas
YOLO runs a highly interconnected convolutional neural network for the same. Also,
YOLO [4] is a multi-class object detection model where we just needed an objective
specific detection model. We used HAAR’s full body cascade classifier to find and
detect the full bodies present in the live feed and create a smaller picture of just
the body and leaving all the useless information behind. This smaller image is then
used by HAAR’s face cascade classifier to find the face in the smaller picture. Now
even smaller image of the face is cropped and used to find the eyes in the face using
HAAR’s eyes cascade classifier.

The cropped image of full body is then used to find the upper body using HAAR’s
upper body cascade classifier, and then the lower body is detected using HAAR’s
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lower body cascade classifier. The full body classification and identification of the
key points are as follows (Figs. 6, 7 and 8).

So far, we were able to locate and pinpoint 6 out of 17 key points, and due to
the lack of labeled dataset of key points (like right elbow, left elbow, right hip, left
hip, right knee, left knee, right ear, left ear and nose), we were unable to create
their specific detection models. Upon provision of the dataset, we would be able to
achieve 98% accuracy by creating our own object detection models and pipelined
model would efficiently use the computational power without the need of a GPU or
high-end processing power. In addition, there exists no such model currently which
can perform these integrated tasks, ranging from security applications and medical
diagnostics to human–computer interface on a live feed with a single camera. With

Fig. 6 Sample
implementation for face and
eye detection [6]

Fig. 7 Sample
implementation for face and
eye detection [6]
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Fig. 8 Sample
implementation of full body
detection based on the key
identifiers [6]

such low computational requirements and high accuracy, it can be a boon to many
fields.

After themodel is trained, it can be used seamlessly and be used to further research
on integration of more aspects to make it a one-stop destination for all applications
requiring human detection, tracking and its analysis. Our current model would be
used to streamline and reduce the computational cost. The individual segmented
body halves would be given as an input to each model, thus reducing the input size
and reduced redundant data as input to the system. After successfully implementing
the key point detection model, we believe that it would be easier to work on gait
recognition and gait analysis.

5 Conclusion and Future Scope

In conclusion, our research—“Real-Time Human Body Tracking” has several appli-
cations and if implemented correctly—can solve multiple technological issues. If the
model planned works on a single camera, as well as on the live feed, we would have
successfully implemented a unique solution for the same. Furthermore, upon inte-
gration of all applications into one final product can help solve not just many daily
life issues, but also lead toward significant scientific breakthroughs. The future work
to be done on this research includes integration of each of the key identifiers, and
creation of a graphical user interface that can easily put into use by a someone using
the software for the first time as well. We plan to integrate features such as whether
to show the skeleton, points or not, while also allowing the user to fix minimum
and maximum values of confidence (which would mean the relative closeness of
the input and output to the binary values). Moreover, once completely executed, we
plan to investigate the feasibility of this research commercially to incorporate it into
the fields of security systems, human–computer interface and medical diagnostics.
Finally, we also plan to pipeline the code further in order to make the computational
requirements further less and look into ways as to which the cost of integration
of such a system into commercial products can be minimized, i.e., the most suited
hardware that can provide the most optimum results at the least possible costs.
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Enhanced InGaAs/InAs/InGaAs
Composite Channel MOSHEMT Device
Performance by Using Double Gate
Recessed Structure with HfO2
as Dielectric Materials

R. Saravana Kumar, N. Mohankumar, S. Baskaran, and R. Poornachandran

Abstract This work reports that the composite channel InGaAs, InAs and InGaAs
thin, with dual delta-doped double recessed gate (DG) MOSHEMT, is 40 nm gate
length, the barrier 3 nmand 15 nm thick channel, and this structure has been simulated
in the TCAD Sentaurus simulation tool. The DC and RF characteristics of proposed
device are characterized by different gate lengths along with different VDS. The
novel design features included under this proposed structure, namely recessed high
stem gate, thin barrier, dual gate, composite channel and the HfO2 as a dielectric
material, are applicable for low leakage current along with Tera Hertz frequency
applications. The simulation results show the exhibition of a high drain current of
1.38 × 10−3 A/µm, transconductance of 3.35 × 10−3 S/µm, threshold voltage of
0.13 V, cutoff and maximum frequency of oscillation of 791 and 995 GHz by the
DGMOSHEMT devices at LG = 40 nm and VDS = 0.5 V. The findings are obtained
due to the superior electron transportation properties of a DG MOSHEMT structure
with compound semiconductor III-V materials.

Keywords Composite channel · Double gate · Recessed gate · Thin barrier · High
K dielectric material · Low leakage current

1 Introduction

Traditional silicon CMOS scaling in the area of the short length gates has stopped due
to intense dissipation of power and Short Channel Effect (SCE) [1–3]. Low power
applications require reduced supply voltage and increased ON current to sustain the
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device switching speed, which is in need of maintaining upcoming transistor design
[4]. III-V compound semiconductor-based FET devices are explored for the satis-
faction of the needs referred to above. However, these devices suffer from mobility
degradation due to the scattering effect and interface roughness. Another emerging
device is the InP based buried quantum well compound semiconductor based high
electron mobility transistor (HEMT) structure which consists of a wide gap III-V
compound semiconductor inserted between the gate and channel to improve the
electron mobility of the device [2].

For low power and sub-millimeterwave applications, HEMTs play a highly attrac-
tive and desirable device. These devices are characterized by their fast mobility and
high carrier density in comparison with Si-based CMOS devices [5, 6]. The analog
and RF performance of HEMT structure has been enhanced by barrier scaling (TB),
composite channel thickness (TCH), thickness of the oxide layer and height of the
gate stem [7, 8]. By decreasing gate length (LG) thus increasing the SCEs, simul-
taneously the operating frequency of the device can be improved. In addition to
gate scaling, the device aspect ratio is enhanced by vertical dimension reduction
to mitigate SCEs. In comparison, an improvement in leakage current and device
interface faults will no longer reduced by vertical scaling. This large leaking current
usually affects voltage breakdown and nano-scale system RF handling ability [9].
This issue can be surmounted through use of an oxide layer under the gate, and it
leads to formation of theMOSHEMT device. The traditional dielectric material SiO2

inMOS devices is replaced by the other dielectric materials that includeHfO2, Al2O3

and Si3N4 with the objective of improving the DC and RF performance with reduced
gate leakage. A gate dielectric material with permittivity between 20 and 30 is more
attractive for achieving low gate leakage as well as high drive current. In comparison
with SiO2 (k = 3.9), Al2O3 (k = 10) and Si3N4 (k = 7.5), dielectric material such
as HfO2 ( k = 25) is therefore considered the appropriate gate dielectric material of
the next generation CMOS systems [10].

This gate oxide contributes to improvement in gate contact, reducing gate leakage
in effect. However, at the same time, there is a decrease in the transconductance
value while threshold voltage value moves in a negative direction. The recessed
gate technique, i.e., the layer under the gate, is etched off for transconductance
improvement for mitigating this effect. However, most of the MOSHEMT devices
are designed in recessed single gate structures, exhibiting low gate control over the
channel. Hence, it is proposed that double gate MOSHEMT should be designed for
two gate electrodes to be implemented on above and below the composite channel for
improving the device DC and RF performance by better gate control. Thin barrier,
three-layer channel, thin oxide layer and dual delta doping with a high-stem double-
recessed gate structure improve the device performance in terms of low leakage,
higher electron mobility and velocity along with high RF performance.

Several experiments have already been done on the MOSFET double gate and
HEMT architectures [10–14]. This simulation work reflects the performance of
MOSHEMT composite channel InGaAs/InAs/InGaAs with the barrier InAlAs, the
oxide layer of HfO2 and its dual delta frame. The proposed system is simulated using
a TCAD simulation tool. In this structure performance measurement is carried out
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by drain current (ID), transconductance (gm), threshold voltage (Vt), cutoff and
maximum frequency of oscillation, (f t , f max).

2 In0.7Ga0.3As/InAs/In0.7Ga0.3As MOSHEMT Device
Layer Structure

Figure 1 show the interface layer structure of MOSHEMT double gate device.
The device architecture has included different novel design features as illustrated in
the literature in order to reach maximum performance [15–18]. Multi-cap layers of
4nm In0.65Ga0.35As (2 × 1015/cm−3), 15 nm In0.55Ga0.45As and 15 nm In0.47Al0.52As
are formed. A layer of Etch stop (2 nm) is formed under the cap for elimination of
material defects [19–21].

Fig. 1 In0.7Ga0.3As/InAs/In0.7Ga0.3As double gate MOSHEMT device layer structure
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The active layers consist of spacer, barrier and channel layer. A thin, barrier layer
film of 3 nm (In0.48Al0.52As) is constructed above the conducting channel to increase
the electron density [22]. A thin layer of barrier improves the transconductance, but it
leads to leakage. Different gate insulationmaterials are implemented for reducing the
gate leakage, such as SiO2, Si3N4, HfO2 and Al2O3. In this work, 2 nm HfO2 is used
as a dielectric in recessed gate structure because HfO2 has a wider bandwidth (6 eV),
a higher dielectric constant (K-25), improved thermal stability and a high-breakdown
voltage [23] compared with other insulating materials. The delta doping method is
a subset of the doping theory, which selectively dopes the barrier layer rather than
doping the entire barrier layer. In this structure the barrier layer is delta doped with
2 nm (1× 1018 /cm−3). Compared to traditional doping, this delta doping strategy has
several advantages: improvedmobility, high speed andRFperformance improvement
[24]. A spacer layer was created between the heavily doped barrier layer and the non-
doped channel layer in order to reduce the effect of scattering and to improve the
electron mobility of composite channel (2 nm). In the upper and lower gates, gold is
used as gate material to raise the threshold voltage.

The technique of the thin channel, boosts the DC performance of the device but
increases the carrier scattering effect. To avoid this a composite channel is included,
which comprises a pure InAs layer of 7 nms, In0.7Ga0.3 As 3 nm act as a upper sub
channel and In0.7Ga0.3 As of 5 nm act as a lower subchannels. The key objective is
to increase the carrier speed and system RF output by adding a composite channel
[25, 26]. Nowadays normally switch off device is required for modern analog and
digital applications. This is accomplished through a recessed gate positioning, which
diminishes the gap between the gate and the channel to rise the gate control and
decrease parasitic resistance effect [27].

3 Experimental Validation

The single gate (SG) HEMT experimental data [22] is compared to the simulated SG
HEMT data in order to validate the simulation results. In this simulation validation,
the hydrodynamic model (HD) is included. The HD model has different physical
effects for high electrical fields including variable effectivemass,mobility depending
on doping and bandgap reduction.

Once a simulated data is matched with the experimental data, the resulting param-
eters of the device model are integrated into proposed device. The following equa-
tions are empirical equations of the carrier density of 2DEG, the drain current and
the trans-conductance for experimental validation used in this simulation.

ns = ε

qd
(VGS − Voff) (1)

ID = μnCSW

2L
(VGS − Voff)

2 (2)



Enhanced InGaAs/InAs/InGaAs Composite … 515

Fig. 2 Validation of SG HEMT experimental data [22] with TCAD simulation

gm = ∂ ID
∂VGS

= μnCSW

2L
(VGS − Voff) (3)

4 Results and Discussion

Figure 3 shows the conduction band energy and sheet carrier density of DG
MOSHEMT structure in the channel at VDS = 0.5 V. In the DG structure, low
band gap material InAs is sandwiched between the two InGaAs subchannels with
bottom barrier layers, which creates a clear quantum well, and it has a large 2DEG
and sheet charge density compared to a single gate. The peak sheet carrier density is
achieved a maximum value of 3.2 × 1018 cm−3.

Figure 4 shows the IDS and gm response of proposed DG MOSHEMT structure
with respect to various VDS = 0.1, 0.3, 0.5, 0.7 and 0.9 V. The IDS and gm of
proposed simulated structure at VDS = 0.5 V is 1.38 × 10−3 A/µm and 3.35 ×
10−3 S/µm respectively, which is more than single gate HEMT device [22]. It is
because the double gate composite architecture incorporates higher mobility and
carrier Density in the channel. However, as the VDS value is increased by more than
0.5 V, the transconductance value starts to decrease which happens due to the hot
electrons created by the impact ionization [28].

Figure 5(a) implies variations in transconductance with different values of gate
length at VDS = 0.5 V in the DG MOSHEMT device. The inference is that, with a
decrease in LG, the transconductance starts to increase due to a decrease of parasitic
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Fig. 3 Conduction band energy diagram and sheet carrier density of DG MOSHEMT devices at
VDS = 0.5 V and LG = 40 nm

resistance and capacitance of the device leading to improved mobility. Further, with
a large reduction in gate length, the transconductance starts to decrease due to heavy
short channel effects and poor carrier confinement in the channel. The benchmarks on
transconductance and gate lengthwith the reported values are shown in Fig. 5(b). The
device proposed by the authors produces the highest transconductance. This is the
result of an optimized device layer structure associated with a high electron velocity
and mobility combination of InGaAs/InAs/InGaAs composite channel material.

Figure 6 represents the drain current characteristics of DGMOSHEMT device
with respect to various gate to source voltage (VGS). The DGMOSHEMT structure
shows improvements in the performance characteristics compared to SG. It is a result
of the double delta doping layers and the creation of a strong quantum well in barrier
and channel junction. From Fig. 6, it is clear that the increment of VGS, prompting
rise carrier concentration in channel layer and give direct effect on drain current.

Figure 7 represents the threshold voltage (VT ) level of the proposed device with
respect to various VDS. The VT is measured at VDS = 1µA/µm [27]. In this case, DG
MOSHEMT generates the Vt of 0.132, VDS = 0.5 V, and this implies the normally
switch off (enhancement) mode of the structure. The positive threshold voltage is
obtained by high work function gate material, thin active layers and dual recessed
gate structure.

Figure 8 shows the electron velocity of recessed double gateMOSHEMTstructure
with LG = 40 nm as 1.02 × 108, 4.9 × 108, 6.9 × 108, 2.8 × 108, 2.1 × 108 cm/s at
VDS = 0.1, 0.3, 0.5, 0.7, 0.9 V, respectively.

electron Velocity ∝ 1

electron transit time
(4)
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Fig. 4 a Drain current (IDS) and b Transconductance (gm) response of Double Gate MOSHEMT
at different VDS
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Fig. 5 aVariation of transconductance with respect to gate length bComparison between proposed
DGMOSHEMT devices and published results
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Fig. 6 Output characteristics of DG MOSHEMT. The gate voltage of the peak curve is 0.5 V and
the gate bias voltage is stepped down to 0.1 V

Fig. 7 The threshold voltage level of double gateMOSHEMTS atVDS=0.1, 0.3, 0.5, 0.7 and0.9V

The electron velocity is indirectly proportional to electron transit time. This device
produces a higher velocity due to the reduced gate length with more control on the
channel by the use of the double gate technique. The figure, shows an increase in the
VDS value after a certain value (ie., VDS > 0.5 V) reduction in the electron velocity.
This is due to, the charge carriers under high electric field in the channel getting more
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Fig. 8 Electron velocity of DG MOSHEMT devices with LG = 40 nm at VDS = 0.1, 0.3, 0.5, 0.7
and 0.9 V

energized in the scaled device, making a collision between the electrons. This effect
caused a reduction in electron velocity.

The RF performance of the device is analyzed by the below ft and fmax equations.
For enhancing ft and fmax the gate to drain capacitance, gate to source capacitance,
gate resistance, drain resistance, source resistance needs to be reduced [14].

fT= gm

2πCgs
√

1+2(Cgd /Cgs)
≈ gm

2π(Cgd+Cgs)
≈= gm

2πCgg
(5)

fmax= gm

2πCgs
√

4(RS+Ri+Rg)(gds+gm(Cgd /Cgs))
(6)

The f t and f max characteristics of the DG MOSHEMT devices for various drain
voltage VDS describe in Fig. 9a, b. The f t and f max curve of the proposed simulated
device structure shows an improved performance due to higher indium content in
the thin composite channel and dual recessed gate structure. In this,DG MOSHEMT
device as VDS caused an increase in the transconductance and electron velocity gets
enhanced, paving the way for increasing the f t and f max. A further increase in the
VDS caused a decrease in the RF performance, as a result of impact ionization. The
maximum values of f t and f max observed are 791 GHz and 995 GHz, respectively,
at VDS = 0.5 V.

Figure 10(a) and (b) represents the variations in the cutoff frequency andmaximum
frequency of oscillation of recessed DGMOSHEMT devices for various gate lengths
LG = 20 to 100 nm.With a reduction in the length of the lock, the RF output improved
because parasite lock resilience and transit time were reduced. Once the length of the
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Fig. 9 a f t b fmax characteristics at various VDS with LG = 40 nm
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Fig. 10 a, b f t and fmax variation of ft and fmax of DGMOSHEMT for different gate length at
VDS = 0.5
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gate has decreased more, the RF output starts to decline due to strong short channel
effects and a reduction of transconductance. Figures 9 and 10 display the optimized
system RF output of DG MOSHEMT at LG = 40 nm at VDS = 0.5 V.

5 Conclusion

In0.7Ga0.3As /InAs/ In0.7Ga0.3As based dual gate MOSHEMT device for high
frequency application has been simulated and the device parameters are analyzed
with respect to different VDS and LG. The proposed device structure with thin
barrier, composite channel, receded high stem gate and HfO2 gate dielectric material
concepts improved the device performance. The optimized device structure achieved
a maximum transconductance of 3.35 × 10−3 S/µm, maximum cut off frequency of
791 GHz and maximum frequency of oscillation is 995 GHz with electron velocity
of 6.9 × 108 cm/s for TB = 3 nm, LG = 40 nm at VDS = 0.5 V. This simulation
results indicate that the proposed In0.7Ga0.3As /InAs/ In0.7Ga0.3As based dual gate
MOSHEMT is very much suitable for high frequency and high speed applications.
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FPGA Realization of Reconfigurable
DA-Based Digital FIR Filter Using
DRPPG and MCSA Techniques

G. O. Jijina, R. Mohana Priya, and P. Solainayagi

Abstract This article presents an efficient multiplication and accumulation (MAC)
approaches called “distributed arithmetic (DA) based MAC” and “reconfigurable
implementation-based MAC” for alleviating the hardware performances of digital
filters. Both reconfigurable implementation and DA-based techniques are combined
in this paper at the first time with the help of suitable accumulation structure called
“modified carry-save adder (MCSA)” and parallel reconfigurable structure called
“dynamically reconfigurable architecture (DRA). Traditionally, DA-based FIR filter
implementations require large size of look-up table (LUT) for storing the filter coef-
ficient values. The most disadvantage of DA-based FIR filter implementation is the
absence of configurability. Hence, traditional DA-based FIR filter is not suited to
wider range of applications. In order to reduce the problem, reconfigurable tech-
nique is introduced in MAC unit of DA-based FIR filter implementation. To reduce
the complexity form of partial product generation, Reduced Wallace Tree Genera-
tion (RWTG) is used along with MAC unit of reconfigurable DA-based FIR filter
implementation. In the final stage of RWTG, efficient adder structures are essential to
add “n” bit binary data. To meet this requirement, MCSA-based adder is used in the
final stage of RWTG. Finally, dynamic or distributed reconfigurable partial product
generation (DRRPG) is introduced for producingparallel executionofPPG.Proposed
design is estimated by using ALTERA field programmable gate array (FPGA) board
by using Quartus II Web Edition tool. The performances of proposed design are
validated after implementing in ALTERA FPGA design tool.
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accumulation (MAC) unit · Reduced wallace tree Generation(RWTG) · Very
large-scale integration (VLSI) system · Field programmable gate array (FPGA)

1 Introduction

Reconfigurable finite impulse response (FIR) filter plays an important role in the
software-defined radio (SDR) systems. Filter coefficients are dynamically changed
in reconfigurable FIR filter. Themost disadvantage of FIR filter is the configurability.
Due to lack of configurability, FIR filter is not sufficient transmission system. Hence,
it is essential to reconfigure the filter coefficients dynamically. Multiple constant
multiplication (MCM) is the well-known technique used for implementation of FIR
filters. This multiplication is not suited in reconfigurable FIR filter. Hence, it is
required to design the specialized multiplication and accumulation (MAC) unit for
the reconfigurable FIRfilter. TheMACunit has three important blocks for performing
the digital multiplication process: partial product generation (PPG), Wallace Tree
Generation (WTG) and accumulation structure. In general, half adders (HAs) and
full adders (FAs) are used in PPG block for generating the partial product generation
results.WTGstages are used to reduce the complexity of hardware structures between
PPG and accumulation block. In the accumulation block, an efficient “n” bit adder
is required to perform the addition operation.

A lot of research works have suggested the “distributed arithmetic” technique for
exhibiting the multiplication function due to reducing the complexity of computa-
tional path. Hence, DA-based MAC unit is referred as “multiplier-less architecture”.
In pipelinedDA-basedFIRfilter, look-up table (LUT) partitioning technique has been
used for reducing the memory required. In order to design the pipelined DA-based
FIR filter, offset binary coding (OBC) technique is used in [1]. The conventional
DA-based FIR filter implementation technique assumes that impulse response coef-
ficients are fixed, and this makes it possible to use read-only memory (ROM) based
LUTs. The memory requirement of those filter technique has increased exponen-
tially with fixed filter order. To reduce this problem, systolic decomposition (SD)
techniques are suggested by [2, 3].

In reconfigurable DA-based FIR filter, random access memory (RAM) based
LUTs are used instead of ROM-based LUTs. Filter coefficients are dynamically
changed or updated in RAM-based LUT techniques [4]. These works suggest the
DA techniques for performing multiplication functions. However, the performance
of pipelined DA-based multiplier is not sufficient for the long byte multiplications.
In order to reduce this problem, distributed or dynamically reconfigurable partial
product generation (DRPPG) based reconfigurable FIR filter has been developed in
this paper. In addition, data flow structure (computational path structure) of carry-
save adder (CSA) is modified for improving the hardware performance of FIR filter.
Developed MCSA- and DRPPG-based reconfigurable DA-based FIR filter has been
synthesized by using ALTERA Quartus II Web Edition tool.
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2 Study Work

In DA-based FIR filter, filter coefficients are stored in LUT functioning as a ROM;
hence, it is called as multiplier-less architecture. However, memory size of DA-
based FIR filter increases when increasing the filter order. In order to reduce this
problem, pipelined DA-based FIR filter has been designed in Sudhakar et al. [5].
In this approach, BAAT technique is used to divide the processing element as two
parts. However, this technique is not well suited to long byte multiplication. Hence,
offset binary coding (OBC) based LUT partitioning technique has been incorporated
into DA-based FIR filter [1]. Further residue number system (RNS) and dynamic
distributed arithmetic algorithm (DDAA) based FIR filters have been developed in
[6].

Field programmable gate array (FPGA) realization of DA-based FIR filter has
been proposed in [3], where the systolic decomposition scheme has been found. It
offers a flexible choice of the address length of the look-up table (LUT) for DA-
based computation to exhibit suitable area time trade-off. The developed architec-
ture provides parallel execution. The research work of [7] demonstrates the parallel
execution of DA-based FIR filter. However, one of the most disadvantages of avail-
able parallel DA-based FIR filter is more complexity of the architecture. To reduce
this complexity, DRPPG-, MCSA- and RWTG-based reconfigurable DA FIR filter
has been developed in this research work. The parallel and distributed structure of
Park and Meher [8, 11–13] considered as the base work of the proposed MCSA-,
DDRPPG-based reconfigurable DA FIR filter design.

3 Direct Form FIR Filter Design

Finite impulse response (FIR) filter is the best filter technique in which
unwanted/distortion/noise signals are filtered at finite impulse duration periods. For
instance, the architecture of symmetric form 8-tap FIR filter structure has been illus-
trated in Fig. 1. Programmable shift control (PSC) controls the n-tap filter operation.
The main goal of the FIR filter is to filter the distortion signals at finite impulse dura-
tion period. Multiplication and accumulation unit (MAC) function helps to filter the
unwanted signal at appropriate period with the help of filter coefficient values [14,
15]. Intermediate registers are used to provide the synchronization between input
data and output data.

However, the direct form FIR filter is not sufficient for future applications such
as OFDM- or SDR-based wireless communication transmission, because it filters
the input signal only on the limited duration of the finite impulse. The input–output
relation of linear time invariant (LTI) system is indicated as follows,

y(n) =
N−1∑

k=0

ckx(n − 1) (1)
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Fig. 1 Architecture of 8-tap FIR filter

where Ck is the filter coefficient values, x(n) is the input data sequence, N is the
order of the filer, y(n) is the output data sequence, and x (n − 1) is the shifted version
of input data sequence. Practically, more number of taps is necessary to reduce the
noise reduction and obtain the high spectral containment.

The computational delay of FIR filter has risen due to combinatorial functions
of addition and multiplication. These disadvantages can be contained with the help
of parallel and pipelining implementation techniques [16, 17]. The improvement of
the hardware performance in terms of VLSI criteria has implied large optimization
endeavors on the direct formFIRfilter.However, direct formFIRfilter is not sufficient
to noise reduction application, because it filters the signals at fixed coefficient values
only. Hence, filter coefficients need to be changed dynamically at run time. To meet
the above requirement, reconfigurable FIR filter has been introduced by current
research work. On the other hand, adaptive FIR filter also used to update the filter
coefficients dynamically at run time.

4 Reconfigurable FIR Filter Design

In reconfigurable FIR filter, filter coefficients can change dynamically at run time.
Reconfiguration technique makes a productive modification on existing configura-
tion without altering any functionality, but it provides high performances in various
aspects. To change the internal architecture of existing configuration, configuration
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word is written manually. In perspective of reconfigurable FIR filter, filter coeffi-
cient values are stored in configuration bits for changing their values dynamically.
For instance, constant shift multiplier (CSM) and programmable shift multiplier
(PSM) basedMAC unit uses the look-up tables for configuring the coefficient values
manually. Both these techniques provide good reconfigurability with best efficiency
in different types of aspects. However, this reconfigurable FIR filter is not suffi-
cient for the large bit operation. For example, configuration word of PSM-based
reconfigurable FIR filter has been illustrated in Table 1.

In those configuration words, S indicates sign bit, if S = 0 means reconfigurable
FIR filter can perform unsignedMAC functions; otherwise, it performs signedMAC
functions. DDDD represents values from 20 to 2–15, which indicates the data shifting
values. XX indicates the formation of input values, and internal function of XX
values has been illustrated in Table 2. MMMML represents the values for shifting
the final data into appropriate positions.

Based on this configuration, coefficient values are dynamically changed during
the run time. However, the main disadvantage of this reconfigurable FIR filter is the
limiting configuration. Once the coefficient values are configured in the LUTs, the
system will run properly for them and only them. Other than configured values, it
cannot execute perfectly. Further to improve the reconfigurability of FIR filter, multi-
plier control signal decision (MCSD) window has been introduced by last decade.
This principle helps to reduce the “switching” activities of FIR filter with the help
of “amplitude detector (AD)” and “control signal generator (CSG)” circuits. CSG
signal generates the control signal for generating the count pulse. It will help to
reduce the switching activities of digital FIR filter. Further to make reconfiguration
of FIR filter, distributed or dynamically reconfigurable partial product generation
(DRPPG) based MAC functions have been implemented in this paper.

Table 1 Configuration word of PSM-based reconfigurable FIR filter

LUT_W1 S D D DD X X DDDD X X M MMML

LUT_W2 D DDD XX D DDD X X D DD D X X

Table 2 Internal function of
XX

XX X

00 X + 2-1X + 2-2X

01 X

10 X + 2-1X

11 X + 2-2X
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5 Distributed Arithmetic-Based FIR Filter Design

Distributed arithmetic (DA) based digital FIR filter uses LUTs to store the filter coef-
ficient values as ROM. In this multiplier, MAC function has been performed without
help of multiplier circuit. Hence, DA multiplier circuit is named as “multiplier-less”
circuit. In order to reduce the storage size of ROM, pipeline-based designs have
been proposed further. However, pipeline-based LUTs are utilized more number of
hardware slices and registers to avoid the asynchronous effect. Filtering functions
are mathematically represented as follows,

y = A1 × x1 + A2 × x2 + · · · + An × xn (2)

y =
n∑

k=1

Ak xk (3)

In DA-based multiplier, both signed and unsigned multiplications are performed
with the help of offset binary coding (OBC) technique. It reduces the memory size
and sequential delay of the LUT. However, it increases slice hardware and power
consumption of the circuits. The basic building blocks of traditional DA-based FIR
filter have been illustrated in Fig. 2.

As shown in Fig. 2, filter coefficients are stored in LUT table. Final accumulator
and shifter circuit provide the additional function of MAC unit. This circuit operates
only for unsigned values. For signed values, OBC-based LUT partition techniques
have been implemented. For instance, input Xk has been represented as follows,

xk = 1

2
[xk −(− xk)] (4)

X X X X

X X X X

X X X X

X X X X

LU
T 

fo
r 4
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2t
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Output
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Input
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Fig. 2 DA-Based FIR filter Implementation



FPGA Realization of Reconfigurable … 533

When taking 2′s complement, it will get,

−xk = −bk0 +
N−1∑

m=1

bkm 2−m + 2−(N−1) (5)

Re-writing the value, we get,

xk = 1

2

[
−(

bk0 − bk0
) +

N−1∑

m=1

(
bkm − bkm

)
2−m − 2−(N−1)

]
(6)

The circuit diagram of OBC technique has been illustrated in Fig. 3. By extending
Eq. (6), we will get,

y =
N−1∑

m=0

1

2

n∑

k=1

Ak ckm 2−m −1

2

n∑

k=1

Ak 2
−(N−1) (7)
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Fig. 3 OBC-based LUT partitioning technique
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Fig. 4 Pipelined DA-based FIR filter

Based on OBC techniques, LUT is partitioned by two half, and further, it can be
processed by shifter and adder unit for performing “n” tap filter function. In addition,
pipelined register is used along with OBC technique for reducing the asynchronous
effect between data inputs. The architecture of pipelined DA-based FIR filter has
been illustrated in Fig. 4. However, it has only limited coefficient values in LUT
which is not sufficient to real-time applications. Hence, it is essential to adapt the
filter coefficient values in every clock cycle to provide more reconfigurability with
increasing efficiency in various aspects.

6 Classification

In this paper, stroke brain image is identified using deep learning algorithm for
eliminating the limitations in conventional machine learning methods. CNN clas-
sification is used in this paper as deep learning method for classifying the source
brain MRI image into either stroke image or non-stroke image. This CNN classifier
has number convolutional layers with pooling functions and feed-forward neural
network at the end of this classification architecture. The convolutional layers in this
proposed method filter the nonlinear properties of each pixel in extracted features,
and 32 convolutional layers are used in this paper. The extracted features are passed
through all these 32 convolutional layers, and linear convolution function is applied
between the extracted feature set and the kernel of each convolutional layer. The
extracted features from the output of these convolutional layers are high in dimen-
sions; the pooling function is applied in order to reduce the size of the features which
are produced at the end of the final convolutional layer. In Fig. 4, the average and
max pooling function is explained clearly for reducing the size of the feature set. In
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this paper, max pooling function has more advantages than the average pooling as
depicted in Fig. 4.

7 Proposed Reconfigurable Distributed Arithmetic-Based
FIR Filter Design

The proposed structure of reconfigurable DA-based FIR filter for FGPA implemen-
tation is shown in Fig. 5. Serial-in, parallel-out shift register (SISOSR) is used to
get the input samples x(n) at every sampling instant. It decomposes the every most
recent sample to D vectors bd of lengthM for d = 0, 1 ,…, D − 1 and feeds them to
D reconfigurable partial product generators (RPPGs) to generate the partial product
generation (PPG) results. In Park andMeher [8],multiplexor-basedRPPGgeneration
process is demonstrated to calculate the partial product results. It is not possible to
reduce the hardware complexity of MAC unit, since the configuration of coefficients
is not limited tofixedvalues anymore. In order to overcome this problem,Bi-Recorder
methodologies have been incorporated in the proposed RPPG unit. The structure of

Fig. 5 Proposed structure of reconfigurable DA-based FIR filter
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proposed Bi-Recorder methodologies-based RPPG unit is shown in Fig. 6. In the
traditional method, multiplexer is used to only select the appropriate filter coefficient
values for the respective input (length M) bits. But, in case of proposed method-
ologies, multiplexer is used to select the appropriate filter coefficients as well as
perform the multiplication also. The multiplication function has been performed
based on input (length M) bits. Table 3 illustrates the function of Bi-Recorder.

PPG functions have been successfully carried out with the help of Bi-Recorder
multiplier. Further, in order to re-arrange the partial product results, efficientWallace
Tree Generation (WTG) methodologies are required. This research work used

Serial-In Parallel-Out Shift Register

RPPG-0 RPPG-1 RPPG-2 RPPG- 
(D-1)

b M b M b M M

Reduced Wallace 
Tree Generation-2)

(RWTG-2)

Reduced Wallace 
Tree Generation-1

(RWTG-1)

Reduced Wallace 
Tree Generation-D-1 

(RWTG-D-1)

Modified Carry Save Adder (MCSA)

C C CL-1

Reduced Wallace Tree Generation

Output y (n)

Input x (n)

Fig. 6 Proposed structure of Bi-Recorder methodologies-based RPPG unit

Table 3 Function of
Bi-Recorder

Input bits (lengthM = 2) Symbols Functions

00 R1 0

01 R2 Appropriate filter
coefficient

10 R3 Appropriate filter
coefficient < < 1

11 R4 R2 + R3
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Fig. 7 Structure of Reduced
Wallace Tree Generation
(RWTG)

ReducedWallace Tree Generation (RWTG) for re-arranging the PPG results. RWTG
process utilizes less hardware (in terms of digital logical elements full adders and
half adders) than WTG process. The structure of Reduced Wallace Tree Generation
(RWTG) process is illustrated in Fig. 7 for the 8-bit multiplication. The traditional
positions of partial products have been re-arranged in triangular order as shown in
Fig. 7. The possibilities of three-bit combinations are collected for adding with the
help of full adder (FA) circuits, and other remaining bits are directly moved to next
stages. The process is repeated until it gets two “n” bit rows of digital data.

In the final stage of RWTG, a sufficient “n” bit adder is required to add the two
“n” bit digital data. In traditional design, carry-save adder (CSA) has been proposed
for performing the accumulation function. But in our proposed work, structure of
CSA has been modified by dividing the “n” length of inputs into

√
n groups, and

then each group can be processed in a parallel manner. The architecture of MCSA
for 16-bit accumulation is illustrated in Fig. 8 (Fig. 9 and 10).

As the principles explained above itself, four (
√
16) groups are used to perform

16-bit accumulation process in MCSA adder technique. Hence, 16-bit MCSA has
only four times of carry propagation delay (CPD), whereas traditional 16-bit CSA
has sixteen times of CPD delay. Hence, theoretically, it can possible to achieve best
reduction in hardware slices as well as sequential delays than traditional one. The
combined effects of all those techniques such as reconfigurable DA, reconfigurable
PPG, RWTG and MCSA make a smoothen architecture of FIR filter. Further, we
introduce the distributed reconfigurable memories for performing long bit multipli-
cation values. In distributedmemory-basedarchitecture, divide and sequence process



538 G. O. Jijina et al.

Fig. 8 Structure of modified carry-save adder (MCSA)

has been implemented for reducing more memory size, hardware slices and LUTs.
For instance, 32-bit MAC functions can be performed with the help of 8-bit MAC
functions by means of parallelism. Hence, performances of 32-bit MAC functions
are mostly like the performances of 8-bit MAC functions. In the proposed work, this
type of FIR filter is named as “distributed or dynamically reconfigurable DA-based
FIR filter (DRDAFIR)”.

8 Proposed Distributed or Dynamically Reconfigurable
DA-Based FIR Filter

FPGA technology has been tremendous and swift growth in dedicated heterogeneous
hardware system which is a popular choice in communication base stations instead
of prototype platform. The proposed FIR filter design may also be implemented on
FPGA. In this section, we propose distributed or dynamically reconfigurable DA-
based FIR filter for FPGA implementation. The structure of Fig. 5 has N (2M − 1)/M
number of registers for the implementation of LUTs for FIR filter of length N. But,
registers are the crucial key elements in FPGA since each LUT has only two bits of
registers in FPGA. Therefore in Park andMeher [8], LUTs are to be implemented by
distributed RAM (DRAM) for FPGA implementation. Unlike RPPG, the multiple
numbers of partial inner products cannot be retrieved from DRAM simultaneously.
With the help of DRAM, to implement LUT for every bit slice will lead to high
resource utilization. Thus, we require decomposing the structure into Q parallel
sections, and each section has T time-multiplexed operations corresponding to T bit
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slices. When L is the bit length of composite number, L = T* Q (T and Q are the
positive integers).

9 Performance Evaluation

The proposed designs have been implemented by using ALTERA FPGA board with
the help of Quartus II software design tool. However, Xilinx 10.1i (Family: Spartan
3, Device: Xc3s50, Package: PQ208, Speed: -5) design tool is used to analyze the
results of proposed designed with other traditional techniques. Simulation result of
proposed DRPPG-based reconfigurable FIR filter has been illustrated in Fig. 10.The
result shows that the filter produces different outputs for the same inputs based on
the dynamic reconfiguration. Performances of synthesized results for the proposed
DRPPG-based FIR filter has been compared in Table 4. The combinational delay is
not reported for circuits without feedback. Area utilization and delay consumption
are calculated based on Eqs. 9 and 10.

AreaUtilization = ((Slices + LUT s)/2) (8)

DelayConsumption = ((MinimumPeriod + Max.Inp.Arr.Time + Max.Oup.Req.Time)/2)
(9)

The proposed DRPPG-based DA FIR filter offers 24.24% reduction in hard-
ware slices, 33.96% reduction in LUTs, 66.78% reduction in minimum input arrival

Fig. 10 Simulation result of proposed distributed or dynamically reconfigurable DRAM partial
product generation-based FIR filter
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Table 4 Performances of synthesis values of proposed DRPPG-based FIR filter with traditional
techniques

Parameters/Types Traditional
design [8]

Traditional
DA-based design
[9, 4]

Pipelined DA [3,
10]

Proposed design

Slices 33 35 44 25

LUTs 53 44 59 35

Minimum period
(ns)

6.688 4.518 4.858 8.240

Minimum input
arrival time before
clock (ns)

6.551 5.089 4.104 2.176

Maximum output
required time after
clock (ns)

9.844 17.448 18.904 6.280

Maximum
combinational path
delay (ns)

10.058 ~

Frequency (MHz) 149.513 221.377 205.846 121.364

Total quiescent
power (mW)

25 29 31 24

Total dynamic
power (mW)

250 185 681 151

Total power (mW) 275 386 945 175

Area utilization 43 39.5 51.5 30

Delay consumption
(ns)

7.694 9.018 9.288 5.565

Area delay product
(ADP)

330.842 356.211 478.322 166.95

time before clock, 36.20% reduction in maximum output required time after clock,
30.23% reduction in area utilization, 27.67% reduction in total delay consumption
and 49.53% reduction inADP than traditional design [8]. Like that proposedDRPPG-
based DA FIR filter offers 20.45% reduction in hardware slices, 28.57% reduction in
LUTs, 57.21% reduction in minimum input arrival time before clock, 64% reduction
in maximum output required time after clock, 24.05% reduction in area utiliza-
tion, 38.29% reduction in total delay consumption and 53.13% reduction in ADP
than traditional DA-based FIR filter [9, 4]. Proposed design offers 43.18% reduc-
tion in hardware slices, 40.67% reduction in LUTs, 46.97% reduction in minimum
input arrival time before clock, 66.77% reduction in maximum output required time
after clock, 41.74% reduction in area utilization, 40.08% reduction in total delay
consumption and 65.09% reduction in ADP than pipelined DA-based FIR filter.

Comparison of area utilization, delay consumption, ADP and power consumption
of proposed design with the traditional technique has been illustrated in Figs. 11,
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Fig. 11 Comparison of area utilization of proposed design with traditional designs

12 and 13, respectively. Further ALTERA FPGA has been used to implement the
proposed design. Quartus II Web Edition tool has been used for synthesizing ad
implementing the proposed design. Hardware implementation of proposed design
has been illustrated in Fig. 14.
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Fig. 12 Comparison of delay consumption of proposed design with traditional designs
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Fig. 14 Hardware
implementation of proposed
DRPPG-based
reconfigurable DA FIR filter
in ALTERA FPGA

10 Conclusion

In this paper, a new design of parallel reconfigurable FIR filter has been design for
improving the configurability and hardware performances of digital FIR filter. A
new design named “dynamic or distributed reconfigurable partial product genera-
tion (DRPPG) based PPG has been designed to re-configure the filter coefficients
and perform the Bi-Recorder-based multiplication process. In order to reduce or
re-arrange the PPG results, Reduced Wallace Tree Generation (RWTG) has been
designed and implemented. Further in the final state of RWTG process, an effi-
cient adder called “modified carry-save adder (MCSA)” has been incorporated into
filter design for alleviating the entire hardware performances of hardware struc-
tures. ProposedDRPPG-based reconfigurableDAFIRfilter has been synthesized and
implemented by using ALTERA FPGA board. Quartus II Web Edition tool is used
for implementing proposed design into ALTERA FPGA CYCLONE II IC. Output
for proposed design has been evaluated through output device (LED). Programming
has been finished in JTAGMode. Proposed DRPPGA-based reconfigurable DA FIR
filter offers 24.24% reduction in hardware slices, 33.96% reduction in LUTs, 66.78%
reduction inminimum input arrival time before clock, 36.20% reduction inmaximum
output required time after clock, 30.23% reduction in area utilization, 27.67% reduc-
tion in total delay consumption, 36.36% reduction in power consumption and 49.53%
reduction in ADP than traditional design. Because of reduced ADP, proposed FIR
filter design will be absolutely suited to 3G- and 4G-based wireless communication
applications.
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Indian Air Quality Health Index Analysis
Using Exploratory Data Analysis

Venkatesh Gauri Shankar, Bali Devi, Anurag Bhatnagar,
Akhilesh Kumar Sharma, and Devesh Kumar Srivastava

Abstract Air quality management requires dependable data of air quality gathered,
assessed and broke down normally. This is of foremost significance in shielding man
and his condition from harming introduction to air contamination. The information
for SPM, SO2 and NO2 were gathered at three locales speaking to private, business
andmechanical action zones at all the destinations. In light of this information, theAir
Quality Record (AQI) was determined utilizing Oak Edge Air Quality File (ORAQI).
This means that the absolute impact of the considerable number of contaminations
together. Figuring’s of AQI for various seasons and diverse movement zones are
done to look at the contamination level. In the current article an endeavour is like-
wise made to consider the adjustment in contamination status during the most recent
decade utilizing the month to month mean information. To investigate and antici-
pate the degree of Air File level throughout the years from 1990 to 2015 to show
signs of improvement comprehension of the patterns and examine how significant
government strategies have influenced the Quality File. The point of this paper is to
advise openwith respect to by and large prominence of air quality through a rundown
boundary that is straightforward, Educate residents about related wellbeing effects of
air contamination presentation; and Rank urban areas/towns for organizing activities
dependent on proportion of AQI.
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1 Introduction

Air contamination because of anthropogenic sources involves worry in entire world.
The urban regions might be seen as thick wellsprings of tremendous anthropogenic
emanations of toxins, which can adjust the climatic creation, science and life phases
in its down-wind systems, stretching out more than a few hundred kilometers [1]. Air
contamination is one of the significant issues looked by the individuals all inclusive,
particularly in urban regions of creating nations, which is not just quick development
of populace yet in addition industrialization. Sulfur dioxide (SO2), nitrogen dioxide
(NO2) and RSPM are viewed as significant air poisons in India. India, a creating
nation, is one of the initial ten modern nations of the world. As a result of the
improved anthropogenic exercises in India, air contamination issues have become a
subject of extreme discussion at all stages [2]. As indicated by an investigation deliv-
ered by World Financial Gathering in Davos, India has the most exceedingly awful
air contamination in the whole world, defeating China, Pakistan, Bangladesh and
Nepal. Of the complete 132 nations whose ecological resources were overviewed,
India positioned dead toward the end ‘noticeable all around (consequences for human
well-being)’ positioning. The connection among condition and the advancement is
one of the most consuming issues of the current occasions. Formative exercises, for
example, modern transportation, constructional work and so forth, cause debasement
and radical changes in each segment of condition specifically, hydrosphere, litho-
sphere, environment and biosphere through contamination. Air contamination has
risen in the previous scarcely any decades as the most urgent issue to humankind [3].

‘To embrace/build up an Air Quality List (AQI) in light of national air quality
guidelines, well-being effects and checking program which speaks to distinguish-
able air quality for open in straightforward terms and aid information understanding
and dynamic procedures identified with contamination relief gauges.’ The venture
researches the convergence of the toxins sulfur dioxide (SO2), nitrogen dioxide (NO2)
and particulate issue (PM10) created from different wellsprings of enterprises over
the surrounding Air Nature of the GIDA (Gorakhpur) [4]. The significant poisons
as recommended by the Focal Contamination Control Board (CPCB) in a mechan-
ical region are sulfur dioxide (SO2), oxides of nitrogen (NO2) and particulate issue
(PM10) [1]. We have collected dataset from Open Government Data Platform of
India [5].

2 Background

AQI—An air quality index is a digit used by government workplaces to show how
the environment is actually sullied or how bad it is to get [6].

SO2—Sulfur dioxide (SO2) adds to respiratory side effects in both sound patients
and those with basic pneumonic illness. Controlled human introduction considers
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have shown that test SO2 presentation causes changes in aviation route physiology,
including expanded aviation routes obstruction [3].

NO2—Encompassing NO2 introduction may expand the danger of respiratory lot
diseases through the poison’s association with the safe framework [4].

SPM—Climatic airborne material, in any situation labeled barometric particulate
matter, particulate matter (PM), particulates or suspended particulate matter (SPM)
are minuscule liquid or solid matter embedded in the atmosphere of the Earth [7].

3 Methodology

3.1 Detailed Methodology that Will Be Adopted

Many methods are used to calculate AQI in different countries.
Oak Ridge Air Quality Index (ORAQI Method) [1]:
For the general location of a general air quality status at various areas of the

investigation region, the Oak Edge National Air Quality Database (ORNAQI) can
be regarded. AQI for every area in the investigation region has been assessed with
the assistance of a scientific condition created by the Oak Edge National Research
center (ORNL), USA [3], as given underneath:

AQI = [39.02
∑

Xi/Xs]0.967

where,
Xi = estimation of air quality boundaries (RSPM, SO2 and NO2).
Xs = Standard and endorsed for air quality boundaries.

Table 1 Relative AQI and scale

Value Description Health effects

0–25 Clean air None or negligible well-being impacts

26–50 Light air pollution Conceivable respiratory or cardiovascular impact for most
touchy people

51–75 Mild air pollution Expanding like hood of respiratory and cardiovascular side
effects and ailments

76–100 Heavy air pollution Exacerbation of heart or lung illness. Expanded danger of death
in kids (heart and lung malady) expanded impacts all in all
populace

> 100 Severe air pollution Genuine exacerbation of heart or lung illness. Expanded danger
of sudden passing. Genuine danger of cardio respiratory
indications all in all populace

Source [4]
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Table 2 Ambient air quality standards 24 hours average

Residential, rural and other areas Industrial areas Sensitive areas

SO2 80 120 30

NO2 80 120 30

SPM 200 500 100

AQI then estimated and analyzed relative ORAQI esteem given in Tables 1 and
2.

3.2 Methodology Used for Predicting Future Air Quality
Index

Regression and log-linearmodels [4] can be used to provoke the details provided. The
material is proven to suit in a constructive manner in the clear dropping away from
the faith [8]. For example, an emotional variable, y (known as a reaction variable),
will occur as a trigger constraint of another excentric variable, x (known as a marker
variable), with the condition:

y = wx + b

where the differentiation is recognized for being strong in y. As for the mining of
knowledge, x and y are characteristics of numeric databases. The coefficients, w and
b (called dropping apart from the faith coefficients), autonomously indicate the line
stage and the y-get. These coefficients can be loosened up by the method for least
squares, which limits the slipup between the authentic line confining the information
and the proportion of the line [9, 10].

4 Implementation and Results

Data Preprocessing—Data preprocessing is an information mining method that
consolidates changing unpleasant information into a sensible affiliation. Certified
information is consistentlymissing, conflicting and furthermore debilitated in express
practices or skims and is in all probability going to contain different misunderstand-
ings. Information preprocessing is an indicated system for settling such issues. Data
preprocessing plans unrefined data for extra getting ready. In our dataset, we re-
denoted our portions to make them less hard to grasp and type for repeated use
[11].
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Data Cleaning—It is the road to identifying and changing (or emptying) degen-
erate or misguided documents from a record collection, list or database and insinu-
ates perceiving bits of data broken, off base, wrong or useless and then overriding,
adjusting or deleting soiled or coarse details. In our data, we rectified the off base
date portions and cleared invalid segments which wasted space on our plate and
exhausted memory [12].

DataVisualization—This is an overall concept that represents everymove through
placing it in a visual context to make individuals grasp the value of knowledge.
Types, types and connections that can go undetected in text-based knowledge may
be discovered and perceived through programming for information processing as
less problematic. We have plotted observation count plots for NO2, SO2 and SPM
to determine which states have a higher number of observation count, and more
observation count generally results inmore accurate representation of data. The states
in our top 5 observation count are of focus for our analysis along with observation
count plot and we have plotted heat maps for SO2, NO2, SPM and AQI to give a
general overview of the countries AQI [3, 6].

Data Prediction—We applied linear regression [8, 12] on the states for which we
have the most frequency of values to create a more accurate model in our project; on
application of linear regression, we predicted approximate future values of AQI for
the next 5 years and plotted them for the following states—Haryana, Maharashtra,
Puducherry, Madhya Pradesh, Himachal Pradesh, Tamil Nadu and Goa.

SO2—Sulfur dioxide (SO2) adds to respiratory indications in both solid patients
and those with basic pneumonic sickness. Controlled human introduction examines
have shown that test SO2 presentation causes changes in aviation route physiology,
including expanded aviation routes obstruction. SO2, NO2 and SPM heat map-based
exploratory data analytics is shown in Figs. 1, 2 and 3.

NO2—EncompassingNO2 presentationmaybuild the danger of respiratory parcel
contaminations through the toxin’s cooperation with the resistant framework.

SPM—Climatic airborne particles, in any case called barometrical particulate
issue, particulate matter (PM), particulates or suspended particulate matter (SPM)
are minuscule solid or liquid issue suspended in Earth’s condition.

A sample state-wise prediction for next five years is given in Fig. 4.
We have evaluated accuracy on the basis of prediction for SO2, NO2 and SPM for

air quality index and reported result in Table 3.



550 V. G. Shankar et al.

Fig. 1 Heat map for SO2

5 Conclusion

In the current article an endeavour is likewise made to consider the adjustment in
contamination status during themost recent decadeutilizing themonth tomonthmean
information. To investigate and anticipate the degree of Air File level throughout the
years from1990 to 2015 to show signs of improvement comprehension of the patterns
and examine how significant government strategies have influenced the Quality File.
This paper is to advise open with respect to by and large prominence of air quality
through a rundown boundary that is straightforward. In future we will include more
features for analyzing Indian air quality.
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Fig. 2 Heat map for NO2
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Fig. 3 Heat map for SPM



Indian Air Quality Health Index Analysis … 553

Fig. 4 Prediction of next five years a Haryana, b Goa, c Himachal, d Kerala, e Tamil Nadu,
f Maharashtra

Table 3 Evaluation metrics:
SO2, NO2 and SPM

Accuracy Precision Recall

SO2 97.65 98.34 92.05

NO2 96.78 97.34 91.87

SPM 95.54 97.05 90.73
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Racist Tweets-based Sentiment Analysis
Using Individual and Ensemble
Classifiers

Bali Devi, Venkatesh Gauri Shankar, Sumit Srivastava, Kriti Nigam,
and Lakshay Narang

Abstract In this time of a global pandemic, as our society is pushing forward to a
more digital culture of working, living, studying, and earning, the Internet’s signifi-
cance is unprecedented, and inevitably so, the use of various social media platforms
has seen a boom. This paper focused on hate speech racism and sexism and built a
refined classifier that detects racist and sexist comments from the tweets. Investigating
accessible data from Internet-based existence may produce interesting findings and
bits of information about virtually every object, organization, or individual inside
the universe of general feelings. Opinion mining is the statistical action behavior
of suppositions, notions, and subjectivity of content from a corpus that integrates
natural language processing (NLP) and machine learning (ML) to classify a range of
emotions.As such, sentiment analysis remains awidely researched and ever-evolving
topic in the field ofNLP.XGBoost withword2vec gave us themost promising results,
so we refined it further by fine-tuning. Furthermore, we observed that the F1 score
was 0.690285. Thus, we were able to reach an accuracy of 69% in our classifier.
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1 Introduction and Existing Approach Overview

We are moving toward an unhindered digital culture where social media [1] has
already become an indispensable part of our lives. It is of the essence to probe the data
that is out there. With social media [1] becoming an indispensable part of our daily
lives, people from all walks of life use it to their advantage. From brands promoting
their products to launching political campaigns, social media is an integral part of
digital marketing. Moreover, since it provides flexibility and unrestricted access,
people have also begun to use it to spread hate and negativity via their comments or
tweets. Racism and sexism have plagued humanity since eons [2]. They are sewn into
the very fabric of the infrastructure of our society. However, aswe push toward amore
inclusive and tolerant society, the outrage coming out is more relevant than ever as
incidents of intolerance toward any community condemned theworld over. The recent
death of George Floyd by a white policeman kneeling on his neck till he succumbed,
has led to violent protests globally. This enraged and recorded incident is only proof of
how people are demanding a change in the existing system’s paradigms. The Internet
provides space for people to share their opinions. We have an abundance of ideas
and emotions expressed. Hence, we must have methods of studying these sentiments
[3] to know how to filter our safe spaces better. The sentiment is a thought, attitude,
or judgment brought in by emotion. Sentiment analysis [4, 5] uses techniques such
as natural language processing (NLP), text analysis, mine computational linguistics,
and classifying the emotions/opinions expressed as positive, negative, or neutral in
a document concerning any given topic. The approaches widely used in sentiment
analysis [6, 7] include Naïve Bayes theorem, state vector machine, and KNN; as seen
in Table 1, each algorithm has its advantages and disadvantages.

2 Literature Review

The problem of sentiments analysis has been an area of interest for data scientists
for quite some time now. A lot many researchers have worked on sentiment analysis
[11–14] at different fragmental levels. Pang and Lee [6] solved it as a document level
characterization problem, Liu et al. [15] analyzed it at a further and showed results on
it at a sentence by sentence level, other researchers have one step ahead. Today, we
see sentiment analysis [16, 17] carried out at the word level. Jahanbakhsh andMoon,
[1] explained data analysis from social media [1] as twitter comes with its challenges
like recognition of sarcasm and satire language. The informal vernacular used in the
tweets makes it another obstacle in the analysis of microblogging data. Hence, a few
special techniquesmust be used. Go et al. [2] and Tang et al. [18] revealed some of the
earliest research on the study of emotions on Twitter and all the excitement about it.
They use emoticons to understand the context of the tweets. They based their models
on Naive Bayes, Maxent, and SVM and reported that SVM outperforms the other
classifiers. Pak and Paroubek [5] explore the use of part-of-speech functionality but
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Table 1 Advantages and disadvantages of existing methods [8–10]

Technique PROS CONS

Support vector machine They’re accurate in high
dimensional spaces
They use a subset of training
points in the decision function
(called support vectors), so it’s
also memory efficient

The algorithm is prone for over
fitting, if the number of features is
much greater than the number of
samples
SVMs are not very efficient
computationally, if your dataset is
very big, such as when you have
more than one thousand rows

Naive Bayes Prediction time: Since all the
probabilities are pre-computed in
the Naïve Bayes algorithm, the
prediction time of this algorithm
is very efficient

Data scarcity. Chances of loss of
accuracy. Zero frequency i.e. if
the category of any categorical
variable is not seen in training
data set then model assigns a zero
probability to that category and
then a prediction cannot be made

k-nearest neighbors k-NN has no assumptions: k-NN
is a non-parametric algorithm
which means there are
assumptions to be met to
implement k-NN. Parametric
models like linear regression has
lots of assumptions to be met by
data before it can be implemented
which is not the case with k-NN

k-NN slow algorithm: k-NN
might be very easy to implement
but as dataset grows efficiency or
speed of algorithm declines very
fast

leave inconsistent outcomes. These researchers investigated different techniques of
automatically collecting training data. Pak and Paroubek [5] focus on emoticons to
train their subjective data, just asGo,Alec andBhayani did in (2009) [2]. They extract
their objective data from twitter accounts of popular newspapers alike. However, we
performed feature extraction through bag-of-words, word2vec, and TF-IDF. Also,
we explore python libraries for data representation. Our data does not suffer from
any bias and is not generated through queries but consists of random tweets posted
by people. Gann et al. [16] use tokenization from twitter review data. They assign
scores based on positivity or negativity. In comparison with existing methods in
sentiment analysis, findings by Saif et al. [7, 19] suggested that semantic feature
analysis produces better recall in computing scores for negative classification.

3 Methodology

To begin this paper, we imported all the required python libraries are NumPy, pandas,
nltk, matplotlib, and seaborn, and strings. It was followed by data pre-processing.
Shown below is the basic outline of our approach (Fig. 1).
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Fig. 1 Proposed framework for tweets

3.1 Data Set and Preprocessing

We downloaded the test (1598 KB) and train (3031 KB) data set from https://www.
kaggle.com/arkhoshghalb/twitter-sentiment-analysis-hatred-speech as.csv files [20,
21]. The data was pre-labeled as per the following: 1 for racist/sexist tweets and 0
for non-racist/non-sexist tweets. The overall data set consisted of 31,962 rows. Data
set divided into 70:30 (train:test). The testing data set consists of 9589 rows. We
calculated the number of tweets labeled as 0 and 1, respectively, and the result is as
follows (Table 2).

https://www.kaggle.com/arkhoshghalb/twitter-sentiment-analysis-hatred-speech
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Table 2 Data set 0 29,720

1 2242

Fig. 2 Cleaning and stemming tweets

Text is a highly unstructured formof data; hence, different noise forms are found in
it, so data cannot be readily processed without pre-processing. Cleaning was carried
out in three layers [3]. The first was to remove the twitter user handles, so a custom
function was employed to do this. The next step was to replace everything except
hashtags and alphabets with a blank space to keep the data relevant to our purpose.
The next step was to remove all words of length less than three since we only must
make use of data that is relevant to our aim. This process was followed by tokenizing
the cleaned tweets and stemming them to the root value. For stemming we used the
stemmer () function from the nltk library (Fig. 2).

3.2 Data Exploration

After cleaning the data, both testing and training sets, we proceeded to explore the
data to help us develop an intuition to build our approach. We created a wordcloud
and plotted the negative and positive words separately. We imported the wordcloud
library for this. Next, we extracted racist and non-racist hashtags as they are an
integral part of our data. To assess it further, we plotted a frequency distribution
curve for the most frequently used racist/sexist and non-racist hashtags (Fig. 3).

3.3 Feature Extraction

While a few characteristic features [7] are obtained directly from raw data, what we
usually require are derived features from the set primary features that are relevant
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Fig. 3 a Wordcloud of the racist words. b Frequency distribution of racist hashtags

to target the underlying issue. Feature extraction [14] derives valuable information
from raw data. The principal features reformat, combine, and transform from their
original state into new derived ones, till they form a data set of their own, that can
be consumed by the machine learning [22] models to achieve their goals. We used
the following for feature extraction techniques:

• Bag-of-words,
• TF-IDF,
• Word embedding.

In Fig. 4, we can see the histogram plot of the training and testing data set.

Fig. 4 Histogram of the
train and test data sets
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3.3.1 Bag-of-Words

Bag-of-words is a very popular NLP and information retrieval (IR) [23] algo-
rithm where the entire text gets divided into bags (multisets) of words irrespec-
tive of the grammar and word order but keeping the meaning intact. We used the
bow_vectorizer() and CountVectorizer() functions from the sklearn library.

3.3.2 TF-IDF (Term Frequency-Inverse Document Frequency)

TF-IDF is a method used to calculate a phrase in documents; typically, we determine
a weight for each phrase that indicates the word’s meaning in the document and
corpus. This technique is a process widely used for the acquisition of information
and the analysis of the text. Term frequency (TF) is separate for each document and
word to formulate TF as follows.

TF(t, d) = count of t in d

number of words in d

Document frequency (DF) is the number of terms t occurring in the text set N.
In other words, DF represents the number of records containing the word. When the
phrase appears at least once in the paper, we can consider one case; we need not ask
how many times the word is present.

DF(t) = occurrence of t in documents

By dividing the total number of documents, we normalize to hold this in a set,
too. Our principal aim is to learn a word’s informativeness, and DF is the absolute
opposite of that. Instead, we turn the DF upside down. Opposite document frequency
(IDF) is the opposite of document frequency that calculates word t informatively.
If we quantify IDF, it will be minimal for the more frequent words like stop words
(because stop words like “is” are present in nearly all of the papers, and N /DF would
assign that word a little value). It ends up offering what we desire, a proportional
weighting.

IDF(t) = N

DF

When a word that is not in vocabulary happens during the test time, the DF would
be 0. Because we cannot divide by 0, by adding 1 to the denominator, we smooth the
sum out.

IDF(t) = log
N

(DF+ 1)
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Finally, by taking a multiplicative meaning of TF and IDF, we get the TF-IDF
ranking; there are many different forms of TF-IDF, but let us focus on that primary
type.

TF− IDF(t.d) = TF(t, d)× log
N

(DF+ 1)

Term frequency-inverse domain frequency is a statistical method of establishing
the importance of a word in each text or document and is the most popular term-
weighting method in data science. Python provides a built-in function for this—
TfidfVectorizer(). It is available in the sklearn library.

3.3.3 Word2vec

Word2vec is a shallow (two-layer) neural network that converts words into vectors
and groups the similar vectors together. Vectorization is more efficient and, as it
uses mathematical relations, to classify the words. It creates numeric distributions
of words or features and simplifies establishing relationships between those words.
It is a combination of two models, bag-of-words and skip-gram model. Word2vec ()
function is imported from the gensim library.

4 Model Building

After completing feature extraction [7, 14], we moved onto building our binary
classifier. For this purpose, we chose four popular classifiers, namely:

• Logistic regression,
• SVM,
• Random forest,
• XGBoost.

Logistic regression is the easiest and most popular classification [14] algorithm.
It is used for categorical data analysis and uses a sigmoid method to measure the
probability of an occurrence. The equation used in this model is as follows,

ȳ = σ (x) = 1÷ (
1+ e−x

)

ȳ = P(y = 1|x)

This classifier is available in the sklearn library and can be imported from the
sklearn linear model. We developed the second model using support vector machine
(SVM) [12, 24]. SVM [24, 25] is capable of linear regression and logistic regression.
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It does so by drawing a hyperplane in an N-dimensional space (N is the number
of features) capable of effectively distinguishing the various groups. The optimal
hyperplane is the one that has the maximum margin between the data points of the
classes. It is a built-in classifier and was imported from the sklearn. Next, we build
a random forest classifier [24, 26]. It is built upon multiple decision trees. The most
voted outcome from all the trees is regarded as the output class. The trees are highly
uncorrelated to each other and that is the fundamental theory behind it. Lastly, we
built the classifier XGBoost. XGBoost is an open-source library which stands for
extreme gradient boosting. It has become an increasingly popular classifier primarily
because of the following things: high-speed performance, flexibility, portability, and
integration of boosted tree algorithms and parallel processing. It must be first down-
loaded and installed on your system and can be done by—pip install XGBoost on
the CLI. It focuses on speed and performance while providing many advanced func-
tionalities. After training our model for each of these classifiers, we calculated the
F1 score for all and compared the results. We used the F1 score as our evaluation
metric since we found the data set to be biased. The formula for calculating F1 score
is as follows,

Pr = Tp
Tp + Fp

Rc = Tp
Tp + Fn

F1 score = 2PrRc

Pr + Rc

4.1 Parameter Tuning

After comparing the F1 scores of each model, we found XGBoost performed best
with the word2vec feature extraction algorithm [7, 14]. To refine our model further,
we used parameter tuning to get better results. General approach for parameter tuning
follows the steps below to tune the parameters (Fig. 5):

• Choose a relatively high degree of literacy. A learning rate of 0.3 is normally
taken advantage of at this point.

• Tune tree-specific parameters like max depth, min child weight, subsample,
colsample by tree while keeping the rate of learning fixed. Fine-tune the rate
of learning.

• Finally, tune gamma to avoid overfitting.
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Fig. 5 F1 score after fine-tuning

5 Results and Discussion

For the fulfillment of this research, we studied the existing literature and saw that
most papers employed frequently used classifiers like SVM [24], Naive Bayes, etc.
We used the knowledge from these papers to develop a novel approach for text
classification, however still abiding by the fundamental framework. After collecting
data sets from Kaggle, we proceeded to clean and inspect it. After cleaning the
tweets to extract only the relevant information, we visualized our data by creating
a wordcloud and plotting the frequency of the most common negative and positive
words. The purpose of this was to help us gain more insight into our data. After this,
we used feature extraction [14] via bag-of-words, TF-IDF, and word2vec algorithms
as we wanted to create the best performing binary classifier for the given data set.
We have found confusion matrices of random forest with word2vec in Table 3, SVM
with word2vec in Table 4, and SVM with TF-IDF in Table 5.

Table 3 Random forest with
word2vec

Actual Predicted

1 0

1 8897 8

0 454 230
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Table 4 SVMwith word2vec Actual Predicted

1 0

1 8702 203

0 288 396

Table 5 SVM with TF-IDF Actual Predicted

1 0

1 8771 134

0 404 280

Following this, we used each feature representation against the four classifiers
that we used: logistic regression, SVM [24], random forest [24, 26], and XGBoost.
To evaluate our models, we used the F1 score (Table 6) as our metric since we found
the training data set to be biased. The results obtained are as follows in Table 7:

XGBoost with word2vec gave us the most promising results, so we refined it
further by fine-tuning. Furthermore, we observed that the F1 score was 0.690285.
Thus, we were able to reach an accuracy of 69% in our classifier.

Table 6 Evaluation metrics

Evaluation metrics Precision Recall F1 score

Random forest with word2vec 0 0.95 1.00 0.97

1 0.97 0.34 0.50

SVM with word2vec 0 0.97 0.98 0.97

1 0.66 0.58 0.62

SVM with TF-IDF 0 0.96 0.98 0.97

1 0.68 0.41 0.51

Table 7 Result analysis Classifier/feature Bag-of-words TF/IDF Word2vec

Logistic regression 0.530782 0.5446507 0.615271

SVM 0.50969 0.51141 0.615384

Random forest 0.55292 0.562152 0.503225

XGBoost 0.52477 0.539426 0.640211
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6 Conclusion and Future Scope

Text analysis and classification remain a robust topic in the field of data science. Lots
of research have been done on it and are still going on. Many classifiers like logistic
regression, Naive Bayes, and SVM have been used. But we also used XGBoost that
has become a popular ML algorithm due to its efficiency and performance. All of
this has been implemented by using python on the Jupyter notebooks framework.
However, there are a few things that can enhance our model by incorporating deep
learning [22] and reinforcement learning:

• Working with emoticons and assessing their polarity,
• Building a multiclass classifier.
• Scraping data from social media,
• Using a larger data set to achieve better results.
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Abstract Day by day the data is increasing enormously so storage of big data and
analysis of big data require large storage as well as fast processing. Scaling can be
done in two ways horizontal scaling and vertical scaling. Earlier horizontal scaling
was approached to process big data. They tend to increase processing power each
time the data is increased. Today, the vertical scaling approach is the best practice
to handle big data. Privacy is also major concern, public fear of inapt use of their
personal data.Apache Hadoop is one of the solution of big data. Hadoop below
version 2 lack high availability in NameNode. We have found the solution of high
availability of NameNode in Hadoop version 1. We have used centralized storage
that is NFS server and shared that storage with two places. We have called it primary
and secondary NameNode according to the vocabulary of Hadoop version 2. Primary
NameNode is working as a master to the DataNodes while secondary NameNode
will keep track of live status of primary NameNode. When primary NameNode goes
down then secondary NameNode will replace its IP with primary NameNode’s IP
and then it will become master to the DataNodes. In this way, we can obtain high
availability in older Hadoop version older than 2.
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1 Introduction (Big Data)

Big data explains to exceptionally huge structure or semi-organized and unstructured
information. With conventional information handling application programming, it is
extremely hard tomanage huge informational collection of various structures. Putting
away information, looking, examining information are remembered for difficulties
of large information. Large information qualities can be depicted in five V’s that are
volume, speed, assortment, changeability and veracity. Volume implies the measure
of information produced and put away. Speed implies the rate at which information is
produced and broke down to satisfy the need of development and advancement. The
assortment is the kind of information created that can be organized, semi-organized
and unstructured information. Inconstancy implies information irregularity which
may hamper procedures to deal with and oversee it. Veracity implies the information
differ every now and again influences the exact investigation [1].

Obstacle with large information is with regards to deal with various sorts of
information; we likewise allude them as heterogeneous information. Heterogonous
information are made out of organized information like information of RDBMS,
data stockroom and so forth. Unstructured information like simple information, GPS
following data, sound, video, pictures and so forth. Semi-organized information like
XML, Email, JSON and so forth. Examination of organized information is simpler
than different types of information on the grounds that our handling of information
is most effectively on the off chance that they can store numerous things that are on
the whole indistinguishable structure and size. Other problems related to big data
scaling, timeliness and privacy. Day by day the data is increasing enormously so
storage of big data and analysis of big data require large storage as well as fast
processing. Scaling can be done in two ways horizontal scaling and vertical scaling.
Earlier horizontal scaling was approach to process big data. They tend to increase
processing power each time the data is increased. Today, vertical scaling approach
is best practice to handle big data. Privacy is also major concern, public fear of inapt
use of their personal data [2].

Big data is a buzzword among companies and their business nowadays. Big data
analysis has revolutionized many businesses.

This analysis report helps the executives of the company to take right and fast
decisions.

Different types of analytics solutions can be classified as descriptive, predictive
and diagnostic. Descriptive analytics mean to yield the useful information from
events and reports from history to identify patterns and create management reports.
We can also say modeling past behavior. In very simple way, just say what happened.
Predictive analytics identifying from past pattern and predict the future. In simple
way, we can say what could happen in the future. Diagnostic analysis means what
happened and why it happened. By following above strategies companies take their
decisions [3].
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2 Big Data Tools

TheApacheCassandra database is one of the instrumentswhich give powerful admin-
istration of enormous information. Its property of giving adaptability and high acces-
sibility without trading-off execution. Since it works in ware equipment, it is less
expensive and productive. Giving adaptation to non-critical failure in item equip-
ment or cloud framework make it immaculate innovation [4]. Neo4j is one of tools
which provide big data solutions. Neo4j is scalable graph database technology which
is developed using JAVA technology. Neo4j is flexible data model provides real-
time insight and incorporate feature scalability and high availability which makes
it more reliable [5]. Splunk is one the best analytics tools for analyzing log files.
This software for monitoring, searching and analyzing machine generated big data.
MongoDB is also one the tools which is open-source collection and document-
oriented database program for storing as well as analyzing big data. It comes under
NoSQL database technology. MongoDB uses JAVA script object notation (JSON)
documents with schemas. MongoDB is a product developed by MongoDB Inc [6].
One of the commonly used tools for analyzing big data is Tableau. Tableau is an
interactive data visualization tool developed by software company Tableau software
focused on business intelligence. There are many other tools and technology which
are working on the analysis as well as storage of big data.

3 Apache Hadoop

The Apache Hadoop is an open-source programming for adaptable, solid, circulated
capacity and appropriated figuring. The Apache Hadoop programming is a system
that deals with the recipe of conveyed preparing of huge information and circulated
stockpiling of information across various hubs of groups. It is intended to level scale
up.ApacheHadoopcan scale fromsingleworkers to a hugenumber ofmachines, each
performing neighborhood calculation and capacity. It one of the noticeable properties
is high accessibility which implies the assets are consistently accessible [7, 8]. For
high accessibility does not relies upon equipment it planned in such amanner the high
accessibility is acquired by Hadoop programming itself. The Hadoop programming
incorporates these modules [9]:

• Hadoop Common: The utilities that help the other Hadoop modules.
• Hadoop Distributed File System (HDFS): A dispersed stockpiling or document

framework that gives quick access to application information.
• Hadoop YARN: It is a model that schedules jobs and manages cluster resource.
• Hadoop MapReduce: Hadoop MapReduce provides parallel processing. It works

in two-stage mapper and reducer. Because of parallel processing of data makes
the Hadoop as one of the best solution of big data.
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Table 1 Difference between Hadoop version 1 and Hadoop version 2

Hadoop version 1.x.x Hadoop version 2.x.x

Support MapReduce for data processing but
does not support other computing models

Support MapReduce as well as other
computing models such as Sparks, Giraph, Pig
and Hive

MapReduce (MR) is responsible for data
processing and cluster management

Yet another resource negotiator (YARN) is
responsible for data processing and cluster
management

Scalability is limited to 4000 nodes per cluster Scalability is up to 10,000 nodes per cluster

Single NameNode manages the entire mapper
and reducer tasks

Multiple NameNode manages the entire
mapper and reducer tasks

Microsoft windows is not supported Microsoft windows is supported

4 Hadoop Distributed File System (HDFS)

The Hadoop Distributed File System is a disseminated record framework designer to
run on item equipment. Product equipment implies the equipment that is moderately
reasonable and is broadly accessible. The distinction between product equipment
and other dispersed document frameworks are high issue open minded and minimal
effort of equipment gadgets in HDFS. HDFS provides high throughput access to data
and is also suitable for big data. HDFS also provide high availability means the data
is always available to client. If one of the servers goes down there is replica of same
data on different servers, HDFS automatically redirect the request to the other live
server [10].

HDFS is stores the application data and its metadata in two different servers. A
server in which application data is stored is called DataNodes. A server in which
metadata is stored is called NameNode. HDFS is works on master–slave model.
NameNode is master and DataNodes are slave. NameNode is the one which drives
all the processing of data because it containsmetadata of all the data. ApacheHadoop
is available in from version 0.14.1 to version 3.0.0-alpha4. Mainly Hadoop v1 and
Hadoop v2 are used.HDFSarchitecture of both versions is almost similar butMapRe-
duce has different architectures. Difference between Hadoop version 1 and Hadoop
version 2 [11] is shown in Table 1.

5 Limitation of Hadoop Version 1.x.x

Hadoop below version 2.x.x lacks the feature of high availability of NameNode.
If NameNode fails entire cluster and fails in Hadoop version 1.x.x, but in Hadoop
version 2.x.x provide high availability in NameNode. We have found the solution to
this problem by providing high availability in Hadoop version 1 (Fig. 1).
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Fig. 1 Architecture of Apache Hadoop version 1.x.x

6 High Availability Solution in Hadoop V1

The simple definition of high availability is always available. Since data and appli-
cations are very critical on the Internet so it very important that services needs to
be highly available. High available systems typically attempt to achieve 99.999%
(5-nines) availability [12]. High availability can be achieved in cluster system where
in each nodes are independent. High availability is engineered in such a way when
one node goes down other node goes up. In Amazon Web services high availability
is provided in an entire region. In a region, we have more than two data centers. Even
if there is disaster in one data center, client’s data will not be lost [13, 14].

When we say high availability in Hadoop v1 we mean high availability of
NameNode. Hadoop version v1 already has high availability of DataNode, but we
am going implement high availability of NameNode in Hadoop version 1 to do this
we need have following [12].

6.1 Centralized Storage

To provide centralized storage, we can use different storage techniques, we used
network file system (NFS) server for that. NFS server is distributed file system
protocol. In this server, we can share storage. Suppose if storage is shared with read
and write permission to two clients then any change in server or any of two clients
is going reflect everywhere because the storage is shared. That is why when data
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is stored at primary NameNode it is stored in NFS server and same changes are
reflected also in secondary NameNode.

6.2 Two NameNode

The storage is mounted in both the NameNodes. Both NameNodes must have same
configurations in the configuration files that are core.site.xml and hdfs.site.xml. Let
us call one NameNode as primary and another NameNode as secondary NameNode
according to vocabulary of Hadoop version (Note: the secondary NameNode here
is taken as an example to explain. The secondary NameNode in Hadoop version
2 and above not only provide high availability but also may other features). Here,
secondary name has two jobs. First, it keeps track of live status of primaryNameNode
and second it will change its IP with the IP of primary NameNode when primary
NameNode fails.

6.3 Python Program

The prerequisite to run this Python code is primary NameNode and secondary
NameNode will have same configuration setting, i.e., configuration of hdfs.site.xml
and core.site.xml. This Python code will run at secondary NameNode. It checks if
primary NameNode is alive or dead by pinging it in an infinite loop.When secondary
NameNode pings successfully the output of getstatusoutput() function will be 0. If
there is any unsuccessful the loop the output of getstatusoutput function of Python
will nonzero and the loop break. It will then change the network setting of secondary
name by using Python file handling. In this network, secondary NameNode changes
it IP address with the IP address of primary NameNode. Then, restart the network
settings.After this, wewillmount theNFS shared file to the same location asmounted
in primaryNameNode.Weneed to restart theNameNodedaemon. In caseNameNode
goes to save mode, we need to leave the safemode because in safemode NameNode
does not works [7, 15] (Fig. 2).

import commands
#checking heart beat of primary namenode
while True:
check = commands.getstatusoutput(“ping -c 1 primary_namenode”)
if check[0] = = 0:
print check [1]
pass
else:
break
#changing virtual ip with ip of primary namenode in centos 7.3
file1 = open(“/etc./sysconfig/network-scripts/ifcfg-enp0s3:1”,‘r+’)
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Fig. 2 Architecture of implementing high availability of NameNode in Hadoop version 1

file1.seek(323)
file1.write(“primary_namenode”)
file1.close()
# restart network
commands.getstatusoutput(“systemctl restart network”)
commands.getstatusoutput(“ifup enp0s3”)
#mount namenode
commands.getstatusoutput(“mount 192.168.43.147:/nfs /namenode”)
#restart hadoop-daemon
commands.getstatusoutput(“hadoop-daemon.sh start namenode”)
commands.getstatusoutput(“hadoop dfsadmin -safemode leave”)

7 Conclusion

We are living in era where data storage and analysis is back bone of every company
and data is a crucial entity for company as well as client. Client always want that
data should always be available that means they ask for zero down time. High avail-
ability feature has become one key aspect in every technology. Many technologies
are used for high available solution like Raid redundant array of independent disk,
SAN storage area network and nowmicroservices like kubernetes and docker swarm
provides high availability solution. We have developed a code which allows us to
avail high availability in Apache Hadoop. Now, if any company wants to use Hadoop
version less than 2, then they can use this technique. They do not require migrating
from Hadoop version 1 to Hadoop version 2. With this technique, we can obtain
high availability not only in Hadoop but also any other technology with some little
changes in configuration.
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A Framework for Detection
and Validation of Fake News
via Authorize Source Matching

Deepak Mangal and Dilip Kumar Sharma

Abstract In the present era, peoples are sharing views, information, and knowledge
on social media across the world without validating the contents. This increases the
probability that deceptive news reaches the group of peoples. This type of deceptive
news is termed as fake news and requires a proper solution to validate such contents.
To overcome and find a solution, a novel framework along with algorithm has been
proposed in this research work. The framework is using embedded image/text as
input. Extract text with image features used as query and sent to multiple search
engines to find relevant links to validate source of generation. After all, the source
of the selected links validates by stores authorize source list. Algorithm achieves 82,
85, and 94% accuracy on MediaEval, BuzzFeedNews datasets, and Google news,
respectively.

Keywords Fake news · OCR ·Web scraper · Search engine

1 Introduction

Deception or fake news is a sort of sensationalist reporting or an exploitative news-
casting that comprises of deliberate tricks, or that present next to zero authentic well
inquired about news spread through customary news media or online Internet-based
life. Distinctive meaning of falsehood or gossip has been utilized in the writing. One
of the most embraced is in Allport and Postman, where a rumor is characterized as
a story or an explanation whose fact esteem is unsubstantiated. Rumor can likewise
be characterized as a coursing story or report of questionable or far-fetched truth.
“Rumor does not need to be false, and they can be viewed as later to be valid or fake.”
Misinformation might be a news parody, which utilizes embellishment and presents
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non-accurate components that are intentionally expected to delude. The term is addi-
tionally now and again used to provide a reason to feel ambiguous about uncertain
authentic news from a restricting political point of view. Secretly the sites which
host counterfeit news and need realized distributers are censured, in light of the fact
that they make it hard to contest wellsprings of phony news for slander. Because of
the climb in the prevalence pace of online life in the present time, the Web turns
into a perfect reproducing ground for spreading fake news, for example, deluding
data counterfeit surveys, counterfeit notices, etc. Twitter has been considered as one
of the most broadly received online life stages for spreading breaking news around
the world. Online life gives adaptability of sharing and trading data which accom-
panies an inconvenience of bountiful perusers with an immense volume of new data
consistently. The effect of fake news got universal in the twenty-first century.

Aside from all, fake news has been blamed for expanding political polarization
and disciple struggle during political decision battle, and the voters can likewise be
effectively affected by the falsehood or deceiving political articulation and cases.
In 2016, the term fake news was the most as often as possible utilized term via
Web-based networking media and has increased significantly greater ubiquity after
the 2016 US political race [1]. A post by Collins Language Publication “counterfeit
news” was reported as the “expression of the year” [2]. Figure 1 depicted fake news
as a big problem today. Social media is the main source of it.

However, the researchers have worked in the fake news as a research area but
did not reach on a full proof solution. The different perspectives used to study and
research on fake news is defined as follows:

Fig. 1 Fake news problem



A Framework for Detection and Validation of Fake News … 579

Fig. 2 a Fake story related to Michelle Obama. b Trump falsely accuses Obama (from Facebook)

• Style based: it focuses on the way the news is written so that it can be treated as
false.

• Propagation based: as the name suggests the way of spreading, so this perspective
focuses on how the misinformation is spreading.

• User based: this perspective deals with users, i.e., how the people are involved
with fake news.

Some example of spread fake news at the time of US election is shown in Fig. 2a
and b [3]. The validation of fake news is a challenging task. Several other theories
evolved across diverse factors such as philosophy, psychology, and economics. One
such theory is fundamental human cognition and behaviors that gave indispensable
perceptions for fake news analysis. Recent research is focused on social media post
in the form of embedded text with images. The researcher extracts text and their
features with image features and train machine accordingly. In 2016, Jin et al. [4]
focused on this type of fake news. They extract visual and statistical features to
identify the post as fake or real. So, our contribution in this paper as follows: We
propose an original framework for news authentication and detect it as fake or real.
The framework extracts text and salient information available in image and passes
as query to multiple search engine query analyzer and extract relevant link. The
links which are coming from trustworthy sources such as country media are used to
validate the news legitimacy.

The organization of rest of paper as follows: The Sect. 2 explores information
and acquaintance from traditional approaches, and Sect. 3 describes some appre-
ciated prevailing framework for fake news detection and describes the anticipated
framework and its segment. The implementation with the proposed algorithm and
experimental result analysis discuss in Sect. 4. The Sect. 5 presented scope and future
work.
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2 Literature Review

A FNDNet model has been proposed by Kaliyar et al. [5] for fake news detection.
FNDNet based on deep CNN. The proposed model has the capability to learn about
biased features for fake news classification using different layers hidden inside the
neural network, i.e., without using any manual method. The authors after performing
their research and compared their results with several other models to know the accu-
racy with respect to other former proposed models. Ibrishimova et al. [6] developed
a new definition for fake news based on factual accuracy and relative bias. In their
model, they used five NLP features combined with three knowledge verification
features to verify the scope and readability of the news. They used Google NLP API
and News API to implement their model. Gravanis et al. [7] used various machine
learning algorithms for fake news detection. The author also focused on the improve-
ment of variousmachine learningmethods like Bagging andAdaBoost by examining
famousMLclassifiers. This paper also gives a glimpse of invention of new text corpus
named as unbiased dataset.

Mele et al. [8] identified and captured the news from various sources by using
popular discrete dynamic top modeling and hidden Markov model. Modern people
are more fascinated toward the news posted online which is the most common and
easy way of spreading fake news. Here, the authors tried to be focused more latest
news rather than the old news. The proposed model includes training of recurrent
neural network with the aim of identifying hoaxes [9]. In Zhang et al. [10], authors
have presented the following parameters for assessing the performance of fake news
detection system. The parameters are: accurate detection, interactive visualization,
early warning and post intervention, and third-party verification. Lastly, the author
deduced that the fake news system should comprise of alert, detection, and inter-
vention system. The fusion of these three system results in better analysis. Check-It
model by Paschlides et al. [11] through this research authors tried to provide a check-
it system, a kind of plugin for the browser that comprises of different signals fused
together to identify misinformation. They used lexical semantics, feature selection,
and information extraction for computing the results.

Aldwiri et al. presented paper in [12]. In this paper, clickbaits and fake news
allowed users to discriminate helpful insights from the Internet. The above was
possible because of the tool developed by the authors that can be installed in the user
browser. And the tool used Bayes net, logistic regression, random tree, and Naïve
Bayes algorithms. A survey has been conducted by Sharma et al. in [13] as a long
way to go. Vishwakarma et al. [14] focused on validating the accuracy of the text
on the image by checking its reliability in top 15 search results of Google followed
by computing the reliability parameter which finally helped in classifying the news
as real or fake. In a research paper, Perez-Rosas et al. [15] focused on automatically
identifying fake content on Internet. The authors used two novel datasets for the
above task. Several processes like collection and validation are discussed in detail in
this paper. A thorough analysis is performed based on the linguistic differences in
legitimate and fake news content.
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A FAKEDETECTOR [16] developed by Zhang with another researcher. They
have a purpose of finding different algorithms and principles for detecting fake news.
FAKEDETECTOR was developed using the concept of data mining and diffusive
network. An embedded image/text-based research work also presented in [17]. In
this, researcher used CNN for image features and LSTM for word embedding. They
work with cosine similarity index and compare extract text with image-based text A.

3 Proposed Framework

There is various framework proposed by many researchers. Similarly, we proposed
a novel multimodal framework to validate news as fake or real as shown in Fig. 3.

3.1 Embedded Image/Text

Today, all news post in the form of image with text. Our framework focuses on such
news and uses such embedded image as input to check whether such news post is
fake or real.

Fig. 3 Proposed framework with various blocks
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3.2 Text Extraction

The deep learning model optical character recognition is used to extract text from
input. The nanonets technology is used for more accurate text from image. So, now
the text is removed from image after extraction and passes for cleaning and spell
checking. The spell checks all available word spelling and send checked text to
query builder unit.

3.3 Query Builder and Multiple Search Engines

Query builder block take verified text as input with image saliency features and build
query and pass it to multiple search engine. As we have not believed only one search
engine such as Google as Vishkarma et al. [14] has used for news verification. We
have developed multithreaded block in our framework which fires the build query to
many search engines and extracted related links from corpus.

3.4 Web Scraper and Link Resolver

TheWeb scraper uses extracted links and run scraper on links for extract information.
The extracted information would be treated as one document from corpus. To check
relevancy of the document with query, the TF-IDF model will be used. The TF-
IDF provides each word frequency as term frequency for similarity of query with
document. However, from many links, we would have low word frequency, these
links will be discarded and would not be to carry forward to next block of our
framework.

3.5 Source Analyzer and Classification

The source analyzer is the main block of our framework. It uses a list of authorized
sources of news media. This block uses selected links from the previous block where
each word frequency is high and checks it with authorized source list. If sources from
the list of authorized sources, then weight will be assigned to the news. Similarly,
all other links will be checked and weight will be added to the previous weight. A
threshold value has been set by observation of real news and fake news. If the assigned
weight value is higher then news will be classified as real otherwise fake.
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4 Implementation and Experimental Results

4.1 Implementation Setup

To implement the framework the Python 3.7 has been used. For deep learning OCR,
the Google cloud service is used. OCR extract text from embedded image and pass
to query builder. The query builder checks spelling by using text blob package in
Python. The spell check method will be used, it returns confidence score associated
with correction.Themultithread environment has been implementedby import thread
package in Python. The start thread method was used for creating a thread for one
search engine. Similarly, other threads created. To convert extracted links in related
document,Web scraper has been implemented in Python. The beautiful soup package
is used to implement this. The HTML parser is used for parsing the HTML document
for information. To find related documents with query, TF-IDF model has been used
from pandas package. For this, SkyLearn imported and compute TF method is used.

Equation for tf (term frequency)

tfi, j = ni, j
∑

kni, j

where ni,j occurrence of ith word in jth documents and tfi,j is term frequency.
For classification, the source analyzer used to check authorize source with already
prepared authorize list of news media. For each matched link, a weight assigned as
Wi where i represent authorized source ID. All matched weight would be added and
all non-matched has been discarded. Sum of all matched authorize source weight

(W ) =>

n∑

i=0

Wi

For classification, if weight value is more than 60%, then newswould be classified
as real otherwise fake.

4.2 Experimental Result and Analysis

In this section, we evaluate our results on datasetMediaEval2016 [18] andBuzzFeed-
News [19]. The MediaEval2016 consists 40 events, 261 articles and 478 embedded
images/text where 236 real images 242 fake images. The BuzzFeedNews dataset
consists of 6 article and total 49 images with 31 real and 18 fake. For accuracy
measure, true positive, false positive, true negative, and false negative terms value
has been calculated for precision (P), recall (R), and F1-measure to find accuracy of
the proposed framework. Accuracy may calculated as follows:
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Accuracy = number of correct predictions

total number of predictions

We have also run our algorithm on some Google news to check whether the news
is fake or real.

Algorithm 1: Proposed Algorithm.
Step 1: Input embedded Image/Text to Deep learning OCR, it extracts text as ET

and image features.
Step 2: Output of step1 passes to query builder, it builds query by concatenate all

inputs and generate query.
Step 3: The generated query sends to multiple search engine based on multi-

threaded path.
Step 4: Related Links are extracted as RLi where i represent the source.
Step 5: All RLi used by web scraper and scrap the text as Ti.
Step 6: All Ti and ET passes to TF-IDF for term frequency.
Step 7: The Link resolver uses first twenty link which are having highest tf-idf

core and others are discarded.
Step 8: For all selected i = 1 to total authorize source.
Match with authorize source already available in a list.
If matched then.
W =W +Wi.
Step 9: If (W *100/total authorize source >60%) then.
Output as Real News.
Else.
Output as Fake News.

Table 1 depicted result as follows: The MediaEval2016 has been divided into
training and testing dataset in the ratio of 70 and 30%. The 82% accuracy has been
achieved. As recall percentage is only 56%, it actually decreasing our proposed
framework accuracy. The BuzzFeedNews dataset we have used to test the perfor-
mance of our proposed framework and algorithm. We have achieved 85% accuracy
with 74% recall and 65% precision. The F1-measure is 70%. News in the form
of embedded images/text has been collected from Google news. We have run Web
scraper to collect 274 such news and run our proposed algorithm on it. For Google
news dataset, we have achieved highest accuracy of 94%. This accuracy proved
that our proposed framework and algorithm generate better results to validate an
embedded image/text as news as real or fake.

Table 1 Performance evaluation

Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

MediaEval2016 82 61 56 52

BuzzFeedNews 85 65 74 70

Google News 94 90.9 95.7 94.3
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Fig. 4 Performance evaluation chart

To compare the result of all datasets, a performance evaluation graph has been
strategized as shown in Fig. 4. The performance evaluation graph depicted as when-
ever recall is high, the accuracy measure is also high. It shows if have maximum
number of authorize source in predefined list then our framework and proposed
algorithm perform with highest percentage. So, the proposed framework is a novel
framework to validate a news as embedded images/text as real or fake.

5 Conclusion and Future Work

In this research work, a novel framework with an algorithm has been proposed for
fake news validation. The feature that makes the framework unique is its multiple
search engine-based validation. The algorithm has been evaluated on two popular
dataset MediaEval2016 and BuzzFeedNews. The accuracy observed after execute
the proposed algorithm on datasets is 82 and 85%. The performance of the proposed
algorithm increased to 95% accuracy with Google news which has been scraped by
Web scraper. In the future, publisher and author credibility may include to enhance
the performance of the proposed algorithm.
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Prediction of Type of Bone Disease Using
Machine Learning

Sujata Joshi and Mydhili K. Nair

Abstract Machine learning has emerged as a promising field in the area of health
care because of its ability to automatically learn and improve fromexperiencewithout
explicit programming and thus can discover useful patterns. The discovered patterns
are then used for further analysis and decision making and making predictions. Bone
is an integral part of human body which provides shape and structure to the body.
As bones are used throughout the lifespan of a person, it is quite possible that bones
get diseased or injured. The task of identifying the type of bone problem is quite
a challenging task as it requires years of experience for healthcare professionals
and intense medical tests, X-rays and scanning to be conducted. The number of
such practitioners available is limited. Also, the bone ailment is quite painful and
the patients have long waiting times. Hence, there is a requirement to detect the
type of bone disease or ailment, quickly and accurately. The objective of this work
is to develop a predictive model to identify type of bone disease from physical
examination features. The unique features of this work is that we have used live data
of patients to develop predictive models. We have proposed an algorithm which uses
a combination of k-NN learning algorithm and Jaccard similarity measure for the
purpose of prediction. The accuracy and error rate of the model developed by the
proposed method is found to be 80.5% and 19.5%, respectively.

Keywords Bone disease · Sparse data ·Machine learning · Binary · k-nearest
neighbour
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1 Introduction

Bones are vital structural elements of the human body which give shape and support
to the body. The bone tissues rebuild constantly throughout the lifespan of the human
being. During childhood and teenage, new bone is added faster but as the body ages,
the rebuilding capacity of the bone diminishes which may surface as bone diseases.
Bone disease comprises of any of the diseases or injuries that affect human bones
[1]. Bone diseases can make the bones weak and fragile. Some of the factors for the
bone diseases are metabolic disorder, genetic disorder, hormonal imbalance, loss of
bonemineral density, endocrine disorder and nutrition deficiencies [2]. The literature
review of the domain has revealed the various types of bone problems as:

• Lowbone density and osteoporosis—In this bone ailment, the bones becomeweak
and fragile.

• Osteogenesis imperfecta—Bones becomebrittle leading to difficulty inmovement
of body parts.

• Paget’s disease—New bone is abnormally shaped, weak and brittle.
• Rickets—It is a skeletal disorder that is caused by a lack of vitamin D, calcium, or

phosphate leading to weak and soft bones, stunted growth, and, in severe cases,
skeletal deformities.

This work focuses on predicting two common types of bone diseases:

(i) Degenerative bone disease.
(ii) Traumatic bone disease.
(i) Degenerative bone disease: This is a state in which the protective cartilage that

protects the end of bones degenerates, or wears down over time. It is also called
as osteoarthritis. It is the most common form of bone disease affecting millions
of people worldwide. It may also cause the development of osteophytes, or bone
spurs. These spurs put pressure on the nerves thus causing weakness and pain
in the arms or legs. Though it can affect any joint, it is found to mostly affect
joints in the hands, knees, hips and spine [3, 4]. The degenerative bone disease
of the leg joint is shown in Fig. 1.

(ii) Traumatic bone disease: It is a condition in which the bone is damaged due
to some trauma or accident [4]. This may lead to dislocation of bones or injury
to the bones. The traumatic bone disease is shown in Fig. 2.

The task of identifying the type of bone problem is quite a challenging task as it
requires years of experience for healthcare professionals and intense medical tests,
X-rays and scanning to be conducted. The number of such practitioners available is
also limited. Also, bone ailment is quite painful and the patients have long waiting
times. Hence, there is a need to detect the type of bone disease or ailment, fast and
accurately. The objective of this work is to develop a predictive model to detect type
of bone disease from physical examination features.
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Fig. 1 Degenerative bone disease

Fig. 2 Traumatic bone disease

2 Literature Review

With the growth of information technology and its applications,machine learning has
a pivotal role particularly in the healthcare domain [5]. Machine learning algorithms
are used in disease prediction, health management, quarantine management and
identifying fraudulent insurance health claims.

Literature study with respect to bone diseases, machine learning algorithms, data
used and methodology adopted is done.
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In a work taken up by researchers in [5], electronic health records are used
to develop an effective disease risk management model to model progression of
bone disease. In this work, the researchers have developed a framework to represent
features from all available risk factors in the EHR data. These integrated features
are then used to effectively predict osteoporosis and bone fractures. Bone disease
memory (BDM) is developed to capture characteristics of those individuals who
suffer from bone diseases. Similarly, the non-disease memory (NDM) captures the
features for non-diseased individuals. The researchers have used two-layer deep
belief network for the prediction, and the results reveal that the proposed framework
is successful in predicting bone diseases.

In another work taken up by the researchers [6], a model to forecast the risk of
osteoporosis is developed. Certain factors were identified and were monitored by
experts in determining osteoporosis risk. This study has used the learning algorithms
namely Naïve Bayes’ (NB) classifier and the multi-layer perceptron (MLP). The
result showed 20 risk factors with moderate accuracy.

According to researchers in [7], it is observed that low bone mineral density is
the important predictor of future fractures. The authors established the association
of bone mineral density (BMD) with risk of fracture of the spine or hip. The study
included 2356 men and women in the age group of 47–95 years. The models were
developed using Poisson and Cox regression and further analysis was done based on
the results.

In another work proposed in [8], the relationship between bone mineral density
measurements and fracture risk at the hip, wrist/forearm, spine, and ribwas studied in
149,524postmenopausalwomen.The test consideredT-scores that are themeasure of
bone mineral density for the prediction. The authors considered BMDmeasurement,
questionnaires and data analysis for the prediction purpose. The authors analysed
the performance of the algorithms through evaluation criteria such as sensitivity and
specificity.

In a work proposed by the authors in [9], a new approach has proposed to classify
bone disorders and the radiographic bone image is used for this purpose.

This work is unique in that we have used physical features of the patient to identify
the type of bone disease and the data is sparse in nature. Another unique feature of
this work is that we have used live data of patients from hospital to develop the
predictive models.

3 Methods

3.1 Data

In this work, the dataset used is collected from Sun Orthopaedic Hospital, Banga-
lore. It has 30 attributes which include name, age, gender, region or area of the
body affected, swelling, redness, fever, tenderness, dislocation of bone, difficulty in
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movement and performing daily activities. The various attributes are listed in Table
1.

The dataset includes patients with ages in the range of 10–85 years. The other
attributes except name, gender and age consist of Boolean attributes. The class
attribute ‘Bone disease type’ has two values indicating:

(1) Traumatic bone disease.
(2) Degenerative bone disease.

The research question to be answered is: Is it possible to predict the type of bone
disease of a patient based on physical examination observations accurately.

3.2 Learning Methodology

The challenge involved in this work is that, most of the attributes in the dataset
are of Boolean type indicating a ‘yes’ or a ‘no’ condition. This is because when a
patient enters the hospital, he/she is in pain and when interviewed about the pain
in various areas of the body, the response is yes if there is pain in a particular
area and no if there is no pain in that area. Another challenge is that the data is
sparse. This is because the patient may have pain in one or more areas defined in the
dataset, but may not have pain in all the areas defined thus making the data sparse.
In order to develop the most suitable model for the prediction of bone disease type,
from primary physical investigations and taking into consideration the data sparsity,
machine learning algorithms were assessed for their appropriateness. k-NN [10] was
found to be suitable for the task but the general Euclidean distance measure is not
appropriate to compute the distance. Hence, a different distance measure has to be
explored for use in this case. Generally, Euclidean or Manhattan distance is used in
k-NN algorithm, but in this case, as the attributes are binary and also sparse, it is
required to use an appropriate measure for such attributes.

3.3 Distance Measures for Binary Attributes

The distance between binary attributes is computed by forming a contingency table
as given in Table 2 [11, 12].

If i and j are two objects,
a = Number of attributes in which i = 1 and j = 1.
b = Number of attributes in which i = 1 and j = 0.
c = Number of attributes in which i = 0 and j = 1.
d = Number of attributes in which i = 0 and j = 0.
The distance between two objects i and j is given by:
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Table 1 Dataset description

Attribute Value Description

Name String Name of the patient

Age Integer Age of patient entered in years

Gender Boolean M, if Male. F, if Female

Body Boolean The region affected due to bone disease is
body. (0 = No; 1 = Yes)

Thigh and knee Boolean The region affected due to bone disease is
thigh and knee. (0 = No; 1 = Yes)

Ankle and foot Boolean The region affected due to bone disease is
ankle and foot. (0 = No; 1 = Yes)

Lumbus hip and hip Boolean The region affected due to bone disease is
lumbus hip and hip. (0 = No; 1 = Yes)

Shoulder and shoulder joint Boolean The region affected due to bone disease is
shoulder and shoulder joint. (0 = No; 1 =
Yes)

Wrist and thumb Boolean The region affected due to bone disease is
wrist and thumb. (0 = No; 1 = Yes)

Hand Boolean The region affected due to bone disease is
hand. (0 = No; 1 = Yes)

Leg Boolean The region affected due to bone disease is
leg. (0 = No; 1 = Yes)

Multiple joint Boolean The region affected due to bone disease is
multiple joint. (0 = No; 1 = Yes)

Lower back Boolean The region affected due to bone disease is
lower back. (0 = No; 1 = Yes)

Around neck Boolean The region affected due to bone disease is
around neck. (0 = No; 1 = Yes)

Spine Boolean The region affected due to bone disease is
spine. (0 = No; 1 = Yes)

Elbow Boolean The region affected due to bone disease is
elbow. (0 = No; 1 = Yes)

Pain Boolean Pain in affected region. (0 = No; 1 = Yes)

Weakness in muscle Boolean Weakness in muscle. (0 = No; 1 = Yes)

Swelling Boolean Presence of swelling. (0 = No; 1 = Yes)

Redness and sweating Boolean The symptom indicating redness and
sweating. (0 = No; 1 = Yes)

Itching Boolean The symptom indicating presence of itching.
(0 = No; 1 = Yes)

Ankle deformality Boolean The symptom indicating ankle deformality.
(0 = No; 1 = Yes)

Feverish due to pain Boolean The symptom indicating presence of fever
due to pain. (0 = No; 1 = Yes)

(continued)



Prediction of Type of Bone Disease Using Machine Learning 593

Table 1 (continued)

Attribute Value Description

Tenderness Boolean The symptom indicating tenderness. (0 =
No; 1 = Yes)

Water content in joint Boolean The symptom indicating presence of water
content in joint. (0 = No; 1 = Yes)

Bone dislocation Boolean The physical incapacity to do chores due to
bone dislocation. (0 = No; 1 = Yes)

Difficulty in doing daily activities Boolean The functional difficulty in doing daily
activities. (0 = No; 1 = Yes)

Difficulty in movement Boolean The functional difficulty in movement. (0 =
No; 1 = Yes)

Bone disease type Integer Indicates the type of bone disease. (1 =
Traumatic bone disease; 2 = Degenerative
bone disease)

Table 2 Contingency table Object j

Object i 1 0

1 a b

0 c d

d(i, j) = a

a + b + c

This measure is called Jaccard similarity index.

3.4 Learning Algorithm

In this work, the k-nearest neighbour machine learning algorithm is considered for
the classification task. Here, the distance measure used is Jaccard similarity. The
reason for choosing this distance measure is that most of the attributes are binary
indicating the presence or absence of a pain or condition.

The pseudocode for k-NN is presented here [10]:
Algorithm: Computes the k-nearest neighbours for the query objects and returns

their class label.
Input: Data objects and their associated class labels;
Output: Target class of query objects.
Method:
Given a new query object xq to be classified:

• Find the k neighbours of xq
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• Let x1 … xk denote the k data objects from training data objects that are nearest
to xq

• Determine the class label of xq by taking majority vote of the class labels of x1,
… xk.

4 Experimental Results

In this work, the dataset is split into 70:30 ratio, in which 70% was used for training
and 30% is used for validation. All experiments are carried out in Python. The
evaluation measures used are presented in Table 3.

The results of applying the proposed methodology to the bone disease dataset are
shown in Table 4. It has shown an accuracy of 80.5%, error rate of 19.5%, sensitivity
of 80.6%, and specificity of 80.7% as compared to the general k-NN using Euclidean
distance which has shown accuracy of 72.3%, error rate of 27.7%, and sensitivity of
72.4% and specificity of 73.2%.

The results are shown graphically in Fig. 3.
The graph in Fig. 3 reveals that the proposed method using k-NN with Jaccard

is more accurate and has less error for the kind of data we had for bone diseases.
Also, the sensitivity and specificity measures are better compared to the k-NN with
Euclidean distance measure and these show the correct positive predictions and
negative predictions, respectively, which is better as compared to the traditional
approach. The model needs further improvement by incorporating other types of
data and further validation by domain experts.

Table 3 Evaluation metrics Measure Description

Accuracy TP
TP+TN+FP+FN

Error rate TP
TP+TN+FP+FN

Sensitivity TP
TP+FN

Specificity TN
TN+FP

Here, TP indicates true positives, TN indicates true negatives, FP
indicates false positives, FN indicates false negatives

Table 4 Model results

Model Accuracy (%) Error rate (%) Sensitivity (%) Specificity (%)

k-NN 72.3 27.7 72.4 73.2

k-NN-Jaccard 80.5 19.5 80.6 80.7
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Fig. 3 Graphical representation of the results of the predictive model

5 Conclusion

In this paper, we have developed a predictive model for prediction of type of bone
diseases. Here, we have considered degenerative bone disease and traumatic bone
disease. We have proposed an algorithm which uses a combination of k-NN learning
algorithm and Jaccard similarity measure for the purpose of prediction. The accuracy
and error rate of the model developed by the proposed method is found to be 80.5%
and 19.5%, respectively. In future, we would consider images obtained from X-
rays and scans and develop appropriate predictive models. More data is required for
further validation of results and domain expert advice is required for further analysis
and usage of working model.
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Abstract In Mobile Ad hoc NETwork (MANET), the construction of stable paths
among mobile nodes is inevitable for achieving network connectivity during the
process of reliable data dissemination. MANET includes the properties of mobility,
wireless connectivity and independence for fitting itself to awide number of real-time
applications, but increases the complexity involved in managing the path stability
in the network. The routing protocols are the essential components of the entire
network as they are responsible for searching and maintaining the routes. However,
a path stability scheme that uses weighted aggregation of the mobile node interac-
tion rate and energy is not much explored in the literature. In this paper, a Fuzzy
Rough Set-based Link Stability Forecasting Scheme (FRSLSFS) is proposed for
integrating the characteristic functionality of the Fuzzy Rough Set (FRS) for fore-
casting and deciding the stability of the link in order to achieve reliable data routing.
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This proposed FRSLSFS determines the link stability based contention count, signal
strength, hop count, available energy of the link, normalized multi-objective opti-
mization and link stability using FRS-based prediction. The simulation experiments
of the proposed FRSLSFS scheme confirm its predominance by offering improved
throughput by 13.21%, reduced packet latency by 12.84% and minimized energy
consumption by 15.28% in contrast to the baseline link prediction schemes.

Keywords MANET · Link stability · Fuzzy rough set

1 Introduction

Mobile Ad hoc NETwork (MANET) is a collection of mobile nodes that cooperates
among themselves without the utilization of established infrastructure or centralized
administration. The main goal of MANET is to form a temporary network to facil-
itate reliable data dissemination among mobile nodes. Data dissemination depends
on the preservation of path stability as packet drops and re-transmissions are more
in MANET [1–3]. Path stability shows the degree of durability and sturdiness of the
paths established. It is based on the number of substantial factors that includes energy
efficiency, communication overhead and node mobility. Many works are proposed
in the literature for addressing the issue of path stability so as to achieve effective
communication in MANETs. Nevertheless, a number of limitations are prevalent
with respect to the computation of optimal transmission rate of control messages,
connection and disconnection transition state probabilities, connection and discon-
nection transition rate probabilities used for evaluating the stability of nodes in the
neighborhood. Further, the energy of mobile nodes plays a vital role in maintaining
the path stability of the network. An adaptive path stability prediction approach that
possibly estimates the strength of the path between mobile nodes is mandatory for
enabling consistent futuristic communication so as to achieve robust data dissemina-
tion. Adaptive path stability prediction strategies are also essential for maintaining
energy-efficient stable paths when themotion of themobile nodes is random. In addi-
tion, the accurate forecasting of energy inherent in the mobile node is indispensable
for evaluation of path stability.

In this paper, a predominant path stability prediction strategy based on Fuzzy
Rough Set (FRS) is contributed to sustain path stability and establish reliable data
dissemination among the mobile nodes. The proposed Fuzzy Rough Set-based Link
Stability Forecasting Scheme (FRSLSFS) inherits the merits of FRSs for handling
uncertain information that is exchanged among the mobile nodes in the network
during the process of estimating trust in the paths in order to identify link stability.
The simulation experiments of the proposed FRSLSFS is analyzed in terms of Packet
Delivery Rate (PDR), throughput, end-to-end delay, energy consumption and routing
overhead for varying number of mobile nodes.
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2 Related Work

Numerous mobility models are propounded for MANETs which include random
walk, randomwaypoint and random group mobility models [4]. Critical applications
demand sustained connectivity with link stability [5–12]. Rajendiran and Srivasta
[13] have proposed a multicast protocol that aids in finding a stable path. The link
stability of the network is based on the received power, distance and link quality.
Singal et al. [14] have propounded Link Stability based Multicast Routing Protocol
(LSMRP) to measure the stability of the link in MANETs. This multicast routing
protocol is used to lessen the routing overhead and improve resource utilization.
Xia et al. [15] have combined link stability estimation model and multicast AODV
model for improving link stability in MANETs. The main purpose is to decrease
network overhead and improve the performance of the network. Jaiswal and Sinha
[16] have propounded Stable Geographic Forwarding with Link-lifetime prediction
(SGFL) that is based on the broadcast nature of wireless channel and multicasts
with node mobility. The nodes with less mobility at the least distance from the
destination are selected. Backup nodes that lie within the range of selected neighbors
are also selected. Predicting link lifetime with backup nodes improves efficacy and
trustworthiness of routing.

Link state routing is used to find the paths and floods the information to all
the routers in the network. Secure-dEed-Reflection-Inducement-eState (SERIeS) for
IEEE 802.11b networks is proposed by Rajeswari and Ravi [17] to deal with secu-
rity and link stability in MANETs. The path from the source to the destination is
found using learning agents which use link state database with information including
node’s bandwidth, queue length and energy. Pitchai and Robert [18] have developed
a mathematical model for Path Selection Algorithm based on Hamming Distance
(PSA-HD). Stable links are selected by detecting the link break. Hamming distance
aids in detecting modifications in bit positions between two binary values. Routing
tables are updated by totalling variations in the character position. Pal et al. [19]
have proposed a scheme to deal with forming a stable link network using temporal
data analysis model. The mobility and position of neighbor nodes are analyzed with
respect to nodes from network’s temporal snapshot. The statistical Auto-Regressive
Moving Average (ARMA) is used for forecasting the stable neighbors of nodes.
These neighbors are involved in forming a link between nodes. They have applied
Biogeographic-Based Optimization (BBO) technique to assess parameters pertinent
to the ideal path from source to destination.
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3 Fuzzy Rough Set-based Link Stability Forecasting
Scheme

The proposed Fuzzy Rough Set-based Link Stability Forecasting Scheme
(FRSLSFS) estimates the link stability that aids in attaining reliable data dissem-
ination in the process of routing. Link stability is determined based on the compu-
tation of contention degree, signal strength, hop count and available energy of link
that are integrated based on a normalized multi-objective function which utilizes
FRS for precise estimation. This proposed FRSLSFS integrates the potential char-
acteristics of significant solution, and FRS for predicting and identifying the exact
link stability that plays an anchor role in trusted data routing. It pertains to the
methodology of divide and conquer that aids in differentiating the feasible values of
link stability that are possibly utilized during the process of routing with respect to
the selected value and comparison score. Further, the suitable link for performing
trusted communication is attained based on the scheme of ideal solution that extracts
the characteristics of each factor along with the attributes involved in the aspect of
link stability during routing. FRS obtained through ideal solution scheme targets in
exploring the positive and negative dimensions of each factor that could be possibly
determined during the enforcement of feasible constraints of routing. Finally, weight-
based hamming distance is applied for predicting reliable link that could be used for
trusted communication.

3.1 Degree of Contention Determination

In the proposed FRSLSFS scheme, the degree of contention defines the trust of
the routing link that is potentially utilized for reliable data routing. In this context,
adequate knowledge pertaining to the neighboringmobile nodes associatedwith each
cooperating mobile node is essential for accurate determination of links’ trustwor-
thiness. Thus, the degree of contention of the complete set of nodes that are present
in the proximity of a mobile node under the monitoring process is shown in Eq. (1).

Cs = |Ni| (1)

where ‘|Ni|’ represent the total number of neighbors interacting with a mobile node
at any specific instant of time. This contention set can be also expressed as Cs ={
N1, N2, N3, · · · Nn

}
with ‘n’ connected neighboring mobile nodes within the radius

of transmission. The contention set of every link is periodically refreshed and stored
in the mobile nodes of the link for decision analysis. For instance, if a mobile node
‘A’ is intractable with mobile nodes ‘B’, ‘C’ and ‘E’, then the contention count is 3.
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3.2 Determination of Signal Strength

Similar to contention count, signal strength is considered as the potential factor
that impacts the stability of the link during data communication. Signal strength
quantifies the quality of the established link that exists between any two neighboring
nodes of the network. The power loss of the link is considered to be low when the
signal strength is high, and in contrast, the low signal strength contributes a major
power loss during data transmission. This signal strength increases depending on the
reduction in transmission distance between any two mobile nodes under interaction
and it reduces when the transmission distance is potentially high. Thus, the signal
strength of the link is estimated using Eq. (2).

L(i) − RSS = PKTRec−Power

Noise_Degree
(2)

where ‘PKTRec−Power’ and ‘Noise_Degree’ represent the amount of power received
per packet and the degree of noise exhausted during unit packet transmission. This
factor of signal strength can be determined in magnitude using cross-layer infor-
mation that aids in deriving information from the physical layer and passing to the
network layer of the networkmodel in order to facilitate reliable estimation. The inter-
acting mobile nodes effectively compute the signal strength factor by incorporating
a systematic monitoring process in the predecessor nodes.

3.3 Hop Count Estimation

In the proposed FRSLSFS scheme, the hop count is defined as the number of links
available between the mobile nodes for the packets to travel at a specific instant
of time. This estimation of hop count is completely initiated by the source to the
destination nodes through possible links in the network. Moreover, the value of
hop count is generally incremented by ‘1’ depending on the packet reception at
the intermediate mobile nodes of the network. In addition, hop count (HOPCNT)
is determined to be an indirect factor that predominantly impacts the link stability
during data transmission, since the increase in hop count correspondingly increases
the packet latency in the network. Hence, packet latency determined during the
process of data transmission is presented in Eq. (3)

PKTLATENCY∞ HOPCNT (3)
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3.4 Available Energy of Link Computation

The available energy of link is another key factor that attributes toward network
stability during the process of data routing. In the proposed FRSLSFS scheme,
the residual energy of mobile nodes that plays an anchor role in connectivity
is also determined similar to the factor of contention degree, which particularly
portrays the role of the cooperating mobile nodes in the routing path. This available
energy of link is computed based on ratio of total energy consumed by the mobile
nodes (EUTIL−LINK) in each link to the amount of energy possessed by the same
mobile nodes (EINITIAL−LINK) before the commencement of data routing. Hence, the
available energy associated with the link is computed based on Eq. (4).

LAVAIL−ENERGY = EUTIL−LINK

EINITIAL−LINK
(4)

At this point, the contention count should be moderate, hop count should be
minimumand the parameters ofReceived Signal Strength (RSS) and available energy
should be high for portraying link stability during routing.

3.5 Optimization Using Normalized Multi-Objective Function

The factors such as contention degree, signal strength, hop count and available energy
of the link are determined to be dissimilar in characteristics. These impact factors
of routing do not get satisfied during the determination of link stability, since their
value may be low, moderate and high at a particular point of routing. At this juncture,
the multi-objective optimization functions are always indispensable for resolving
the impactful factor conflicts that are essential for guaranteeing link stability in the
network. Hence, the multi-objective optimization function plays a predominant role
in factor mapping that integrates the contention degree, signal strength, hop count
and available energy of link into a hybridized parameter through the application
of weights that aid in imposing the factors with or without constraints. However,
the weighted sum strategy is not suitable for resolving the shortcomings that arise
during the domination process surpassing the influence of one parameter over the
other. However, this normalization method confirms to prevent the dominance of
one factor over the other. Further, the upper and lower limits of normalization are
incorporated for influential equalization in order to attribute toward the determination
of link stability as presented in Eq. (5).

NormLUT = fc(i) − fc(min)

fc(max) − fc(min)
(5)
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In this point, the lower and upper limits of normalization are considered to vary
between 0 and 1.

3.6 Link Stability Parameter (LSP) Calculation

The calculation of Link Stability Parameter (LSP) depends on Eqs. (6)–(9).

LSP(i)∞L(i) − RSS(NORM) (6)

LSP(i)∞ 1

HOPCNT(NORM)

(7)

LSP(i)∞LAVAIL−ENERGY(NORM) (8)

LSP(i)∞CS(DIFF) (9)

Then, the LSP is computed as shown in Eq. (10).

LSP(i)∞ L(i) − RSS(NORM)∗LAVAIL−ENERGY(NORM)

HOPCNT(NORM)

− CS(DIFF) (10)

Every mobile node of the network is responsible for calculating the current value
of LSP pertaining to each of its incoming links. The mobile node with maximum
LSP value is optimally chosen for packet forwarding with the possibility that it could
provide stable route for data dissemination.

3.7 Forecasting of Link Stability Using FRS

Once the current link stability factor of the links is estimated, the forecasting of
the link stability using FRS comes into play. The information system used for
determining link stability comprises of a set of links and their link stability values
determined through the enforcement of factors with or without constraints.

Fkl = ∣∣ f ∈ F; RS(F)(NK) ≥ RS(F)(Nl)
∣∣ (11)

Fk(WTC) =
n∑

k=1

fkl (12)
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Fk(WC) =
n∑

l=1

fkl (13)

SC(dev) = Fk(WTC) − Fk(WC) (14)

Themobile nodewithmaximum SC(dev) is finally selected for facilitating reliable
link in packet forwarding with the possibility that it could provide stable link for data
transfer in the network.

4 Results and Discussion

The simulation experiments of the proposed FRSLSFS and the benchmarked proto-
cols are conducted using the network simulator (ns–2.35). The simulation envi-
ronment used for evaluating the proposed FRSLSFS scheme is 1000*1000 m2. In
addition, the simulation parameters used for evaluating the predominance of the
proposed FRSLSFS scheme over the benchmarked Path Selection Algorithm based
on Hamming Distance (PSA-HD) and SERieS schemes are presented in Table 1.

Figures 1 and 2 present the results of the proposed FRSLSFS and benchmarked
PSA-HD and SERieS schemes evaluated in terms of Packet Delivery Ratio (PDR)
and throughput for varying number of mobile nodes. The PDR and throughput of
the FRSLSFS scheme are considered to be predominant on par with the other base-
line PSA-HD and SERieS schemes for increasing number of mobile nodes, since
it uses multiple linguistic variables for accurate classification of optimal path from
the predetermined stability paths. The PDR of the proposed FRSLSFS scheme is
identified to be improved by 6.13% and 7.83% in contrast to the baseline PSA-HD
and SERieS schemes. Likewise, the throughput of the proposed FPSPM scheme is
enhanced by 5.18% and 6.28%when compared to the PSA-HDand SERieS schemes.

Figures 3 and 4 present the end-to-end delay and energy consumptions for varying
number of mobile nodes. The end-to-end delay of the proposed FRSLSFS scheme is

Table 1 Simulation
parameters used for
implementing FRSLSFS

Parameters Values

Simulation tool NS–2.35

Node count 50–250

Density of nodes 15 m2

Transmission range 250 m

CBR data rate 24 Mbps

Interval of HELLO packets 1 s

Mobility speed 5–25 m/s

Traffic type CBR

Radio type 802.11
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Fig. 1 Percentage Improvement in PDR of the Proposed FRSLSFS for Varying Number of Mobile
Nodes
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Fig. 2 Percentage Improvement in Throughput of the Proposed FRSLSFS for Varying Number
of Mobile Nodes
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Fig. 4 Percentage decrease in energy consumption of the proposed FRSLSFS for different mobile
nodes

confirmed to be reduced when compared to PSA-HD and SERieS schemes, since the
utilized fuzzy inference engine is capable of quantifying the path stability basedon the
parameters related to energy and interaction rate of mobile nodes. Similarly, energy
consumptions of the proposed FRSLSFS scheme is confirmed to be reduced when
compared to PSA-HD and SERieS schemes due to the exploration and prediction
capability of fuzzy theory in path stability estimation. Thus, the end-to-end delay of
the proposed FRSLSFS scheme is significantly reduced by 11.43% and 13.58% in
contrast to the baseline PSA-HD and SERieS schemes. The energy consumption of
the proposed FRSLSFS scheme is also proved to be minimized by 9.12%, 10.48%
and 12.84% in contrast to the proposed baseline PSA-HD and SERieS schemes.
In addition, from Fig. 5, it is understood that the routing overhead is reduced in
contrast to the benchmarked PSA-HD and SERieS schemes, as it is predominant in
preventing the number of re-transmissions by accurate forecasting of more stable
paths during the data dissemination process. The routing overhead of the proposed
RSLSFS scheme is proved to be considerably minimized by 10.24% and 12.96%
when compared to the proposed PSA-HD and SERieS schemes.
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5 Conclusion

In this paper, Fuzzy Rough Set-based Link Stability Forecasting Scheme (FRSLSFS)
is proposed to incorporate the characteristic functionality of the Fuzzy Rough
Set (FRS) to predict and decide the link stability to attain consistent routing.
FRSLSFS determines link stability based on the contention count, signal strength,
hop count, available energy of the link, normalized multi-objective optimization
and link stability. The simulation results prove that the proposed FRSLSFS offers
13.21% improved throughput, 12.84% reduced packet latency and 15.28% reduced
energy consumption in contrast to the baseline PSA-HD and SERieS link prediction
schemes.
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Improvement of DC Bus Bar Voltage
for Microgrid System Using Renewable
Energy Sources

S. Sravan Kumar, Gundala Srinivasa Rao, and Sathish Voggu

Abstract In this paper, different renewable distribution systems are designed for
improving the efficiency of the microgrids system. The grid activities are suffered by
the issues of harmonics in load current, low amount of power from the sources, and
the mismatch of reactive power. In the proposed system, power is increased from
the renewable sources by using power converters. In conventional systems, boost
converters are used to increase energy to load. In this paper, the SEPIC converter
is used to achieve high voltage gain at DC bus voltage. The DC link capacitor is
used to store the power converter output voltage. Three renewable energy sources
are used and they are solar, fuel, and wind energy sources. The DC bus voltage is
improved for using both AC loads as well as DC loads. The proposed system results
are verified using in MATLAB/Simulink.

Keywords Macrogrid system · DC/AC links · Renewable energy

1 Introduction

The renewable sources are performing independently and which can be main source
for generating energy for the utility grid. Generally, the microgrids consisting of
group of electrical sources such AC or DC or both of AC and DC sources [1–3]. The
increasing power demand and the dreadful necessity of pollution-free energy sources
are leads to microgrid which is fed to deeper power sources interest. Normally, the
microgrids consisting of renewable sources like wind energy source, solar system
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energy source, fuel cell energy source, storage battery system, and biomass in distri-
bution energy system network [4]. The availability of the wind, biomass, and solar
energy sources are high in remote area while compared with other sources. At the
same time, the difficulty is the availability and accessibility of microgrid more
problem [5, 6]. The essential role of grid is to provide power to both electrical
local loads as well as distribution grid system in which results grid can operate with
utility grid interface or standalone condition [7]. Based on the power flow mode and
characteristics in distribution line, the grids are classified into hybrid system, DC
system, and AC system. The renewable energy sources are connected with inverters
and converters to regulate the power from source management. DC bus bar voltage
and AC voltage can be increased through the power electronics converter [8, 9]. The
grids are suffered by distortions and harmonics in the distribution line. The renew-
able sources generating both AC and DC source such as PV system is producing
DC and wind and biogas are producing AC source. Wind and solar energy systems
are depending on the nature and erratic weather phenomenon so that the intermittent
energy can be produced. It directs to reduction of overall efficiency and losses of
power of the system [10–12]. A major difficulty in the scheduling of microgrids is
the frequency and voltages of various interfaced power sources.

The numerous factors of concern in an alternating current (AC) network such as
multiple phases of DC–AC conversion, reactive power shortages, harmonics, and
synchronization issues often present a major challenge in the control and stable
operation of AC microgrids [13, 14]. Due to the intermittent generation, transient
loads, harmonics, and the mismatch in synchronization, AC synchronization in the
conventional microgrid or rather AC microgrid application is difficult. Both have
an effect on the efficiency and quality of power fed into the grid, as well as the
demand gap. DC device has no frequency and is thus free of skin influence, proximity
effect, harmonics, and current issue of inrush [15–18]. Thanks to the reduction of the
electromagnetic field compared to its correspondingAC systems, and theDC systems
are also considered more effective. In a DC system, the losses are also comparatively
less. DC systems are becoming increasingly common. As a result, comprehensive
work on DC microgrids is now underway.

2 Proposed System

In the proposed system, the renewable sources are used to improve theDCbus voltage
by using the power electronic converters. The wind source is generating power AC
and which is connected to rectifier that converts to DC supply. The output of the
rectifier is fed to SEPIC converter which has to interface with DC bus bar. The next
renewable energy source is solar system that generates energy from the sun radiation.
The solar system energy is DC voltage and it is supplied to the SEPIC converter to
increase the solar voltage. Through this proposed converter, the DC bus bar voltage is
improved. The fuel cell system is using to generate DC voltage andwhich is fed to the
conversion part; hence, the proposed system DC bus voltage is regulated. Normally,
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Fig. 1 Proposed system block diagram

the DC bus voltage is to be maintained at constant. Therefore, the three renewable
sources are connected with SEPIC converter separately for improving the proposed
system DC bus voltage. To control the proposed SEPIC converter, the pulse width
modulation is used (Fig. 1).

The DC link voltage is regulated using power SEPIC converter with the help
of pulse modulation controller. From the DC bus bar, the load of DC power is
connected. TheAC electrical loads can be connected through the three-phase inverter
that converts DC to AC power. In the DC bus bar voltage, more than one system can
be added and connecting DC loads, AC loads. The converters connected with the DC
bus bar can be controlled by the appropriate control methods to control the converter
performance and operation.

2.1 PV Source

The single stage of power generation of DC power supply-based PV array is shown
in Fig. 2. The heat energy from the sun is converted into the energy of electrical
which is fed to load demand through the power converters and electrical units.

2.2 SEPIC Converter

The proposed converter is used to achieve high voltage gain from the PV supply. The
response of the proposed converter system is controlled by using MPPT controller.
It is used to improve the DC link voltage which is fed to inverter that connected with
the BLDC motor. Circuit diagram of the proposed circuit diagram is represented
in Fig. 3. When the power switch MOSFET is turn on, the currents of the L2 are
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Fig. 3 SEPIC converter circuit diagram

decreased in negative and the L1 is increased. The VL1 is approximately equal to
the input source while the power switch is closed a short while. The C1 capacitor
is providing power to improve the L1 current by the conduction of D1 after that the
L2 energy is increased. Finally, the output current from D1 is fed to C2. When the
inductor current of L2 is fall to zero, then the converter is didcontinuous mode. The
PWM signals are provided to the switch in the SEPIC converter with duty cycle of
0.5.

3 Simulink and Results

The proposed system Simulink model is shown in Fig. 4 in which results the DC bus
bar voltage is improved. The three kinds of sources are used to provide power supply
for the grid system in distribution line. The proposed system consists of DC–DC
SEPIC converter to extract the source from the PV source, rectified wind source
which is converted to DC voltage, and fuel cell energy. The power sources are fed to
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Fig. 4 Proposed Simulink model system

the proposed converter with series. Tomake a DC bus bar, the three converter outputs
are connected in series to set the DC bus bar voltage. Finally, the DC and AC loads
are connected with the utility grid.

The input PV voltage is 12 V given to the proposed SEPIC converter which is
improving the source voltage as shown in Fig. 5. The DC bus bar voltage is shown
in Fig. 6. The output voltage of the SEPIC converter is 300 V and it is controlled by
the PWM control technique.

The output voltage of the inverter without filter is shown in Fig. 7. The inverter
voltage is illustrated in Fig. 8 with filter.

Fig. 5 PV system input voltage
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Fig. 6 Proposed system DC link voltage

Fig. 7 Proposed system inverter voltage without LC filter

4 Conclusion

The DC microgrid is interfaced with the renewable energy sources and the power
from the source is extracted by using the SEPIC converter. The SEPIC converter is
controlled by using the pulse width modulation technique. The AC load is connected
withDCbus bar through the three-phase inverterwhich is convertingDC toACpower
conversion. The DC load is directly connected with the bus bar voltage of SEPIC
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Fig. 8 Proposed system inverter voltage with LC filter

converter which is regulating the DC link voltage. The efficiency of the proposed
system is increased and the results are verified using MATLAB/Simulink.
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Fuzzy Logic Controller with Zeta
Converter for Electric Vehicles Induction
Motor

S. Sravan Kumar, Gundala Srinivasa Rao, and Sathish Voggu

Abstract In this paper, a fuzzy logic rules-basedmaximum power is achieving from
the source power supply. The supply voltage is fed to the electric vehicle induc-
tion machine through the highly efficient ZETA DC–DC converter-based proposed
system. High voltage gain, more efficiency and high-frequency switching DC–DC
converters are very important for the electric vehicle system. The ZETA converter is
utilized to improve the supply voltage and transfer it to the IM along with the voltage
source inverter. The conversion system is controlled by the means of rules gener-
ated in fuzzy controller. The switching signal is supplying to the ZETA converter
from PWM block which is using fuzzy system. The inverter that tied with vehicle
machine is controlled space vector pulse width modulation. To attain high voltage
gain, ZETA converter is connected with inverter and it reduces input current ripples.
The proposed system performance is analysed in MATLAB/Simulink platform, and
the results are verified.

Keywords ZETA converter · Fuzzy control · EV · Induction motor

1 Introduction

The key components of electric vehicle (EV) system are control systems of machines
and electric motors. Induction motor base drive system has more power density and
high efficiency [1, 2]. The induction machine-based electric vehicle is able to operate
in constant power and constant torque with wide range under high-speed electric
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vehicle operation condition. In many type of EV system, the induction motors are
preferred. The IM machines for EV system are normally adopts for the VSI [3, 4].
The supercapacitor or battery is used ad DC power source supply for the electric
vehicle system.When the input power supply discharges from capacitor or battery at
high current, the voltage is decrease greatly. The control characteristics are affected
by voltage which leads to output power reduction. In between, the DC power supply
and the voltage source inverter the converters are used to improve the bus voltage of
the electric vehicle-based system [5–8]. This conversion system ensures the constant
voltage inDCbus voltage and themismatch between in theDCbus voltage of inverter
and the input DC power supply. At mean time, speed and torque of the machine are
operating in wide range since the converter is performs boost state operation [8–10].

In this paper, ZETA-based system is improving the power source DC voltage.
The high voltage gain is fed to the inverter which connected to the induction motor
to run electric vehicle. The inverter is controlled with the space vector pulse width
modulation. The voltage can be controlled by the control system of the proposed
system using sensors. Fuzzy logic controller is proposed to control the operation of
the proposed ZETA converter which increase the system efficiency and input voltage
for the interfaced inverter with the electric vehicle induction motor [11–13]. The
results are analysed with this article through the MATLAB/Simulink.

2 Proposed System

In this proposed system, the induction machine tied with ZETA converter to attain
high voltage gain. It is leads to the wide range of torque and speed of the proposed
electric vehicle induction machine system. Fuzzy logic rules are used with member
functions to produce pulse to proposed ZETA converter system. The block diagram
of the proposed system is shown in Fig. 1. The SVPWM control method is utilize
to control the inverter performance which is connected with the electric vehicle IM.

Fig. 1 Proposed system block diagram
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Fig. 2 Circuit diagram of ZETA converter

The given supply from the battery or supercapacitor would be DC supply that fed to
the conversion system.

2.1 ZETA Converter

In this converter, the input DC supply is converted into increased voltage with help
of semiconductor devices, active and passive components. In this system, ZETA
converter is used to improve the DC link voltage of the system. The power switch is
used to achieve high gain voltage. The gate pulses are provided by the fuzzy logic
controller. The duty cycle of the proposed ZETA converter is 0.4–0.7. The ZETA
converter circuit diagram is shown in Fig. 2.

2.2 Control Strategies for System

The fuzzy logic controller is proposed to control the conversion of DC–DC ZETA
converter which is increasing the supply voltage DC. In this proposed, 3*3 rules-
based fuzzy logic system in this system. This is the method of translating input
data into linguistic values which are acceptable. Membership functions are in the
form of triangles, in the form of trapezoids. There are two often working forms of
fuzzification, Mamdani and Sugeno. Membership feature plot for input error and
output is shown in Fig. 3.

3 Simulation and Results

The proposed system of electric vehicle-based IM is implemented to accomplish
high efficiency and voltage gain while compared with other conventional converters



620 S. S. Kumar et al.

Fig. 3 Fuzzy logic
converter-based diagram

system. The ZETA converter is used with the control of essential and rules-based
control method of fuzzy logic controller.

To increase theDCbusvoltage of electric vehicle, theZETAconverter is connected
with the IM connected inverter circuit which is providing power supply to the induc-
tion machine. The overall diagram of simulation is shown in Fig. 4. The SVPWM
control method is proposed to achieve the speed and voltage control of the proposed
induction motor-based electric vehicle system. The waveforms of the proposed
system results are shown in following figures.

The input DC supply is shown in Fig. 5, and the supply voltage is 12 V which
is supplied to the converter system. The ZETA converter is proposed to improve the
supply DC voltage. DC link voltage of the proposed system is shown in Fig. 6. The
DC link voltage of the proposed system is around 300 V which is fed to the voltage
source inverter.

The DC link voltage is supplied to the voltage source inverter which converts DC
voltage into AC voltage. The converted voltage and current are as shown in Fig. 7.
The speed of the induction machine-based electric vehicle is 600 rpm as shown in
Fig. 8.

Fig. 4 Overall proposed Simulink model
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Fig. 5 The input DC supply

Fig. 6 DC link voltage of ZETA converter

4 Conclusion

The electric vehicle induction motor is controlled with wide range of speed, and
torque is successfully achieved. The high efficiency and regulated voltage gain are
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Fig. 7 Inverter voltage and current

Fig. 8 Induction motor speed

accomplished by proposedZETADC–DCconversion circuit. In this paper, the induc-
tionmachine has achieved efficient speed and the settling time of the vehiclemachine
is reduced which means of SVPWM control method. The DC link of the proposed
system is enhanced with the help of proposed DC–DC converter. Fuzzy logic system
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is providing gate pulse to converter which is boosting the inverter input voltage. The
results are verified using MATLAB/Simulink.
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Jeftić, Lazar, 367
Jerin Godbell, J., 325
Jeyaprakashini, R., 335

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
D. K. Sharma et al. (eds.), Micro-Electronics and Telecommunication Engineering,
Lecture Notes in Networks and Systems 179,
https://doi.org/10.1007/978-981-33-4687-1

625

https://doi.org/10.1007/978-981-33-4687-1


626 Author Index

Jijina, G. O., 527
Jijin Godwin, J., 315
Joshi, Sujata, 587
Jothi Chitra, R., 325

K
Kajendran, K., 41
Kanmani, R., 437
Karthikeyan, R., 423
Karthik, K., 285
Karthik, S., 597
Katiyar, Neha, 161
Kaur, Harsupreet, 81
Kaur, Sanmukh, 53
Kaushik, Prachi, 73
Keerthanaa, K., 315
KiranKumar, Chandra, 225
Kiruthika, B., 315
Kumanan, T., 447
Kumar, Brijesh, 479
Kumar, Sheo, 271
Kumar, S. Sravan, 609, 617
Kumar, Sumit, 1

M
Madasamy, Rajmohan, 389
Malar, A. Christy Jeba, 597
Malekar, Rajeshwari R., 1
Mangal, Deepak, 577
Manjarwar, Pritish, 469
Meenakshi, B., 225
Mishra, Suman, 285
Mohana Priya, R., 423, 527
Mohankumar, N., 511
Mohan Kumar, S., 447
Mohankumar, S., 367
Monikca, T. H., 181
Monisha, M., 351
Moorthy, G., 335
Mugilan, A., 437
Mukesh Khanna, M., 325
Muralikrishna Reddy, L. V., 367
Muthukumaran, D., 245, 265, 429

N
Nagaraju, V., 395
Nair, Mydhili K., 587
Nancy, V. Auxilia Osvin, 41
Narang, Lakshay, 555
Nayyar, Anand, 89, 105, 123
Nigam, Kriti, 555

Nikhil, Nirav, 469
Nivetha, R., 325

P
Pandimadevi, M., 191
Pavithra, D., 351
Peter, S. Sam, 597
Poongodi, S., 285
Poornachandran, R., 511
Prabha, K. Venkata Ratna, 65
Prabhu, S., 301, 395
Praveen Kumar, A., 325
Priya, M. Deva, 597
Pugazhendi, N., 41

R
Radosavljević, Dušan, 367
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