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Preface

This book presents the result of the International Workshop “New Approaches for
Multidimensional Signal Processing—NAMSP 2020” which was carried out online,
during July 9–11, 2020, at the Technical University of Sofia, Bulgaria. The prevailing
part of the authors is the teammembers of the bilateral Bulgarian-Indian projectKP-
06-India-04 “ContemporaryApproaches for Processing andAnalysis ofMultidimen-
sional Signals in Telecommunications” between Technical University of Sofia and
Deenbandhu Chhotu RamUniversity of Science and Technology, Murthal, Haryana,
India. The workshop was supported by the Bulgarian National Science Fund (BNSF)
and the Ministry of Education and Science of Bulgaria. Co-organizers of NAMSP
2020 are Interscience Research Network (IRNet) International Academy Communi-
cationCenter, China; HunanUniversity, China; and Interscience Institute ofManage-
ment and Technology-Bhubaneswar, India. In the workshop, the participated authors
were from Egypt, Morocco, USA, Hungary, India, China and Bulgaria.

The main objective in the presented publications is the creation and implemen-
tation of ideas, aimed at new approaches in the development of the intelligent
processing and analysis of multidimensional signals in various application areas.
The advance of the contemporary computer systems for processing, analysis and
recognition of patterns and situations opens new abilities, beneficial to practice.
As a result is got a synergic combination of various theoretical investigations and
approaches.

The aim of this book is to present the latest achievements of the authors in the
processing and analysis of multidimensional signals and the related applications, to
a wide range of readers: IT specialists, engineers, physicians, Ph.D. students and
other specialists.

The book comprises 21 chapters, related to the following areas:

• Computational Intelligence for Brain Tumors Detection;
• Video-Based Monitoring and Analytics of Human Gait for Companion Robot;
• Comparative Analysis of the Hierarchical 3D-SVD and Reduced Inverse Tensor

Pyramid in Regard to Famous 3D Orthogonal Transforms;
• Tracking of Domestic Animals in Thermal Videos by Tensor Decompositions;

ix
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• Vision-Based Line Tracking Control and Stability Analysis of Unicycle Mobile
Robots;

• Markerless 3D Virtual Glasses Try-on System;
• Web-based Virtual Reality for Planning and Simulation of Lifting Operations

Performed by a Hydraulic Excavator;
• Partial Contour Matching based on Affine Curvature Scale Space Descriptors;
• On Metrics Used in Colonoscopy Image Processing for Detection of Colorectal

Polyps;
• Copy–Move Forgery Detection by Using Key-Point-based Harris Features and

CLA Clustering;
• MedSecureChain: Applying Blockchain for Delegated Access in Health Care;
• Cosine and Soft Cosine Similarity-based Anti-phishing Model;
• Enhanced Image Steganography Technique Using Cryptography for Data Hiding;
• Comparative Analysis of Various Recommendation Systems;
• Finger Knuckle Print Feature Extraction Using Artificial Intelligence Algorithm;
• The Using of Deep Neural Networks and Acoustic Waves Modulated by

Triangular Waveform for Extinguishing Fires;
• Electronic Information Image Processing Technology Based on Convolutional

Neural Network;
• Research onRelated Problems of IntelligentMedical LogisticsDistributionBased

on Particle Swarm Optimization;
• Study of Wool Image Recognition Based on Texture Features;
• The Observation and Simulation of Dynamic Diffraction Patterns Caused by a

Cylindrical Liquid Diffusion Pool for Diffusivity Measurement;
• Multidimensional Graphic Objects Filtration Using HoSVD Tensor Decomposi-

tion.

Sofia, Bulgaria
Sofia, Bulgaria
Changsha, China
October 2020

Roumen Kountchev
Rumen Mironov

Shengqing Li
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Chapter 1
Computational Intelligence for Brain
Tumors Detection

Abdel-Badeeh M. Salem

Abstract Recently, computational intelligence (CI) techniques have become effi-
cient intelligent tools for brain tumor detection. It has become one of the major
research subjects in medical imaging and diagnostic radiology. In the area of
processing the brain images, computer-aided diagnosis (CAD) systems are basically
relied on different CI techniques in all its stages to implement a smart consulta-
tion system that can help the radiologists by providing a second opinion that can
assist in detection and diagnosis of brain tumors. This paper presents a compre-
hensive and up-to-date research in the area of digital medical imaging covering a
wide spectrum of CI methodological and intelligent algorithm. The paper discusses
the current research of the CI techniques for developing smart CAD systems. We
present two applications for a hybrid intelligent technique for automatic detection of
brain tumor through MRI. The technique is based on the following CI methods: the
feedback pulse-coupled neural network for image segmentation, the discrete wavelet
transform for features extraction, the principal component analysis for reducing the
dimensionality of the wavelet coefficients, and the feed-forward back-propagation
neural network to classify inputs into normal or abnormal.

1.1 Introduction

Magnetic resonance imaging (MRI) is an imaging technique that plays a vital role
in detection and diagnosis of brain tumors in both research and clinical care for
providing detailed information about the brain structure and its soft tissues. The
image-processing techniques can provide great help in analyzing the tumor area.
Computer-aided detection (CAD) has been developing fast in the last two decades.

A.-B. M. Salem (B)
Artificial Intelligence and Knowledge Engineering Research Labs, Faculty of Computer and
Information Sciences, Ain Shams University, Abbassia, Cairo, Egypt
e-mail: abSalem@cis.asu.edu.eg
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2 A.-B. M. Salem

The main idea of CAD is to assist radiologists in interpreting medical images by
using dedicated computer systems to provide ‘second opinions.’ The current research
reveals that the CAD systems of human brain MRI images are still an open problem
[1, 2].

On the other side, AI andCI offer robust, intelligent algorithms and smartmethods
that can help to solve problems in a variety of healthcare and life sciences areas [3–
6]. This paper presents some of the CI techniques for managing and engineering
knowledge in digital computer-aided diagnosis (CAD) systems. Some applications
of the author and his colleagues that have been carried out in last years are discussed.
The paper is organized as follows: Sect. 1.2 presents the computational intelligence
paradigms. Section 1.3 presents the subareas of the intelligent of healthcare infor-
matics. Section 1.4 discusses the applications of deep learning technique in health
informatics. In Sect. 1.5, we discuss themedical imaging techniques for human brain.
Section 1.6 presents our applications of brain tumors diagnosis using CI techniques,
and then, we conclude in Sect. 1.7.

1.2 Computational Intelligence Paradigms

Computational intelligence (CI) is the study of intelligent computer algorithms that
improve automatically through experience. CI aims to enable computers to learn
from data and make improvements without any dependence on commands in a
program. This learning could eventually help computers in building smart models
for specific task for prediction purpose [6–8]. Figure 1.1 shows the inherently inter-
disciplinary field of research of CI. From the figure, it can be seen that CI includes
the following disciplines: neurobiology, information theory, probability, statistics,
AI, control theory, Bayesian methods, physiology, and philosophy.

Figure 1.2 shows the computational intelligence paradigms and models from
intelligent computing and AI perspectives [9–19].

(a) Cognitive computing: This model is based on cognitive sciences (human
memory, languages, vision, stress, learning, and sleep phenomena)

Informa�on Theory

Psycology

Probability

Control Theory

Sta�s�cs

Philosophy

Ar�ficial Intelligence

Neurobiology

Bayesian methods

Computa�onal 
Intelligence

Fig. 1.1 Interdisciplinary field of research of CI
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Fig. 1.2 Computational intelligence paradigms

(b) Neural computing: This is based on neuroscience, biological sciences, and
mathematics

(c) Bio-inspired computing: This is based on life sciences (biology and medicine)
(d) Vagueness computing: This is based on fuzzy logic theory and rough sets
(e) Knowledge computing: This is based on knowledge engineering issues

(management, discovery, acquisition, and modeling)
(f) Analogical computing: This is based on case-based reasoning methodology
(g) Cloud computing: This is based on distributed processing and Internet of things

(IoT)
(h) Ubiquitous computing: In this, model computing is made to appear anytime and

everywhere
(i) Ontological computing: This is based on the ontological engineering concepts
(j) Evolutionary computing: This is based on simulated annealing, swarm opti-

mization, and ant colony.

1.3 Computational Intelligence Applications in Intelligent
Health Informatics

Figure 1.3 shows the main and subareas of the intelligent health informatics. From
the figure, it can be seen that it is a multidisciplinary field of research and covered
many digital healthcare areas, namely dental, neuro, biological, medical, nursing,
and clinical. From the informatics perspective, each are composed of many fields
of research, e.g. the medical informatics contains, knowledge engineering, medical
imaging, expert systems, robotic surgery, education, learning, and training [20–22].

In the last years, various computational intelligence techniques andmethodologies
have been proposed by the researchers in order to develop digital healthcare systems
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Intelligent Health Informatics

Medical 
Informa�cs

Image Acquisi�on 

Image Processing

Image Analysis

Image 
Understanding

Noise & Shadow 
Removal 

Feature 
Extrac�on 

Classifica�on 

Segmenta�on

Image 
Enhancement

Image 
Reconstruc�on

Image 
CompressionMedical 

Educa�on / 
Training

Medical 
Knowledge 
Engineering

Medical Imaging

Medical Expert
Systems  

Robo�c Surgery
Bioinforma�cs

Neuro-
informa�cs

Intelligent 
Health 

Informa�cs

Dental 
Informa�cs

Nursing 
informa�cs

Clinical 
Informa�cs

Fig. 1.3 Intelligent healthcare informatics

for different medical and healthcare tasks. These systems are based on the knowledge
engineering paradigms and artificial intelligence (AI) concepts and theories. Many
types of such systems are in existence today and are applied to different healthcare
domains and tasks.

CI is successfully used on awide variety ofmedical problems anddata.Medicine is
largely an evidence-driven discipline where large quantities of relatively high-quality
data are collected and stored in databases. Themedical data are highly heterogeneous
and are stored in numerical, text, image, sound, and video formats. In addition, CI
techniques are also used to modify medical procedures in order to reduce cost and
improve perceived patient’s experience and outcomes.

From the medical informatics point of view, medical data includes [9, 10, 12]:
(a) Clinical data (symptoms, demographics, biochemical tests, diagnoses and

various imaging, video, vital signals, etc.), (b) logistics data (e.g., charges and cost
policies, guidelines, clinical trials), (c) bibliographical data, and (d) molecular data.

On the other side, bioinformatics concerns with biological data, conceptualizes
biology in terms of molecules, and applies CI techniques to understand and organize
the information associated with these molecules on a large scale [14, 15]. Bioinfor-
matics encompasses analysis of molecular data expressed in the form of nucleotides,
amino acids, DNA, RNA, peptides, and proteins. The huge amount and breadth of
biological data requires development of efficientmethods for knowledge/information
extraction that can cope with the size and complexity of the accumulated data.

There are numerous examples of successful applications of CI in areas of diag-
nosis and prevention, prognosis, and therapeutic decision making. CI algorithms are
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used for the following tasks: (a) discovering new diseases, (b) finding predictive
and therapeutic biomarkers, and (c) detecting relationships and structure among the
clinical. CI contributes to the enhancement of management and information retrieval
processes leading to development of intelligent (involving ontologies and natural
language processing) and integrated (across repositories) literature searches. More-
over, applications of CI in bioinformatics include the following areas of research: (a)
microarray analysis, chromosome and proteome databases, modeling of inhibition
of metabolic networks, (b) signal analysis (echocardiograph images and electroen-
cephalograph time series), and (c) drug delivery, information retrieval, software for
pattern recognition in biomedical data.

1.4 Deep Learning Paradigm in Health Informatics

Deep learning is a subarea of CI covering a spectrum of current exciting research
and industrial innovation that provides more efficient algorithms to deal with large-
scale data in healthcare, recommender systems, learning theory, robotics, games,
neurosciences, computer vision, speech recognition, language processing, human–
computer interaction, drug discovery, biomedical informatics, act [23–25]. DL is a
branch of AI covering a spectrum of current exciting research and industrial inno-
vation that provides more efficient algorithms to deal with large-scale data in many
areas (see Fig. 1.4).

In the last decade, with the development of artificial neural networks, many
researchers have tried to develop further studies using DL methods. DL studies
are investigated in popular areas to illuminate the paths of researchers working in
DL Tables 1.1, 1.2, 1.3, and 1.4 and to summarize the different DL methods and
applications of health informatics.

Deep 
learning 

Applications

biomedical 
informatics

robotics
neurosciences

computer 
vision

language 
rocessing

learning 
theory

drug 
discovery

human-
computer 

interaction

speech 
recognition

games

healthcare

recommender 
systems

Fig. 1.4 Deep learning (DL) applications
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Table 1.1 Deep learning methods and applications for bioinformatics

Application Input data DL method

Cancer diagnosis
Gene selection/classification
Gene variants

Gene expression
Micro RNA
Microarray data

Deep autoencoders
Deep belief network
Deep neural network

Drug design Molecule compounds Deep neural network

Compound–protein interaction
RNA-binding protein
DNA methylation

Protein structure
Molecule compounds
Genes/RNA/DNA sequences

Deep belief network
Deep neural network

Table 1.2 Deep learning
methods and applications for
medical informatics

Application Input data DL method

Prediction of
disease
Human behavior
monitoring
Data mining

Electronic health
records
Big medical dataset
Blood/laboratory
tests

Deep autoencoders
Deep belief network
Convolutional
neural network
Recurrent neural
network
Convolutional deep
belief network
Deep neural network

Table 1.3 Deep learning
methods and applications for
public health

Application Input data DL method

Predicting
demographic info
Lifestyle diseases
Infectious disease
epidemics
Air pollutant
prediction

Social media data
Mobile phone
metadata
Geo-tagged images
Text messages

Deep autoencoders
Deep belief network
Convolutional
neural network
Deep neural
network

1.5 Medical Imaging Techniques for Human Brain

1.5.1 Medical Aspects

A brain tumor is a mass or growth of abnormal cells in the brain. Many types of
brain tumors exist (see Fig. 1.5). Some brain tumors are noncancerous (benign), and
some brain tumors are cancerous (malignant). Brain tumors can begin in the brain
(primary brain tumors), or cancer can begin in other parts of the body and spread to
the brain (secondary, or metastatic, brain tumors). The growth rate as well as location
of a brain tumor determines how it will affect the function of nervous system. Brain
tumor treatment options depend on the type of brain tumor as well as its size and
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Table 1.4 Deep learning
methods and applications for
pervasive sensing

Application Input data DL method

Anomaly
detection
Biological
parameters
monitoring

EEG
ECG
Implantable device

Deep belief
network

Human activity
recognition

Video
Wearable device

Convolutional
neural network
Deep belief
network
Deep neural
network

Hand gesture
recognition
Obstacle detection
Sign language
recognition

Depth camera
RGB-D camera
Real-sense camera

Convolutional
neural network
Deep belief
network

Food intake
Energy
expenditure

Wearable device
RGB image
Mobile device

Convolutional
neural network
Deep neural
network

Tumor Acoustic Optic glioma Astrocytoma

Location Hearing Nerve Optic nerve Temporal Lobe

Symptom 1-hearing loss
2-ringing &

headache
3-weakness of face
4-balance problems

1-visual loss
2-double vision
3-rapid eye
movement

1- seizure.
2-paralysis
3-problems with
language

MRI

Fig. 1.5 Some types of brain tumors

location. Tables 1.5 and 1.6 show applications of deep learning methods of medical
imaging as well as the well-known brain imaging techniques (BIT), respectively.

1.5.2 Magnetic Resonance Imaging (MRI)

Brain MRIs have three types: T1, T2, and PD which differ in the contrast charac-
teristics of the brain tissues. These three types have three orientations which are
axial, corona, and sagittal. All these types are interpreted by radiologists, physicians,
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Table 1.5 Deep learning
methods and applications for
medical imaging

Application Input data DL method

3D brain
reconstruction
Neural cells
classification
Brain tissues
classification
Alzheimer/MCI
diagnosis

MRI/fMRI
Fundus images
PET scans

Deep autoencoders
Convolutional neural
network
Deep belief network
Deep neural network

Tissue
classification
Organ
segmentation
Cell clustering
Hemorrhage
detection
Tumor detection

MRI/CT images
Endoscopy images
Microscopy
Fundus images
X-ray images
Hyperspectral
images

Convolutional deep
belief network
Convolutional neural
network
Deep autoencoders
Group method of
data handling
Deep neural network

Table 1.6 Well-known brain
imaging techniques

No. Brain imaging technique

1 Computed tomography scan

2 MRI brain sagittal and coronal MRI scans

3 Positron emission tomography (PET) scan

4 Single positron emission computed tomography (SPECT)
scan

5 Functional magnetic resonance imaging (fMRI) scan

6 Electroencephalography scan

7 Magneto encephalography scan

and researchers for diagnosing brain tumors and putting a treatment. Also, for the
research purpose, a number of datasets are available online for research use [26].

1.5.3 General Methodology of Brain Images Processing

Based on our comprehensive study of the published literatures [26], one can conclude
that the general methodology of brain images processing consists of seven processes,
namely (a) image acquisition and preprocessing, (b) segmentation of ROI, (c)
feature extraction and selection, (d) dimensionality reduction, (e) classification of
the selected ROI, (f) performance evaluation, and (g) interpretation by the expert
radiologists. Figure 1.6 shows the general methodology of brain image processing.
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Fig. 1.6 General methodology of brain image processing

Fig. 1.7 aDifferent supervised CI techniques for the image segmentation. bDifferent unsupervised
CI techniques for the image segmentation
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1.5.4 CI Techniques for Segmentation and Classification
Processes

Figure 1.7 shows the different supervised and unsupervised CI techniques for the
image segmentation. For more technical information about these techniques, see
Refs. [27–30]. For classification process, see Refs. [31–36].

1.6 Brain Tumor Diagnosis Using CI Techniques

1.6.1 1st Application: Developing CAD Systems for Brain
Tumor Diagnosis

This study concerned with developing a CAD system that can process the brain MR
images for detection and diagnosis of different brain tumors using several computa-
tional intelligence techniques. Commonly, the implementation of any CAD system
for classification of brain tumors based on brain MRIs involved the following three
stages: (1) segmentation, (2) feature extraction and selection, and (3) training/testing
of the classification model

In this study, two types of CAD systems are implemented.

(A) For the first type of CAD system, three CAD systems with several models are
presented. The three CAD systems included three stages: segmentation, feature
extraction and selection, and classification. For segmentation process, K-means
and fuzzy C-means techniques that have been used separately.While for feature
extraction and selection processes, gray-level co-occurrence matrix (GLCM)
and discrete wavelet transform (DWT) integrated with principal component
analysis (PCA) have been used separately.

(B) The second type is to differentially diagnose cognitive normal (CN) brain from
Alzheimer’s disease (AD) brain subjects using brainMRIs from two real online
datasets of brain MRIs. This study is based on linear discriminate analysis
(LDA) classifier.

Extracting the features from the input brain MRIs of the two datasets used is done
for each dataset separately using DWT integrated with PCA for reducing the number
of features to avoid classification complications and reduce the computation time
and costs.

The developed system is tested using two different datasets obtained from online
datasets of real human brain MRIs. The performance of the system proved its effi-
ciency and reliability in the problem which it is used for according to different
performance measures.
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Fig. 1.8 Sample of brain MRIs’ dataset

1.6.2 2nd Application: Classification Using Deep Learning
for Brain Tumors

In this application, we used DL neural network for classifying a dataset of 66 brain
MRIs into four classes, e.g., normal, glioblastoma, sarcoma, and metastatic bron-
chogenic carcinoma tumors (see Fig. 1.8). The classifier was combined with the
discrete wavelet transform (DWT) and principal components analysis (PCA). The
evaluation of the performance was quite good over all the performance measures.

We can summarize the main features of this study as follows:

1. The methodology combines the discrete wavelet transform (DWT) with the deep
neural network (DNN) to classify the brain MRIs into normal and three types
of malignant brain tumors: glioblastoma, sarcoma, and metastatic bronchogenic
carcinoma.

2. The architecture of this developed system resembles the convolution neural
network (CNN) architecture but requires less hardware specifications and takes a
convenient timeof processing for large-size images (256×2563—Thedeveloped
DNN classifier shows high accuracy compared to traditional classifiers).

1.7 Recommendations and Conclusions

1.7.1 Recommendation

From our comprehensive analysis, one can recommend the following recommenda-
tions:

(a) The cooperation between physicians andAI communities is essential to produce
efficient computing systems for medical purposes. The physicians will have
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more information to deliver a better service and dynamic guidelines to improve
quality and reduce risks.

(b) The industry of intelligent medical decision support systems is a promising area
of research for developing successful telemedicine projects.

(c) Mobile devices can feed real-time medical data directly to patients and doctors
via secure computing networks and IoT. The web-based and IoT medical
systems can enhance the online education/learning/training processes.

(d) The use of ICT technologies also improves the quality of patient care and reduces
clinical risk. At the same time, the patient will be part of the healthcare process,
having more information about diseases and access to his/her electronic health
record.

(e) The pharmaceutical industries can get more accurate information about drug´s
effects and supply chain delivery systems.

(f) Public health authorities can get more accurate information and develop
dashboards to make better and fast decisions.

(g) Hospital management benefits from a more updated meaningful data. This data
is used by management systems to deliver key performance indicators (KPI).

1.8 Conclusions

AI technologies and techniques play a key role in developing intelligent tools for
medical tasks and domains. This paper analyzes themain paradigms and applications
of the computational intelligence (CI) in health care from the artificial intelligence
perspective. CI offers potentially powerful tools for the development a novel digital
healthcare system. The variety of such technique enabling the design of robust and
efficient intelligent healthcare systems. CI techniques (e.g., CBR, data mining, rough
set, and ontology) can cope with medical noisy data, subsymbolic data, and complex
structure data. In addition, CI offers intelligent computational methods for accumu-
lating, changing, and updating medical knowledge in IHS, and in particular learning
mechanisms that will help us to induce knowledge frommedical information or data.
The key to the success of such systems is the selection of the CI technique that best
fits the domain knowledge and the problem to be solved. That choice depends on the
experience of the knowledge engineers. On the other side, the development of such
systems is a very difficult and complex process that raises a lot of technological and
research challenges that have to be addressed in an interdisciplinary way.
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Chapter 2
Video-Based Monitoring and Analytics
of Human Gait for Companion Robot

Xinyi Liu, Md Imran Sarker, Mariofanna Milanova,
and Lawrence O’Gorman

Abstract Human gait is essential for long-term healthmonitoring as it reflects phys-
ical and neurological aspects of a person’s health status. In this paper, we propose a
non-invasive video-based gait analysis system to detect abnormal gait, and record gait
and postural parameters framework on a day-to-day basis. It takes videos captured
from a single camera mounted on a robot as input. Open Pose, a deep learning-
based 2D pose estimator is used to localize skeleton and joints in each frame. Angles
of body parts form multivariate time series. Then, we employ time series analysis
for normal and abnormal gait classification. Dynamic time warping (DTW)-based
support vector machine (SVM)-based classification module is proposed and devel-
oped. We classify normal and abnormal gait by characterizing subjects’ gait pattern
andmeasuring deviation from their normal gait. In the experiment, we capture videos
of our volunteers showing normal gait as well as simulated abnormal gait to vali-
date the proposed methods. From the gait and postural parameters, we observe a
distinction between normal and abnormal gait groups. It shows that by recording and
tracking these parameters, we can quantitatively analyze body posture. People can
see on the display results of the evaluation after walking through a camera mounted
on a companion robot.
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2.1 Introduction

With the rise of aging populations, desire for independent living, high healthcare
costs, non-invasive health monitoring, and smart personal and home communica-
tions, the time for “healthy-living” companion robots are approaching. Every 11 s,
an older adult is treated in the emergency room for a fall; every 19 min, an older
adult die from a fall. Healthcare cost of falls in the USA, including hospitalization,
surgery, therapy, etc., is expected to increase as the population ages and may reach
$67.7 billion by 2020 [1, 2].

According to Selke [3], lifelogging is understood as different types of digital
self-tracking and recording of everyday life. Another feature of lifelogging is that
it is a continuous process that requires no user interaction. In the context of active-
assisted living (AAL), sensors used for lifelogging can also be ambient-installed
as opposed to wearable sensors, for instance, video surveillance or other cameras
installed in nursing or smart homes to monitor and support older and fragile people
[4–6]. Recently, there is a growing research on robots and their amplification in
AAL Healthcare humanoid robots are designed and used by individuals at home or
healthcare centers to analyze, treat and improve their medical conditions.

The quantitative gait analysis requires specific devices such as a 3D motion
capture system, accelerometer, or force plate, which are time-, labor-, space-, and
cost-consuming to use daily. Furthermore, monitoring gait in home using monoc-
ular camera without any annotations is interesting and not explored (practically
unavailable for gait analyses).

The goal of this study is to develop a video-based marker-less system for non-
invasive healthcare monitoring, using skeleton and joint location from pose estima-
tion to extract gait features and generate alerts for abnormal gait, indicating needs for
further medical attention. We propose use of Open Pose [7], a deep learning–based
2D keypoint framework that estimates the joint coordinates of persons in the image
or videos obtained using a monocular camera, as it does not require external scales
or markers. Using this estimator, we can automatically obtain the joint coordinates of
persons in each image/movie recorded, thus enabling the calculation of joint angles
or other spatial parameters useful for further gait analysis.

We first designed experiments to measure consistency of the system on a healthy
population, then monitoring gait of subjects walking caring the weight to replicate
gait decay. The second set of experiments is “nudge” human posture monitoring. The
system guides individuals in regular walking, freely assesses gait states and provides
real-time personalized feedback to evaluate correct body posture. The robot will
also connect individuals with family and friends through a virtual connection, and if
needed, it will set up alarms.

Hypothesis Can we evaluate gait and motion dynamic integrating deep learning-
based 2D skeleton estimator and time series analysis?

Research involves two complementary tasks:

1. Designing set of experiments and creating own dataset.
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2. Analyzing gait changes using lower body skeleton representation and calculate
falling risk.

Our contribution

1. We designed system to evaluate gait deviation and classification of normal and
abnormal gait non-invasively over time.

2. Perform experiments on subject walking normally and the same subject walking
caring the weight.

3. Feature extraction and machine learning evaluation of human pose changes.

In Sect. 2.2, we describe evidence primarily from the medical and health-related
literature on the correlation between gait and health. We also give an overview of
other video gait recognition systems. In Sect. 2.3, we describe the methodology,
which combines use of a deep learning gait and pose recognition engine, and classi-
fication module to determine significant health-related changes. Section 2.4 contains
description of the experiment which simulated an attempt to understand how the
system would work for people with changing gait or emotional state. Finally, in
Sect. 2.5, we discuss results and current and future utility of this approach.

2.2 Related Work

In terms of data modalities, there are mainly two categories of gait analysis
approaches: sensor based and vision based. Although sensor-based approach has
shown its ability to reflect human kinematics, the requirement of certain sensors or
devices and needs to be worn on human body for some approach has made it less
convenient to be applied. Vision-based approaches are more unobtrusive and only
requires cameras for data collection [8].

Recently, skeleton has been widely used [9–14]. Some researchers employed
Microsoft Kinect camera to generate 3D skeleton using its camera SDK. Gait abnor-
mality index is estimated using 3D skeleton in [11], joint coordinates are used as
input of auto-encoders. Then, reconstruction errors from auto-coders are used to
differentiate abnormal gaits. Jun et al. [12] proposed to extract features from 3D
skeleton data using a two recurrent neural network-based auto-encoder for abnormal
gait recognition and then evaluated the performance by feeding the features extracted
to discriminative models. While Kinect RGB-D camera provided additional depth
information, in our preliminary experiment of comparing skeleton output fromAzure
Kinect body tracking SDK and Open Pose, it is not as robust as Open Pose.

Similar to our work, Xue et al. [14] presented a system for senior care using
gait analysis. They accurately calculated gait parameters, including gait speed, stride
length, step length, step width, and swing time from 2D skeleton. Compare to their
work, besides gait parameters, we also employed time series analysis techniques to
characterize motion dynamics. In addition, our system gives classification result of
normal or abnormal gait.
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There are several gait-related public datasets. CASIA gait database [15] includes
video files of the subject walking with variations in view angle, clothing, whether or
not carrying a bag. However, it does not have samples of the subject walking with
abnormal gait patterns. And the resolution is quite low, 320 × 240, and captured at
25 fps. INIT Gait database [16] is designed for gait impairment research; it consists
of one normal gait pattern and seven simulated abnormal gait styles. But only bina-
ries silhouettes sequences were released. The walking gait dataset by Nguyen et al.
is designed for abnormal gait detection [11]. It includes point cloud, skeleton, and
frontal silhouette captured by Microsoft Kinect 2 camera. Nine subjects performed
nine different gaits on a treadmill. Aside from one normal gait, they simulated
abnormal gaits by padding a sole with three different levels of thickness and attaching
a weight to ankle. However, it is captured in front view, while our method is designed
on sagittal plane from the side view. Thus, we captured our own dataset for this
research.

2.3 Methodology

2.3.1 Pipeline Overview

Our system is set up to capture peoplewalking left-right or right-left through a camera
view, termed an event. A camera is placed to capture the movement in sagittal plane
of human body while walking (see Fig. 2.7).

The processing system contains the three modules as shown in Fig. 2.1. The
system continually monitors a camera view, and when a person walks through the
camera view, that event is detected and captured to a video clip. Pose estimation is
performed on the clip to obtain a sequence of skeleton which contains location of
body joints. In feature extraction and gait classification stage, we extracted gait and
postural parameters and employed time series analysis to classify if the gait is normal
or abnormal.

Fig. 2.1 Three processing modules of the system
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Fig. 2.2 Data processing flow

Event detection is performed in tripwire areas which located in both edges of the
frame. When motion is detected in one side of the tripwire area, it starts recording
an event; when motion is detected in another side, it ends the recording. We use a
motion edge method (akin to optical flow) described in [17, 18].

After we captured the video clip of the subject walking perpendicular to the
camera, we applied pose estimation on each frame of the video. The output of the
pose estimation is a sequence of 25 anatomical joint coordinates in each frame.
As shown in Fig. 2.2, in order to prepare the data for the binary classification, the
following steps are performed: Trim the sequence to ensure all videos start from
the same walking position. Keep a few samples of walking videos of normal gait
as the standard gait template. Split the rest of the dataset into training and test set.
We trained and evaluated two different algorithms of time series analysis to classify
whether the gait in a video is normal or abnormal.

If the gait is classified as abnormal, it means the gait has deviated from their
normal gait. To better analyze the gait, we also extract gait and posture features to
help understand how the gait has changed.

2.3.2 Pose Estimation and Skeleton Extraction

Open Pose is an open-source real-time human 2D pose estimation deep learning
model. It introduces a novel bottom-up approach to pose estimation using Part
Affinity Fields (PAFs) to learn to associate body parts of a person in images or
videos. Figure 2.3 shows Open Pose architecture (TensorFlow-based framework)
[7].
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Fig. 2.3 Architecture of the multi-stage CNN

2.3.2.1 The Architecture of Open Pose

1. The system takes a color image as input, then analyzes it with a convolutional
neural network (CNN) initialized and fine-tuned based on the first 10 layers of
Visual Geometry Group-19 model (VGG-19).

2. A set of feature maps generated from CNN are feed into another multi-stage
CNN.

3. The first set of stages predicts and refines PAFs, which is a set of 2D vector fields
that encode the degree of association between body parts.

4. The last set of stages generates confidence maps of body part locations.
5. Finally, the confidence maps and the PAFs are parsed by bipartite matching to

obtain 2D key points for each person in the image.

2.3.2.2 Part Affinity Fields for Part Association

PAFs contain location and orientation information across the region of support of
the limb. It is a set of flow fields that encodes the unstructured pairwise relationship
between body parts. Each pair of body parts have one PAF. PAFs are represented
as set L = (L1, L2, . . . , LC), where Lc ∈ R

w×h×2, c ∈ {1, . . . ,C}. C denotes the
number of pairs of body parts, w × h is the size of the input image. Each image
location in Lc encodes a 2D vector, if it lies on the limb c between body parts j1 and
j2, the value of PAF at that point is a unit vector that points from j1 to j2; otherwise,
the vector is zero-valued. The ground truth PAF L∗

c,k at a point p for person k as

L∗
c,k(p) =

{
x j2 ,k−x j1 ,k

||x j2 ,k−x j1 ,k ||2 if p on limb c

0 otherwise
(2.1)

where x j,k is the ground truth position of the body part j of person k.
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2.3.2.3 Confidence Map for Part Detection

Each confidencemap is a 2D representation of the belief that a particular bodypart can
be located in any given pixel. Each body part has one corresponding confidence map.
Confidence maps are represented as set S = (S1, S2, . . . , SJ ), where S j ∈ R

w×h ,
j ∈ {1, . . . , J } and J denotes the number of body parts. Individual confidence maps
S∗
j,k for each person k is defined as

S∗
j,k(p) = exp

(
−||p−x j,k ||22

σ 2

)
(2.2)

where x j,k is the ground truth position of the body part j of person k. The ground
truth confidence map is an aggregation of individual confidence maps:

S∗
j (p) = max

k
S∗
j,k(p) (2.3)

2.3.2.4 Multi-stage CNN

Stage t = 1: Given the feature maps F generated from VGG-19, the network
computes a set of part affinity fields, L1 = φ1(F), where φ1 refers to the CNN
at stage 1.

Stage 2 ≤ t ≤ TP : Original feature maps F and the PAF prediction from previous
stage are concatenated to refine the prediction,

Lt = φt
(
F, Lt−1

)
,∀2 ≤ t ≤ TP (2.4)

TP refer to the number of PAF stages, φt is the CNN at stage t.
Stage TP < t ≤ TP + TC : After TP iterations, starting from the most updated

PAF prediction LTP , the process is going to be repeated for TC iterations to refine
confidence map detection.

STP = ρ t
(
F, LTP

)
, ∀t = TP (2.5)

St = ρ t
(
F, LTP , St−1

)
, ∀TP < t ≤ TP + TC (2.6)

TC refer to the number of confidence map stages, ρ t is the CNN at stage t.
An L2 loss function is applied at the end of each stage; it is specially weighted

to tackle the case when people in some images are not completely labeled. Loss
function at PAF stages ti is

f tiL =
C∑
c=1

∑
p

W(p) · ||Lti
c (p) − L∗

c(p)||22 (2.7)
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Fig. 2.4 BODY_25 skeleton
output. Source [19]

where L∗
c is the ground truth PAF, W is a binary mask. If pixel p is not labeled,

W(p) = 0. Loss function at confidence map stages tk is

f tkS =
J∑

j=1

∑
p

W(p) · ||Stk
j (p) − S∗

j (p)||22 (2.8)

whereS∗
j is the ground truth part confidencemap. The overall objective is tominimize

the total loss.

f =
TP∑
t=1

f tL +
TP+TC∑
t=TP+1

f tS (2.9)

The output of the Open Pose is BODY-25 output format as Fig. 2.4 shows; it
consists of an (x, y) coordinate pair and confidence score for each of 25 joints [19].

2.3.3 Gait and Postural Feature Extraction

After getting pose estimation of each frame in the videos, we calculated angles of
back and each lower leg respect to the vertical axis in each frame. The vertical axis
in the coordinate system oriented downwards. Back angle is the angle of the vector
start from “Neck” (key point 1) to “Mid Hip” (key point 8) respect to vertical. The
angle of lower legs uses the vector point from knee to ankle, respect to vertical. Left
lower leg: “LKnee” (key point 13) and “LAnkle” (key point 14); Right lower leg:
“RKnee” (keypoint 10) and “RAnkle” (key point 11) (Table 2.1).
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Table 2.1 List of body parts
angles

Angle name Joints

Left lower leg angle Left knee (key point 13), left ankle
(key point 14)

Right lower leg angle Right knee (key point 10), right ankle
(key point 11)

Back angle Neck (key point 1), mid hip (key point
8)

Each video has three corresponding time series representing the angles mentioned
above. And preprocessing is performed to clean upmissing data, crop, and align time
series.

In Fig. 2.5, left and right lower leg (knee-ankle) angles are colored in blue and
orange, respectively. The first row (a–d) is a sample of normal gait, while the second
row (e–h) is for abnormal gait. First column shows the original frame, the skeleton
was extracted and displayed as shown in (b) and (f). (c) And (g) shows the vector,
point from knee to ankle. The lower leg angle is the angle between the vector and
vertical axis. (d) and (h) are the sequence of lower leg angle in the video, the horizontal
axis of the plot is the frame index, and the vertical axis is angle in degree.

From the pose estimation result of the video, we also extracted gait and postural
features listed below (see Figs. 2.6 and 2.7):

Fig. 2.5 Time series of lower leg angles
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Fig. 2.6 Gait and postural feature

Fig. 2.7 Phases of the gait cycle

Stance Phase: The period starts from the heel strike, the heel of the same foot
strike floor to toe-off, the foot is lifted from the floor. Swing Phase: The period that
foot left the floor and swung forward in the air until the heel strikes the floor again
[20].

Cadence: Cadence is the number of steps taken in a given period of time, expressed
in steps per minute.

Step length: Distance between the contact points of two heels.
Stride length: Distance between two consecutive heel contact points of the same

leg [21].
Lower leg angle extrema: The maximum and minimum of the lower leg angle

time series, which reflects knee flexion while walking.
Asymmetry measure: To represent feature’s asymmetry between left and right

leg, we calculate the asymmetry measure of each feature. Let f denote feature, fL
and fR denote feature extracted from left and right leg, respectively. Asymmetry
measure A f is defined as [22]:

A f = | fL− fR |
max( fL , fR)

(2.10)

Walking speed: Walking speed is calculated by dividing walking distance with
the time period taken.

Back Angle: Back angle is between the mid-hip (key point 8) and bottom of the
neck (key point 1)
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Neck Angle: Neck angle is between the bottom of the neck and the nose (key
point 0).

Falling risk: Body posture at left heel strike phase is used to calculate falling risk.
Similar to [22], falling risk Fr is defined as:

Fr =
∣∣∣Nosex− (LHeelx+RHeelx )

2

∣∣∣
|LHeelx−RToex |

2

(2.11)

where Nosex is the x-coordinate of Nose (key point 0), LHeelx , RHeelx and RToex
are x-coordinate of Left heel (keypoint 21), Right heel (keypoint 24), and Right big
toe (keypoint 22).

2.3.4 Time Series Analysis

In order to measure the similarity between time series derived from pose estimation,
we use fast dynamic time warping (DTW) [23] method to help calculate Euclidean
distance with optimal alignment (see Fig. 2.8). And, support vector machine (SVM)
is used for binary classification of normal and abnormal gait.

Due to the nature of the humanwalk, theremight have shifts and distortions in gait
data between eachwalk in the time axis, caused by subtle difference in walking speed
or cadence. It is hard to have sequences aligned perfectly. Even between multiple
samples of the normalwalk, the slight time shift causes the distance to be considerably

Fig. 2.8 Cost matrix with
the minimum-distance wrap
path traced through it.
Source [23]
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large, making it unable to differentiate with abnormal gait, as their distances are both
large. So directly calculating Euclidean distance is going to give poor results.

Dynamic time warping (DTW) [24] algorithms are commonly used to overcome
shifts in the time dimension. Assume we have two time series X and Y. The value
of a cell D(i, j) in cost matrix D is the minimum-distance warp path of sequence
X ′ = x1, . . . , xi and Y ′ = y1, . . . , y j , Dist (i, j) denote distance of two data points
xi and y j .

D(i, j) = Dist(i, j) + min[D(i − 1, j), D(i, j − 1), D(i − 1, j − 1)] (2.12)

Fast DTW approximates DTW, using a multi-level approach to achieve linear
time and space complexity, in contrast to quadratic time and space complexity in
standard DTW algorithm. It first produces different lower resolutions of the time
series, by taking an average of adjacent pairs of points. Then, project the minimum
distance calculated from lower resolution to higher resolution as an initial guess.
Finally, refine the wrap path by local adjustments.

After calculation of DTW distance for each time series, we used support vector
machine (SVM) on a multidimensional DTW distance vector for classification.

2.4 Experiments and Results

2.4.1 Data Collection

In our experiment, we aim to simulate gait in different health states within the labo-
ratory. Because it is difficult to change health status of our volunteers, we propose to
use different levels of physical ankle weights in the experiment to help them demon-
strate abnormal gait. Intuitively, when additional weights added on human body, gait
will change accordingly as mobility and stability of walking are affected.

The adjustable ankle weights strap with removable sand packets were used
because it can easily adjust the weight by adding or removing sand packets on the
strap. Each strap has five slots to hold sand packets, and each packet weighs around
0.6 lbs.

We designed the experiment capturing the same person walking across the camera
normally for 10 times, walkingwith three different levels ofweights 10 times, respec-
tively, and walking with the 3rd level of weights plus carrying a heavy box for 10
times (see Fig. 2.9).



2 Video-Based Monitoring and Analytics of Human Gait … 27

Fig. 2.9 Sample frames in the dataset: a original frame in video of normal walk; b normal walk
frame with skeleton overlay; c original frame in video of walk with 3rd level of weights; d frame of
3rd level of weights experiment with skeleton overlay; e original frame in video of walk with 3rd
level of weights and carrying a heavy box; f frame of 3rd level of weights and a heavy box with
skeleton overlay

2.4.2 Experiment Setting

Videos we captured are with resolution of 1920 × 1080 and frame rate of 30 frames
per second. In pose estimation stage, Open Pose was also processed at 30 FPS. We
dropped frames with incomplete or low confidence joints to filter out the low-quality
frames. Failure of pose estimation in these frames usually caused by motion blur in
the frame, especially at lower leg and foot area where the amplitude of motion is
largest.

In the preprocessing stage, we first performed imputation using interpolation to
fill the missing data. Then, we cropped all the sequences to start from the first peak
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(maximum) point of the right lower leg angle’s time series, so that all of the sequences
should start from nearly the same gait phase which minimized the noise from data
misalignment.

In our experiment, for each person, we set aside three videos of normal gait as
standard template gait data to be compared with. The rest of the videos were split into
training and test set, and for each one of them, we calculate the distance with three
standard template gait data using fast DTW then take an average to measure how
close it is comparing to normal gait. Linear kernel is used in SVM for classification.

2.4.3 Results for Gait Classification

2.4.3.1 Evaluation Metrics

Gait classification is a binary classification task to predict if an unlabeled video
shows normal or abnormal gait. Detection of abnormal gait is defined as “positive.”
If the ground truth label of the data matches detection result, it is defined as “true,”
otherwise it is “false.”

We employed accuracy rate, precision rate, recall rate and F1 score in our
experiment.

2.4.3.2 Intra-subject Cross Validation

To evaluate the performance of our proposedmethods, leave-one-out cross validation
is performed within each subject. As Fig. 2.10 shows, for each subject’s data, we
reserve one as test set and use the rest of this subject’s data to train the algorithms.
The same process is performed on each of four subjects.

Results of leave-one-out cross validation are listed as below (Table 2.2).

Fig. 2.10 Leave-one-out cross validation
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Table 2.2 Results of leave-one-out cross validation

Subject Precision | DTW-SVM
| Recall

Accuracy F1 score

1 1.000 1.000 1.000 1.000

2 0.974 0.925 0.915 0.949

3 1.000 0.975 0.979 0.987

4 1.000 1.000 1.000 1.000

Average 0.993 0.975 0.973 0.984

2.4.3.3 Inter-subject Cross Validation

Wealso performed leave-one subject-out cross validation to validate the performance
when applied on a different subject that is not included in training set. As Fig. 2.11
shows, in each iteration, one subject’s data is used as test set. All other subjects’ data
is used for training.

From the result of leave-one-subject-out cross validation, we can see that both
methods successfully classified normal and abnormal gaits. The DTW-SVM-based
method achieved 0.982 in F1 score (Table 2.3).

Fig. 2.11 Leave-one-subject-out cross validation

Table 2.3 Results of leave-one subject-out cross validation

Subject Precision | DTW-SVM
| Recall

Accuracy F1 score

1 1.000 1.000 1.000 1.000

2 0.907 0.975 0.894 0.940

3 1.000 0.975 0.979 0.987

4 1.000 1.000 1.000 1.000

Average 0.977 0.988 0.968 0.982
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Fig. 2.12 DTW distance to standard gait template; data points of normal gait were marked with
blue dots; data points of abnormal gait were marked with red dots

2.4.4 Discussion

The proposed DTW-SVM-based method performed classification by measuring the
deviation from the standard gait template.AsFig. 2.12 shows, the x-, y-, z-axis denotes
the DTW distance of left and right lower leg angle, back angle compares to standard
gait template, respectively. Normal gait’s data is marked with blue while abnormal
gait’s data is marked with red. Intuitively, normal gait is closer to the standard gait
template, yet the distance should be small, so the data points are clustered near origin
of the coordinate system.

As DTW-SVM-based method measures deviation, so it has better performance
while applied on inter-subject prediction. It only requires a few samples as standard
gait template to be compared with.

2.4.5 Graphical User Interface and Companion Robot

The gaitmonitoring system based on body posture andwalking speed is implemented
as amodule in companion robot.On a robot’smonitor directly in linewith thewalking
trajectory (see Fig. 2.7), we displayed a graphical “reward” of the person’s gait with
respect to average values among the population (see Fig. 2.13). So, people can see
the results of the evaluation after they walked through the room.We have heard from
users that this system motivates them to improve body posture.
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Fig. 2.13 Graphical user interface (GUI) of the gait analysis system

2.5 Conclusions and Future Work

This paper proposed a video-based gait analysis system to detect abnormal gait and
capture gait features non-invasively over time. Gait analysis and gait abnormality
detection allows early intervention and treatment to prevent underlying conditions
develops and cause a fall. It can also evaluate the recovery progress of the physical
therapy.

The system consists of three stages; first, the event detection module records
the gait event video clip while a person walks through the camera. Second, pose
estimation is applied to extract sequence of skeleton and joints in the video. Then,
feature extraction and gait classification is performed to calculate gait and postural
parameters and to classify if the gait is normal or abnormal.
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In gait classification task, we proposed DTW-SVM-based method, using time
series of lower leg angle and back angle. Experiment results shows that DTW-
SVM-basedmethod achieved higher accuracy in inter-subject classification. Gait and
postural parameters extracted shows distinction between normal and abnormal gait.
With tracking the parameters on a day-to-day basis, we can quantitatively monitor
the gait changes in long term.

In the future, this work can be extended by adding another camera, located in front
view, to analyze the motion and gait asymmetry in the coronal plane or frontal plane
of the human body. The system can be integrated with a face recognition module
to fit the need of a multi-person household or facility so that it can automatically
recognize the identity of the person in the video and then add the extracted gait
features to their record. When the system detected gait abnormality of a person, an
alert will be generated for medical attention.
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Chapter 3
Comparative Analysis of the Hierarchical
3D-SVD and Reduced Inverse Tensor
Pyramid in Regard to Famous 3D
Orthogonal Transforms

Roumen Kountchev and Roumiana Kountcheva

Abstract In this work are presented two new approaches for hierarchical decompo-
sition represented as tensors of sizeN ×N ×N forN = 2n, based on algorithmswhich
(unlike the famous similar approaches) do not require iterative calculations. Instead,
they use repetitive simple calculations in each hierarchical decomposition level. As a
result, the computational complexity (CC) of the newhierarchical algorithms is lower
than that of the iteration-based. In general, hierarchical decompositions are divided
into two basic groups: statistical and deterministic. To the first group is assigned the
algorithm hierarchical tensor SVD (HTSVD) based on the multiple calculation of
the two-level SVD for the elementary tensor of size 2× 2× 2. The decomposition is
executed by using the HTSVD in three orthogonal spatial directions simultaneously.
The deterministic decompositions have lower CC than the statistical, but they do not
ensure full decorrelation between the components of the 3D decompositions. In this
group are the famous orthogonal transforms 3D fast Fourier transform (3D-FFT), 3D
discrete cosine transform (3D-DCT), 3D discrete wavelet transform (3D-DWT), 3D
contourlet discrete transform (3D-CDT), 3D shearlet discrete transform (3D-SDT),
etc., and also, the algorithm 3D reduced inverse spectrum pyramid (3D-RISP). The
last is distinguished by its lower CC and the high energy concentration in the first
decomposition components. To achieve this, for the basic tensor of size 2n × 2n × 2n

is executed the 3D fast truncatedWalsh–Hadamard transform (3D-FTWHT). Signif-
icant advantage of 3D-RISP compared to the famous pyramidal decompositions of
the kind 3D-DWT, 3D-CDT, 3D-SDT, etc., is the absence of 3D decimation and 3D
interpolation which produce distortions in the restored tensor.
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3.1 Introduction

Tensor decompositions became recently an important object of various investigations
presented in many publications [1, 2], and the ideas were implemented as new soft-
ware algorithms and programs [3, 4]. Significant interest attracts the tensor decom-
position of 3D images which comprise sequences of 2D images and are more or
less correlated in the spatial–temporal areas. Example 3D images of the kind are: the
hyperspectral image (HSI), computer tomography (CTI), magnetic resonance (MRI),
multi-view (MVI), video sequences, etc. As a result of the decomposition, each third-
order tensor (respectively, 3D image) is represented as a sumof components—tensors
of the same order. The optimum tensor decomposition has several important qual-
ities: (1) the correlation between tensor components for the three mutually orthog-
onal directions, is zero—i.e., full decorrelation is achieved; (2) the tensor energy is
concentrated mainly in the first several decomposition components; (3) in result of
the low-energy components “truncation,” the restored tensor calculated by using the
retained components only, has minimummean square error; (4) the global number of
parameters defined by the full (non-reduced) sum of the parameters for each tensor
component, is not larger than that of the original tensor, i.e., the decomposition is
“non-overcomplete.” All known methods for tensor decomposition could be divided
into two basic groups: statistical and deterministic. In the group of the statistical
methods for image decomposition are various different multilinear extensions of the
matrix-SVD, called multilinear SVD (MSVD), or generalizations of the SVDmatrix
for higher-order tensors, called higher-order SVD (HOSVD) [5–7]. Such are also the
famous methods: CANDECOMP/PARAFAC or canonical polyadic decomposition
(CPD)where the tensor is represented as a sumof rank-one tensors; the tucker decom-
position (TD) [1, 3, 6]; the tensor train decomposition [8]; theKruskal decomposition,
etc. The statistical methods are implemented through applying various algorithms
for calculation of the tensors eigenvectors, which have relatively high computational
complexity. The tensor decomposition components are usually calculated by using
iterative methods whose iterations stop, when the pre-defined accuracy is achieved.
Such are: the tensor power iteration; the QR-factorization followed by the house-
holder transforms (or the Gram–Schmidt process), the Givens rotations; the Jacobi
method; the higher-order eigenvalue decomposition (HOEVD); the SVD calcula-
tion based on its relation to PCA, etc. The tensor decomposition based on the use
of iterative SVD methods needs significant number of computational operations. To
overcome the problem, various hierarchical methods are already developed, based on
the hierarchical tucker decomposition (HTD) [9], the sequentially truncated HOSVD
(ST-HOSVD) [10], and the sequential unfolding SVD (SUSVD) [11]. In the same
group is also the non-iterative Hierarchical SVD algorithm for tensor decomposition
offered in [12]. It has lower computational complexity and is based on SVD for
elementary tensor of size 2 × 2 × 2.

In the group of the deterministic methods for image decomposition are the pyra-
midal 3D transforms: the 3D discrete wavelet transform (3D-DWT) [13], the 3D
curvelet and the 3D contourlet discrete transform (3D-CDT) [14, 15] and the shearlet
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discrete transform (SDT) [16]. Themethods from the first group overcome these from
the second in respect of the decomposition components’ decorrelation degree, but
these in the second group have much lower computational complexity. The deter-
ministic methods for tensor decomposition are usually executed by using various
kinds of 3D orthogonal transforms. Publications [4, 13, 15] are proposed algorithms
for cubical decomposition based on the 3D separable discrete transforms: the 3D
discrete Fourier transform (3D-DFT), the 3D discrete Hartley transform (3D-DHT),
the 3D discrete cosine transform (3D-DCT), etc.; the algorithm for hierarchical third-
order tensor decomposition with low CC, based on the 3D inverse spectrum pyramid
(3D-ISP), is offered in [17].

The choice of a method from the two basic groups for a certain application is done
on the basis of the requirements which the algorithm for 3D image decomposition
must satisfy in restoration accuracy, execution time, etc. In this work are analyzed
and compared the approaches for hierarchical third-order tensors decomposition:
the 3D truncated hierarchical SVD (3D-THSVD) [18], and the 3D-ISP combined
with the 3D truncated Walsh–Hadamard Transform (3D-TWHT) [17]. In the next
sections are given: the decorrelation of image sequences through 3D-HAPCA; tensor
decomposition through 3D-THSVD; the pyramidal decomposition based on the 3D-
ISP and on the truncated divisible 3D-TWHT, comparison of theCCof the algorithms
for hierarchical tensor decomposition and conclusions.

3.2 Tensor Decomposition Through 3D Truncated
Hierarchical SVD

3.2.1 Decomposition of Elementary Tensor of Size 2 × 2 × 2
Through 3D Truncated Hierarchical SVD

The algorithm 3D-THSVD is based on the calculation of SVD2×2 for the matrix
image [X] of size 2 × 2, in correspondence with the relation below [18]:

[X ] =
[
a b
c d

]
= σ1

⇀

U
1

�V T
1 + σ2 �U2 �V T

2

= [C1] + [C2] = 1

2A

{
σ1

[
B C
D E

]
+ σ2

[
E −D

−C B

]}
, (3.1)

where a,b,c,d are the elements of the matrix [X]; σ1,2 = √
(ω ± A)/2—

the singular values of the matrix [X]; �U1 = (1/
√
2A)[√r ,

√
q]T;

�U2 = (1/
√
2A)[−√

q,
√
p]T—the left eigenvectors of the matrix [X]; �V1 =

(1/
√
2A)[√p,

√
s]T; �V2 = (1/

√
2A)[−√

s,
√
p]T—the right eigenvectors of the

matrix [X];
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A =
√

ν2 + 4η2; B = √
rp;C = √

sp; D = √
rq; E = √

sq;
[C1] = σ1

2A

[
B C
D E

]
; [C2] = σ2

2A

[
E −D

−C B

]
;

ω = a2 + b2 + c2 + d2; ν = a2 + c2 − b2 − d2;μ = a2 + b2 − c2 − d2;
η = ab + cd; r = A + ν; q = A − μ; p = A + μ; s = A − ν.

The elements of matrices [C1] and [C2] are defined by four parameters only (ω,
υ, μ, η), and from this, it follows that the decomposition represented by Eq. (3.1) is
not “overcomplete.”

In Fig. 3.1 is shown the algorithm 3D-THSVD for a two-level decomposition of
the elementary tensor X of size 2 × 2 × 2 (ET), which is calculated on the basis of
SVD2×2 for a matrix image of size 2 × 2, in correspondence with Eq. (3.1).

In the first level of the algorithm, after mode-1 unfolding of the tensor X2×2×2, on
thematrices [X1] and [X2] is applied the SVD2×2. In result, are calculated thematrices
[C11] and [C21] which have high weights σ11, σ21 (their elements are colored in red),
and the matrices [C12] and [C22] whose weights σ12, σ22 are small (their elements
are colored in blue).

After the rearrangement of the matrices in accordance with the lessening of their
weights, the tensors X1(2×2×2) and X2(2×2×2) are reconstructed and as a result is got
the decomposition:

X2×2×2 = X1(2×2×2) + X2(2×2×2). (3.2)

In the second level of the algorithm, on the tensors X1(2×2×2) and X2(2×2×2) are
applied mode-2 unfolding and are got the couples of matrices [X11], [X12] and [X21],
[X22], for which are calculated the corresponding SVD2×2.

[X11] and [X12] are got fourmatrices: [C111], [C121]—with highweightsσ111 , σ121,
and [C112], [C122]—with low weights, σ112, σ122. [X21], [X22] are got another four
matrices: [C211], [C221]—with high weights σ211, σ221, and [C212], [C222]—with low
weights, σ212 , σ222. After rearrangement in accordance with their weights lessening,
from these eight matrices [C111], [C121], [C112], [C122], [C211], [C221], [C212], [C222]
are reconstructed four tensors Xr,1(2×2×2), Xr,2(2×2×2), Xr,3(2×2×2), Xr,4(2×2×2), each
of size 2 × 2 × 2. Then the decomposition is represented as follows:

X2×2×2 = X1(2×2×2) + X2(2×2×2) + X3(2×2×2) + X4(2×2×2), (3.3)

where

X1(2×2×2) ⇒ fold mod e−2 ([C111], [C121]);
X2(2×2×2) ⇒ fold mod e−2 ([C211] or [C112], [C221] or [C122]);
X3(2×2×2) ⇒ fold mod e−2 ([C112] or [C211], [C122 or [C221]);
X4(2×2×2) ⇒ fold mod e−2 ([C212], [C222]).



3 Comparative Analysis of the Hierarchical 3D-SVD and Reduced Inverse … 39

Fig. 3.1 Structure of the two-level adaptive 3D-THSVD for the tensor X2×2×2 based on SVD2×2

The tensors X1(2×2×2) and X4(2×2×2) are always reconstructed on the basis of
the couples of matrices [C111],[C121] and [C212],[C222], respectively. The tensor
X2(2×2×2) is reconstructed by using the couples of matrices [C211] and [C221], or
respectively [C112] and [C122], and the tensor X3(2×2×2)—by using the couples of
matrices [C112],[C122] or, respectively—[C211], [C221]. The choice of the couple of
matrices is defined by the selected truncation for mode-1 or mode-2 unfolding. the
decomposition from Eq. (3.3) is retained two tensors only: X1(2×2×2) and X2(2×2×2).
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For their reconstruction, from the calculated eight matrices in the second level are
used the four matrices of highest weights only.

For a given approximation accuracy ε of the tensor X2×2×2, the remaining two
tensors X3(2×2×2) and X4(2×2×2) in Eq. (3.3) could be neglected, and in result is got:

X2×2×2 ≈ X̂2×2×2 =
2∑

r=1

Xr(2×2×2) for ||X2×2×2 − X̂2×2×2 || F

= ||
4∑

r=3

Xr(2×2×2) ||F ≤ ε. (3.4)

where || . ||F is the Frobenius norm.
The decomposition of tensor X2×2×2 in correspondence with Eq. (3.4) repre-

sents the algorithm THSVD2×2×2. In the second decomposition level, the SVD2×2 is
executed four times and each SVD2×2 is defined by four parameters (three—for the
first matrix component [C1], and one—for the second [C2]). Each of the tensors from
Eq. (3.3) contains the components of two selected SVD2×2 (shown in Fig. 3.1 colored
in red and blue). Then, the total number of parameters needed for the description
of all four tensors from Eq. (3.3) is 4 × 4 = 16. For the “truncated” decomposition
represented by Eq. (3.4), which contains the tensorsX1(2×2×2) and X2(2×2×2) only, the
total number of needed parameters is 20 or 14, depending on the kind of truncation
chosen to neglect the components of lowweights for the selected four SVD2×2. In the
first way of truncation (mode-1), the second retained tensor X2(2×2×2) is defined by
matrices [C211] and [C221], and the first “truncated” tensorX3(2×2×2)—by thematrices
[C112] and [C122]. In this case, the “truncated” decomposition is represented by 20
parameters. In the second way of truncation (mode-2), the second retained tensor
X2(2×2×2) is defined by the matrices [C112] and [C122], and the first “truncated” tensor
X3(2×2×2)—by the matrices [C211] and [C221]. The tensor X4(2×2×2) is cutoff in both
cases (mode-1 and mode-2). Hence, for THSVD mode-2 are needed 2 × 3 + 2 ×
4 = 14 parameters in total, because in the first decomposition level is calculated the
first matrix component of each SVD2×2 only. Then, the total number of parameters,
needed for the ET decomposition based on the THSVD222 truncation mode-2 (equal
to 14), is the smaller, when compared to algorithm HSVD222 (with 24 parameters
needed). For the execution of THSVD2×2×2 truncation mode-2, in the second level
must be calculated only the two SVD2×2, colored in red in Fig. 3.1.

The reconstruction of tensors X1(2×2×2) and X2(2×2×2) depends on the truncation
mode (1 or 2), applied on the eight matrices in the second decomposition level. The
“truncation” could be fixed, or adaptive. The adaptive truncation criterion is defined
on the basis of the total weight of the matrices used for the reconstruction of tensor
X2, when compared to that of the matrices used for the tensor X3. The adaptive
truncation rule is defined by the relation:

Truncationmode

{
1, if (σ211 + σ221) > (σ112 + σ122),

2, if(σ211 + σ221) ≤ (σ112 + σ122).
(3.5)
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Here (σ211 + σ221) is the sum of the weights of the couple of matrix components
in the second level [C211] and [C221], and (σ112 + σ122)—the sum of the weights
for the couple of matrices [C112] and [C122]. In the case when the ET represents a
sequence of two images of size 2× 2, its elements (pixels) have non-negative values,
and hence, its rank is R = 2. The proposed adaptive 3D-THSVD algorithm is based
on the decomposition of elementary tensors (ET) of size 222.

3.2.2 Decomposition of a Tensor of Size N × N × N Through
3D Truncated Hierarchical SVD

The procedure explanation starts here with the decomposition of a tensor of size 4
× 4 × 4 based on the 3D-THSVD, and after that it is generalized for a tensor of size
N × N × N, where (N = 2n).

In the first level of the 3D-THSVD4×4×4, the tensor T4×4×4 (for N = 4) as shown
in Fig. 3.2 a is divided into eight ETs T i(2×2×2) for i = 1, 2,…,8 (cubes of size 2
× 2 × 2). Figure 3.2b shows the front cut of the tensor T4×4×4 in the first level of
3D-THSVD4×4×4. Each ET is then decomposed into 2 new tensors Ti,j(2×2×2) for
j = 1,2, and of same size. In the first level of 3D-THSVD4×4×4 for each group,
composed of 8 elements of same color (yellow, red, green, blue, white, purple, light
blue, or orange), is calculated the two-level adaptive 3D-THSVD2×2×2. After the
rearrangement of ETs and their reshaping are obtained two new tensors T j(4×4×4),
shown in Fig. 3.3a in pink and light blue.

In the second level of the 3D-THSVD4×4×4, each of the two tensors T j(4×4×4) is
divided into 8 sub-tensors T j,k(2×2×2) for k = 1,2 in the way, defined by the spatial net

Fig. 3.2 Tensor T4×4×4, divided into eight ETs T i(2×2×2) for i = 1, 2,…,8 in the first 3D-
THSVD4×4×4 level where 3D-THSVD2×2×2 is applied on each group of elements of same
color
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Fig. 3.3 Division of tensors T j(4×4×4) into extended ETs T i,j(2×2×2) in the second 3D-
THSVD4×4×4 level where the 3D-THSVD2×2×2 is applied on each group of elements of same
color (8 in total)

for elements interlacing, as shown in Fig. 3.3b for one front cut of the tensor T1(4×4×4).
The color of the elements in each cube corresponds to that from the first level of
the 3D-THSVD4×4×4 algorithm. For each expanded elementary tensor (double-size
tensor), shown in Fig. 3.3, is calculated once again the 3D-THSVD2×2×2. After
execution of the 1st decomposition level, the tensor T4×4×4 is approximated by the
two-component sum below:

T 4×4×4 ≈
2∑
j=1

T j (4×4×4) (3.6)

The so calculated two tensors T j(4×4×4) are arranged in correspondence with the
mean singular values lessening for the elementary tensors T j,k(2×2×2) when j = 1,
2 and k = 1, 2,…,8. The tensors T j(4×4×4) are rearranged in accordance with the
energy decrease of the ETsT j,k(2×2×2), which build them. In accordance with Fig. 3.3,
on each ET is applied 3D-THSVD2×2×2 again. After the execution of the second
decomposition level, the tensor T4×4×4 is approximated by the sumof four third-order
tensors:

T 4×4×4 ≈
2∑

j1=1

2∑
j2=1

T j1, j2(4×4×4) (3.7)

The computational graph of the two-level 3D-THSVD4×4×4 decomposition is
shown in Fig. 3.4. In the initial decomposition level for each ET is executed unfolding
mode-1 and in the next level—unfolding mode-2. The so calculated two tensors
T j(4×4×4) are arranged in accordance with the decreasing of the singular values of
kernels T j,k(2×2×2), which compose them, for j = 1, 2 and k = 1, 2,…,8. If the
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Fig. 3.4 Structures of the full and truncated 2-level binary tree computational graphs for the 2-level
3D-THSVD444 based on the 3D-HSVD2×2×2

possible truncations are not taken into account for the low-energy branches of the
computational graph (colored in blue in Fig. 3.4) in the first level of the full 3D-
THSVD444, the SVD22 is executed 32 times, and in the second level—64 times.

3.2.3 Calculation of 3D-THSVD for Third-Order Tensor
of Size N × N × N

The decomposition of tensors T4×4×4 could be generalized for the case when the
tensor TN×N×N is of size N × N × N, for N = 2n. As a result of the use of the
3D-THSVDN×N×N full algorithm and for the pre-defined approximation accuracy,
the tensor T 2n×2n×2n is represented as a sum of 2n eigen-tensors [19]:

T 2n×2n×2n ≈
2∑

j1=1

2∑
j2=1

· · ·
2∑

jn=1

T j1, j2,.., jn(2n×2n×2n). (3.8)

The eigen-tensors T j1, j2,..., jn(2n×2n×2n) of size 2n × 2n × 2n are arranged in accor-
dance with tensors energies decreasing. The maximum number of hierarchical levels
needed for the execution of the 3D-THSVDN×N×N for N = 2n, is n. The number of
retained eigen-tensors in the decomposition is reduced at least two times, compared
to 3D-HSVDN×N×N , and in the last level this number is 2n.

In case that the rank of the tensor T 2n×2n×2n isR= 2r ≤N = 2n, Eq. (3.8) becomes:

T 2n×2n×2n ≈
2∑

j1=1

2∑
j2=1

· · ·
2∑

jr=1

T j1, j2,.., jr (2n×2n×2n) f or r = log2 R. (3.9)
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In this case, the decomposition comprises R eigen-tensors. In the first level of
3D-THSVD2×2×2 for each ET is applied “unfolding mode-1,” as shown in Fig. 3.4.
The next levels of 3D-THSVDN×N×N are alternatively applied “unfolding mode-1,
2, 3” for level 1 of ET. As a result, the elements of the decomposition tensors are
mutually decorrelated in three orthogonal directions.

The 3D-THSVD algorithm does not require iterative calculations. The number of
operations “addition” and “multiplication” O(*) needed to calculate the SVD2×2 in
correspondence with Eq. (3.1) is OSV D(2 × 2) = 40.

From Fig. 3.4, it follows that O3D−T SV D(2 × 2 × 2) = 40.4 = 160. The
computational complexity of the full 3D-THSVD algorithm for a tensor of size
2n × 2n × 2n , represented by the number of needed arithmetic operations, could be
evaluated in accordance with the relation:

O3D - THSVD(2n × 2n × 2n) = 2n−18(1 +
n−1∑
i=1

2i ) × O3D - THSVD(2 × 2 × 2)

= 2n+2(2n−1 − 1) × 160 ≈ O(22n+1). (3.10)

According to Eqs. (3.4) and (3.9), ETs decomposition is repeatedly executed in
each hierarchical level. This permits to implement the decomposition by using similar
sets of calculations, executed in parallel.

The advantage of 3D-THSVD is the need of multiple calculation of SVD2×2

in each hierarchical level, instead of iterative calculations. This permits parallel
implementation of 3D-THSVD based on processors of relatively simple structure
designed to calculate the SVD2×2. However, the high computation speed of this
decomposition does not ensure lossless (full) restoration of the original tensor X,
due to the truncation of all components whose sequential number is larger than the
tensor rank, R.

The pseudocode of the adaptive 3D-THSVD algorithm for the n-level decompo-
sition of third-order tensor of size N × N × N is given below.
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Result of the algorithm execution without truncation is obtained:

X2n×2n×2n =
2n∑
s=1

R⋃
r=1

Xr,s(2×2×2) (3.11)

3.3 Tensor Decomposition Based on the 3D Reduced
Inverse Spectrum Pyramid

The second group of hierarchical decompositions for 3D images is the deterministic,
which have low CC but do not ensure full decorrelation. The tensor decomposition,
called reduced inverse spectrum pyramid (3D-RISP) [17], was presented for the case
when the tensor X is of size 888 (N = 2n for n= 3). In this case, the inverse spectrum
pyramid is of 3 hierarchical levels. For the decomposition implementation, in each
level could be applied each of the well-known 3D orthogonal transforms: 3D-FFT,
3D-DCT, 3D-WHT, etc. Here the 3D-WHTwas chosen because of its lowCC. In this
case, the three-level 3D-RISP pyramid based on the truncated 3D-WHT (3D-TWHT)
for levels p = 0, 1, 2 is defined by the relation below:

X = X̃ + Ẽ0 + E1 (3.12)

where

X̃ = (1/83)
1∑

u=0

1∑
v=0

1∑
l=0

s(u, v, l)Wu,v,l; E0 = X − X̃; Ẽ0 =
8⋃

t=1

Ẽ t
0;
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Ẽ t
0 = (1/43)

1∑
u=0

1∑
v=0

1∑
l=0

st0(u, v, l)Wu,v,l for t = 1, 2, . . . , 8,

Et
1 = Et

0 − Ẽ t
0 f or t = 1, 2, . . . , 8; E1 =

8⋃
t=1

Et
1. (3.13)

The tensors tagged with a small wave, approximate these without a wave, with E
are tagged the difference tensors, and with Wu,v,l—the 3D basic Walsh–Hadamard
functions. The coefficients of the 3D-WHT in levels p = 0, 1, 2 are defined by the
relations:

s(u, v, l) =
7∑

i=0

7∑
j=0

7∑
k=0

x(i, j, k)wal(i, u, 8)wal( j, v, 8)wal(k, l, 8) for p = 0;

(3.14)

stp(u, v, l)

=
23−p−1∑
i=0

23−p−1∑
j=0

23−p−1∑
k=0

ẽtp(i, j, k)wal(i, u, 23−p)wal( j, v, 23−p)wal(k , l, 23−p)

(3.15)

for t = 1, 2,…, 8p+1 and p = 1, 2.
Here x(i, j, k) and ẽtp(i, j, k) are correspondingly the elements of the tensorX and

of the difference tensors Ẽ
t
p for t = 1, 2,…,8p+1 and p = 1,2; i(.) is one-dimensional

basicWalsh–Hadamard function which first argument is its discrete value in the hori-
zontal or vertical direction; the second argument—the spatial frequency in horizontal
or vertical direction respectively, and the third argument—the size of the function.

After the truncation of coefficients stp(0, 0, 0) = 0 in levels p = 1, 2, is got
the 3D Reduced ISP (3D-RISP) [18]. The block diagrams for tensor decomposi-
tion/reconstruction through three-level 3D-RISP/TWHT are shown in Fig. 3.5.

In result of the truncated 3D-WHT execution, in the level p = 0 are retained 8
coefficients only s(u, v, l) for u, v, l= 0, 1, while in levels p= 1, 2 are retained coeffi-
cients stp(u, v, l), for u, v, l = 0, 1 and t = 1, 2,…, 8p+1 except coefficients stp(0, 0, 0)
which are always equal to zero. For this reason, the 3D-RISP decomposition is not
“overcomplete.” As it is seen from Fig. 3.5, the total number of spectrum coefficients
s(u, v, l) in all pyramid levels (8 + 56 + 448) is equal to the number of elements of
the tensor X, of size 8 × 8 × 8 = 512. To accelerate the calculation of the retained
coefficients, in each RISP level is executed the fast direct and inverse 3D-TWHT
[18]. Due to transform separability, it is executed in three consecutive steps—first
for the vectors (fibers) of the tensor X in the horizontal direction, after that—for the
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Fig. 3.5 Block diagrams for tensor decomposition/reconstruction through 3D-RISP/TWHT



3 Comparative Analysis of the Hierarchical 3D-SVD and Reduced Inverse … 49

vectors of the transformed tensor in the vertical direction, and at the end—in the
direction z—for the vectors of the tensor which was transformed in the second step.
To execute the direct transform, for each vector on the selected direction is applied
one-dimensional fast Walsh–Hadamard transform (1D-FTWHT). Before the inverse
transform, the “truncated” coefficients of each spectrum vector are replaced by zeros
and then is executed the one-dimensional inverse fast WHT (1D-IFWHT).

In case that the tensor X is of size larger than N ×N ×N, it must be divided into R
sub-tensors Xr of size 8 × 8 × 8, for r = 1, 2, …, R and then for each to be executed
the already presented pyramidal decomposition. After that, the related sub-tensors
of size 8 × 8 × 8 are to be combined into the corresponding tensors of size N ×N
× N.

The decomposition of the third-order tensor X calculated through 3D-RISP/WHT
of 3 hierarchical levels (m = 3) is given in the Pseudocode of Algorithm 2. After
its execution is got the full octotree of 3 levels which contains the coefficients of
the 3D-WHT. The coefficients which have zero values in the pyramid levels p =
1, 2 are cutoff and in result is got the reduced octotree which corresponds to the
3D-RIDP/TWHT decomposition of the third-order tensor.
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3.4 Comparison of the CC of the Famous Deterministic
and Statistical Hierarchical 3D Decompositions

3.4.1 CC of the Deterministic Hierarchical 3D
Decompositions: RISP, SDT, FFT and DWT

The CC of the n-level 3D-RISP/3D-FTWHT is defined by the number of needed
additions/multiplications [19]:

A3D−RISP (n) =
n−1∑
p=0

Ap = 23n{(n − 1)[(5/2)n + 7) + 4}; (3.16)

M3D−RISP(n) =
n−1∑
p=0

Mp = (1/7) [23(n−1) − 1]. (3.17)

Then, the number of operations O (additions and multiplications) needed for the
calculation of the 3D-RISP/TWHT is:

O3D−RISP/TWHT(n) = 23n{(n − 1)[(5/2)n + 7)] + 4} + (1/7) [23(n−1) − 1]
≈ 23n × 2.5n. (3.18)



52 R. Kountchev and R. Kountcheva

The number of additions/multiplications which define the operations O needed
for the calculation of 3D shearlet discrete transform (3D-SDT), 3D-FFT and 3D
discrete wavelet transform (3D-DWT), in accordance with [19], is:

• for 3D-SDT:

A3D - SDT = 23n(5n + 43); M3D - SDT = 23n × 48.6n; O3D - SDT(n) ≈ 23n × 53.6n;
(3.19)

• for 3D-FFT:

A3D - FFT = 23n × 6.75n; M3D−FFT = 23n × 0.75 n; O3D - FFT(n) = 23n × 7.5 n;
(3.20)

• for 3D-DWT:

A3D - DWT = 23n × 20.5; M3D - DWT = 23n × 27.4; O3D - DWT(n) = 23n × 47.9.
(3.21)

3.4.2 CC of the Statistical Hierarchical 3D Decompositions
HSVD, THSVD, and H-Tucker

From Eq. (3.10) used for the definition of O(n) for THSVD, and from Eq. (3.49) in
[12] for the HSVD, it follows that:

– for 3D-HSVD:

O3D - HSVD(n) = 54 × (22n − 1)22n ≈ 24n × 54; (3.22)

– for 3D-THSVD:

O3D - THSVD(n) = 2n+2(2n−1 − 1) × 160 ≈ 22n × 320. (3.23)

TheH-Tucker transform [9]was selected for theCC comparisonwith the analyzed
3D transforms. The needed number of operations for the H-Tucker cubical tensor
decomposition of rank R = 2n (as defined in [3]), size N = 2n and order d = 3, is:

OHT(n) = (3 × 23n + 2 × 24n) ≈ 22n+1 (3.24)
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3.4.3 Comparison Evaluation of the CC for the Analyzed 3D
Decompositions

The CC evaluation for each decomposition is done on the basis of the corresponding
normalized value of the number of operations O0(.) for one voxel. In accordance
with Eqs. (3.18)–(3.24), in Table 3.1 is given the evaluation of the number O0

i (n)

normalized for 23n operations for the analyzed 3D decompositions.
The data in Table 3.2 were calculated on the basis of Table 3.1 for the values of

O0
i (n) when i = 1, 2,…,8 and n = 2, 3,…,8.
Figure 3.6 shows in a graphic form the values of the function O0

i (n) in corre-
spondence with Table 3.2. For tensors of size N ×N ×N when N = 16, the number
of levels is 4. In this case n = 4 and from Table 3.2, it follows that in correspon-
dence with the larger number of normalized operations O0

i (n), the analyzed tensor
decompositions are arranged as follows:

O0
1 (4) = 10 for RISP; O0

2 (4) = 214 .4 for SDT; O0
3 (4) = 30 for FFT;

O0
4 (4) = 47.9 for DWT; O0

5 (4) = 43.2 forHSVD; O0
6 (4) = 20 for THSVD;

O0
7 (4) = 32 forH - Tucker;

In accordance with the mutual correlation lessening between tensor decompo-
sition components, their arrangement is changed: the statistical are first (H-Tucker,
HSVD, THSVD) and then follow the deterministic (RISP, SDT, DWT, and FFT). The
choice of the 3D decomposition must be done on the basis of a compromise between
controversial requirements for the minimum number of O0

i (n), and the maximum
decorrelation between the decomposition components.

3.5 Conclusions

In this work are presented two new approaches for hierarchical decomposition of
a tensor of size N ×N ×N for N = 2n: 3D-THSVD and 3D-RISP/3D-FTWHT.
Their CC, evaluated on the basis of the needed mathematical operations O0(n), is
compared with that of the decompositions 3D-HSVD, H-Tucker, 3D-DWT, 3D-
SDT, and 3D-FFT. The obtained results show the CC advantage of the pyramidal
decomposition 3D-RISP, based on the 3D-FTWHT. There is also certain advantage
of this decomposition compared to 3D-DWT and 3D-SDT in respect of the quality
of the restored image sequence represented as a third-order tensor because there are
no operations of the kind 3D decimation and interpolation. These qualities of the 3D-
RISP decomposition open new abilities for its future application and development
in such areas as the multidimensional processing and analysis of 3D images.
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Table. 3.2 Normalized number of operations O0
i (n) as a function of n

n 2 3 4 5 6 7 8

O0
1 (n) 4 7.5 10 12.5 15 17.5 20

O0
2 (n) 107.2 160.8 214.4 268 321.6 375.2 428.8

O0
3 (n) 15 22.5 30 37.5 45 52.5 60

O0
4 (n) 47.9 47.9 47.9 47.9 47.9 47.9 47.9

O0
5 (n)/20 10.8 21.6 43.2 86.4 172.8 345.6 691.2

O0
6 (n) 80 40 20 10 5 2.5 1.25

O0
7 (n) 8 16 32 64 128 256 512

Fig. 3.6 Normalized
number of operations O0

i (n)

for i = 1, 2,…,8, depending
on n
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Chapter 4
Tracking of Domestic Animals
in Thermal Videos by Tensor
Decompositions

Ivo Draganov and Rumen Mironov

Abstract In this paper, we present a comparative analysis of the performance of
the Tucker-ALS, CP-ALS, Tucker-ADAL, and the HoRPCA-S tensor decomposi-
tion algorithms, applied for tracking of domestic animals in video. Decomposition
and full processing time, detection rate, precision, and F-measure are the evaluating
parameters revealing the efficiency of each algorithm. Promising results suggest
the applicability of the investigated decompositions but also demonstrate particular
differences among them in terms of decomposition time and detection rate. In order
to increase the detection rate of systems of parallel type employing multiple decom-
position algorithms we propose a score fusion with fair voting which performs better
than some of the tested algorithms alone.

4.1 Introduction

There are numerous studies on spotting wildlife species in thermographic videos
with various applications such as population estimation, migration analysis, behavior
investigation, and others [1–6]. Typically, these implementations use input videos
from cameraswithwide field of view, covering vast areas inwhich significant number
of animals reside. Often, the movement animals do are fast and some of them vanish
out from the scene while others come into it.

Ward et al. [1] propose to use predictive navigation for unmanned aerial vehicles
(UAV) to detect feral animals. Heat signatures of target brutes are stored in a database
easing the spotting procedure. Blob analysis is the foundation of the incorporated
algorithm for feature generation and then detection. It performed fast and reliable
enough, taking data from a thermal sensor with resolution of 60 × 80 pixels at a
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distance of around 10 m frommoving animals, but no results are reported for greater
distances or when more animals are present.

Thermal motion imaging has been proposed to monitor the flight of bats and birds
with the explicit aim of risk analysis in wind turbine fields [2]. Extraction of full
flight tracks becomes possible with the discovering of video peaks and then applying
background masking, followed by perceptual grouping. Bird taxonomy is one of
the possible applications of this approach in a wide scale. Detection rate of 81%
is reported with 17% of false positives over video database containing 184 flight
tracks. No results are gathered from videos with terrestrial animals, moving slowly
or occupying larger portions of the frames.

Aerial surveillance, accomplished from small elevations, is also used for koalas
detection as a completely automated process, proposed by Corcoran et al. [3]. Heat
signatures in this case are extracted from the input frames by the Faster-RCNN
(RCNN—recurrent convolutional neural network) and YOLO (“You Only Look
Once”) neural networks. The probability of correct detection is found to be no less
than 68% with a precision rising up to 71%. Still, there are grounds for increase of
achieved accuracy although the conditions of the experiment involve lots of obscures
due to the dense vegetation in the surrounding environment.

Higher accuracy, in comparison with [3], of 77.3% achieved Oishi et al. [4]
detecting wild animals, primarily swimming ducks. The relief displacement effect
was employed as a simple but powerful techniquewhen there is a stationary part from
the body of an animal while rest of the parts are moving to detect it. Two frames over
predetermined period of time could be used to make that kind of analysis. It is done
after binarization with the Otsu algorithm and edge detection in parallel to it on the
same frame in order to get overlapped objects. Although fast, the technique needs
detection rate enhancement.

RCNN finds its dual application for both spotting poachers and animals in the
SPOT system proposed by Bondi et al. [5]. During the test phase, after training,
this particular system performed close to real time. Training was done offline on a
dedicated machine using Faster-RCNN. It was connected to module for transferring
labels via the AzureBasic through the Internet a connection to local machine for
detection assures update of training data. There, the pre-trained now Faster-RCNN
finds the bounding boxes of the objects of interest. Achieved precision is around 60%
with recall of around 0.7% for animals alone.

Automatic counting of hippos from a distance 38–155 m combining UAV and
thermal camera was done by Lhoest et al. [6]. They used isolines and polygoniza-
tion, analyzing local maximums in the input image of size 640 × 480 pixels. Then
polygon selection takes place based on few geometrical criteria, and from emerged
parts, it could be deduced if an animal occupies the overlooked area. Deviation in
accuracy from manual counting is enclosed between −9.8% and +13.7%. Although
the algorithm has been adapted to hippo counting, it comes closer to realistic scenario
of large area screening with animals, large in size and relatively slowly moving, from
images with close to the standard resolution (SD).

Another group of applications, also incorporating thermal imaging, aims assess-
ment of the health condition of domestic animals [7–9]. Most of the systems of this
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type work in highly controlled environment, some of them indoor, with a single
animal occupying dominant part of the video frame during examination, making
none or slow movements with small displacements.

Multiple vital signs in cattle has been tried for registering accurately enough by
Jorquera-Chavez et al. [7] using thermal infrared images. Heart and respiration rate
along with eye and ear-base temperatures were automatically measured with average
accuracy of 92% when compared to conventional methods. Tracking of the face of
a dairy cow by the Kanade–Lucas–Tomasi detector with modified features allows
simultaneous measurement of selected parameters based on secondary features. The
experimental setup and the videos with the close-ups of the animals do not allow
for freely surveilling of multitude of species. Somewhat similar is the case with the
implementation of Scoley et al. [8] where they monitor calves examining various
anatomical areas from their body using thermography. Significant simplification of
the experimental setup comes with the selection of only measuring temperature
remotely and not trying to derive any other vital sign. Accuracy of 80.48% was
achieved for the most repeatable parameter, that is the right eye temperature, but still
the method does not allow for complex scene analysis and counting of multiple
exemplars. Respiratory disorders associated with certain diseases in pigs, found
early enough, could considerably improve the effect of treatment [9]. Measuring
eye and ear-base temperature together with heart and respiratory rate could indicate
in certain combination of levels the presence of such a respiratory disorder. Butter-
worth filtering with subsequent Fourier transform of captured images allows further
the extraction of features applicable for analysis of the parameters of interest by
statistical evaluation. The method could also be described as limited in covered area
for general purpose monitoring.

Tensor decomposition algorithms are generalization of the singular value decom-
position (SVD). SVD gets as input a matrix while tensor processing is associated
with three- and higher dimensional array representations of input data. Grayscale
videos, including thermographic ones, could be represented as 3D arrays, or third-
order tensors, with rows and columns indexes as 2 independent variables and the
sequential number of the current frame—as third independent variable. The inten-
sity of each pixel is the dependent variable. Decomposing such tensors from video
data leads to low-rank and sparse representations from which it becomes straight-
forward to make background subtraction [10]. The result of this operation is another
video with all moving objects being segmented. Various techniques for approxima-
tion of the complete decompositions depending on application type to get reasonable
execution time are developed [11–15]. Kasai [11] proposes the recursive least squares
as approximation tool during the canonical decomposition over parallel factors
(CP) which is used to perform subspace tracking at low ranks. Experimentation
shows that this approach converges faster than other algorithms, such as GROUSE,
GRASTA and others, but the residual error when processing video with stationary
background varies between 10 and 40%. Support tensor machine [12] of linear type
has been proposed by Biswas and Milanfar for detecting pedestrians from thermo-
graphic images. Local steering kernels prove to be more noise resistant than oriented
histograms when selecting low-level features in this case and were preferred in this
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implementation. At 10% false positives rate, the algorithm has miss rate of around
13%.

Trackingofmultiple targets could behard to performwhenusingpairwise compar-
ison as the study of Pang et al. suggests [13]. The authors undertook high-order asso-
ciation with its affinity as a measure to select discriminative information for tracking.
They selected the multiway histogram intersection for their implementation to track
vehicles in videos from cameras with wide field of view. The correct matching rate
over one of the tested databases, including some heavy traffic at moments, is around
93%. False alarms rate is considerable for another database—exceeding 3 times the
real targets.

In order to overcome some of the difficulties related to occlusions, noise and
varying lighting conditions Javed et al. [14] use SVD on tensor-tensor product and
modified norm of a nuclear type. According to their results, this leads to better
exploitation of the correlation between the outer structures of targeted objects from
one position to new one. The overlap score for various tested sequences ranges
between 80% and 90%.

Tucker, CP, higher-order principal component analysis (PCA) and others decom-
positions in theirmultiple versions are deeply investigated in a survey [15]with regard
to various applications. One of them is video surveillance with anomaly detection
based on object appearance, primarily humans, within the scene. All three are found
to be promising for such kind of applications considering wider covered areas and
multiple instances of movement.

In the current study, a comparative analysis is presented among 4 of the most
time efficient tensor decomposition algorithms with background subtraction [10].
These are the Tucker-ALS (ALS—Alternating Least Squares), CP-ALS, Tucker-
ADAL (ADAL—Alternating Direction Augmented Lagrangian), and HoRPCA-S
(High-order Robust Principal Component Analysis solved by Singleton model).
They process thermographic videos in order to track domestic animals recorded in
different numbers and at various distances. Based on these results, the aim of the
research is to lead to a scheme which will increase the accuracy. A new, score fusion
algorithm, based on 3 of the tested implementations, proved to improve significantly
the precision of tracking. In Sect. 4.2, the evaluated tensor decomposition algorithms
are described, followed by experimental results in Sect. 4.3. In Sect. 4.4, a discus-
sion over the results, both quantitatively and qualitatively over the test video set is
presented. Then, in Sect. 4.5, a conclusion is made.

4.2 Evaluated Algorithms

4.2.1 Tucker-ALS

Tucker tensor decomposition [16] takes as input array with dimensions I × J × K
which may be a sequence of video frames and gives as output core array Tc with
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dimensions R1 × R2 × R3. The core is all-orthogonal and decomposition relies on
coordinates transformation which is orthogonal as well. In general, Rp represents
mode-p rank while in the current case p = 1, 2, 3. The following expression holds
[16]:

T = (
Q(1),Q(2),Q(3)

) · Tc ⇔ Tc = (
Q(1)T,Q(2)T,Q(3)T

) · T, (4.1)

where Q(l) are matrices of orthogonal type. They could be found by singular value
decomposition over the unfolding matrices of T, which also count in 3. Finally, the
right relation from (4.1) leads to Tc. Particular singular values could be put to zero
when falling below certain threshold, which will truncate the components of the
decomposition. In such a way proper, close to the optimal, low-rank estimate of a
matrix could be calculated. Truncation is possible in every mode, and resulting ranks
(r1, r2, r3) are typically lower than (R1, R2, R3). As a sequence of that, the tensor
rank is also reduced; but in the general case, it may not be predicted. The reason for
that is the lack of proof for a generalized Eckart-Young theorem applicable to tensor
computations [16].

Alternating Least Squares (ALS) is a technique to find various tensor decomposi-
tions [17], among them the Tucker one. In a preliminary stage of this algorithm, the
initial values of the factor matrices are set [18]. They could be randomly selected.
ALS is implemented then in iterative fashion using the tensor matrix-chain multi-
plication along every possible node n. The process leads to new tensor for which
matricization takes place over the mode n. A possible approach into getting the
product in mode n, e.g., n = 1 for tensor of third order is to use [18]:

Y = ((X ×2 UT
2

) ×3 UT
3

)
, (4.2)

where X is the input tensor, Y—the product over the n-mode, U2 and U3—are the
factor matrices. Pseudocode of the ALS algorithm incorporating (4.2) is given in
[18]. Another way of product calculation is to perform it in an element-wise fashion
where Y fibers are found according to [18]:

y:, j,k = X ×2 U2( j, :) ×3 U3(k, :). (4.3)

In (4.3) j = 1, …, J and k = 1, …, K and this approach leads to change in the
sequence of steps of the algorithm as shown, again as a pseudocode, in [18].

4.2.2 Tucker-ADAL

Tucker tensor decomposition could be achieved using the alternating direction
augmented Lagrangian (ADAL) method. It comes as natural solution to the
semidefinite programming (SDP) problem [19]:
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min
X∈Sn

〈C, X〉, given A(X) = b, X ≥ 0, (4.4)

where X is unknown positive semidefinite matrix, Sn—set of symmetric matrices
with dimensions n x n; C—known matrix belonging to Sn, b—known real vector
with m components, A(.)—linear map that gives Sn → R

m and it relates to [19]:

A(X):=〈
A(1), X

〉
, . . . ,

〈
A(m), XT

〉
. (4.5)

The matrix X could be rearranged in a vector with its columns put one over the
next in their order from left to right. Then (4.5) becomes [19]:

A:=(
vec

(
A(1)

)
, . . . , vec

(
A(m)

))T ∈ R
m×n2 , (4.6)

where vec(.) represents the rearrangement of a matrix into a vector. The augmented
Lagrangian [19] is defined as:

Lμ(X, y, S):= − bTy + 〈
X, A∗(y) + S − C

〉 + 1

2μ

∥∥A∗(y) + S − C
∥∥2
F , (4.7)

where μ > 0 and (4.7) satisfies linear constraints. The following condition needs to
be met [19]:

min
y∈Rm ,s∈Sn

Lμ

(
Xk, y, S

)
, given S ≥ 0, (4.8)

where k is the current iteration of repeating process starting from k = 0; y—m-
dimensional vector with real components. At (k + 1)-th iteration the update of X is
[19]:

Xk+1:=Xk + A∗(yk+1
) + Sk+1 − C

μ
. (4.9)

The optimization procedure (4.8) leads to minimal augmented Lagrangian taking
into account both y and S, but in practice they are considered consecutively which
is not the precise solution but considered accurate enough [19]. Pseudocode of the
complete set of steps for ADAL is presented in [20].

4.2.3 CP-ALS

Canonical decomposition (CANDECOMP) with analysis procedure over parallel
factors (PARAFAC) or simply CP decomposition represents a tensor in the form of
summation comprised by tensors of rank 1 [21]. In the case of third-order tensor
which is in interest within this study due to the analysis of video and assuming R
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components of decomposing the target function takes the following form [21]:

min
X̂

∥∥∥X − X̂
∥∥∥, when X̂ =

R∑

r=1

λr ar ◦ br ◦ cr = [[λ; A, B,C]], (4.10)

whereA,B, and C are factor matrices and X̂—the approximated tensor. They consist
of vectors combination gathering rank 1 components, that is A = [a1, a2, …, aR]
and similar expressions for B and C taking br and cr . The length of each vector is
normalized to 1 using the absorption vector λ ∈ R

R. During the ALS procedure, A
and B are fixed in order to find C, then from setting B and C unchanged, A could
be found and at last B is calculated from putting the components of A and C to be
constant. This sequence lasts as many times as some initially set criterion is satisfied.
When only one matrix changes, the solution could be found using the linear least-
squares algorithm. For instance, if A and B are fixed, the following minimization
problem needs to be solved [21]:

min
Ĉ

∥∥∥X (1) − Ĉ(B 
 A)T
∥∥∥
F
, (4.11)

where X(1) is the mode 1 matricization of X . The matrix norm in (4.5) is Frobenius
type denoted by F. Also, Â = A.diag(λ). The result in optimal form comes from
[21]:

Ĉ = X (1)
[
(B 
 A)T

]†
. (4.12)

In its turn (4.6) could be represented also as [21]:

Ĉ = X (1)(B 
 A)
(
BTB ∗ ATA

)†
. (4.13)

Thus, the pseudoinverse of R × R matrix instead of that of JK × R has to be
calculated [21]. Normalization for each of the approximated tensors should be imple-
mented by columns which mean that the components of the absorption vectors being
equal to the norm of the components of the respective column from the approximated
matrix will divide them. The complete set of steps as pseudocode of the CP-ALS
algorithm could be found in [22].

4.2.4 HoRPCA-S

Principal component analysis (PCA) has certain disadvantageswhen processing two-
way data such as the presence of outliers and errors with non-normal distribution
[23]. It was extended to Robust PCA (RPCA). A sparse model, most often containing
noisy elements, comes as addition to the low-rank model from the input data matrix.
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The optimization is targeting [23]:

min
L ,M

{rank(L) + λ‖M‖0|L + M = X}, (4.14)

where X is input matrix of data, L—low-rank matrix andM—a sparse matrix taking
place with its l0 norm as a second component in (14). The same relation may be
expressed in convex form [23]:

min
L ,M

{‖L‖∗ + λ‖M‖1L + M = X}, (4.15)

where * denotes the nuclear norm and the index 1—the l1 norm. Retaining M as
sparse during the optimization with regards to the rank of L leads to optimal result.
RPCA has been extended to tensors as well, according to [23]:

min
L,M

{Trank(L) + λ‖M‖1L + M = X }, (4.16)

where Trank is the Tucker rank and all components in the decomposition are now
tensors.

The Singleton model [24] is one of few models, which leads to the solution of
this optimization problem. The algorithm is known as HoRPCA-S. It substitutes the
tensor nuclear norm with the sum of all the nuclear norms of the same tensor after it
has been mode-n matricized [23]:

min
L,M

{
N∑

i=1

∥∥L(n)

∥∥∗ + λ‖M‖1|L + M = X
}

. (4.17)

4.2.5 Score Fusion

In order to improve the performance of a tracking system of the type investigated
in the current study, we propose the use of a score fusion. It takes the scores from
numerous tensor decomposition algorithms with background subtraction, running
simultaneously over the same input video. Fair voting helps for taking the final
decision whether a pixel from the current video frame is part of the foreground or
it belongs to the background. At least half plus one of the scores must be positive
in order to classify a pixel as foreground (Algorithm 1). The various Video variables
are considered 3D arrays comprising of grayscale frames (k = 1, …, K) with pixel
intensities over the rows (i = 1,…, M) and columns (j = 1, …, N).

Algorithm 1

program TScoreFusion (OutVideo)
{Assuming T tensor decomposition algorithms};
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var
i, j, k, M, N, K, T, InVideo, OutVideo: Integer;
begin
i : = 1; j : = 1; k : = 1;
ReadLn(T); ReadLn(InVideo);
OutVideo = 0;
OutVideo1 = Alg1(InVideo);
OutVideo2 = Alg2(InVideo);
…
OutVideoT = AlgT(InVideo);
OutVideoAdd = OutVideo1 + OutVideo2 + … + OutVideoT;
repeat
if OutVideoAdd(i,j,k) >= (N/2 + 1) then
begin
OutVideo(i,j,k) = 1;
end;

until (i <= M)&&(j <= N)&&(k <= K)
end.

4.3 Experimental Results

Test database consists of 4 uncompressed videos with dimensions 480 × 360 pixels
and 2 with 640× 360 pixels. All of them are in RGB color space and have 30 frames
per second. The number of frames for each video is 200 resulting in duration of
6.67 s. Four of the videos contain birds and two—rabbits.

All tests are completed over IBM PC compatible desktop computer with Intel
Core i5-3450 CPU with 4 cores operating at 3.1 GHz and 12 GB of RAM. The
operating system is Linux Ubuntu 14.04 LTS 64-bit and the simulation environment
is MATLAB R2016A. Video decompositions use tensor representations using the
LRS library [10].

The evaluation methodology includes the following set of parameters as proposed
in [25]. First, the detection rate DR is estimated according to:

DR = TP/(TP + FN), (4.18)

where TP is the True Positives defined as the entity of pixels belonging to the
foreground and correctly found as such, FN—False Negatives consisting from the
pixels classified as background but are part of the foreground. Then, the Precision is
calculated:

Precision = TP/(TP + FP), (4.19)

where FP is the False Positives comprising from the pixels incorrectly detected as
part of the foreground but belong to the background. Finally, the F-measure could
be found from:
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Table 4.1 Tucker-ALS results

Video 1 2 3 4 5 6

DR 0.9999 0.9998 0.9999 0.9997 0.9998 0.9998

Precision 0.9873 0.9694 0.9865 0.9765 0.9865 0.9918

F-measure 0.9936 0.9844 0.9931 0.9880 0.9931 0.9958

DT · 10−7, s/px 3.40 3.54 2.09 3.19 1.87 3.11

FT · 10−7, s/px 8.54 8.08 4.27 7.69 4.24 7.27

F − measure = 2 × DR × Precision/(DR + Precision). (4.20)

The pixels which are considered correctly as part of the background form a group
measured by the True Negatives (TN).

The tracking results for each of the 6 input videos using the Tucker-ALS
decomposition are given in Table 4.1.

During experimentation, two time intervals have beenmeasured—Detection Time
(DT) andFull ProcessingTime (FT) in seconds/pixels (s/px). The first represents only
the time during the actual tensor decomposition with background subtraction while
the second include all input–output operations.

Tucker-ADALandCP-ALSwere the next tensor decompositions triedwith results
shown in Tables 4.2 and 4.3, respectively.

HoRPCA-S is the last decomposition tested over the video database (Table 4.4).

Table 4.2 Tucker-ADAL results

Video 1 2 3 4 5 6

DR 0.9999 0.9998 0.9999 0.9997 0.9998 0.9998

Precision 0.9873 0.9694 0.9865 0.9765 0.9865 0.9918

F-measure 0.9936 0.9844 0.9931 0.9880 0.9931 0.9958

DT · 10−5, s/px 1.32 1.23 1.71 1.51 1.74 1.33

FT · 10−5, s/px 1.37 1.27 1.73 1.55 1.77 1.37

Table 4.3 CP-ALS results

Video 1 2 3 4 5 6

DR 0.8061 0.8838 0.4522 0.8201 0.7503 0.6858

Precision 0.6795 0.8234 0.7474 0.7036 0.5376 0.7199

F-measure 0.7374 0.8526 0.5635 0.7574 0.6263 0.7024

DT · 10−7 s/px 7.76 5.91 2.91 3.11 1.14 5.36

FT · 10−7, s/px 12.08 10.37 5.14 7.26 3.37 9.51
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Table 4.4 HoRPCA-S results

Video 1 2 3 4 5 6

DR 0.5216 0.3101 0.2310 0.4895 0.2217 0.2556

Precision 0.9081 0.9183 0.9782 0.9750 0.7468 0.9575

F-measure 0.6626 0.4636 0.3738 0.6518 0.3419 0.4035

DT · 10−4, s/px 2.48 3.31 0.83 2.78 0.37 1.45

FT · 10−4, s/px 2.49 3.32 0.84 2.79 0.38 1.46

Fig. 4.1 Average DR, Precision and F-measure for all tested algorithms

The average values of DR, Precision, and F-measure from the 4 decompositions
and the newly proposed score fusion are compared in Fig. 4.1, while the average DT
and FT—in Fig. 4.2.

4.4 Discussion

The average detection rate, precision, and F-measure are virtually equal for the
results obtained from the Tucker-ALS and Tucker-ADAL decompositions. They
equal 0.9998, 0.9830, and 0.9913, respectively (Fig. 4.1), and indicate very accurate
animal detection on a frame basis. The accuracy results yielded from theCP-ALS and
HoRPCA-S differ considerably with an absolute offset of 0.2667, 0.2811, 0.2847,
respectively, for the first compared to Tucker-ALS, and 0.6615, 0.0690, and 0.5084
for the latter. HoRPCA-S Detection Rate is significantly low, close to 34%, although
the precision is high—more than 91%. In its present form, without additional pre-
and post-processing of the video, this algorithm seems not applicable for the purpose
at hand. CP-ALS has DR around 73% and both the precision and F-measure are just
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Fig. 4.2 Average DT and FT for all evaluated algorithms

over 70%. After applying the score fusion algorithm with fair voting, the resulting
DR is slightly lower with comparison to Tucker-ALS—0.9831 but the precision
becomes highest—0.9998 and the F-measure the same as that of Tucker-ALS and
Tucker-ADAL—0.9913.

Average detection time is lowest for the Tucker-ALS algorithm—around
0.3 µs/px, very close to CP-ALS with approximately 0.4 µs/px. Two orders of a
magnitude higher time are needed for the Tucker-ADAL algorithm to complete the
decomposition and three orders—for the HoRPCA-S (Fig. 4.2). With the consider-
able increase of DT, the FT naturally is coming close to it, which makes input–output
operations irrelevant to the overall time consumption of the complete application over
the supporting hardware.

At visual inspection of the output videos with detected regions, partially corre-
sponding to the animals contained in the originals, a good agreement with the numer-
ical results from Fig. 4.1 could be observed. In Fig. 4.3.a, a frame from one of the
input videos containing a single rabbit is shown.

Pixels from the detected areas, corresponding to false positives and false nega-
tives, are being colorized together in red when finding difference images with the
groundtruth (Fig. 4.3b–e). Zoomed spot of the rabbit detection areawith least number
of falsely classified pixels comes from the Tucker-ALS algorithm (Fig. 4.3b). Non-
negligible growth of the red zone around all the contour of the rabbit is registered
in Fig. 4.3c, d—for CP-ALS and Tucker-ADAL, respectively. Corresponding to the
increased precision, the score fusion algorithm reduces all inaccurately detected
pixels along the boundary of the object of interest almost homogenously. It could
turn an important quality in implementations related to animal counting in dense
populations. There, distances among exemplars are small and undesirable merging
could take place, leading to inaccurate results.

In Table 4.5, a comparison in terms of DR, precision and F-measure is given
between the proposed in this paper score fusion approachwith the approach, proposed
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a           b          c 

d          e 

Fig. 4.3 Visual evaluation of detection results: a—input frame, and zoomed differences between
groundtruth and the result from b—Tucker-ALS, c—Tucker-ADAL, d—CP-ALS, e—Score fusion
algorithm

Table 4.5 Comparison
between the proposed score
fusion and the method of
Corcoran et al. [3]

Method DR Precision F-measure

Corcoran et al. [3] 0.8809 0.5600 0.6847

Proposed score fusion 0.9831 0.9998 0.9913

by Corcoran et al. [3] for koala detection. As the results clearly show, the proposed
score fusion leads to 10% higher DR and considerably higher difference of about
43% for the Precision and 31% for the F-measure.

4.5 Conclusion

Tucker-ALS and Tucker-ADAL look promising as decomposition techniques in
domestic animals tracking applications, considering the accuracy. Processing time
places Tucker-ALS most suitable as a standalone algorithm of the type. Although
CP-ALS is very close to Tucker-ALS in computational time, the decrease in detection
rate of about 30% does not make it attractive for the purpose without any additional
processing, which could make it higher. The increased precision of the score fusion
algorithm, proposed within this study, indicate an important possibility for future
work—the joint application of independent decompositions which will reduce false
positives and false negatives and more accurate segmentation of once detected areas.
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Chapter 5
Partial Contour Matching Based
on Affine Curvature Scale Space
Descriptors

Sinda Elghoul and Faouzi Ghorbel

Abstract In real applications, the same object may have been presented by different
shapes due to the moment and the angles of image acquisition, which does not guar-
antee a complete contour extraction without being disturbed by the noise or the
distortions. In this paper, we propose a newmethod tomatch partially occluded shape
based on affine curvature scale space. Firstly, an affine curve re-parameterization is
defined, inspired by the properties of affine curvature scale space (ACSS) shape
descriptor. Then, the different parts will be matched in order to minimize the L2

distance by the calculation of the pseudo-inverse matrix to estimate the translation
and the linear transformation based on the affine curve matching (ACM) algorithm.
Finally, a matching curve algorithm is obtained according to any planar affine trans-
formation and in any partial occluded case. Experiments are conducted onmulti-view
curve dataset.

5.1 Introduction

The shape matching of planar curves that are subjected to certain occlusion and
viewing transformations is motivated by a board of problems arising from different
applications in many fields such as robot navigation [1, 2], medical image matching
[3, 4], face recognition [5, 6], and object tracking [7, 8].

The research on the shape matching is recognized as a classical field and well-
studied in the literature. However, there are other challenges that still remain open
until now such as noise, distortion, and deformation. They are caused by two main
reasons: First, images taken at different moments and from different angles of the

S. Elghoul (B) · F. Ghorbel
CRISTAL Laboratory, GRIFT Research Group, National School of Computer Science (ENSI),
Manouba University, Manouba 2010, Tunisia
e-mail: Sinda.elghoul@gmail.com

F. Ghorbel
e-mail: Faouzi.ghorbel@ensi.rnu.tn

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
R. Kountchev et al. (eds.), New Approaches for Multidimensional Signal Processing,
Smart Innovation, Systems and Technologies 216,
https://doi.org/10.1007/978-981-33-4676-5_5

73

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4676-5_5&domain=pdf
mailto:Sinda.elghoul@gmail.com
mailto:Faouzi.ghorbel@ensi.rnu.tn
https://doi.org/10.1007/978-981-33-4676-5_5


74 S. Elghoul et al.

same object suffer from perspective distortions [9]. This transformation can be
approximated by a two-dimensional affine transformation [10] if the object is planar
and far enough from the image plane. The second reason, the curve sometimes can
present a little part of the shape [11].

However, it is not obvious to define an approach that satisfies these different
criteria, so an appropriate trade-off is necessary. In the last decades, various methods
for shape matching have been developed. The best-known researches include affine-
invariant Fourier descriptors (AIFD) method [12, 13], shape context (SC) methods
[14], the inner distance shape context (IDSC) [15], the height function (HF) descriptor
[16], and so on. However, they suppose that the complete shape can be extracted
from the images [17]. While in reality, the extracted shape may be occluded by many
distortions [18] like noise, articulations andmissed contour portions, as well as affine
transformation. In [19], Chen et al. introduce a partial shape matching method based
on the Smith–Waterman algorithm. Also, Latecki et al. [20] define an elastic partial
shape matching to model distortion and occlusion of shapes. In [21], the author
proposes a matching algorithm based on dynamic time warping. Therefore, only
some methods treat both affine and open curve matching [9, 22]. In [17], Mai and
al. define an affine-invariant partial shape matching approach where each contour
is segmented into affine-invariant segments by the application the local maxima of
curvature scale space (CSS). Then, the different parts are matched using the Smith–
Waterman algorithm. However, the Smith–Waterman (SW) algorithm is sensitive to
position jitter of a point sequence as indicated in [9]. Moreover, Huijing Fu and al [9]
present an affine planar shape matching and exploit it for partial object recognition
where an affine-invariant curve descriptor (AICD) using the affine-invariant signature
is defined. Then, a partial curvematching algorithm is developed by combiningAICD
with a curve segmentation strategy based on inflexion points. Yet, their method has
limited accuracy in the noise condition case caused by the high number of derivation
[23]. In this paper, we are interested in part-to-part affine shape matching. We can
present the partial shape matching problem by giving as an input two partial shape,
often called source and target, the goal is to recover the affine transformation that
optimized the pairing between the source and the target. So to achieve this pairing,
we should define the same parameterization for each curve. The underlying idea
here is to divide each shape into ordered affine-invariant segments inspired by the
expression of affine curvature scale space [24]. Then to handle thematching problem,
we estimate the affine transformation parameters using affine curvematching (ACM)
[25] algorithm. This algorithm minimizes the approximation of L2 distance between
pairs by the computation of the pseudo-inverse matrix. In experimentation, we will
evaluate the performance of proposed approach in the context of shape retrieval and
we will compare it with different affine curves matching methods presented in the
state of the art.

The remainder of the paper is organized as follows: In Sect. 5.2, the detailed
descriptions of suggested curve matching algorithm will be presented. Section 5.3
will investigate the effectiveness of the proposed approach through experiments and
analyses. Finally, the last section submits the conclusion.
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5.2 Affine Curvature Scale Space Curve Matching
Algorithm

Here, we define our new partial contour matching based on curvature scale space
matching algorithm. Therefore, this section will be devoted firstly to recall the affine
re-parametrization based on the affine curvature scale space (ACSS) [24]. After
that, we recall the newly developed affine curve matching (ACM) algorithm [25]
and apply the pseudo-inverse matrix to estimate the translation vector B and the
special linear transformation A existing between the two curves up to a special affine
transformation.

5.2.1 Affine Curvature Scale Space Descriptor (ACSS)

As given �1 and �2 two planar shapes represented by closed or open continuous
curves. We extract two contours of each shape which are represented by two param-
eterizations, respectively, as: �1 = [ f (t) = ( f x (t) f y(t))] (t = 1; 2; . . . ; N ) and
�2 = [h(t ′) = (hx (t ′)hy(t ′))] (t ′ = 1; 2; . . . ; N ), where their relation is defined by:

h
(
t ′
) = A f (t) + B (1)

With B is a translation vector and A is a special linear transformation. It is
obvious that each curve can be represented by different parameterizations. There-
fore, we cannot consider that the two contours have the same parameterization and
we compare the different viewpoints of planar shape. To handle this problem, we
must assure that the parameterization is independent from transformations and distor-
tions. As a result, we need to re-parameterize the points of the contour. In [24], it is
proved that the locations of the contour local maxima in the affine curvature scale
space (ACSS) image is invariant under an affine transformation. Moreover, they are
robust to noise as indicated in [17]. The underlying idea is to do an affine curves re-
parameterization by applying an ACSS descriptor. Then, we describe the following
main steps of the ACSS method as indicated in [24]. Firstly, we re-parameterize the
contour using the affine length function l(t) defined by

l = 1

L

t∫

0

∣
∣det( ḟ (u), f̈ (u))

∣
∣
1
3 (2)

where the total affine length L of the considered curve is presented by:

L =
T∫

0

∣∣det( ḟ (u), f̈ (u))
∣∣
1
3 du (3)
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With ḟ and f̈ denote, respectively, first and second derivatives of f and T are
a positive real. As a result of re-parameterization by this affine length, the relation
between the two curves becomes:

h∗(l) = A f ∗(l) + B (4)

With h∗ and f ∗ denotes a re-parameterization by this affine length. In the rest
of paper, we will replace f ∗ by f and h∗ by h to simplify the notation. Then, we
compute the curvature function k(l) expressed by:

k(l) = ḟ x (l) f̈ y(l) − f̈ x (l) ḟ y(l)
(
ḟ x2(l) + ḟ y2(l)

) 3
2

(5)

where ḟ x (l), ḟ y(l) and f̈ y(l), f̈ x (l) are the first and second derivatives. If g(l, σ ),
a 1-D Gaussian kernel of width σ, is convolved with each component of the curve,
then f xσ (l, σ ) and f yσ (l, σ ) represent the components of the resulting curve, fσ :

f xσ (l, σ ) = f x�g(l, σ ) f yσ (l, σ ) = f y�g(l, σ )

where � is a convolutional operator. The curvature of fσ is given by:

k(l, σ ) = ḟ x (l, σ ) f̈ y(l, σ ) − f̈ x (l, σ ) ḟ y(l, σ )
(
ḟ x2(l, σ ) + ḟ y2(l, σ )

) 3
2

5.2.2 Affine Curve Matching (ACM) Algorithm

To solve the matching problem, we must find A and B to estimate the relation and
motion between the different contours as indicated in [25]. The re-parametrization
of two curves by the ACSS gives the following rectangular system formed by 2*N
equations and 6 unknown variables:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

hx
σ (l1) = f xσ (l1)a11 + f yσ (l1)a12 + Bx

hy
σ (l1) = f xσ (l1)a21 + f yσ (l1)a22 + By

.

.

.

hx
σ (lN ) = f xσ (lN )a11 + f yσ (lN )a12 + Bx

hy
σ (lN ) = f xσ (lN )a21 + f yσ (lN )a22 + By

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
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with f (l) and h(l) as the re-parametrization, respectively, of two contours f (t) and
h
(
t ′
)
, B = (Bx ; By) and A = (

ai j
)
1=<(i, j)=<2. Our goal is to minimize the error e

between the two contours by the estimation of A and B which will be defined by:

min
(A,B)

||A fσ (l) + B − hσ (l)||2 ∼= e

This system can be written in matrix notation:

H = DU

WithU = [a11 a12 a21 a22 Bx By]t ; H = [
hx

σ (l1), h
y
σ (l1) . . . hx

σ (lN ), hy
σ (lN )

]
and

D =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f xσ (l1) f yσ (l1) 0 0 1 0
0 0 f xσ (l1) f yσ (l1) 0 1

f xσ (l2) f yσ (l2) 0 0 1 0
0 0 f xσ (l2) f yσ (l2) 0 1
. . . . . .

. . . . . .

f xσ (lN ) f yσ (lN ) 0 0 1 0
0 0 f xσ (lN ) f yσ (lN ) 0 1

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

In [25], the author applies the least squares method to solve the over determined
system of linear equations when the numbers of equations are more than unknown
variables. Thus, the resolution of this rectangular system can be done by minimizing
the error via inverting the system by using pseudo-inverse of thematrixD as indicated
in [25].

U = (
Dt D

)−1
Dt H

Then, we calculate the normal matrix
(
Dt D

)
which has the following expression:

Dt D = N 6

⎛

⎜⎜⎜
⎜⎜⎜⎜
⎝

X2 XY 0 0 X 0
XY Y 2 0 0 Y 0
0 0 X2 XY 0 X
0 0 XY Y 2 0 Y
X Y 0 0 1 0
0 0 X Y 0 1

⎞

⎟⎟⎟
⎟⎟⎟⎟
⎠

X = 1
N

∑N
k=1( f

x
σ (lk)) and Y = 1

N

∑N
k=1( f

y
σ (lk))

The reader can find more details in [24, 25].
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5.3 Experiments

In this section, we provide the recognition rates of the suggested approach and
compare it with the exiting shape matching methods. The experiments are carried on
multi-view curve dataset (MCD). First, we evaluate the performance of our approach
in the shape retrieval. Then, we prove the performance of the proposed algorithm on
shape registration. Finally, wewill analyze the algorithm complexity of our approach.

5.3.1 Retrieval Accuracy

To perform our algorithm in shape retrieval task, we calculate the bulls-eye score
as defined in [26, 27] on multi-view curve dataset (MCD) [28], since it contains
forms that undergo an affine transformation. So to calculate the bulls-eye score, we
compare each curve to the whole MCD dataset curve (including itself). Then, the
contour number of the same class that are midst the 2 * Nc most similar is recovered,
with Nc is the sample number per class. The bulls-eye score is the ratio of the number
of correct results and the highest possible number of correct results [9, 27].

The MCD contains 40 shape classes taken from MPEG-7 datasets. Each class
presents 14 curve samples that correspond to different perspective distortions of the
same shape. Samples of contours from MCD datasets are shown in Fig. 5.1.

Table 5.1 compares the retrieval bulls-eye score to the first 10 contours of theMCD
database using our approach with some existing methods. In terms of the average
rate performance, the proposed approach performs reasonably well as compared to
many other techniques such as affine curve matching (ACM) [25] algorithm with
94% of rate and especially the curvature scale space Smith–Waterman (CSS-SW)
[17] approachwhich prove that our algorithm ismore efficient in terms of registration
since we are based on ACSS in the re-parameterization step.

Fig. 5.1 Different contours images from the MCD database, two images from each class [28]



5 Partial Contour Matching Based on Affine Curvature … 79

Table 5.1 Retrieval results
on the entire MCD Dataset

Algorithm Bulls eye score (%)

Arbter [3] 41

Shape Context [14] 56.29

Huang [25] 71

Chaker’s invariant [30] 76

Rube [31] 79

CSS-SW [17] 89

ACM [25] 94

Proposed algorithm 95.98

5.3.2 Shape Registration

Shape registration is a crucial applications of the proposed algorithm [29]. Most
shapes ofMCDdatasets are represented by closed curves. So to evaluate the proposed
algorithm in partial occlusion and deformable registration, we take off some parts
of the contour to make it open as indicated in [17]. Figure 5.2 shows our method in
full-to-full and part-to-part registration case.

Fig. 5.2 Proposed method: a and b are the initial shape part; c and d show the original shape
overlaid with the registered shape
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5.3.3 Algorithm Complexity

Here, we compare our algorithm complexity with the CSS-SW. The calculation of
the shape descriptors and shape matching are two independent steps for the proposed
approach. Therefore, the complexity of the proposed method will be evaluated sepa-
rately here. We consider that N is the number of sample points of the contour. For
each curve, we should start by the re-parametrization step based on ACSS descriptor
which is a common step between the twomethods. In thematching step, the proposed
algorithm can do the matching with O(N) complexity which underlines the speed
of pseudo-inverse. However, Smith–Waterman complexity is O(N 3) [9], since it
requires SVD calculation.

5.4 Conclusion

In this paper, we propose a newmatchingmethod which can deal with both occlusion
andaffine transformations. Firstly, the contour is divided into affine-invariant segment
by applying the ACSS descriptor. Then, we estimate the affine transformation using
the ACM algorithm. As a result, an affine curve matching is achieved. Experiment
results show that the proposed algorithm is simple and can cope partially occlusion
and affine transformation. In our future work, wewill apply our algorithm in different
application domains as remote sensing and robotic recognition.
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Chapter 6
Vision-Based Line Tracking Control
and Stability Analysis of Unicycle Mobile
Robots

Plamen Petrov and Veska Georgieva

Abstract This paper addresses the problem of vision-based line tracking control of
unicyclemobile robots. First, a robot-cameramodel suitable for path following appli-
cations is derived. Using a look-ahead approach, a feedback controller is proposed
for tracking curved paths on the ground using information from an onboard down-
looking camera using distance-onlymeasurements. Stability properties of the closed-
loop system are analyzed, and asymptotic stability of the resulting closed-loop
control system is proved using Lyapunov stability theory. Simulation and experi-
mental results are presented to illustrate the effectiveness of the proposed control
scheme.

6.1 Introduction

In the last decades, the wheeled mobile robots (WMRs) have been increasingly
used in wide range of applications, such as in factories [1], as service robots [2],
autonomous vehicles [3], exploration robots [4], for military operations [5], and
research [6]. At control level, important results have been established concerning
three fundamental motion control tasks, namely point stabilization (the parking
problem), trajectory tracking, and path following [7]. In what concerns the path
following problem, in contrast of trajectory tracking, the mobile robot has to follow
and to converge to a reference path, which is given without temporal specification.
The path following control of mobile robot has been intensively studied during the
years, and different solutions have been proposed in the literature, such as nonlinear
[8] and linear controllers [9]. When designing controllers for path tracking applica-
tions, often the curvature of the reference path is considered a priori known, which
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permits to introduce it directly in the control law, simplifying the design of the
controller [10]. In this case, it is also considered that both measurements for the
lateral and orientation errors are available for feedback control design [11]. However,
depending of the assigned mobile robot guiding point, using look-ahead approach
[12], it is possible to use only distance measurements for the lateral offset from
the reference line without using data for the orientation error, which considerably
simplify the controller design. The advantage of using such approach is considerable
in the case, when the mobile robot has to follow a path with unknown curvature and
avoids its direct calculation, which involves higher-order derivative computation.
In addition, calculation of the orientation error between the mobile robot and the
reference path avoided, which considerably simplifies the structure of the controller.

The use of visual information in the feedback loop has been an attractive solu-
tion for the motion control of mobile robots and different visual servo algorithms
have been developed over the last decades. The control based of visual measure-
ments is termed visual servoing or vision-based control and two main approaches
are distinguished, namely position-based visual servoing (PBVS) and image-based
visual servoing (IBVS) [13]. In the PBVS approach, three-dimensional scene infor-
mation is used and the feedback is based on the pose estimation of the observed object
with respect to the camera in order to regulate the motion of the onboard camera to
a desired pose [14–16]. For path following applications, a specific feature is that the
error coordinates with respect to the desired path to follow are computed in the task
space. In the IBVS approach, the pose estimation is omitted, image features are used
as the state in the control, such that the error coordinates are measured in the image,
and the control law is directly expressed in the image plane and mapped to actuator
commands [17–19].

In this paper, we deal with the problem of path tracking control for nonholo-
nomic unicycleWMRs, which use monocular vision guided system for line tracking.
The reference path is assumed to be a sequence of circular and/or straight-line
segments, where the curvatures of the circular segments are not known. The look-
ahead approach [12, 15] used in this paper consists of tracking a reference path with
a guiding reference point in front of robot at a given distance ahead from the wheel
axle. For this end, first, a robot-camera model of the robot using the look-ahead
reference point is derived. A linear controller is designed using lateral error-only
measurements without involving values of the path curvature (which is unknown) or
the orientation error with respect to the reference path. Based on Lyapunov stability
theory, the stability property of the synthesized system is analyzed. Some simula-
tion and experimental results are given, in order to demonstrate the validity of the
designed controller.
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6.2 Model Development

6.2.1 Robot Kinematic Model

Aplane view of a unicyclemobile robot, considered in this paper, which ismoving on
a horizontal plane, is shown in Fig. 6.1. A monocular camera is placed on the robot
pointing downward perpendicular to the ground. For simplicity of exposition, for
path following applications, we will use two-dimensional (2D) Cartesian coordinate
systems instead 3D systems,where it is possible.With reference to Fig. 6.1, in order to
describe the path tracking kinematics, the following coordinate systems are defined:
an inertial coordinate system Fxy; a robot coordinate system PxPyP located at the
mid-point of the wheel axle with xP axis directed along the longitudinal base of the
robot; a robot coordinate system RxRyR attached firmly to the robot at a distance h
from the ground and at a distance d ahead from point P, in such way that the xR-axis
is aligned with xP-axis of PxPyP; a camera frameCxCyC which center is placed in the
optical center of the camera and coincides with the center of the robot frame RxRyR;
and a moving virtual reference frame LxLyL associated with the reference line to
follow, with a center L assigned in the intersection between the yR-axis of RxRyR and
the reference path, such that the xL-axis is tangent to the path and oriented in the
direction of motion. The look-ahead point R is defined as a robot guided (reference)
point for the line tracking scenario.

Let us denote the coordinates of point P in the fixed frame Fxy as

F pP = [
xP yP

]T
(6.1)

where F pP ∈ R2, and the orientation of the robot in Fxy as ψ ∈ S1. The kinematic
equations ofmotion of the unicyclemobile robot under the nonholonomic constraints

Fig. 6.1 Geometry of the line tracking scenario
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of pure rolling and nonslipping can be written as follows [12]

�̇

pP = BPη, (6.2)

where
�̇

pP represents the time derivative of
�

pP ∈ R2 × S1, defined as

�

pP = [
xP yP ψ

]T
, (6.3)

which is a vector of the posture coordinates of the robot using the reference point P,
the transformation matrix BP ∈ R3×2 is given by

BP =
⎡

⎣
cosψ 0
sinψ 0
0 1

⎤

⎦,

and the vector η ∈ �2

η = [
vPx ω

]T
(6.4)

is composed of the robot linear and angular velocities denoted by vPx ∈ � and
ω ∈ �, respectively.

Denoting with F pR ∈ �2 a vector representing the coordinates of point R with
respect to Fxy

F pR = [
xR yR

]T
, (6.5)

and with Pd = [
Pdx 0

]T ∈ �2 a vector from point P to point R expressed in the
coordinate frame PxPyP, using (6.1) the coordinates of points R and P are related by

F pR = F pP + R(ψ)Pd, (6.6)

where R(ψ) ∈ SO(2) is an orthogonal rotation matrix of angle ψ, (ψ is the
orientation angle of the robot with respect to fixed frame Fxy), given by

R(ψ) =
[
cosψ − sinψ

sinψ cosψ

]
.

Differentiating (6.6) with respect to time, one obtains
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F ṗR = R(ψ)
(
P ṗP + ωS(π/2)Pd

)

= Gη, (6.7)

where G = R(ψ)D ∈ �2×2 with D ∈ �2×2 given by

D =
[
1 0
0 Pdx

]
,

S(π/2) ∈ SS(2) is a skew symmetric matrix and P ṗP = [
vPx , vPy

]T ∈ R2 is a
vector of the projections of the velocity of point P relative to the fixed coordinate
system Fxy on the axes of the moving robot coordinate system PxPyP.

In order to express the robot kinematicmodel using the coordinates (6.5) of pointR
in an inertial frameFxy, we define a vector of the posture coordinates F �

pR ∈ R2×S1,
as follows

F �

pR = [
xR yR ψ

]T
. (6.8)

Then, using (6.8), one can write

F �̇

pR = BRη, (6.9)

where BR is a block matrix of the form

BR =
⎡

⎣
G

−−
j

⎤

⎦ ∈ �3×2,

and the row vector j is given by j = [
0 1

] ∈ �1×2.
The path following geometry considered in this paper is illustrated in Fig. 6.1. It

is assumed that the path is a smooth planar curve. The coordinate systems RxRyR and
LxLyL are defined to describe the error kinematics during the path tracking process.
The moving reference system LxLyL is defined such that the xL-axis is tangent to the
path and oriented in the direction of robot motion. The yR-axis of the robot coordinate
systemRxRyR passes through the reference point L associated with the path to follow.

The coordinates and orientation of the frame LxLyL in the coordinate frame RxRyR
can be expressed in the form

epos = T (pL − pR), (6.10)



88 P. Petrov and V. Georgieva

where epos = [
xe ye ψe

]T ∈ �3 is the error posture, xe is the longitudinal error, ye
is the lateral error, and ψe is the orientation error; the posture vector pL ∈ �2 × S1

associated with the reference path is defined as

pL = [
xL yL ψL

]T
, (6.11)

where ψL is the orientation of the coordinate frame LxLyL with respect to the fixed
frame Fxy, the posture vector pR is given by (6.8) and the orthogonal matrix T ∈
SO(3) is given by

T =
⎡

⎣
cosψ sinψ 0

− sinψ cosψ 0
0 0 1

⎤

⎦.

Differentiating (6.10) with respect to time and taking into account the nonholo-
nomic constraints vPy= vLy=0, (vPy and vLy are the projections of the velocities
of points R and L on the yR and yL axes, respectively), and using the fact that
xe(t) = ẋe(t) = 0 after some work, the error kinematics for path following
applications is obtained in the form

ė = ς1(e) + ς2(e)ω, (6.12)

where ė ∈ �2 represents the time derivative of e ∈ �2 defined as

e = [ ye ψe ]T , (6.13)

ζ 1(e) and ζ 2(e) are C1 vector functions given by

ς1(e) = [
v tanψe vcr/ cosψe

]T
,

ς2(e) = [−(ye tanψe + Pdx ) −(1 + yecr/ cosψe)
]T

,

vPx is the velocity of mid-point P of the wheel axle, ω is the angular velocity of the
robot considered as control variable (input) of the system, and cr is the curvature of
the reference path.

6.2.2 Robot-Camera Model

A monocular camera is placed in front of the mobile robot, where the origin of the
camera frame CxCyCzC coincides with the center of the coordinate system RxRyRzR,
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Fig. 6.2 Robot-camera
geometry

at distance h from the ground. The optical axis of the camera is perpendicular to the
surface of motion, as shown in Fig. 6.2. The focal length of the camera is denoted
by f.

The geometric relationships between the onboard camera and a feature point from
the reference line are shown in Fig. 6.2. Let us denote the position of a feature point
L on the reference line with respect to the camera frame CxCyCzC by C pL ∈ �3, as
follows

C pL =
⎡

⎣
C xL
C yL
C zL

⎤

⎦. (6.14)

The corresponding pixel coordinates I pL in the pixel coordinate system Iuv fixed
to the image plane (Fig. 6.2) are obtained as follows

I pL =
⎡

⎣
uL

vL

1

⎤

⎦ = 1
C zL

Tint
C pL , (6.15)
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where C zL = h ∈ �, Tint ∈ �3×3 is the intrinsic camera calibration matrix given by

Tint =
⎡

⎣
f su 0 u0
0 f sv v0

0 0 1

⎤

⎦,

(su, sv) are the camera scaling factors and f is the focal length of the camera.
From (6.15), given the pixel coordinates (uL, vL), one can determine the

coordinates of point L in the camera frame CxCyCzC , as follows

C pL = C zLT
−1
int

I pL .. (6.16)

On the other hand, given the coordinates C pL of point L in the camera frame
CxCyCzC , the coordinates of point L in the robot coordinate frame RxRyRzR are
obtained as follows

R pL = C zL
C1R−1

zC1,π/2R
−1
xC ,πT

−1
int

I pL , (6.17)

where the two consecutive rotation matrices RxC ,π ∈ SO(3) and RzC ,π/2 ∈ SO(3)
are given by

RxC ,π =
⎡

⎣
1 0 0
0 −1 0
0 0 −1

⎤

⎦,

RzC ,π/2 =
⎡

⎣
0 −1 0
1 0 0
0 0 1

⎤

⎦.

The lateral error ye is calculated from the image based on the pixel coordinates
in the image plane of the image feature point LI (Fig. 6.3), corresponding to the
feature point L from the reference line on the ground. Knowing the camera intrinsic
parameters and the height h of the camera from the ground, the coordinates of a
feature point L belonging to the reference line in the robot reference system RxRyRzR
can be recovered from its pixel coordinates in the image plane. This error distance is
obtained as a difference between the image plane coordinates of the principal point
C and the image point LI , respectively, and is a function of the intrinsic camera
parameters and the known distance h from the camera to the ground.
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Fig. 6.3 Extraction of a feature point from the line

6.3 Feedback Control Design and Stability Analysis

6.3.1 Circular Line Tracking

Assuming that the reference path is a sequence of circular segments or/and straight
lines, and robot velocity vPx is constant and positive (forward robot motion), the path
tracking problem consists of finding a feedback control law for the system (6.12)
with control input ω, such that the state vector e = [ye, ψe]T tends to es = [yes, ψes]T

as t → ∞, where yes and ψes have constant values.
The following feedback control law is proposed

ω = vPxkye, (6.18)

where k is a positive constant and vPx, (vPx= cte >0), is the robot speed.
Applying (6.18) to (6.12), the resulting nonlinear closed-loop system has the form

ė = vPxηc(e), (6.19)

where the vector function ηc given by

ηc =
[ − Pdxkye(1 − ky2e ) tanψe

−kye + ((1 − ky2e )/ cosψe)cr

]

is continuously differentiable.
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The equilibrium point es of system (6.19) is at

es =
[
yes
ψθs

]

=
[ (−sqrt (1 − Pd2

x c
2
r ) + sqrt (1 − Pd2

x c
2
r + 4cr/k)

)
/2cr

a sin(Pdxcr )

]
. (6.20)

The stability of the equilibrium point (6.20) for the nonlinear system (6.19) is
analyzed by investigating the stability of the linearized system using Lyapunov
stability theory [20].

The linearization of the nonlinear system (6.19) at the equilibrium point (6.20)
has the form


ė = vPxMc
e, (6.21)

where the vector 
e ∈ �2 is given by


e =
[


ye

ψe

]
=

[
ye − yes
ψe − ψes

]
,

Mc ∈ �2×2 is the Jacobian matrix of ηc, (vPx= cte >0) in the form

Mc = ∂ηc

∂e

∣∣∣∣
e=es

= vPx

[−k(Pdx + yes tanψθs) −k(1 + (cr yes/ cosψθs))

(1 − ky2es)/ cos
2 ψθs

(
(1 − ky2es)/ cos

2 ψθs
)
cr

]

= vPx

[
Pdxm21 m12

m21 m12
Pdxc2r

]
(6.22)

with

m12 = (1 − ky2es)/(1 − Pd2
x c

2
r )

m21 = −k
[
1 + (2yescr )/sqrt

(
1 − Pd2

x c
2
r

)]
(6.23)

To analyze the stability of linear system (6.21), we test the eigenvalues λi, (i =1,
2) of matrixMc. The characteristic equation of matrix Mc takes the form

λ2 − λTr(Mc) + det(Mc)

= λ2 − Pdx
(
m12c

2
r + m21

)
λ − m12m21

(
1 − Pd2

x c
2
r

)

= 0

. (6.24)
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In order that the squired Eq. (6.24) does not have any roots with positive real
part, it is necessary and sufficient that all its coefficients be of the same sign, which
implies that

Tr(Mc) < 0 (6.25)

and

det(Mc) > 0 (6.26)

To be more concrete, consider the case when the curvature of the reference path
cr = cte > 0 (analogous results can be obtained when cr = cte < 0), and also the
following inequality holds

yescr + sqrt
(
1 − Pd2

x c
2
r

)
> 0, (6.27)

irrespective of the sign of ye.
In order to prove that inequality (6.25) holds, the expression for yes from the first

equation of (6.20) is substituted into (6.25). Using (6.23), and taking into account
that

0 < s < 1, (6.28)

where

s := 1 − Pd2
x c

2
r > 0, (6.29)

after some work, the following inequality is obtained

(k/2)
{
s + sqrt(s)sqrt

[
s + (

4c2r /k
)]}

> 0, (6.30)

which means that the inequality (6.25) holds.
In order to prove that inequality (6.26) holds, using the expression for det(Mc)

from the last coefficient of (6.24), and taking into account that s >0, one has to prove
that

m12m21 < 0. (6.31)

Using the first equation from (6.20) for yes, and the expressions for m12 and m21

given in (6.23), after some work, the following inequality is obtained

(1/s)
[
1 + (

4c2r /k
)] − 1 > 0, (6.32)
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which means that the inequality (6.24) holds.
Based on (6.30) and (6.32), it follows that Reλi < 0, (i =1, 2). Application of the

Lyapunov’s indirect method [13] indicates that the equilibrium point [yes, ψes]T is
locally asymptotically stable point for the nonlinear system (6.19).

6.3.2 Straight-Line Tracking

In particular, in the case of straight line following (cr=0 in (6.12)), and applying the
feedback control law given by (6.18), the resulting time-invariant closed-loop system
(6.19), (vPx = cte > 0), has the form

ė =
[
ẏe
ψ̇e

]
= vPxηc(e), (6.33)

where the vector e is given by (6.13) and the vector function ηc is in the form

ηC =
[− Pdxkye(1 − ky2e ) tanψe

−kye

]
.

The origin (0, 0) becomes an equilibrium point for the nonlinear system (6.33).
After linearizing the system (6.33) around the origin, is obtained

ė = Mse, (6.34)

where the matrix Ms ∈ �2×2 has the form

MS =
[−k PdxvPx vPx

−kvPx 0

]
. (6.35)

A Lyapunov function for the linear system (6.34) is found by taking a positive
definite matrix Q ∈ R2×2 of the form (vPx= cte > 0)

Q =
[

vPx 0
0 vPx

]
(6.36)

and solving for P ∈ �2×2 the Lyapunov equation

PMs + MT
s P = −Q. (6.37)

The unique solution of the matrix Eq. (6.37) for P is obtained as follows
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P =
[

1+k
2k Pdx

− 1
2

− 1
2

1
2k2 Pdx

(
1 + k + k2 Pdx

)

]

. (6.38)

The symmetric matrix P is positive definite since its leading principal minors are
positive (k = cte >0; Pdx= cte >0)

det

(
1 + k

2k Pdx

)
> 0,

det

[
1+k
2k Pdx

− 1
2

− 1
2

1
2k2 Pdx

(
1 + k + k2 Pdx

)

]

= 1 + k

k

(
1

k2Pd2
x

+ 1

4kPd2
x

+ 1

4

)
− 1

4
> 0. (6.39)

Hence, Mc is stability matrix (i.e., Reλi < 0 for the eigenvalues of Mc) for the
system (6.34), [20]. Since the robot velocity is assumed to be constant and strictly
positive, it follows that using control (6.18) local asymptotic stability of the nonlinear
system (6.33) is achieved when the control (6.18) is applied.

6.4 Simulation and Experimental Results

Numerical simulation tests using MATLAB and experiments are carried out in order
to validate the proposed path tracking control. The look-ahead distance for the robot
reference pointR (Fig. 6.1) was chosen to be Pdx = 0.3m. The forward robot velocity
was chosen to be vPx=0.3 m/s and the controller gain in feedback control given by
(6.18) was ky=10.

For the first simulation, a circular reference path of radius 1 m was assigned.
In the first test in circular path following, the initial conditions were chosen to be
e = [ ye(0) ψe(0) ]T = [−0.3 −0.3 ]T . The path drown by the robot guide point
R and evolution in time of the path error coordinates are depicted, respectively, in
Fig. 6.4a, b.

For the second simulation test in circular path following, the initial conditionswere
e = [ ye(0) ψe(0) ]T = [ 0.3 0.3 ]T . The path drown by the robot guide point R and
evolution in time of the path error coordinates is depicted in Fig. 6.4c, d, respectively.
As seen from Fig. 6.4b, d, the error coordinates ye(t) and ψe(t) asymptotically tend
to the steady-state values given by (6.20), which is in conformity with the stability
analysis presented in Sect. 6.3. The steady-state lateral error yes in the both cases is
equal to 0.095 m.

For the straight-line path tracking simulation test, the initial conditions were
chosen to be e = [ ye(0) ψe(0) ]T = [ 0.25 0.1 ]T . The path drown by the robot guide
point R and evolution in time of the path error coordinates are depicted, respectively,
in Fig. 6.5a, b, respectively. The results from the simulation confirmed the analyt-
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Fig. 6.4 Following a circular path: a and c planar path drown by the reference point R of the robot
(blue dotted line) and reference circular path (cyan solid line); b and d evolution in time of the error
coordinates ye (green solid line) and ψe (magenta dotted line)

Fig. 6.5 Following a straight-line path: a Planar path drown by the reference point R of the robot
(blue dotted line) and reference circular path (cyan solid line); b Evolution in time of the error
coordinates ye (green solid line) and ψe (magenta dotted line)
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Fig. 6.6 Experiments in circular line tracking

Fig. 6.7 Experiments in straight-line tracking

ical result obtained in the previous section for straight-line tracking, that the error
coordinates ye and ψe(t) asymptotically tend to zero.

Experiments were carried out for tracking a circular and straight-line path using
a differential-drive mobile robot Pioneer-3DX equipped with an onboard low cost
camera (640 × 480 pixels). For the experiments, the velocity of the robot was set to
vPx=0.3 m/s. As seen from Fig. 6.6, the robot was able to follow a circular path with
small steady-state lateral error according to (6.20) and without error for straight-line
tracking (Fig. 6.7).

6.5 Conclusion

In this paper, a vision-based line following controller for unicycle mobile robots was
presented. Using a look-ahead approach, a simple and effective feedback control,
which achieves local asymptotic stability of the nonlinear closed-loop system for a
circular path with unknown curvature, as well and a straight-line path, was designed
and analyzed using Lyapunov stability theory. Simulation and experimental results
confirm the validity of the designed vision-based control scheme to perform curved
path following in clutter environments with a quite good accuracy.
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Chapter 7
Markerless 3D Virtual Glasses Try-On
System

Mariofanna Milanova and Fatima Aldaeif

Abstract This paper presents the implementation of amarkerlessmobile augmented
reality application called a virtual eye glasses try-on system. The system first detects
and tracks human face and eyes. Then, the system overlays the 3D virtual glasses over
the face in real time. This system helps the consumer to select any style of glasses
available on the virtual space saving both time and effort when shopping online. A
method based on local-invariant descriptors is implemented to extract image feature
points for eyes detection and tracking. A new approach for camera pose estimation is
proposed to augment real images with virtual graphics. Experiments are conducted
using Haar cascade and speeded up robust features (SURF) cascade. The system is
optimized and adapted for a mobile architecture.

7.1 Introduction

Augmented reality (AR) makes use of computer vision and computer graphics tech-
niques to merge virtual content into the real world. Ronald Azuma first outlined the
features that an universal AR system should possess: (1) combination of real and
virtual world; (2) interactivity and (3) three-dimensional representation of objects
[1].

The implementation of AR in physical advertisement has grown rapidly and is
being implemented in various industries such as automobile, food, game, engineering
andmanymore. AR applications have the capability to add virtual clothing or apparel
onto consumers’ reflection, which they seem to “wear”. Examples of this approach
are “virtual dressing rooms” and “virtual mirrors” of brand names selling accessories
such as sunglasses, jewelry or watches. The purpose of these applications is to enrich
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customer shopping experiences, both in real world and online. Shoppers are able to
share their choices, or “likes” through social media, and are often able to make their
final purchase directly through the AR interface.

In order to strengthen competitiveness, professionals should focus on quality in
the form of improving usability and design of the AR system. Using a mobile AR
application, the users can get many snapshots with multiple virtual glasses at the
same time allowing them to compare different glasses and designs.

7.1.1 Motivation

To meet consumers’ demands, a useful virtual try-on system should be both efficient
and effective. Currently, there are three main categories of eyeglasses virtual try-on
techniques. The first one is adding 2Dglasses image onto user’s 2D facial image. This
technique can only deal with frontal view of the face and cannot provide dynamic
feedback for user’s action. Another technique is to pre-reconstruct a 3D model of
a user’s head/face using the user’s images and then to fit 3D glasses model to this
pre-reconstructed 3D head/face model. The advantage of this method is its good
fitting result. However, the reconstruction of human face is challenging and requires
manual editing to have relisting model. This technique is not working in real time.
The third approach is to superimpose virtual glasses 3Dmodel onto a live face image
sequence.

The real face image sequence with virtual glasses looks like a mirror using any
mobile camera. In this technique, the fitting quality depends on the accuracy of eye
detection/tracking algorithmand on the accuracy of a head pose estimation algorithm.
The problem with this method is when the user rotates his/her head, and some parts
of the virtual glasses are occluded.

7.1.2 Related Work

Huang et al. proposed a cascaded AdaBoost classifier to detect the eyes and then
the glasses image fits to the eye area using affine transforms [2]. This method is
simple but can only handle a front view. Human-centric design of glasses based on
3D glasses model is presented in [3]. The tracking procedure of the head movement
in this system needs a 3D scan of user’s head and after that the user has to wait
5–10 min until a training is done. The drawback of these methods is that the process
of reconstructing a realistic 3D head model is challenging and time-consuming.

There are few commercial virtual glasses try-on systems already in use. Ray-
Ban has developed a virtual glasses try-on system. Their system requires a frontal
snapshot of the user, on which several features points need to be marked manually.
The existing systems required manual initialization in order to obtain several pairs
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of 2D–3D correspondences between the reference image and a corresponding 3D
model.

In this paper, we propose the developed mixed reality system for virtual glasses
try-on which enables the user to view different virtual models fitted on his/her face
in real time. Virtual glasses are automatically scaled and oriented to the size and
orientations of the user’s face as far as the user is within the camera’s view. To
enhance the efficiency, we tested different algorithms for eyes detection/tracing. We
compared the results using Haar cascade and SURF cascade for eyes detection and
tracking using database of videos of faces in challenging uncontrolled conditions
(“YouTube” database).

The rest of the paper is organized as follows: Sect. 7.2 presents an overview of our
virtual mirror glasses try-on system. Section 7.3 presents faces detection methods.
In Sect. 7.4, a pose estimation method for building the AR system is presented.
Section 7.5 presents experimental results, and Sect. 7.6 is the conclusion.

7.2 Proposed System

The flowchart of the developed mobile AR try-on system is shown in Fig. 7.1.

Fig. 7.1 Try-on AR system
flowchart
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7.3 Face Detection

The field of face detection has made significant progress in the past decade.
This minor task for human beings is very challenging for computers. The diffi-
culties associated with face detection are coming from lighting conditions, scale
variations, location, orientation, pose, facial expression, occlusions, etc. In [4], a
survey of recent advances in face detection is presented. In general, face detec-
tion techniques can be divided into four main categories: knowledge-based methods,
feature-based approach, template matchingmethods and appearance-basedmethods.
The appearance-based methods had been showing superior performance to others.
Appearance-based methods learn face models from a set of representative training
face images to perform detection. There are two key issues in this process, including
what features to extract and which learning algorithm to apply. In this section, two
techniques for face detection are presented: Haar cascade and SURF cascade.

7.3.1 Detecting user’s Face and Eyes with Viola–Jones
Method

TheViola–Jones (VJ) face detector contains threemain ideas thatmake it possible for
real-time object detection: the integral image for efficient Haar feature extraction,
the boosting algorithm for ensemble weak classifiers and the attentional cascade
structure for fast negative rejection [5] (see Fig. 7.2).

Fig. 7.2 Viola–Jones
algorithm



7 Markerless 3D Virtual Glasses Try-On System 103

Integral Image
Haar features depend on similar aspects for mankind face: as it is known, all mankind
have the similar eyes location, size and intensity value characteristics. The integral
image T (u, v) at the location u, v contains the sum of the pixels above and to the left
of u′, v′ defined as follows:

T (u, υ) =
∑

u′≤u,υ ′≤υ

I (u′, υ ′) (7.1)

The image can be computed in one pass over the original image using the following
pair of relations:

S(u, v) = S(u, v − 1) + T (u, v) (7.2)

T (u, v) = T (u − 1, v) + S(u, v) (7.3)

where S(u, v) is the cumulative row sum, S(u, 1) = 0 and T (1, v) = 0.
Rectangular features can be calculated in steady time, which gives them huge fast

features over their more complex relatives. Averages of group of pixels were found
to determine patterns like these, as shown in Fig. 7.3.

Fig. 7.3 Set of Haar-like features
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Fig. 7.4 Haar cascade

AdaBoost Training Algorithm
Using a face recognition dataset which includes a set of positive (faces and eyes)
and negative (non-faces and eyes) sample images, AdaBoost algorithm will train the
classification function.

Haar Cascade
As shown in Fig. 7.4, the filterwill refuse non-facewindows andwill let facewindows
past to the next layer of the cascade. If an object is considered as “face,” in all the
filters layers, then it will be the final result.

TheViola–Jones framework has several limitations. First, the feature poll of Haar-
like features is very high which is usually in hundreds of thousands level for a
typical 20 × 20 detection template. This directs to extremely large feature search
space for weak classifier learning. Second, Haar features have difficulty to handle
variations due to pose and illumination. Some researchers replace Haar feature with
local binary patterns (LBP), which are more robust to illumination variations. Third,
the attentional cascade is trained based on two conflicted criteria: false-positive rate
(FPR) f i and hit rate for detection rate di true-positive rate (TPR). The VJ framework
suggests min TPR = 0.995 and max FPR = 0.5 during the training procedure. To
reach FPR = 0.5 is easy in early stages, but TPR is not converged simultaneously.

SURF Cascade
The SURF-based representation is on the basis of the “speeded up robust features,”
which has the properties of scale invariance, rotation invariance and computationally
efficiency. SURF features do not only detect points of interest, but also propose a
method for creating local-invariant descriptors. These descriptors are working under
a variety of disturbing conditions like changes in scale, rotation, illumination, view-
points or nose. This invariance is an important criterion for mobile systems where
the environment conditions are unpredictable.

In our study, we have implemented an alternative SURF cascade [6]. The proposed
approach contains four ingredients: (a) SURF features for local patch description,
(b) logistic regression-based weak classifier for each patch, (c) boosting ensemble of
weak classifiers for each stage and (d) area under ROC curve (AUC)-based cascade
learning algorithm.



7 Markerless 3D Virtual Glasses Try-On System 105

(a) SURF features for local patch description.

Features: SURF

• 2 × 2 cell of patch.
• Each cell is an eight-dimensional vector.

– Sum of dx, |dx| when dy ≥ 0.
– Sum of dx, |dx| when dy < 0.
– Sum of dy, |dy| when dx ≥ 0.
– Sum of dy, |dy| when dx < 0.

• Total is 2 × 2 × 8 = 32 dim feature vector.
• Eight-channel integral images.

Feature Pool.

• In a 40 × 40 face detection template.
• Slide the patch (x, y, w, h) with fixed step = four pixels.
• Each cell at least 8 × 8 pixels, w or h at least 16 pixels.
• With 1:1, 1:2, 2:3… aspect ratio (w/h).
• Totally 396 local SURF patches.

(b) Logistic regression-based weak classifier for each patch

Given SURF feature x over local patch, logistic regression defines a probability
model (7.4):

P(y = ±1|x,w ) = 1

1 + exp(−y(wT x + b)
(7.4)

where y = 1 for face samples, y = −1 for non-face samples, w is a weight vector for
the model, and b is a bias term.

(c) Boosting ensemble of weak classifiers for each stage

Suppose there are N training samples and K possible local patches represented by
d-dimensional (=32) SURF feature x, each stage is a boosting learning procedure
with logistic regression as weak classifier. Given weak classifiers ht(x), the strong
classifier is (7.5)

HT (x) = 1

T

T∑

t=1

ht (x) (7.5)



106 M. Milanova and F. Aldaeif

In the t-th boosting round, K logistic regression models are built for each local
patch in parallel from the boosting sampled.

(d) Area under ROC curve (AUC)-based cascade learning algorithm

Each model hk(x) is tested in combination with model of previous t − 1 rounds. Each
tested model will produce an AUC score J(Ht−1(x) + hk(x)). In the final step, the
model which produces the highest AUC score is selected (7.6):

Ht (x) = argHk ,k=1,K max J (Hk = Ht−1(x) + hk(x)) (7.6)

7.4 Pose Estimation for AR Tracking

There are two subsets of camera parameters that are used to determine the relationship
between coordinate systems: intrinsic and extrinsic parameters (Fig. 7.5).

The intrinsic parameters are those related to the internal geometry of a physical
camera. There are (1) the focal length, (2) the location of the image center in pixel
space and (3) the pixel size in the horizontal and vertical directions.

The link between image coordinates (xim, yim), in pixels, with the respective
coordinates (x, y) in the camera coordinate system is

x = −(xim − ox )sx

Fig. 7.5: 3D–2D coordinates transformation
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y = −(yim − oy)sy (7.7)

where (ox, oy) define the pixel coordinates of the principal point, and (sx, sy) define
the size of the pixels (in millimeters), in horizontal and vertical directions.

The extrinsic parameters are concerned with external properties of the camera,
such as position and orientation information. These parameters are (1) the 3 × 3
rotation matrix R that brings the coordinate system of the object and camera coordi-
nate system on top of one another and (2) the 3D translation vector T describing the
relative positions of the origins of the two coordinate systems.

In other words, if we have a point Pw in world coordinates, then the same point
in the camera coordinates pc would be

pc = RPw + T (7.8)

Using perspective projection and Eqs. (7.7) and (7.8), we get

−(xim − ox )sx = f
RT
1 (Pw − T )

RT
3 (Pw − T )

−(yim − oy)sy = f
RT
2 (Pw − T )

RT
3 (Pw − T )

(7.9)

where Ri, i = 1, 2, 3, denotes the 3D vector formed by the i-th row of the matrix R.
Inserting the equations in homogeneous matrix form the projection, we get

⎢⎢⎢⎣
x1
x2
x3

⎥⎥⎥⎦ = MintMext

⎡

⎢⎢⎣

xw
yw
zw
1

⎤

⎥⎥⎦ (7.10)

where x1/x3 = xim, x2/x3 = yim,M int is intrinsic matrix, andMext is extrinsic matrix.
In the rendering step, Blender software is used to design the 3D glasses model,

which is exported as an OpenGL ES code using tools like mtl2opengl.

7.5 Experimental Results

Comparison of HAAR and SURF in eye detection from a video on android is as
follows.
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7.5.1 Dataset Collection

We used the 5749 names of subjects included in the LFW dataset to search YouTube
for videos of these same individuals [7]. The top six results for each query were
downloaded. We minimized the number of duplicate videos by considering two
videos’ names with edit distance less than three to be duplicates. Downloaded videos
were then split to frames at 24 fps. We detected the eyes in these videos using the
Haar (Viola–Jones) face detector. Automatic screening was performed to eliminate
detections of less than 48 consecutive frames, where detections were considered
consecutive if the Euclidean distance between their detected centers was less than
ten pixels. This process ensures that the videos contain stable detections and are long
enough to provide useful information for various recognition algorithms. Finally, the
remaining videos were manually verified to ensure that (a) the videos are correctly
labeled by subject, (b) are not semi-static, still-image slide shows and (c) no identical
videos are included in the database.

The screening process reduced the original set of videos from the 18,899 originally
downloaded (3345 individuals) to 3425 videos of 1595 subjects. An average of 2.15
videos is available for each subject. The shortest clip duration is 48 frames, the
longest clip is 6070 frames, and the average length of a video clip is 181.3 frames.

All video frames are encoded using several well-established, face image descrip-
tors. Specifically, we consider the face detector output in each frame. The bounding
box around the face is expanded by 2.2 of its original size and cropped from the
frame. The result is then resized to standard dimensions of 200 × 200 pixels. We
then crop the image again, leaving 100 × 100 pixels centered on the face. Images
are then converted into grayscale. The eyes are detected from these images of faces
(Fig. 7.6).

Fig. 7.6 Images from the YouTube database
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Table 7.1 . Feature extracted using Hits Misses Speed (on phone) (s)

Haar–Viola–Jones 732 468 132

SURF cascade 936 264 165

7.5.2 Experimental Setup

An android application was developed to test the accuracy of the above classifiers.
The dataset for this classificationwas used fromYouTube videos frame dataset. Every
second’s video frame was converted into an image, and it was tested using Haar and
SURF. Haar cascade classifier is already present in OpenCV for eye detection (using
Viola-Jones framework). The SURF cascade however extracted 100 keypoints per
image and was tested using 20 negative and 80 positive samples. The following
results were obtained:

Hardware Setup: Samsung S4 Phone, Android 5.0.1, Quad-core 1.6 GHz Cortex-
A15 and quad-core 1.2 GHz Cortex-A7, PowerVR SGX544MP3 GPU, 2 GB RAM
(Table 7.1).

7.5.3 Conclusion

In detection of the eyes fromvideo frames taken fromYouTubevideos, SURFcascade
works better than Haar (Viola–Jones framework) but it takes a slightly longer time.
This implementation shows Haar is 23% faster than SURF cascade in face and eye
detection. SURF cascade is 22% better at eye detection in the current YouTube faces
dataset as compared to Haar–Viola–Jones over the same dataset.

We implemented our application on an android operating system. We used the
android SDK version 7 under Ubuntu 9.10 and as IDE: Eclipse and Android Devel-
opment Tools Plug-in (ADT). Android application program is written by a developer
inside a special platform called Eclipse. It emulates the different android devices and
can run the application on a real android device. The application is written in Java
language and can be run on different versions of android devices.

The virtual try-on algorithms were tested in a mobile AR-prototype application
using android device which makes the mobile screen working as a mirror. The devel-
oped algorithm was able to calculate the central pose and display a 3D glass model
over the human eyes (Fig. 7.7).
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Fig. 7.7 Rendering the 3D
glasses model in real time

7.6 Conclusions

In this paper, we introduced and implemented a markerless AR application: virtual
try-on glasses. The most important part in an augmented reality system is the esti-
mation of the camera poses which use the application of the homography algorithms
on the extracted features. Tracking features and camera pose estimation algorithms
were then tested in android phones. The SURF features and SURF cascade have
proved accuracy of the detection of human eyes in uncontrolled conditions.

Acknowledgements This work was supported by the National Science Fund of Bulgaria: KP-06-
H27/16 Development of efficient methods and algorithms for tensor-based processing and analysis
of multidimensional images with application in interdisciplinary areas and NOKIA Corporate
University Donation number NSN FI (85) 1198342 MCA.

References

1. Azuma R.: A survey of augmented reality. In: Teleoperators and Virtual Environments, vol. 6,
pp. 355–385 (August 1997)

2. Huang,W., Hsieh, C., Yeh, J.: Vision—based virtual eyeglasses fitting system. Proc. ISCE 2013,
45–46 (2013)

3. Huang, S., Yang, Y., Chu, C.: Human centric design personalization of 3D glasses frame in
markerless augmented reality. Adv. Eng. Inform. 26(1), 35–45 (2012)

4. Zang,C., Zhang,Z.:A survey of resent advances in face detection. In: TechnicalReportMicrosoft
Research, June 2010

5. Viola, P., Jones, M.: Rapid object detection using a boosted cascade of simple features. Proc.
CVPR, 511–518 (2001)



7 Markerless 3D Virtual Glasses Try-On System 111

6. Li, J., Zhang, Y.: Learning SURF cascade for fast and accurate object detection. Proc. CVPR,
3468–3475 (2013)

7. Wolf, L., Hassner, T., Maoz, I.: Face recognition in unconstrained videos with matches
background similarity. Proc. CVPR, 529–534 (2011)



Chapter 8
Copy–Move Forgery Detection by Using
Key-Point-Based Harris Features
and CLA Clustering

Kavita Rathi and Parvinder Singh

Abstract Images can easily be manipulated without any visual marks to the naked
human eye with massive improvements in image manipulation software. This
tampering is the main propelling force for the need of better image forensics such
that field is known as image forgery detection. Any digital image with regions where
the image contents are identical is said to have copy–move forgery (CMF). Copy–
move forgery is performed to improve the visual features or to cover the underlying
truth in the image. Many algorithms have been used for CMF detection, and this
work is about improved key-point and clustering-based CMF detection scheme. The
proposed scheme combines the efficiency of a key-point-based scheme and clustering
of these key points to further improve the results. Modified Harris operator-based
key-point detection algorithm with clustering using local gravitation is utilized for
key-points selection. The average accuracy, PSNR and SSIM rates are used to eval-
uate the performance of the proposed algorithmwith scale-invariant feature transform
(SIFT), which is another state-of-the-art key-point algorithm. The paper concluded
with the efficiency of the key-point-based scheme.

8.1 Introduction

Image forensics is a vast field used to verify the images to ascertain credibility
and authenticity by using various computation approaches [1, 2]. Image forensics
is attracting a lot of attention due to its possible applications in various domains.
There are various methods in image forgery detection, which can be categorized as
active (copy–move forgery detection) and passive (blind forgery detection) [3]. The
copy–move forgery detection algorithms are concerned with revealing the forgery
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Fig. 8.1 Copy–move image forgery example [5]

used for hiding the underlying truth or to improve the visual features in the image.
However, the process which alters the visual features of the image changes original
metadata in the image [4].

A large number of tempered images exist now; one of such, which is example of
copy–move forgery from CMFD dataset [5] is presented in Fig. 8.1. A large number
of image forgery detection algorithms have been developed over the years, and the
efficiency of the existing image forgery detection algorithm is low.

The efficiency of these algorithms is improved with the advent of key-point-based
feature detection such as SIFT [6] and speeded-up robust features (SURF) [7] algo-
rithms. Themain algorithms for active forgery detection use key-point-based features
detection, such as SIFT, algorithms combinewith some clustering algorithms, such as
K-means. This work is about the improvement of the existing state-of-the-art active
image forensics with improved key-point mechanism and improved clustering proce-
dure. For the key points, we have used the Harris key-point detector to improve the
computation efficiency and the CLA clustering to improve the clustering procedure.

8.2 Related Works

The existing research in image forensics mainly focuses on improving the feature
extraction and clustering stages [6]. Image forensics uses combined methods
involving different kinds of key point and feature descriptors; one such example
is presented in [7], where Harris corner and SIFT descriptor are used. The key points
and feature vectors can be extracted in different color spaces; one of such example
of extracting the feature by using the SURF in the opponent color space is presented
in [8]. Adaptive non-maximal suppression algorithm is used for smooth tampered
regions to select Harris corners and extracted DAISY descriptors in [9]. A two-stage
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detection method to detect tempering by using Harris corners and extracted multi-
support regions order-based gradient histogram (MROGH) and hue histogram (HH)
descriptors is presented in [10]. Both methods using extracted DAISY descriptor
and extracted MROGH and HH descriptors have poor owing to the adoption of the
Harris corner and poor robustness to scaling. Some methods that integrated block-
based and key-point-based methods have been proposed in the last two years. A
method based on multi-scale analysis and voting processes determining the range
of suspicious feature regions for matching and clustering by using SURF and then
block-based method to detect tampered regions in the multi-scale space is presented
in [11]. Adaptive over-segmentation and the forgery region extraction algorithm are
presented in [12] to detect tampered regions. Feature extraction byDCT, clustering by
using k-means and feature matching done by radix sort in [13]. Guaranteed outlier
removal is clubbed with key-point-based algorithm to improve the efficiency and
robustness in [14]. Techniques for uniformly scattered key-points are adopted with
Laplace of Gaussian in [15] for improving the results in smooth areas. A combina-
tion of image segmentation and iterative nearest neighborhoodmethods for detecting
suspected tempering and then to gradually improve the detection precision is used in
[16]; however, the computational cost of this method is prohibitive for large images.

8.3 SIFT K-Means Algorithm

The SIFT-based image forgery detection approach uses the key-point detector. The
scale space S of image I(x, y) is S(x, y, σ )

S(x, x, σ ) = I (x, y) ∗ G(x, y, σ ) (8.1)

where G(x, y, σ ) is variable scale Gaussian

G(x, y, σ ) = 1

2πσ 2
e

−(x2+y2)
2σ2 (8.2)

where σ is standard deviation of G(x, y, σ ).
Hessian matrix-based Hessian operator is used for key-point detection. The

Hessian matrix H(x, s) for x at scale s for a given image point x = (x, y) in the
image I(x, y) is defined by its Laplacian of Gaussian (LoG) as

H(x, σ ) =
[
Lxx (x, σ ) Lxy(x, σ )

Lxy(x, σ ) Lyy(x, σ )

]
(8.3)
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where Lxx (x, σ ) is the convolution of the Laplacian of Gaussian (LoG) which is the
second-order derivative ∂2G

∂x2 in point x for image I(x, y), and similarly for Lxy(x, σ ),
and Lyy(x, σ ).

To suppress the noise before using Laplace for edge detection

�[Gσ (x, y) ∗ f (x, y)] = [�Gσ (x, y)] ∗ f (x, y) = LoG ∗ f (x, y) (8.4)

The first equal is due to the fact

d

dt
[h(t) ∗ f (t)] = d

dt

∫
f (τ )h(t − τ)dτ

=
∫

f (τ )
d

dt
h(t − τ)dτ = f (t) ∗ d

dt
h(t) (8.5)

First, consider Laplacian of Gaussian (LoG)

∂2

∂x2

(
1

2πσ 2
e

−(x2+y2)
2σ2

)
= x2

σ 4
e

−(x2+y2)
2σ2 − 1

σ 2
e

−(x2+y2)
2σ2

= x2 − σ 2

σ 4
e

−(x2+y2)
2σ2 (8.6)

For simplicity, normalizing coefficient 1/
√
2πσ 2 is omitted and the convolution

of Laplace of Gaussian (LoG) is done by using Eq. 8.7.

�Gσ (x, y) = ∂2

∂x2
Gσ (x, y) + ∂2

∂y2
Gσ (x, y)

= x2 + y2 − 2σ 2

σ 4
e

−(x2+y2)
2σ2 (8.7)

All key points are checked for the presence of local extreme, i.e., either lowest or
highest. The extreme key points are used to localize the key-point localization edge.
Low contrast points and poorly localized points along edges are removed to discard
noise and instability of local minima maxima points, which is done by discarding
the functional value of L(xˆ) above a threshold (usually 0.5). The functional value of
L(xˆ) is computed by using equation

L
(
x∧) = L + 1

2

∂LT

∂x

(
x∧)

(8.8)

where xˆ is the location of extremum and is determined by

x∧ = ∂2L−1

∂x2
∂L

∂x
(8.9)
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With scale-space function, L(x, y, σ ) can be shifted to compute the origin of the
sample point by

L(x) = L + ∂LT

∂x
x + 1

2
xT

∂2L

∂x2
x (8.10)

where L and its derivatives are evaluated at the same point and x = (x, y, σ )T is offset
from this point.

The key points are clustered by using the k-means clustering with minimization
problem of two parts.

J =
m∑
i=1

K∑
k=1

ωik

∣∣∣∣xi − μk

∣∣∣∣2 (8.11)

where ωik = 1 for all points belonging to cluster k; else 0 with μk as centroid of
cluster.

∂ J

∂ωik
=

m∑
i=1

K∑
k=1

∣∣∣∣xi − μk

∣∣∣∣2 (8.12)

ωik =
{
1 if k = argmin j

∣∣∣∣xi − μk

∣∣∣∣2
0 otherwise

(8.13)

∂ J

∂μk
= 2

m∑
i=1

ωik
(
xi − μk

) = 0 (8.14)

μk =
∑m

i=1 ωik x i∑m
i=1 ωik

(8.15)

The SIFT k-means algorithm involves.

• Transformation of RGB image to grayscale.
• Calculation of Hessian matrix of grayscale image.
• Key-point-based feature extraction using SIFT algorithm.
• Select strongest matching key points for matching forgery features.
• Key-point clustering by using k-means algorithm.
• Localize and mark each as clustered region with more than pre-specified group

of pixels as forged.
• Show forged regions.

The flowchart of the proposed SIFT k-means algorithm for the detection of
tempering is presented in Fig. 8.2.



118 K. Rathi and P. Singh

Fig. 8.2 SIFT k-means
forgery detection algorithm

8.4 Proposed Key-Point-Based Harris CLA Clustering
Scheme

The Harris key-point detection algorithm works with extracting point features of the
images. Harris algorithms utilize the work window ω to search key points (u, v) in
any direction of the image. In order to improve the noise capabilities of the Harris
algorithm, we have selected the Gaussian window

E(u, v) =
∑
x,y

ω(x, y)[I (x + u, y + v) − I (x, y)]2 (8.16)

where ω(x, y) is the window function and u, v are small displacements used to
search, I (x, y) is the intensity function of the image, and I (x + u, y + v) is the
shifted intensity of the image using Taylor expansions

E(u, v) ≈ [uv]M

[
u
v

]
(8.17)

where M is given by

M =
∑
x,y

ω(x, y)

[
Ix Ix Ix Iy
Iy Ix Iy Iy

]
(8.18)
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where Ix and Iy are image derivatives.
CLA-based clustering is used to calculate the forged regions. The objective of

CLA-based clustering is to group features into homogeneous classes by using a
set of conditions. Each key point in the class is very similar in terms appearance,
and different features usually belong to other groups. It is inspired by Newton’s
gravitational theory for reflecting the relation of a data point to its neighbors.

−→
F12 = G

m1m2

D2
12

D12

∧

(8.19)

where
−→
F12 is the attractive force between two points of mass m1 and m2 located

at distance D12, G is gravitational constant, and D12

∧

is unit vector specifying the
direction of force.

The distance between the neighbors does not vary significantly in a local region,
so,

−→
F12 = Gm1m2D12

∧

(8.20)

Therefore, the total local resultant force at a point i from its k neighbors is

−→
Fi = Gmi

k∑
j=1

m j Di j

∧

(8.21)

The number of cluster will be dependent on the threshold value of centrality with
lower bound 0 and upper bound mi

∑k
j=1 m j Di j .

The proposed key-point-based Harris CLA clustering scheme involves the
following steps.

• Initialize the number of clusters to be used usually for image forgery, 8 to 10
points are used.

• Select input features for which clustering of key points will be done.
• Using the Euclidian similarity measure find distances
• Stepwise cluster/group the key points using hierarchical clustering involving a

combination and division of the features into a set of clusters.
• If cluster group contains enough neighbors, then validate and select the cluster as

a forged region.

The brief flowchart of the Harris CLA clustering scheme is presented in Fig. 8.3.



120 K. Rathi and P. Singh

Fig. 8.3 Proposed key-point
based-Harris CLA clustering
scheme
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8.5 Experimental Analysis

An Intel Core i3 central processing unit having 8 GB random-access memory and
operating system raring at 2.4 GHz by usingWindows 7 and 64-bit operating system
is used for executing the proposedmethodology. The proposedmethodology is imple-
mented in MATLAB 2016a. The dataset used for analyzing the SIFT k-means and
the proposed algorithm is copy–move forgery. The copy–move forgery dataset [5]
has four subsetsD0,D1,D2, andD3 consisting of 1020 image with image size 1000
× 700 to 700 × 1000 pixels in JPEG format. It has attacks in the form of plain
copy, scaling, and rotation with availability of ground truth. The dataset is freely
downloadable [17]. A sample of the results by the proposed algorithm is presented
below in Fig. 8.4.

Average accuracy, PSNR, and SSIM are used as metric for performance evalua-
tion on various images. Accuracy (ACC) of the proportions of correctly identified
predicted pixels is:

Accuracy(ACC) = Tp + Tn
Tp + Tn + Fp + Fn

(8.22)

PSNR is measurement of quality between the original forgery from ground truth
and retrieved forgery in image. It is calculated in decibels by using the PSNR block
from mathworks, which uses the mean square error (MSE). The mean square error
is cumulative squared error between ground truth and retrieved forgery. The higher
PSNR value represents the better quality of identified forgery [17]. For MxN size
image I1 and I2.

MSE =
∑

M,N [I1(m, n) − I2(m, n)]2

M × N
(8.23)

PSNR = 10 log10

(
R2

MSE

)
(8.24)

Fig. 8.4 Sample of CMFD by using the proposed Harris corner CLA clustering algorithm (original,
forged, and detected from left to right)
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R is image dependent, R for image having double-point floating data is 1, and R
for unassigned 8-bit image is 255.

SSIM is the weighted combination of contrast, luminance, and structure [18].

SSIM(I1, I2) = [
l(I1, I2)

α.c(I1, I2)
β.s(I1, I2)

γ
]

(8.25)

The SSIM with α, β, and γ weights as 1 is below.

SSIM(I1, I2) =
(
2μI1μI2 + c1

)(
2σI1 I2 + c2

)
(
μ2

I1
+ μ2

I2
+ c1

)(
σ 2
I1

+ σ 2
I2

+ c2
) (8.26)

μ, σ 2, and c are average, variance, and variables for stabilizing denominator.
For experimental analysis, various imageswere considered for the evaluation. The

average of each examining parameter was calculated. The average accuracy, PSNR
and SSIM rates of SIFT k-means and key-point-based Harris CLA clustering scheme
are presented in Table 8.1 and Fig. 8.5.

It is clear from the results that the proposed key-point-based Harris CLA clus-
tering scheme performs better. The proposed key-point-based Harris CLA clustering
scheme achieves average accuracy of 98.51%, which is 6.24% higher than SIFT
k-means whose average accuracy performance is 92.27%. The average PSNR for
the proposed key-point-based Harris CLA clustering scheme is 48.63%, which has
still huge potential for improvement, but the proposed scheme out performed which
is about 65% more than SIFT k-means at 29.34. The average structural similarity
(SSIM) for the proposed key-point-based Harris CLA clustering scheme is 95.90%,
which is again about 4% higher than SIFT k-means whose average SSIM is 95.90%.

Table 8.1 Performance of
SIFT k-means and the
proposed key-point-based
Harris CLA clustering
scheme on accuracy, PSNR
and SSIM metric

Metric SIFT k-means Proposed Harris CLA

Accuracy 92.27 98.51

PSNR 29.34 48.63

SSIM 95.90 99.13

Fig. 8.5 Results of image
forgery detection
performance of SIFT
k-means and the proposed
key-point-based Harris CLA
clustering scheme on
accuracy, PSNR, and SSIM
metric
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8.6 Conclusion and Future Scope

Copy–move forgery is performed to improve the visual features or to cover the under-
lying truth in the image. A new key-point-based Harris CLA clustering scheme is
proposed which combines the efficiency of a key-point-based scheme and clustering
of these key points to further produced better results. Experimental results established
that the proposed key-point-based Harris CLA clustering scheme has improved the
efficiency of detection process over the key-point detection scheme, namely SIFT
k-means. In future work, parallel programming can be tried to improve the detection
speed of the proposed scheme. Researchers can also focus on other types of image
forgeries.
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Chapter 9
Web-Based Virtual Reality for Planning
and Simulation of Lifting Operations
Performed by a Hydraulic Excavator

Boris Tudjarov, Rosen Mitrev , and Daniela Gotseva

Abstract The paper presents the development of a Web-based virtual reality (VR)
environment for planning and simulation of lifting operations performed by a
hydraulic excavator. The excavator is represented as a mechanical system with
four degrees of freedom (DOF) consisting of a fixed base body, three-link digging
manipulator, and a swinging payload. An inverse kinematic model and a dynamic
model of the excavator during performing lifting operations with bucket following
prescribed vertical straight-line trajectory are developed. Workspace characteris-
tics of the digging manipulator are determined, and the subset of the workspace
corresponding to the cutting-edge positions for constant orientation of the bucket is
identified. Using modern Web-based technologies, a VR environment for planning,
simulation, and 3D animation of the excavator motion is developed. It consists of
an HTML5 Web page with an X3D model of the scene, open-source framework
X3DOM, and JavaScript functions. The developed VR environment considerably
facilitates the design, investigation, planning, and e-learning of the lifting operations,
performed by the excavator.

9.1 Introduction

The accelerated rates of economic development over the past three decades have
considerably increased the use of the hydraulic excavators in the industry. The signif-
icant efforts invested by the engineers to collaboratively develop additional special-
ized attachments have turned the excavators into multifunctional machines capable
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of performing multiple technological operations and thus increasing the economic
efficiency of the activities performed.

One such frequently performed activity, but not typical for the excavators, is the
lifting of various construction elements as pipes, beams, concrete blocks, etc. This
allowed the nomenclature of the used machines to be shortened, but the practical
use of the excavators as cranes on the mining and construction sites continues to be
accompanied by some problems due to their design features. One major problem is
that the operators and support staff are not trained to handle swinging payloads,which
is a premise for accidents and incidents [1]. Another major reason for the increased
number of accidents is that the hydraulic excavators are not equipped with the neces-
sary overload protection devices as the cranes—load and load moment limiters, limit
switches, operation radius indicators, etc., leads to a large number of incidents with
people.Although there are practical recommendations [2] and standards [3], the pecu-
liarities and potential opportunities for the use of excavators as cranes have not been
sufficiently explored. Many authors [4–8] have traditionally focused their efforts on
the development of simulation models suitable for the study of the tip-over stability
of excavators and similar machines. Insufficient attention is paid to the planning and
study of the lifting operations performed by the excavators especially in the case of
lifting operations [9] following a pre-set vertical trajectory. The preliminary planning
and visualization of the lifting process are indispensable, especially in the case of
limited visibility and narrow spaces when the payload swinging is undesirable.

The design and study of the payload lifting require the development of appropriate
dedicated research tools, enabling modeling and simulation of the main features of
the lifting processes. A previous study [10] presents a VR developed in C++ and
Open GL intended for a simulation of a truck-mounted concrete boom pump motion
with redundant kinematical structure. The authors of the recent papers [11, 12] used
commercial virtual prototyping CAD/CAE systems to simulate and visualize similar
machines. The authors of [13] present a 3D physics-based excavator VR simulator
intended for training purposes and capable of simulate digging operations in real
working conditions. The searching through the literature showed that the interactive
simulation and animation directed to the planning of lifting operations performed by
hydraulic excavators or machines with similar kinematical structure are not enough
studied.

The general aim of the paper is the development of a contemporary Web-based
VR combining complex engineering calculations with quality 3D visualization
and motion animation, capable of accurately simulating the vertical motion of the
diggingmanipulator with a freely suspended payload taking into account the payload
swinging. The easy change of the input data and the availability of an expandable
library of industrially manufactured machines will facilitate the planning and study
of the lifting operations.

This paper is organized as follows: Sect. 9.1 reports some fundamental issues
and studies concerning the use of the hydraulic excavators for performing lifting
operations of the freely suspended payload; Sect. 9.2 focuses on the derivation of the
kinematical and dynamicmodels of the excavator; Sect. 9.3 presents the development
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and testing of a Web-based virtual reality environment for simulation, 3D visualiza-
tion, and animation of lifting operations; the paper concludes with a summary in
Sect. 9.4.

9.2 Mathematical Model of a Hydraulic Excavator
Performing Lifting Operations

A key step in the development of the VR software system is the derivation of a
mathematical model of the mechanical system combining a model of the inverse
kinematics and a dynamic model including the payload swinging [14].

9.2.1 Kinematical Analysis

Figure 9.1a presents the schematic view of a hydraulic excavator performing vertical
lifting operations. It comprises a fixed to the ground base body (pos.1) and a serial link
digging manipulator consisting of interconnected by rotational joints boom (pos.2),
stick (pos.3), and bucket (pos.4).

The kinematical analysis of the manipulator in the vertical plane is performed
for the cutting edge (denoted by O4) moving along a vertical straight line with an
initial point with coordinates (xO4,y

s
O4

) and endpoint with coordinates (xO4,y
f
O4

).
The payload -pos.5 is presented as a point mass (p.O5) attached to a lifting eye
(p.P) by a rope. The motion of the bucket cutting edge along the predefined vertical

Fig. 9.1 Schematic view of a hydraulic excavator performing lifting operations (a) and geometrical
layout of the corresponding kinematical structure (b)
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line trajectory is controlled by the lengths of the hydraulic cylinders to maintain a
constant angle ϕ of the bucket relative to the horizontal line. The system is considered
with four DOF, three of which are controllable by hydraulic cylinders and one is
uncontrolled—the payload swinging.

Figure 9.1b shows the geometrical layout of the excavator kinematical struc-
ture considering the oscillatory motion of the payload with mass m4. The kinemat-
ical model is developed using a fixed global reference frame {x0y0} attached to
the ground and local coordinate systems {x1y1}/{x5y5} attached to the links with
centers in the rotational joints. The positions of the centers of gravity of the links and
specific points in the local coordinate systems are described by vectors transformed
to the global reference frame by homogeneous transformation matrices. The desired
vertical straight-line trajectory for the motion of p.O4 is proposed in the form of a
fifth-order polynomial [15]. Imposing zero initial and final conditions for the velocity
and acceleration of the p.O4, the polynomial as a function of time is written as:

ydO4
(t) = ysO4

+
t3

(
y f
O4

− ysO4

)(
6t2 − 15t t f + 10t2f

)

t5f
(9.1)

where tf > 0 denotes the duration of the motion along the trajectory.
For the determination of the generalized angular coordinates θ1, θ2, and θ3 corre-

sponding to the motion of the p.O4 along the predefined straight line, the inverse
kinematics solution for a three-link planar manipulator with constant orientation
ϕ of the bucket is used [15]. The determination of the values of the angles and
their derivatives as a function of the cutting-edge O4 position and bucket orientation
completely ends the inverse kinematics task solution.

9.2.2 Workspace Characteristics of the Digging Manipulator

The digging manipulator total workspace in the plane determines the tasks the exca-
vator is suited for. The horizontal size of the workspace determines the maximum
allowable payload weight taking into account the tip-over stability conditions [8].

The workspace is constructed with consideration of the possible rotation intervals
of the joints determined by the lower θmin

i and upper θmax
i bounds due to the existence

of the linear driving mechanisms. The placement of the cutting edge in all points
of the desired vertical trajectory maintaining a predefined constant orientation ϕ

of the bucket is only possible in a certain subset of points in the manipulator total
workspace. This subset can be identified if the total workspace is discretized, and
for every discrete point, the angles θi (i = 1, 2, 3) are computed according to the
inverse kinematics solution with a check of whether they are within the predefined
limits [θmin

i , θmax
i ]. Figure 9.2 shows the constructed workspaces for different values

of the angle ϕ with values (in degrees) indicated in each picture.
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Fig. 9.2 Evolution of the workspace

The red section depicts the total workspace, and the green section depicts the
identified subset corresponding to the cutting-edge positions for constant orientation
ϕ of the bucket. As can be seen, the location, shape, and area, as well as the possible
maximum height and depth of the cutting edge position, are strongly influenced by
the value of ϕ. A study shows that the ratio of the green and the red sections is greatest
for angle ϕ equal to 225°. Obviously, due to the bucket design features and constant
vertical direction of the payload weight force, for the correct execution of the lifting
operations, the operator must keep the bucket angle ϕ within a proper predefined
interval of values which fact must be taken into account during the planning of
lifting operations.

9.2.3 Dynamic Model

Each digging manipulator link (see Fig. 9.1b) is characterized by its geometrical and
inertia parameters and is subjected to forces generated by the hydraulic cylinders
and gravity. Four generalized coordinates are used to define the geometrical config-
uration of the mechanical system—three of them are to describe the rotation of the
manipulator links and one—for the rotation of the swinging payload. The derivation
of the dynamic model is based on the following assumptions: (1) The manipulator
links are considered as rigid bodies; (2) the inertial properties of the closed kinematic
chain elements (hydraulic cylinders and linkages) are added to the inertial parame-
ters of the corresponding manipulator links; (3) the friction forces in the rotational
joints and hydraulic cylinders are neglected. The differential equations describing the
motion of the digging manipulator together with the swinging payload are derived
using the Lagrange equations of the second kind [16] and are obtained as:

M(q)q̈ + V (q, q̇) + G(q) = Q (9.2)

wherebyq and q̇ are denoted are the vectors of generalized coordinates and velocities,
respectively.

In (2), the following notations are used:
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M(q)4×4—symmetric and positive definite inertiamatrix containing the following
inertia terms:

M11 = A1 + A2 + A3

A1 = J1 + 2K2L1m2cβ2 + 2L1
(
m4(K4cδ23 + L5cδ234) + K3m3cγ 23 + L2m34c2

)
A2 = m3

(
2K3L2cγ 3 + K 2

3 + L2
2

) + m1K 2
1 + m2K 2

2 + m234L2
1

A3 = m4
(
2K4(L2cδ3 + L5c4) + K 2

4 + 2L2L5cδ34 + L2
2 + L2

5

)
M12 = A4 + A5

A4 = K2L1m2cβ2+K 2
2m2+m3

(
K3

(
2L2cγ 3 + L1cγ 23

) + K 2
3 + L2(L1c2 + L2)

)
A5 = m4(K4(2L2cδ3 + L1cδ23 + 2L5c4) + K 2

4

+ L5(L1cδ234 + 2L2cδ34) + L2(L1c2 + L2) + L2
5)

M13 = A6 + A7

A6 = m4(K4(L1cδ23 + L2cδ3 + 2L5c4) + L5(L1cδ234 + L2cδ34 + L5))

A7 = K3m3
(
K3 + L1cγ 23 + L2cγ 3

) + K 2
4m4

M14 = L5m4(K4c4 + L1cδ234 + L2cδ34 + L5)

M22 = A8 + A9

A8 = m4
(
2K4L2cδ3 + 2L5(K4c4 + L2cδ34) + K 2

4 + L2
2 + L2

5

)
A9 = J2 + m3

(
2K3L2cγ 3 + K 2

3 + L2
2

) + K 2
2m2

M23 = K3m3
(
K3 + L2cγ 3

)+m4
(
K4(L2cδ3 + 2L5c4) + K 2

4 + L5(L2cδ34 + L5)
)

M24 = L5m4(K4c4 + L2cδ34 + L5)

M33 = J3 + m4
(
2K4L5c4 + K 2

4 + L2
5

) + K 2
3m3

M34 = L5m4(K4c4 + L5),
M44 = m4L2

5;
G(q)4×1—vector containing terms proportional to the weight of the links:G11 =

A10 + A11

A10 = m3g
(
K3cγ 123 + L2c12

) + m4g(K4cδ123 + L5cδ1234 + L2c12)
A11 = m1gK1cα1 + m2gK2cβ12 + m234gL1c1
G22 = m4g(K4cδ123 + L5cδ1234) + m2gK2cβ12 + m3gK3cγ 123 + m34gL2c12
G33 = m4g

(
K4cδ123 + L5cδ1234 + K3m3cγ 123

)
G44 = m4gL5cδ1234;
Q4×1—vector containing the generalized forces and moments, associated with

the respective generalized coordinates:

Q = [
τ1 τ2 τ3 0

]T
(9.3)

where τi denotes the driving torques applied to the corresponding joints;
V(q, q̇)4×1—vector containing centrifugal and Coriolis terms with elements not

shown here due to their large size;
The following short notations are used: s1 → sin θ1,m1234 → m1+m2+m3+m4,
sγ 123 → sin(γ + θ1 + θ2 + θ3), c12 → cos(θ1 + θ2), etc. By g is denoted, by m1,

m2, and m3 are denoted the masses of the links, by J1, J2, and J3 are denoted the
mass moments of inertia of the links according to their gravity centers C1, C2, and
C3, by Lx, Ly, L1, L2, L3, and L5 are denoted distances, by K1, K2, K3, and K4 are
denoted vectors to the specific points, defined in the links coordinate systems.
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The available from the inverse kinematics solution values for the generalized
coordinates θ1, θ2, and θ3, and their time derivatives, allow the system of differential
Eq. (9.2) is divided into two sets. The first set consists of one equation, considered
as an initial value problem and solved by standard numerical routines for the angle
of the payload swinging θ4 and defined values for the initial angle θ4(0) and initial
angular velocity θ̇4(0). The second set consists of three equations used to compute
the necessary driving torques, applied to the corresponding rotational joints of the
digging manipulator links.

9.3 Development and Testing of a Web-Based VR
for Planning, Simulation, and 3D Animation of Lifting
Operations

9.3.1 Description of the Structure of the Developed
Web-Based VR Environment

The developed in Sect. 9.2 mathematical model is implemented in a Web-based VR
environment intended for planning, simulation, and 3D animation whose framework
is shown in Fig. 9.3a. The 3D model of the hydraulic excavator is transferred to
X3D format by the use of Vivaty Studio software. The following means are used
for the creation of the VR application: (a) X3D language [17] for the representation
of 3D models; (b) X3DOM technology for integrating 3D content into Web pages
by using WebGL; (c) HTML5 [18] for describing the Web pages; (d) JavaScript
[18] for providing the main functionality in the application. Figure 9.3b depicts
the general layout of the designed VR environment. The following elements are

    a) b)

Fig. 9.3 Framework of the developed Web-based VR environment (a) and X3D scene (b)
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denoted: the excavator—pos.1; the payload—pos.2; the followed vertical straight-
line trajectory—pos.3; the trajectory of the swinging payload—pos.4; a pit or narrow
space—pos.5.

The sequence of actions when working with the Web-based VR system is as
follows: (1) The user requests a Web page/resource by entering the address of the
page; (2) the server (or servers) sends the requested HTML page and open-source
framework X3DOM;

(3) By using the graphical user interface, the user enters the values of the following
parameters—the coordinates of the initial point and endpoint of the straight-line
trajectory to follow, the mass of the payload, the length of the rope, duration of the
motion, and the initial values of the payload angle and angular velocity; (4) the user
performs the simulation, observes the real-time motion animation, and analyzes the
dynamic behavior of the machine and the payload during the operation. JavaScripts
are created for the realization of the following tasks: reading of the initial data,
trajectory planning, computation of the inverse kinematics (angles, velocities, and
accelerations), calculation of the dynamics of payload swinging. For the solution
of the differential equation, a JavaScript function implementing the fourth-order
fixed-step Runge–Kutta method [15] has been developed.

The easy reuse of the software allows the user to test various combinations of the
machines and input parameters and to accept thosewhich complywith theworkspace
limitations and satisfy the pre-set requirements for the height, depth, and horizontal
distance of the required lifting operations. Especially valuable is the ability to accu-
rately assess whether the dynamic behavior of the payload is reasonable in terms of
compliance with a requirement for a certain minimum distance between the payload
and the pit walls, as each contact between them due to the payload swinging is a
prerequisite for an accident.

9.3.2 Correctness of the Mechanical Structure Movements
in the VR Environment

Ensuring the correctness of themechanical structuremovements is a key issue during
the development of the VR environment. For the models with pure tree structure, the
capabilities of the X3D modeling technology for inheritance can be effectively used
to inherit the movement along the respective hierarchical relationships “parent”–
”child” in the tree structure of the model. When the location of the “parent” element
changes, the location of its “children” also changes, as their relative position and
orientation with respect to the parent element remain unchanged. Figure 9.4 shows
the developed X3D model of the hydraulic excavator with marked subassemblies
1/13, specific points O1/O4, P and O1a/O3e, and main dimensions L1, L2, and L3.
Since the scripts compute the absolute angles of rotation, one has to take into account
that the model has an initial disposition between its elements (initial angles). The
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Fig. 9.4 X3D model with marked subassemblies, points, and dimensions

model of the excavator does not possess pure tree structure—due to the presence of
closed kinematic chains there are cycles—see Fig. 9.4.

To ensure the correctness of the movements of the elements, the inheritance of the
movement of the “child” from the “parent” (for the open kinematic chain consisting
of the boom, stick, and bucket) is combined with additional real-time calculations
for specific geometric constraints (for the closed kinematic chains, formed by the
hydraulic cylinders and four-bar linkage). The initial model with cycles is trans-
formed into a model with pure tree structure via the substitution of some joints with
geometric constraints. For the rotations of the elements of the open kinematic chains
around the points O1, O2, and O3, X3D capabilities for the inheritance of the move-
ments by a direct use of the calculations are used. The rotations of the elements
6 and 7 (at points O1a and O1b), of the elements 8 and 9 (at points O2a and O2b),
of the elements 10 and 11 (at points O3e and O3d), and of the four-bar linkage (at
points O3, O3a, O3b, and O3c) depend on rotations in the points O1, O2, and O3 and
have to be calculated at every time step. Additional calculations are required for the
triangles O1O1aO1b, O2O2aO2b, O3cO3dO3e, and circles intersection between circles
with center points O3a and O3c and their corresponding radii O3aO3b and O3cO3b for
the four-bar linkage.

9.3.3 Testing of the Developed Web-Based VR Environment

The developed Web-based VR [19] has been tested with different input data and the
tests confirmed the possibility such a system to be used as a planning, simulation,
and high-quality 3D animation tool for exploring the excavator and payload behavior
during performing lifting operations. The additional tests on different mobile devices
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Fig. 9.5 Frames of the motion animation

and operating systems showed great reliability of the system. Figure 9.5 shows frames
from the motion simulation and animation, performed for an industrially manu-
factured excavator for the following values for the tuning parameters:t f = 12 s,
xO4 = 5 m, ysO4

= 4 m, y f
O4

= −5 m, θ4(0) = 15◦, θ̇4(0) = 0 rad/s. An additional
study showed that for the frame rate set to 33.33 fps, the quality of the animation is
well enough.

9.4 Conclusions

In this paper, we have presented the development of a Web-based VR environ-
ment for planning, simulation, and high-quality 3D animation of lifting operations
carried out by a hydraulic excavator. The VR environment is based on the developed
dynamic four DOF model of the excavator during performing lifting operations with
a bucket following prescribed vertical straight-line trajectory and considering the
payload swinging.Acrucial factorwas the ability to efficiently implement specialized
mathematical algorithms in combination with modern tools for visualization.

The developed Web-based VR considerably accelerates the preliminary plan-
ning of the lifting operations due to the possibility to virtually test multiple combi-
nations of parameters and to thoroughly understand the excavator and payload
dynamic behavior during performing various motions. The Web-based technology
used provides an intuitive perception of the information obtained through the simula-
tion, that iswhy theVRenvironment offers great educational potential. The numerical
and visual information is easily shared in theWeb environment, including all kinds of
mobile devices. The extendable 3D library of industrially manufactured excavators
allows fast experimentation with different machines, followed by a presentation of
the obtained results and therefore allowing iterative design and planning.
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Chapter 10
On Metrics Used in Colonoscopy Image
Processing for Detection of Colorectal
Polyps

Raneem Ismail and Szilvia Nagy

Abstract Colorectal cancer is nowadays the fourth cause of cancer deathworldwide.
Prevention of colorectal cancer by detection and removal of early stage lesions is
of essential importance and has become a public health challenge worldwide. As
the screening is carried out mainly by some sort of endoscope, and the endoscopic
image processing is an important area of research and development, it is essential to
know what kind of measures are used in determining whether polyp finding hit rates
or miss rates are acceptable. It is rather natural to match the hit rate measures to the
method itself; thus, in this contribution, the most typical polyp detecting methods are
summarized shortly together with the metrics they use for evaluation of their results.
However, in computer-aided diagnostics, the measure that is used by the medical
community might differ from the measures typical in image processing researches.
Also, the output of such polyp detectingmethods is tested as inputs for active contour
methods.

10.1 Introduction

Colon cancer is nowadays (depending on the year and the region) the third or fourth
most frequent cause of cancer-induced death. In only 2012, almost 750 thousand
cases were diagnosed with some type of colorectal cancer (CRC) and over 350
thousand patients died of this disease. The survival rate of CRC depends on the stage
it is detected in, going from rates higher than 95% in the case of early stages to
rates lower than 35% in latter ones [1]; hence, the prevention of CRC by finding and
removing of the so-called preneoplastic lesions (early stage precancerous polyps
or colorectal adenomas) is of high importance and one of the worldwide public
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health priorities [2], as well as target of multiple computer-aided diagnostics (CAD)
researches.

Clinical guidelines based on the medical practice as well as scientific evidence
recommend that the screening should be carried out with colonoscopy which allows
both the identification and the removal of such polyps, which are at the first step
in the many years long process of developing “adenoma” to “high grade dysplasia”
to “carcinoma,” i.e., the development of colorectal cancer. According to our present
knowledge, the conventional, classical, flexible tube-like colonoscopy, which has a
device for removing polyp (perform polypectomy) is the most precise procedure for
early colorectal cancer detection and prevention: Several reputed studies with suffi-
ciently large number of cases demonstrate that it reduces the cancer’s incidence by
40–90%. However, colonoscopy has the following drawbacks. Before colonoscopy
the patient has to perform a thorough bowel cleansing, and the procedure itself is
also rather inconvenient, which makes people less willing to sign up for colonoscopy
screening. The procedure requires expensive device and expert medical staff to carry
out the examination. It also has a considerable risk of damaging the bowelwall;more-
over, it is often carried out in anesthesia, which has its own risk. Besides the costs
and risks of the medical process, the most relevant drawback is that the polyp miss
rate is usually considered as rather high, 22%. The miss rate increases significantly
in the case of smaller sized polyps [1, 2].

Because colonoscopy is considered as a risky operation, mini-invasive techniques
such as wireless capsule endoscopy (WCE) have also been developed [3]. As the
capsule endoscopy’s methods and devices develop rapidly and the inconvenience
caused to the patient is significantly less than in the case of classical endoscopy,
it seems to be valid alternative option to conventional colonoscopy for the general
screening aswell as for patientswith contraindication to general anesthesia.Acapsule
endoscope is a kind of larger pill equipped with one or rather more camera sensors
(CCDorCMOS), a processor, batteries, and a radiofrequency transmitter. Thismakes
it possible to identify gastrointestinal phenomena deviating from the normal, like
ulcers, blood, and polyps. If the polyp does not need removal, it is a convenient
way to perform the screening, without hospitalization or sedation. However, in some
cases, conventional endoscopy is needed, not only because of the polyps that are
needed to be removed, but also accidents happen when the capsule gets stuck in the
bowel at some point [4], so even capsule endoscopy is not a risk-free operation.

The camera of the capsule endoscope takes about 50,000 images during its path
in the bowel system and transmits them to a receiver for storage. Offline image
processing is used to identify gastrointestinal abnormalities. The complete analysis of
the tens of thousands of images is time consuming for physicians and its transmission
is energy consuming for the batteries of the capsules. Also, the size of the objects is
hard to determine due to the lack of ability to direct the capsule endoscopy device, the
lack of reference points, and the lack of stereo vision. These are the main challenges
for the capsule endoscopy technique, such as the Cyclope WCE of [3].

A general purpose endoscope is another instrument that can get images from
inside the human body: It allows the observation and mostly also the operation
inside hollow organs or other cavities in the body through very small invasion cuts
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[5]. Diagnosis with general purpose endoscopes can involve both shape detection
and the assessment of tissue state [3].

In the past decade exploring the applicability of intelligent systems in computer-
aided diagnosis, like in the case of polyp detection, became a trend in image
processing. Mostly, polyp characterization methods are based on the calculation
of a some feature descriptors over a tile of the image or the complete image: These
descriptors support the decision of an intelligent system whether there is a polyp
in the image (segment) or not, and often if there is a polyp, the location within the
image (segment) is also determined. Two main groups of descriptors exist, first, the
shape-based properties, and methods based on them, second, the texture-based ones.

The texture analysis is often used in the case of differential diagnosis [6–9], as
based on its surface texture the nature of the polyp can be determined, however,
magnified endoscopy images are needed to perform this type of analysis, thus, it
is rarely used for detecting only the polyp, and it is used after the polyp is already
found. The use of texture and color-based approaches in polyp characterization has
been gaining interest only during the last years. Polyps tend to have different patterns
than the bowel walls which contain visible blood vessels too. Some works are based
on the use of wavelet descriptors to extract this information [10], paying attention on
the detail and approximation coefficients of the wavelet transform. Other alternatives
include the use of local binary patterns [11] or co-occurrence matrices [12]. One big
drawback of this group of methods is that they tend to need of an exhaustive training
and they are very sensitive to parameter tuning [13].

Shape-based approaches [1, 2, 4, 5, 13] aim to search in colonoscopy frames for
those specific shapes that polyps commonly have, both in the intensity distribution
and in the boundary shape. The first subgroup of such methods (i.e., the detection of
the intensity distributions typical to some types of polyps) clusters a series ofmethods
mostly consisting of low-level image processing operations such as gradient filters,
valley information, or edge detectors. The second subgroup of methods (i.e., the
boundary shape-based one) assumes that polyps tend to have elliptical shape. Of
course, some other works tend to combine both curvature analysis and shape fitting
to detect polyps in the image.Whereas othermethods base their localization of polyps
in the pure statistical of the tiles of the image, like the structural entropy [14, 15], edge
density, combined with mean, standard deviation, and gradient information of both
the image and its wavelet transform [16, 17]. Of course, many neural network-based
algorithms exist for these purposes as well [12, 13].

As these methods are based on different features of the polyp, of course, their
success rate measures are different too. In the following considerations, these
measures are compared and studied whether the results are comparable. Also, these
methods tend to give circular or rectangular regions of interest,which have to be trans-
lated to polyp contourswith the help of other type ofmore refined image segmentation
methods.

Image segmentation is considered as one of themost often used branches in image
processing which is applied for the segregation of the meaningful regions of interest
from the other parts of the image in order to make the subsequent processing steps
more efficient. Besides, medical image processing it is appropriate for motion and
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stereo tracking tasks. There are various techniques for segmentation of pixels of
interest from the image. One of the most successful of such image segmentation
methods is the active contour [18, 19].

In the second part of the paper, the outputs of the previously mentioned methods
with rectangular regions of interests as outputs are tested as inputs for active contour
method with different pre-filtering is studied.

According to the shape of the polyps, there are several groups, from protruding,
pedunculated through completely flat till the excavated. These polyp types are offi-
cially classified multiple times during the history of the colorectal polyp diagnosis
[20–22], and the most recent one is called Paris classification because of the location
of themeeting,where it was developed. Inmost of the studies, only the protruding and
elevated polyps are the targets of computer-aided diagnosis, and this paper follows
that trend as well: Only protruding polyp databases are used.

The content of the paper looks like as follows. In Sect. 2, a short summary of
the methods with a focal point on their evaluation is given. In Sect. 3, the measures
corresponding to the units of the decisionmaking are given, and a plausible,medically
meaningful compromise is suggested. In the last section, the conclusion is drawn.

10.2 Approaches for the Determination of the Polyp
Content on Images

In this section, some interesting methods are summarized.
Window Median Depth of Valleys Accumulation (WM-DOVA) [1] method was

developed for polyp localization for colonoscopy videos. It is based on a model
how the polyps look, what defines the boundaries of the polyps, based on human
medical experts’ eye-tracking experiments. The findings of these experiments are
that humans search for boundaries that are continuous and have an intensity valley
kind of structure. This is the reason why the method concentrates on the valleys
around the polyp.

Themodel of the appearance of the polyps, first, the physicalmodel of a polyp (i.e.,
a semispherical object with shiny surface) then the way how colonoscopy images are
acquired (i.e., the object is enlightened from a point-like light source) are consid-
ered. Three different scenarios can appear in the model: (a) zenithal scenario with a
complete view of the polyp and the surrounding bowel wall; (b) semi-lateral view of
the polyp, when part of the bowel wall is covered by the polyp or hidden in a fold, and
(c) lateral viewof the polyp,when the polyp is visible from the side in front of a darker
background as the polyp is very protruding and the bowel wall segment behind it is
hidden in a fold. According to the model, the polyps are surrounded completely by
valleys in zenithal views and partially from lateral views. Valleys around the polyps
can build a closed or partially closed continuous contour, which is concave from the
center of the polyp. The valley intensity depends on the circumstances of the image
taking, like the strength and distance of the light source as well as the shape of the
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polyp and the movement of the bowel. This means that WM-DOVA can find polyps
of type Is, IIa, IIb, and Ip according to Paris classification criteria [20–22]. There are
other valley-like objects on the images, like blood vessels, folds in the bowel wall,
and they should be treated properly to find the polyps only. Image preprocessing can
reduce the effects of the light reflected from the shiny surface.

To find the valleys, the geometrical valley detector is used. The valley detectors,
however, give no information about the depth of the valley, hence, the application
of the depth of valleys image (DV image): a combination of valley information and
gradient information. After acquitting the depth of the valleys, a kind of energy
map is introduced, where those pixels have higher energy that are surrounded or
partially surrounded by intensity valleys. The model uses four parameters to restrict
the possible polyp boundary candidates to real polyp boundaries: completeness,
robustness, continuity, and concavity. These parameters can help in distinguishing
rather continuous, rather concave andmostly quite complete and robust polyp valleys
from random shaped, not concave blood vessels and concave, but less robust valley
folds.

For capsule endoscopies another, psychovisual study of medical experts and the
thus built model of the polyps is used. As a first step, regions of interest (ROI) are
determined. Hough transform [23] for finding round contour segments of appropriate
size is performed during this step, thus determining the ROI candidates. As a next
step, the homogeneity, granularity, coarseness, and other pattern- and texture-based
parameters in the ROIs are calculated by using co-occurence matrices of learned
polyp structures, which automatically scale to the size of the found roundish contour
segment, i.e., the size of the ROI. The learning algorithm is Cascade AdaBoost
[24, 25].

Another possibility is to use Hessian matrices as filters [5]. With the help of the
Hessian filter [26], the convex and concave regions of the image can be determined,
and based on this information, the first candidate regions for polyps are selected.
By performing Fourier transform [27], those regions can be selected that have larger
wavelength eigenvalues of theHessian. Amethod based on the calculation ofVoronoi
diagrams [28] is used to determine the second approach for the polyp regions.Another
step, using weighted histogram of gradients of intensity (HOG) method [29] in
various directions to determine whether the previously selected regions belong to
a polyp or some other blob-like structures. As the number of the dimension arising
from the HOG can be large, two different learning algorithms, Real AdaBoost [30]
and random forest [31] are used to train the system to perform decisions.

The last method analyzed here consists of cutting the image into tiles of sizewhich
can contain either a full polyp or at least a significant part of it. This tiling of the
image (similarly to the output of the previous two models) can be a basis of a later,
active contour [18, 19]-based precise contour search. The method applies fuzzy [32,
33] rule interpolation [34, 35]-based decision to determine whether the tile contains
polyp or not. Themethod uses simple, statistical parameters of the image segments as
antecedents, also based on discussions with gastroenterologists. The input statistical
parameters are mean, standard deviation, edge density, and structural information
based onRényi entropies [15–17] of the pixel intensity distribution. These parameters
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are calculated to all three color channels, both the original image and its wavelet
transformed and gradient filtered version.

Of course, deep neural networks can be trained to detect polyps as well, they
usually try to find those pixels that belong to a polyp and distinguish them from the
parts without polyps of the images. From this point of view, neural network-based
algorithms are somewhat different, and they usually do not need post-processing to
find better-fitted contours, unlike the rectangular output methods listed above.

10.3 Measures for Success Rates

In all of the cases, the hit and miss rates are calculated by using well-known true
positive (TP), false positive (FP), true negative (TN), and false negative (FN) classifi-
cation of the results. Using the number of the results in these classes, various metrics
can be introduced for characterizing the goodness of the decision-making system.
These quantities for a set of K samples are the accuracy,

Acc = TP+ TN

K
, (10.1)

precision, or positive predictive value,

Pre = TP

TN+ FP
, (10.2)

the specificity or selectivity

Spe = TN

TN+ FP
, (10.3)

the sensitivity or true positive rate

Sen = TP

TP+ FN
, (10.4)

and the false positive rate

FPR = FP

TP+ FN
. (10.5)

In the application of these metrics, the methods agree, though on what the basis
of the TP, TN, FP, FN numbers, they differ significantly, as it can be seen in the
following list.

• Themaxima of theWM-DOVAenergymap are inside polyps or verymuch polyp-
like objects. The result of the method is a center of a polyp, which might or might
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not be within the perimeters of the polyp itself. The measure of the correctness of
their method is whether the detected dot is within the perimeters of a real polyp
or only some polyp-like object. This would imply that if the center somehow gets
out of the polyp perimeters due to some weird shape of the polyp—like being
over a fold of the bowel wall—would result in a false classification, even though
the polyp is found.

• The method has well over 70% accuracy.
• In the Hough transform-based ROI finding method, the metrics of a ROI being

correct or not is based on the polyp content of the ROI. If it is at a site with polyp,
the ROI is classified as correct, if it finds some other parts of the bowel, it is
classified as incorrect. Their sensitivity, or true positive rate is given, it is 91%,
but also the specificity, which is 95%, and the false detection rate, which is 4.8%.

• In the Hessian-based method has two types of decision-making systems, the Real
AdaBoost and the random forest technique, they are treated separately. In this
case, the sensitivity is extremely high on their database, close to 100%, and the
selectivity is also rather high, well above 95% for both methods.

• In the case of the fuzzy inference based on statistical parameters, the result is a
yes or no answer for all the tiles of the image. As the tiles are not overlapping,
and not focusing onto regions of interest, they may contain partial polyps as well,
unlike the previous two methods. The tests were carried out on three databases,
and the true positive rate varied from database to database, the low quality video
images had practically no valuable results, while the higher quality databases had
above 80% true positive rate, and even if the area coverage of the polyp is not
calculated into the results.

• As in this method, the percentage of the polyp content in the tiles can vary due
to the size and location of the polyp, and it is important to note that here an
area-based hit and miss rate was also introduced, but it still remained tile-wise.
Instead of having a totally wrongly classified tile and totally correctly classified
tile, if the polyp content of the tile was small, the error measure became also less,
corresponding to the area covered by the polyp.

• In the case of the neural network-based solutions, the results are usually measured
pixel-wise, so the 98% accuracy can mean that it is 98% of the pixels corre-
sponding to the polyp and its surroundings are classified correctly, or also, that
98% of the samples are classified correctly, so it is often hard to compare the
results.

10.4 Using Outputs of the Different Approaches
as an Input to an Active Contour Method

Active contour is one of the effective models in segmentation techniques and its
concept was first introduced in the paper “Snakes: Active Contour Models” [18]
which was published in 1987 and since then it has been further developed by many
researchers [36–38]. Active contour makes use of some kinds of energy constraints
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and forces in the image for separation of the region of interest. In plausible terms,
an active contour is an energy minimizing spline that finds out given features within
an image. These features are converted into forces and energies that form a kind
of energy map, where the active contour sits into a closed series of valleys, where
it minimizes the energy and the force that tries to shrink (or expand) it to minimal
length and minimal number of sharp bendings. At the end, it becomes a curve (or
surface in 3D) that can adapt dynamically and with great flexibility to fit the shape
of the specific objects within the image.

As a first step, the active contour is defined by an initial mask, which is often
a set of points and straight lines, but it can be more sophisticated one too. Then,
if the energies according to the desired properties are set, the contour will iterate
into a more optimal place by making its energy decrease in each consecutive step,
and at the same time, trying to fulfill the demands of the forces that prescribe the
penalties for sharp curves, or extra length in the contour line, or whatever properties
the developers find undesirable. These quantities are summarized in the deformable
contour’s force equations that can be either parametric or geometric. The method
then usually converts all forces to energies that can be minimized by iteration.

The total energy function consists of internal and external energies fromwhich the
internal energy gives smoothness to the contour, the external forces pull the contour
toward the desired local minimum, as if we would have a heavy but loose elastic
rope around a weirdly shaped series of mountains (surrounded by other mountains),
the internal forces stretch the rope to make it as short and curveless as possible, and
the external gravity pulls the rope toward the valley.

The most commonly used active contour methods are the Chan-Vese method [36]
and the geodesic active contour [37]. In this paper, both methods were tested with
rather common parameter settings. Instead of fine-tuning the parameters, the images
were prefiltered, this was the way the energy function was influenced. An example
of the series of the filtered images can be seen in Figs. 1, 2, 3. The first set of filters
consisted of mean, median, and standard deviation, which are the simplest statistical
parameters. As the difference of the mean and the median gives information about
rapidly varying parts of the image, it was kept as the fourth option.

The second set of filtered images is the gradient filtered ones, where the most
promising one for energy and contour finding is the gradient magnitude.

The third set of filters is somewhat unique, it is based on the Rényi entropies [39]
of the image, which is a generalization of the well-known Shannon entropy S1 [40]
by

Sn = 1

1− n
ln

(
N∑
i=1

I ni

)
,

where Ii denotes the i th pixel intensity normalized to be a probability distribution
component. The structural entropy Sstr = S1 − S2, and the spatial filling factor
lnq = S0 − S2 are proven [14, 40–43] to characterize the shape of probability
distributions, so they are used as 5×5 filters as well.
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Fig. 10.1 Mean, median, and standard deviation (STD) filtered images of the red color channel
from image 99 in database ETIS LARIB [3]. The last image is the difference between the mean and
the median filtered images. The filter size was 5×5

Figures 4 and 5 give the resultingmasked image for the same picture component as
the previous plots. The parameters of the active contour methods were set as follows.
The iteration number was 100, smoothness value is 0 and 1, the contraction bias 0
and 0.3 for the Chan-Vese and the geodesic active contour methods, respectively. It
can be seen that in most of the cases, the Chan-Vese algorithm fail to find the contour,
it extends to a nice regular-shaped mask, in most cases. The geodesic methods give
better results, but still, the contour finds irregular nearby valleys in most of the cases.
The best candidates seem to be the standard deviation and the difference of the mean
and median filtered images in the case of the geodesic active contour method.

10.5 Conclusion

Four methods were selected to demonstrate the comparability problems in medical
image processing accuracy measures. All examples used colonoscopy image
databases. The first, valley information and contour convexity-basedmethod resulted
in a central point of the polyp, which could be highlighted in the image. The second
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Fig. 10.2 Gradient filtered images of the red color channel from image 99 in database ETIS LARIB
[3]. The first image is the gradient magnitude, the second the direction, the second row pictures
show the x and y direction components of the gradient. The filter size was 5 × 5

method using Hough transform is based on regions of interest, and the metric for
determining the effectiveness of the method is based on whether the ROI is correct
or not.

The third method based on convexity of the pixel intensity distribution and some
elliptical, edge detecting methods, and different types of learning algorithms also
determines rectangular areas,where the polyps canbe located, and it is also depending
on the position of the polyp. The last method uses fixed grid to cut the images into
tiles and determines whether these tiles contain polyp segments or not. This method,
besides using the classical, crisp evaluation of the tile polyp content result, i.e.,
whether a tile classified as polyp containing really contains polyps, introduced a
fuzzy-like correctness measure based on the proportion of the polyp within the tile
area.

As a next step, these contours as basis of an active contour method were tested.
Despite the fact that the rectangular contourswere very far from ideal starting contour,
the geodesic active contour method found the contour of the polyp in very few
iterations, to rather good precision, if not the original, but filtered images was used,
especially in the case of edge enhancing filters like standard deviation or gradient or
the difference of the mean and median filter.
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Fig. 10.3 Rényi entropy, structural entropy, and spatial filling factor filtered images of the red color
channel from image 99 in database ETIS LARIB [3]. The filter size was 5 × 5
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Fig. 10.4 Masks resulting from the active contour method for the same images as above, using
the geodesic method. The original picture is the red color channel from image 99 in database ETIS
LARIB [3]. The order of appearance is (1) original, unfiltered image, (2–5) gradient filters, (6)
mean filtered, (7) standard deviation filtered, (8) median filtered images, (9) difference of mean and
median filtered images, (10) S1, (11) S2, (12) Sstr, and (13) lnq filtered images used as basis of the
active contour
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Fig. 10.5 Masks resulting from the active contour method for the same images as above, using
the Chan-Vese method. The original picture is the red color channel from image 99 in database
ETIS LARIB [3]. The order of appearance is (1) original, unfiltered image, (2–5) gradient filters,
(6) mean filtered, (7) standard deviation filtered, (8) median filtered images, (9) difference of mean
and median filtered images, (10) S_1, (11) S_2, (12) S_{str}, and (13) ln\ q filtered images used as
basis of the active contour
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Chapter 11
MedSecureChain: Applying Blockchain
for Delegated Access in Health Care

Tripti Rathee and Parvinder Singh

Abstract Blockchain in today’s standard lacks delegated access and proper identity
and access management (IAM) support. In the medical ecosystem, there are different
parties, which have access to patient’s data. However, every third party must not
get all the data about the patient to preserve the user’s privacy. In this paper, we
present MedSecureChain, which is implemented on a private blockchain-based
OAuth type authentication to protect and give the respective user control over their
data. Delegated access to different categories of users is provided thus giving the user
total control over his data. Asymmetric key cryptography has been used to achieve
secure delegated access, wherein each different node sharing a common data uses
different private keys for accessing the data that has been encrypted using the same
public key.

11.1 Introduction

Digitalization has become popular in almost every business and therefore the data
related to every individual is now becoming a part of economic assets. Nowadays,
personalized services such as e-government, e-commerce and e-health applications
involve and process significant amount of personal information [1]. The medical
records of a patient generated by the hospitals are becoming honeypots of data for
the intruders. Although there has been a lot of work going on to protect the privacy
and security of patient’s data, there have been continuous data breaches [2]. The
major problem lies in the fact that the private data is put into central repositories
and probably is under the control of third party authorities. The reliance on the
central repository servers may prove to be highly ruinous. The assimilation of digital
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technologies and acquisition of tremendous amount of data needs some mechanisms
which are able to determine absolutely who are the intended users [3] and authorize
their basic characteristics like name, address and personality [1, 4–6]. Therefore,
securing and providing access to user’s personal data has become a necessary security
measure. There have been many algorithms in the literature [7–9] which focus on the
problems arising from sharing of medical information in the healthcare industry. But
they have been proved to be not very sufficient.With the availability of public/private
key cryptography and distributed ledger technology named blockchain, the above-
mentioned problem can be solved. The blockchain technology can be used to deliver
the trust infrastructure to everyone who is a part of the network [10–12].

11.1.1 Our Contribution

Themain contributions of this paper are described as follows: Firstly, we are creating
a secure medical blockchain with OAuth like delegated access for doctors, hospitals,
therapists, insurance companies, chemist, etc., to allow limited access to user’s data
and allow accessing when authorization tokens expire. Delegated access to different
categories of users is given at different levels so that a particular user can view only
that data which has been authorized to him. The rest of the paper is organized as
follows: Sect. 11.2 describes the background of blockchain technology and the need
for the new type of delegated access. Section 11.3 describes the proposed MedSe-
cureChain and Sect. 11.4 describes the user interface created with one practical
example in health care. Finally, Sect. 11.5 concludes this paper.

11.2 Preliminaries

11.2.1 Blockchains

Blockchain technologywas introduced in 2008by “SatoshiNakamoto” in his ground-
breaking paper [13], wherein he claimed blockchain as a trustless technology. “Trust-
less” means that without involvement of the central authorities, the transaction which
takes place over a computer network can be made public can be monitored and veri-
fied. Blockchain is considered to be a set of interconnected technologies which
provides the functionality to the framework, as illustrated in Fig. 11.1.

Blockchain follows distributed ledger technology (DLT), which is fabricated, on
the principles of public key cryptography and point-to-point network consisting of
the participants called as nodes. The ledger is encrypted so as to keep the details
of the people involved into it as anonymous. It is a data store of controlled records
called as blocks. Every block in the blockchain is timestamped and is linked to the
previous block by the hash of the previous block. The hash is calculated using a very
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Fig. 11.1 Blockchain structure

complexmechanism or algorithm and is used to validate a transaction. The consensus
mechanism is used to achieve this particular task. There are various consensus mech-
anisms available in the literature [13–15]. Once the transaction is verified, the block
becomes a permanent part of the blockchain and the chain keeps on growing. Since
the chain is linked with immutable blocks, it is named as blockchain. The process
of creating a new block is called as mining and the people who mine the blocks are
called as miners. The distributed ledger thus holds all the transactions that have been
done by the nodes in the network and all the nodes hold the copy of the transaction
involved which is kept in sync with other copies. The existing literature identifies
blockchain into various categories [16–19]. We can categorize blockchain into three
types: public, private and consortium. In public blockchain anybody is allowed to
participate in the existing network and perform the transaction, whereas in private
blockchain, the participating users are selected in advance and only those users
are granted access to the network. The well-known examples of public and private
blockchain are given in [20–22]. Consortium blockchain is semi-private blockchain
which means they are permissioned blockchain.

11.2.2 Related Work Summary and Demand for New Type
of Delegated Access Control

A cloud-based security problem has been addressed in [23]. The authors have tried to
minimize the leakage of private information in health care. The authors in [24] have
proposed an architecture and algorithm for electronic health record (EHR) system to
grant access to participants and to achieve privacy and security of the data provided
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by the patients. The authors in [25] have constructed the gateway for healthcare data
so as to preserve the privacy of the users. The authors in [26] have provided an access
control mechanism based on blockchain for sharing data over cloud. IAM has always
been as emerging topic of research in the literature [27–30]. Identity management
consists of two things; processes and the technology needed to determine whether a
user has access to system or not, as well as to set the level of access a user has on a
given system. Therefore, it is a necessity to build strong IAM models. Through our
proposed system, we are able to secure user privacy and authorization is provided
only to the people who are supposed to be liable for that particular record.

11.3 Proposed MedSecureChain in Health Care

11.3.1 Overview

MedSecureChain gives users access to information limited to their authority. This is
achieved through three different Rivest–Shamir–Adleman (RSA) key pairs for the
three expected user parties for each customer. The user registers with the application
at the register endpoint. This triggers the key creation process and three pairs of
RSA keys are created. The public keys for all the three pairs are kept at the server
and fed to a JSON creation function, storing the respective user metadata for the
keys. This public key JSON data is stored in the blocks of the blockchain. The
block is mined using the proof-of-work (PoW) algorithm which confirms this block
transaction (Fig. 11.2).

To get the data the user must enter their private key, which is then used to sign
a message block from the client side. This signed message is sent to the endpoint,
which authenticates the user and provides data according to the authorization table.
Figure 11.3 shows the data retrieval flow.

11.3.2 Procedures

The procedures which are used are described in detail in this section

(1) Register_frontend (Client Side): Take registration info from user.
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Fig. 11.2 Registration data flow
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Fig. 11.3 Data retrieval flow

(2) Write_data_backend: Writing the data at blockchain
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(3) Get_data_backend: Getting the data from blockchain

11.4 Implementation

The whole implementation is done in Python with desired requirements. It consists
of a blockchain backend, user registration, user authentication, data retrieval and
user-specific pages. There are basically three parties who are involved in working
on our platform, the patient, doctor and chemist. Some relevant information about
the patient’s diagnosis is shared among them; while some information is private to
the individual. Like, in case of patient, the doctor may want to know the patient’s
diagnosis history, but the insurance details should not be visible to the doctor. As
soon as the patient registers, a 1024 bit RSA keys are generated which are used
for authentication. The generated public key will be used as the identity. The initial
form contains only private details about the user. After getting the details, the backend
generates user ID and 3 RSA 1024 bit key pairs. The private keys are sent to the client
side and are not stored by the server. The registration page is shown in Fig. 11.4.
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Fig. 11.4 Registration page

The diagnostic information is added to the blockchain, which takes the diagnostic
information from the doctor and doctor’s private key and use it to add the block to the
blockchain. Adding the doctor’s diagnostic data to blockchain is shown in Fig. 11.5.

The authorization table is used to define access levels to various users and third
party plugins. Here, numeric access codes are given to each level of information and
to each type of user. Getting the data with delegated access is shown in Fig. 11.6 .

11.5 Conclusion

This paper has presented a blockchain-based ecosystem with enhanced encryption
algorithms and delegated access of different users at different levels which is a new
type of identity and access management for any healthcare industry. The proce-
dure for each operation has been described in detail. In addition to this, a practical
example with user interface has been also described which clearly depicts the feasi-
bility of the proposed work. Using blockchain for delegated access, it definitely has
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Fig. 11.5 Adding doctor’s diagnostic data to blockchain

Fig. 11.6 Getting data with delegated access

room for improvement. First of all, it can be applied to large set of users to check
the performance and interoperability. Secondly, the private key can be stored on a
hardware-based wallet so as to improve the security of the whole system.
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Chapter 12
Cosine and Soft Cosine Similarity-Based
Anti-Phishing Model

Bhawna Sharma, Parvinder Singh, and Jasvinder Kaur

Abstract Phishing attack has posed a greater threat to user information over
network. In addition to the existence of various disguise illegal URL’s, instances
had been seen when users are redirected to phishing URL’s that challenges their
privacy concern. In the currentwork, author tried to develop an effective anti-phishing
method based on hybrid similarity approach combining cosine and soft cosine simi-
larity that measures the resemblance between user query and database. The strength
of the proposed hybrid approach is further enhanced with the incorporation of feed
forward backpropagation neural network (FFBPNN) so as to validate the similarity-
based predictions. The model evaluated against 3000 sample files demonstrated to
effectively detect phishing attacks with positive predictive value, true positive rate
and F-measure of 71.9%, 72.6% and 72.23%, respectively.

12.1 Introduction

Modern advances in the technological sector have raised the popularity of Internet
technology. Presently, none of the field exists that remains untouched by the network
frame work of Internet. The rising popularity social media including Twitter, Insta-
gram and Facebook further adds up to the popularity of Internet technology as an
indispensable daily need [1]. It is observed that the number of people using social
media has been nearly doubled since 2014. As shown in Fig. 12.1, 9% rise in the
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Fig. 12.1 Rising popularity of social media

number of users has been observed in last year [2]. Such an enormous rise in the
network traffic has significantly raised twofold challenges. One is malicious attacks
and other is requirement of advanced hardware. This had further led to the discovery
of big data computing technologies with more sophisticated hardware configuration.
Internet has become a means that connects numerous users sharing information in
the form of media, images, videos, files, etc., that also require attention for the risk
of privacy leakage in one way or the other.

Phishing is one of the cyber-attacks that frequently appear in personal computers
and mobile platforms. It is a criminal mechanism taking advantage of both social
engineering and technical subterfuge that advertises and sends illegal links to users
to deception their private information and financial credentials. Spoofed emails are
employed as legitimate business tricking recipients to accidentally share their login
and password details. In other words, phishing is defined as stealing someone private
information by befooling them to be genuine [3–5]. Majority of the Internet users
get fascinated by these illusions and get trapped. Software-as-a-Service (SaaS) and
webmail services are the industry sectors, which are the main targets of phishing [6].

Researchers around the world have been constantly involved to tackle phishing
attacks and deploy various anti-phishing protocols. It is found that one-third of the
anti-phishing mechanisms are rule-based prevention methods implemented in recent
past [7]. The major limitation adjoining this mechanism is the adaptability. This
means that there is requirement of incorporation of new data of rule set with every
new phishing attack. To deal with adaptability issues, authors have used swarm intel-
ligence with machine learning [8]. Some similarity-based approaches have also been
proposed that compares the phishing with legitimate websites [9]. In the current
research, authors used rule-based architecture to develop an anti-phishing protocol
based on the cosine and soft cosine similarity index powered by the machine learning
design. Cosine similarity measures the resemblance between two documents inde-
pendent of the document size. In Fig. 12.2, cosine angle is reflected by a set of
vectors representing query and repository vectors projected in the space. The plus
point of this similarity aspect is the fact that larger documents can still be expected
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to get oriented in the environs. Thus, smaller cosine angle reflects higher similarity,
for instance, cosine 0º reflects complete similarity as 1. More detailed mechanism is
discussed in the later part of the article.

Author had introduced phishing attacks and related statistics in the current section.
Section 12.2 summarizes the research revolving around anti-phishing protocols
deployed by researchers, and Sect. 12.3 describes the proposed methodology based
on cosine and soft cosine followed by Sect. 12.4 dedicated for observations and
discusses the accomplish result. The paper is concluded in Sect. 12.5.

12.2 Literature Review

This section covers various types of protocols proposed to deal and prevent phishing
attacks. Ramanathan et al. in [7] had proposed PhishGILLNET as multi-layered
anti-phishing model. The technique demonstrated effective results with a prereq-
uisite that webpage should be in HTML and MIME formats [7]. Li et al. [10]
proposed a novel anti-phishingmethod based on ball-support vector machine (BVM)
to distinguish a malicious URL from a genuine. In the process they extracted various
topological features of the website and analysis, 12 out of them followed by the
BVM-based vector analysis. Evaluation against SVM proved BVM to be highly
effective in detecting phishing websites with a relatively slower speed for big data
[10]. Kaur and Kalra [11] had proposed a five-tier anti-phishing design to protect.
The hybrid approach analyses the URL and reflects the page status as secure or
phishing website. [11]. In 2016, Nguyen et al. proposed a novel neuro-fuzzy ideal
for detecting phishing attacks. The technique had employed a dataset of legitimate
(10,000) and phishing websites (11,660) that was trained using neural network with
adaptive learning rates. The results of the study showed its effectiveness in identi-
fying the phishing websites [12]. Sonowal and Kuppusamy [13] developed PhiDMA
as a multi-layered anti-phishing architecture divided into five layers corresponding
to whitelist, URL feature, signature, string matching and score layer. The model was
developed to offer easy access to even visually impaired individuals with 92.72%
phishing detection accuracy [13]. Ugochi [14] focused his research towards depth
analysis of IP address and URL cosine similarity in order to identify phishing URLs.
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Experimental evaluation proved to be highly effective against 100 phishing URL
used in the study with least memory requirement [14]. Makki et al. [15] postu-
lated a cost-sensitive K-nearest neighbour (KNN) approach enhanced with cosine
similarity to identify cheat instances affecting financial market, money transactions,
telecommunication and credit card. The model proved to outperform the approach
based on traditional KNN alone [15]. Jain et al. in 2018 had presented an innovative
approach that was based on outstanding hyperlink features that aids in the recogni-
tions of phishing attacks. It offered an effective client side solution and on logistic
regression classifiers and it exhibited an accuracy of even higher than 98.4% [16].
Krodestani and Shajari in [9] proposed a novel textual similarity-based method to
identify phishing sites. The method was evaluated against real website and demon-
strated optimal phishing detection accuracy while discriminating between phishing
and legitimate website and guides user towards genuine website [9]. Azeez in [17]
had developed PhishDetect technique aimed to identify phishing websites by eval-
uating URL features and web contents. The technique proved to be highly efficient
in identifying the phishing URLs [17]. Morovati et al. [18] dedicated their research
study towards the identification of phishing attacks spread through phishing emails.
To achieve distinguishable results, they had incorporated email forensic analysis
with machine learning methodology [18]. In the same year, Zhu et al. had proposed
OFS-NN as a phishing website detector. This model was based on optimal feature
selection approach followed by neural network (NN) technique. They had devel-
oped an optimal classifier that could accurately detect different types of phishing
websites [19]. Li in [20] had developed an architecture that mediates a cascade of
Kaizen events. In this approach, the cosine similarity of data objects is used to clas-
sify protection levels. Experimental evaluation had shown that the designed fuzzy
architecture proved to be competent as compared to other methods to support Kaizen
architecture to identify susceptibility of web applications [20].

12.3 Proposed Methodology

12.3.1 Dataset

Current researchwork employs the dataset obtained fromPhishTank [21]. The down-
loadable data attributes consist of Phishing Id,URL information, type of target, online
status, etc. It also presents a community-based evaluation platformwhere users query
is classified to be phishing or legitimate-based votes. The site could be accessed at
https://www.phishtank.com/.

The proposed anti-phishing design is largely a two-layered architecture. First layer
is calculating the website similarity based on hybrid cosine and soft cosine between
the input user query and the database repository. The second layer functions as a
validation layer to check the effectiveness of the prediction performed by the first
layer. This layer classifies the phishing and non-phishing sites based on a multiclass

https://www.phishtank.com/
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Fig. 12.3 Proposed multi-layered anti-phishing architecture

neural network (NN). The quality of the proposed architecture is evaluated in terms
of positive predictive value (PPV), true positive rate (TPR) and F-measure. The
overview of the steps is shown in Fig. 12.3.

12.3.2 Similarity Layer (SL)

The layer is dedicated to perform similarity predictions between the query or the test
data and the repository. To achieve this, author had proposed a hybrid cosine and
soft cosine-based similarity predictions that take advantage of angular co-relation
established between the query and the repository vector as shown in Fig. 12.3, where
“8” defines the angle stretched by the two vectors. Mathematically, similarity is
calculated as follows:

CosineSim =
n∑

i=1

QVect(i)RVect∑n
i=1(QVect)

2 ∑n
j=1(RVect)

2 (12.1)

where, CosineSim represents, cosine similarly observed between user query repre-
sented by QVect and repository represented by RVect. The pseudocode to compute the
similarity is summarized in Algorithm 1.

Algorithm 1: Pseudocode for Cosine Similarity.

1. Input: RValue // Repository data values
2. For each IValinRValue // Scan Every data value present in the repository
3. Vectorization of repository data:

RVect = conversion(RValue) // prune out stop words from the list.
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4. Isolate words from repository data
wdata = Segregate(RVect)//segregate words from repository files.

5. Eliminate Stop Words
wstop = Remove(wdata) //removal of stop words.

6. ASCII code generation
wdataASCII = ASCII

(
wstop

)
// generate ASCII Code for each word.

7. Calculate Cosine Similarity:

CosineSim =
n∑

i=1

QVect(i)RVect∑n
i=1(QVect)

2 ∑n
j=1(RVect)

2

Store to List
9. Output: CosineSim //Cosine similarly between query and repository.
10. End for

The above algorithm calculates the cosine similarity to predict the phishing sites or
URLs. In the process, it first converts the data values to vectors and evaluates the stop
words present in the repository data and the query data. Another similarity aspect,
i.e., soft cosine is also calculated that takes the advantage of the same algorithmic
flow except the similarity calculation made in step 7. The mathematically soft cosine
similarity is calculated as follows:

SCosineSim =
∑n

i, j QVecti RVect j∑n
i, j QVecti QVect j

∑n
i, j RVecti RVect j

(12.2)

where, SCosineSim represents the soft cosine similarity observed between user query
represented by QVect and the repository data represented by RVect.

Further, the hybrid similarity prediction is performed by combining the observed
similarity predicted by individual similarity calculations, i.e., using cosine similarity
and soft cosine similarity as follows:

HSim = CosineSim + SCosineSim (12.3)

where hybrid similarity prediction is represented by HSim based on the similarity
predictions made by cosine and soft cosine similarity calculators represented by
CosineSim and SCosineSim, respectively. The similarity calculations made in this
layer is sent to validation layer.

12.3.3 Validation Layer (VL)

The current layer evaluates the similarity predications of the similarity layer based
on neural network (NN). It consists of input layer that inputs the user query, hidden
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layer that act as a processing framework based on the weights and the output layer
that returns the classification results. It is important to understand that raw data from
input layer is passed to the hidden layer in the form of sigmoid function. Algorithm
2 summarizes the steps employed in the validation of the similarity predictions using
neural network.

Algorithm 2: Pseudocode for Validation using NN.

1. Input: HSim // hybrid similarity value
2. Initialize Variables:

TVal // training value.
GVal // group value.

3. Assign training value:
TVal = HSim // assign respective training value.

4. Assign group value:
GVal = Gnum // group value is represented by respective group number.

5. Assign NN parameters:
DRatio = 0.7 // distribution ratio.
CVratio = 0.15// cross validation ratio.
Tratio = 0.15 // test ratio.
Nnum = 20 neurons //number of neurons.

6. Initialize Neural Network for Training
TrainNN(TVal,GVal, Nnum) // initialize Neural Network.

7. Start Training Neural Network
8. For each X in Fclassified //for every value in classified frame
9. If FVal == TVal // classified result matches with the training value
10. Tclass + + //auto increment True classified class label
11. Else
12. Fclass + + //auto increment False classified class label

End if
End for

The similarity predications made in the previous layer are arranged in groups.
The blocks in a group represent the similarity calculations corresponding to each
repository. However, similarity predictions corresponding to a repository are repre-
sented by a single group tagged by repository name. The obtained sets then undergo
supervised learning using neural network (NN). This multiclass classifier is used to
distinguish phishing sites from legitimate sites and URLs. The group value and clas-
sified value are compared for each query value. If the group value and the classified
values match, NN classifies the query to the true else false.
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12.4 Result and Discussions

The phishing predications made by the proposed framework are evaluated in terms of
demonstrated quality parameters, namely positive predictive value (precision), true
positive rate (recall) and F-measure.

a. Positive predictive value (PPV) is represented by the number of true detections
made by the prediction model in comparison with the total number of detections.
Mathematically, it can be calculated as follows:

PPV = Tpositive(
Tpositive + Fpositive

) (12.4)

where Tpositive and Fpositive represent true positive and false positive detections,
respectively.

b. True positive rate (TPR) defines a number of positive results obtained that are
actually correct or positive. It can be calculated as follows:

TPR = Tpositive(
Tpositive + Fnegative

) (12.5)

where Fnegative represents the false negative detections.
c. F-measure represents the harmonicmean of above two parameters. It is calculated

by product and arithmetic summation as follows:

Fmeasure = 2 ∗
(
PPV ∗ TPR

PPV + TPR

)
(12.6)

The values obtained using above relationships are summarized in Table 12.1. The
column 2, 3 and 4 represents the average value of PPV, TPR and F-measure observed
for respective number of files mentioned in column 1.

It is generalized from Table 12.1 that increase in the number of test files increases
the average value of each considered parameter. Figure 12.4 shows the average value
of PPV, TPR and F-measure for different number of test files. It concludes that

Table 12.1 Average value of
PPV, TPR and F-measure

Number of test files PPV TPR F-measure

100 0.709 0.718 0.713

200 0.714 0.721 0.717

500 0.715 0.722 0.718

1000 0.719 0.725 0.722

2000 0.725 0.729 0.727

3000 0.732 0.738 0.735
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Fig. 12.4 Average value of PPV, TPR and F-measure

best performance (maximum value of each parameter) is obtained by considering
maximum number of test files.

12.5 Conclusion

In the current work, author has proposed an anti-phishing framework based on new
rule-based architecture. The first layer of anti-phishing model performs phishing
detection based on cosine and soft cosine similarity followed by neural network
machine learning for performing cross-validation of the prediction results. The
quality of results is evaluated in terms of PPV, TPR and F-measure. It is observed
that the prediction model showed average enhanced PPV of 2.3%, TPR of 2% and
F-measure of 2.15% over 3000 test files. However, an average value of PPV of 0.719,
TPR of 0.726 and F-measure of 0.722 is observed that proved the effectiveness of
the proposed anti-phishing design.
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Chapter 13
Enhanced Image Steganography
Technique Using Cryptography for Data
Hiding

Jasvinder Kaur and Shivani Sharma

Abstract The fast improvement of the Web has expanded the simplicity of sharing
data to individuals around the world. In any case, this headway additionally raises
a trouble about information control when the data is transferred by the sender to
the beneficiary. Along these lines, data security is a significant issue in information
correspondence. Steganography and cryptography assume significant jobs in the field
of data security. Steganography can be applied, however, a different computerized
media, for example, video, pictures, and sound to cover data in such a manner that
nobody else realizes that there is a secret data.Cryptography alludes to the specialty of
changing over a plaintext (message) into an ambiguous organization. Both steganog-
raphy and cryptography strategies are strong. The contents obtained after doing so is
secret and its existence is also hidden. This method is tested and it is observed that it
prevents steganalysis too as well as parameters like PSNR and MSE are also tested
which gave good results.

13.1 Introduction

Over past decades, the use of Internet has helped in devising differentmechanisms for
transmitting data from sender to the recipient. It has opened the new entryway for the
aggressor to assault on that data and effectively takes the data of the clients [1]. There
is a lot of classified data like military’s privileged insights, law requirement’s insider
facts, and so forth. Fear-based oppressors can likewise utilize information covering up
just as cryptography strategies formaking sure about their information.Cryptography
is the study of utilizing science to encode and decode the information. Steganography
is a workmanship and science of concealing the mystery information into another
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media. This paper presents the combination of cryptography and steganography so
as to ensure effective delivery of message to the recipients.

13.1.1 Steganography

Steganography is characterized as the “concealed composition” that assists with
concealing the nearness of data. By doing this, it becomes very hard for gate crashers
to retrieve the information as it is hard to track down the contrast between the images
[2]. The sender is communicating something specific which has been implanted by
a mystery key and a stego-picture is framed. This procedure is known as steganal-
ysis, after this the picture is additionally handled and the collector will separate
the picture with utilization of the key. Thus, the message will be effectively sent
to the beneficiary. Steganography assists with concealing the record in the different
structure, for example, in picture, sound, video, or text. Also, the target to do this
is concealing the accessibility of information in the spread picture that is mixed up
by people. Steganography involves essential three segments which are transporter,
message, and key [3]. The bearer can be a picture, media player, or a TCP/IP parcel.
Furthermore, a key is used to encode or unscramble a message and the secret phrase
can be anything, a design, or a video. The thought driving steganography is that if
an individual needs to send a message to other person, the correspondence between
them is compelled by a switch or server. We can watch that one gathering needs
to move a message to beneficiary, to do so it inserts message into a spread picture
and gets a stego-picture. In a standard definition, this methodology of exemplifying
message is not referred to and is kept as a secret between the two [4]. In any case, it
is seen that the calculation being utilized is not a riddle yet the key is secret between
the two, and it is otherwise called Kerchoff’s rule. It is a method to make sure about
the unstable information [5] (Fig. 13.1).

13.1.2 Cryptography

We can define cryptography as the process in which it encrypts the actual message
and converts it into secret message [6]. This message can be retrieved by receiver
by using either private key or public key. Also, the message can be encapsulated by
using a mathematical equation or algorithm and converts it into a non-readable form
which can be any mystery information. Cryptography helps to encapsulate the data
in order to protect it from an attacker, whereas steganography helps to conceal the
presence of that data from the attacker. So, the combination of these two techniques
gives superior communication. The aim of this paper is to combine the technologies
and have better experience. Some basic terms are as follows:

• Load: data that requires to be concealed.
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Fig. 13.1 Generalized steganographic technique

• Carrier file: medium in which the load has to be covered up.
• Stego-medium: place where the data has to be covered up [7].
• Redundant-bits: the data inside a record, which can be adjusted without harming

the document.
• Steganalysis: Theway toward identifying the hidden datawhich is put away inside

a document [8] (Fig. 13.2).

This is the figure for cryptography:
So, now, the paper contains Sect. 2 which has the review and analysis briefly

described that are about our proposed technique. Section 3 describes the presented
technique which is followed by results and discussions in Sect. 4. The conclusion
and future scope are present in Sect. 5.

Fig. 13.2 Generalized cryptographic technique
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13.2 Related Work

We have many algorithms present today for securing the data and sending it effi-
ciently. But each of them has their own advantage and disadvantage. Let us have a
look on some of them:

• Ammad Ul Islam, Faiza Khalid et al. suggested a picture steganographic strategy
dependent on MSB. The procedure utilizes the distinction of two pixel’s bits of
the spread picture bit No. 5 and 6 of pixels are focused for installing. The contrast
between bit 5 and 6 is set by the approaching mystery data bit.

• Ian McAteer, Ahmed Ibrahim et al. has recognized two essential applications
consolidating biometrics and steganography, which are get to control and the
transmission of touchy eHealth/biometric information. In any case, neither of
these applications have made the effective change from the laboratory to this
present reality setting. Proposed models for e-casting a ballot and e-shopping are
remembered for this audit, yet neither of these or comparative frameworks have
been executed so far.

• Ying Zou, Ge Zhang, Leian Liu show that the proposed technique dependent
on multi-task has preferable execution over the immediate cross-breed preparing
strategy.

• N Wu, P Shang, J Fan, Z Yang understood the steganography to secure data
dependent on Markov model which was frequently utilized in regular language
handling. For different reasons, past-related calculations had not completely used
or dismissed the significant ideas, progress likelihood, in Markov chains.

So, the methods discussed above have one or other drawback which we can easily
fix by applying a two-layer protection on the data, i.e., using both of the technologies
together. Results of above method have low-quality stego-image and also easily
detectable image. This present research work solves this problem and proposes a
new scheme which gives good quality stego-image as well as increasing security of
data while transmission.

13.3 Proposed Methodology

The presented work is categorized into two steps, firstly data is encrypted and
converted into cipher then secondly conceal the information using LSB technique
given by the algorithm. The message is hidden into two layers such as first layer
conceals it using cryptography and second conceals the message using the new algo-
rithm. This newmethod is combinedwith existing technology to build up the security
and have smooth communication. Firstly, we encode the data then the message is
hidden using algorithm. Simply LSB was not efficient as it was easy to discover
so we used combined layer of steganography and cryptography which automat-
ically increased the security and efficiency of data [9]. Even after detecting, the
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steganography attacker needs to decode the new algorithm which is quite difficult to
access.

13.3.1 AES Algorithm

Here, we show the design of our technique, which can use any encryption algorithm.
The encryption method which we used here to scramble the information is AES
algorithm. The steps are as follows:

i. In this technique, we use bytes instead of bits. There are 128 bits of plaintext
taken as 16 bytes.

ii. These bytes are masterminded in 4 lines and 4 segments to fill in as a grid.
iii. The no. of rounds is changeable and relies upon the measurement of our key.
iv. There are 10 rounds for 128-piece keys, 12 rounds for 192-piece keys and 14

rounds for 256 keys.
v. Most of them has distinctive key that is assessed by unique AES key.

Now, we have the diagram showing the functionality of this algorithm. There
are two steps in this algorithm which are substitution and permutation. The 128-bit
plaintext goes to pre-round transformation which goes on from 1, 2, … N and gives
us 128-bit cipher text [10] (Fig. 13.3).

Now, we begin with the embedding algorithm.

Fig. 13.3 AES algorithm
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Fig. 13.4 Embedding
process

13.3.2 Encryption Module

Encoding image file to give output as a text.
The algorithm is as follows:

Begin

i. Take input as any audio, video, image, or text. Here, we are taking an image.
ii. Select the image where you want to insert another image. And run the program

using AES algorithm.
iii. Do the encryption process using AES which will create a cipher text.
iv. Now take the cover image and key and perform embedding using the algorithm.
v. Lastly, we obtain result as our stego-image.

Stop (Fig. 13.4).

13.3.3 Extraction Module

Extracting image file to give output as plaintext.
The algorithm is as follows:

Begin

i. Initially we put the stego bmp file and LSB key to do the decoding part.
ii. After doing so, we obtain the cipher text.
iii. Lastly, we use the AES key to do the extraction part. This process goes until we

obtain plaintext.
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Fig. 13.5 Extracting process

Stop (Fig. 13.5).

13.4 Results and Discussion

The proposed calculation was actualized utilizing MATLAB. This area presents the
trial results and shows the estimations of PSNR and MSE determined for stego and
carrier picture utilizing formulas are given beneath.

13.4.1 PSNR

PSNR is the peak signal to noise ratio which helps in getting to the nature of stego-
picture as for the first picture. It ascertains the subtlety of the stego-picture. It helps
to compare two pictures and helps to determine the closeness between them [11].
The more is the PSNR of the image the more it will be accurate. The formula for
PSNR is depicted beneath (Fig. 13.6).

PSNR = 10 log10

[
I 2

MSE

]
(1)
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Fig. 13.6 PSNR values of few techniques

13.4.2 MSE

MSE is defined as mean square error that helps in ascertaining the error in the
first picture and stego-picture. The contrast among the estimations of unique and
stego-picture are multiplied and afterward their normal is determined. It is utilized
essentially if there should arise an occurrence of hugemistakes since it gives generally
high weight to these blunders. In this way, RMSE is extremely requesting when huge
blunders are unfortunate in the image. The little is the estimation of RMSE, the more
will be the nature of framework. Formula to compute MSE is as follows:

MSE = 1

(R ∗ C)2

N∑
i=1

∗
M∑
j=1

(
Xi j − Yi j

)2
(2)

where:
I = max estimation of the pixel. The maximum incentive for gray scale picture

is 255.
R and C are the no. of lines and segment in the spread picture (Fig. 13.7).



13 Enhanced Image Steganography Technique Using Cryptography … 183

Fig. 13.7 MSE of few techniques

13.4.3 Embedding Capacity

It is the size of the mystery information that can be embedded in spread picture
without crumbling the honesty of the spread picture. It very well may be spoken to in
bytes. It relies on the qualities of spread picture and the inserting calculation utilized
for steganography (Fig. 13.8).

Now in Fig. 13.9, we are showing the comparison graph of few techniques
discussed here, in which the output of proposed method is much better than others.

13.5 Conclusion

Here, we intended combined approach for image steganography which overcome the
limitation of existing methods. This approach used them as a combination of layers
and is implemented in MATLAB. The results obtained provide us a better security
and privacy of data and enhance communication. This also overcome the problem
of steganalysis. This method improved the quality of stego-image as well as gave a
good PSNR and MSE values. This method creates multiple barriers in front of the
attacker so it is impossible for intruder to extract the data.
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Fig. 13.8 Embedding capacity of few techniques

Fig. 13.9 Comparison graph of PSNR values
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Chapter 14
Comparative Analysis of Various
Recommendation Systems

Ekta Dalal and Parvinder Singh

Abstract In recent years, there is a rise in platforms like YouTube, Amazon, Netflix
and many other Web services. Thus, there is a need of recommender systems in our
lives. Recommender systems have become unavoidable in online journeys. Also,
people are largely depending on online shopping platforms. When people buy from
online shoppingplatforms they search andbrowsevarious products for their purchase.
And even if they only browse, they can see the products everywhere on the Internet,
i.e., on their social media platforms, blogs, etc. So, online shopping platforms like
Flipkart andAmazon use recommendation systems to recommend products related to
their customers. These platforms collect information about their customer’s pattern
of shopping and purchasing behavior to give accurate and needful recommenda-
tion to the customers. In this paper, various recommendation systems are discussed.
Comparative analysis is also performed for these recommendation systems. It also
gives the idea of how these recommendation systems help to improve and manage
audience for online shopping platforms. It also discusses that how the similarity can
be measured among the items for content-based filtering and similarity among users
for collaborative filtering. It also describes that hybrid-based filtering can be used to
overcome the disadvantages of content-based and collaborative filtering to give item
of interest and other items recommendation to users.
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14.1 Introduction

Till recently, people for the most part would in general purchase items prescribed to
them by their companions or the individuals they trust. This used to be the essen-
tial strategy for buy when there was any uncertainty about the item. Yet, with the
approach of the computerized age, that circle has extended to online sites that utilize
some sort of recommendation engine. There are so many examples that can be as a
use case of recommendation system. Suppose we have some family function at our
home, and we need to get the best function planner. We ask our relatives, neighbors
and other sources which will be the best one. This is the example of a basic recom-
mendation system which will tell you about the best function planner in layman
terms. Now, according to the technology perspective, recommendation systems can
be implemented in various domains according to the need, i.e., music recommen-
dation system and Twitter sentiment analysis to cope up with fake id’s and many
more.

The most general and basic definition for recommendation systems is “recom-
mendation systems help to discover the items of interest” [1]. For example, if user
is going to new city for a vacation, then user needs to know about the best vege-
tarian food restaurants near the city. So, recommendation systems can help user to
find the best vegetarian restaurants in nearby places. Recommendation systems also
play an important and big fat value role in online platforms like Facebook, Netflix,
Amazon, Flipkart, etc. If take an example of Amazon, which is an online shopping
platform which helps to find and get the items at user’s place by home delivery. It
becomes very essential for Amazon to understand the need of the customers which
can help to improve customer service at user level and can provide the best shopping
experience for the customer. The user comes to Amazon and requests a few things.
Thus, in this procedure, the person likes and waitlists a few things for future buy
or might be keen on same sort of thing which is not looked by them. Thus, for this
situation, the proposed framework acts as the hero and locates a similar class thing
for the customers. Thus, Amazon shows the best things having same comparability
to the things and causes the client to purchase an item or thing. This entire procedure
improves the shopping experience of the client in the stage and makes it simple for
the clients to locate the best results of their advantage [2, 3]. The most significant
part of this is when recommendation systems can be actualized. It is quite straight
forward on the grounds that when your business is running effectively and making
average income from it, however, it is constant consistently. This is the ideal chance
to execute a proposed framework to assemble a huge crowd for your business It
shows only relative items to the serious buyers, reduces the effort of customer to
search appropriate product of interest and improves the customer experience of your
business services which leads to generate large amount of revenue from it [4, 5].

In this paper, different kinds of proposal frameworks and their extension are exam-
ined and played out a similar investigation of suggestion frameworks and finished
up which proposal framework will be progressively viable and in which use case.
This paper is sorted out into four areas, Sect. 14.2 contains a presentation about
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recommendation systems and the advancement of different kinds of frameworks.
Section 14.2 portrays distinctive proposal frameworks. In Sect. 14.3, the near inves-
tigation is done to depict utilization, favorable circumstances and inconveniences
of proposal frameworks. Section 14.4 finishes up the as of now work done and the
future degree to improve the suggestion frameworks for better use.

14.2 Types of Recommendation Systems

There are primarily three categories of recommendation systems are: content-based,
collaborative filtering and hybrid recommendation systems.

14.2.1 Content-Based Recommendation Systems

Content-based recommendation systems are based on a description of the
product/item (Fig. 14.1). It also considers user’s interest and preferences. It recom-
mends items/products to those also who liked the same kind of items. The basic
process of content-based recommendation system includes the comparison of
attributes of a user which has interest and preferences with content of the item to
give recommendation items of interest [6, 7].

Content-based recommendation systems can be implemented in three following
steps:

Fig. 14.1 Content-based filtering recommendation system
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Content Analyzer. This component takes care of unstructured data for pre-
processing to retrieve the useful information from unstructured text. Input data
sources for this component can be documents, Web pages, news, product/item
descriptions, etc. Input data comes from various data sources and pre-process
which extract the relevant information from text and prepare this data for further
processing in profile learner module and filtering component. This module mainly
helps to prepare the data from unstructured to some relevant and desired format
which can be used further.
Profile learner. This component takes the interest and preferences of the users
to process using machine learning techniques. This helps to understand about
the items/products liked by users which can be used to give the recommendation
based on the feedback given by user. Profile learner processed data based on the
interest of the user and given relevant recommendation for item of interest.
Filtering component. This component scans the user profile to recommend the
items of interest. In this, for similarity measures between the items, cosine simi-
larity is commonly used. Comparison can be done between prototype vector and
vectors of items. After comparing with other vectors, most similar vectors are
taken and recommend the most matched items to user.

Formula cosine similarity:

sin(A, B) = cos(θ) = A · B
‖A‖‖B‖ (1)

A can be taken as prototype vector andB can be assumed as itemvector to calculate
the similarity between the items.

This content-based algorithm will help recommend only those items/products
which user liked or purchased in same category or same type. This will help to
recommend the items those are liked or viewed by customer in past. So, it can be
said that recommendationwill be very relevant for user according to its interest [8, 9].

14.2.2 Collaborative Filtering-Based Recommendation
Systems

Collaborative filtering basically involves the process of collecting feedback of user,
ratings, interests and activities. It also analyses the user behavior to give recommen-
dation based on the similarity between them. This type of method helps to develop
user-specific recommendation systems based on their patterns, ratings and usage of
the items from the businesses [10] (Fig. 14.2).

User A and user B are two different customers for an online shopping platform.
Both users have different behavior of their shopping patterns and they purchase
items/products on regular basis from shopping portal. But user A and B liked one
common product/item. So, there are chances that user A may be interested in items
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Fig. 14.2 Collaborative filtering-based recommendation system

purchased by user B and vice versa. Therefore, the collaborative recommendation
system will recommend items to user A purchased by user B and vice versa.

Collaborative filtering can be categorized into further two categories are:

User-user collaborative filtering. This algorithm calculates the similarity
between the users. Similarity may be calculated based on their behaviors,
purchasing patterns, etc. After calculating similarity between users, this user-
user collaborative filtering takes most similar users and recommend them
items/products liked or purchased by their similar users.
Item-item collaborative filtering. This algorithm also works similarly user-user
collaborative filtering method, but in this, similarity is used to calculate between
items those are liked by other users. Similarity score is calculated between items
and user liked an item then similar item can be recommended to user which is
liked or purchased by other users [8].

14.2.3 Hybrid Recommendation System

This hybrid recommendation systemcan be implemented by combining both content-
based filtering and collaborative-based filtering methods. This technique can be used
to reduce disadvantages of content-based and collaborative-based filtering method
[11, 12].

Hybrid recommendation system can be implemented in the following ways:

• One simple way to develop a hybrid recommendation system is to combine the
results of both content-based filtering and collaborative-based filtering methods.
So, it can help to get most accurate out of the box recommendations for users
which can help to improve the shopping experience of users.

• Collaborative features can be used in content-based filtering method.
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Table 14.1 Comparison of algorithms

Approaches Characteristics Drawbacks

Knowledge-based
representation system

• Do not depend on the user
ratings of items

• Can adjust its
recommendations easily

• Cold start issue is less

• Requires knowledge
engineering

KBRS with sentiment
analysis

• Identify new business
opportunities

• Better understanding of
consumer needs

• Better monitoring of brand
reputation

• Cannot gauge the context of
user

• Lack of proper data may lead to
inefficient results

Matrix factorization • Accurate
• Better correlation
• Easy to understand affordable
way of solving the system

• Data visualization is not good
• Non-optimal results sometimes

Consensus function
approach

• Good for group
recommendation

• All the considerations are taken
into account

• Could be time consuming
• Not optimal sometimes

• Features of content-based algorithm can be combined with collaborative filtering-
based algorithms.

After studying various research papers, the various recommendation algorithms
are listed in this Table 14.1.

14.3 Comparative Analysis

See the Table 14.2.

14.4 Conclusion

With the growth of online shopping businesses, user experience and services problem
are rising day by day. When more and more users are increasing, they are generating
large volume of data and it becomes important that user can search and find useful
items/products on platform. Therefore, businesses are using different approaches
for recommendation systems to give best and delightful shopping experience for
their customers. In this paper, distinctive suggestion frameworks are talked about
with focal points and detriments. To give an exact and customized level cautions,
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Table 14.2 Comparative analysis

Content-based filtering Collaborative-based filtering Hybrid-based filtering

• Analyze content of item to
give recommendation

• Analyze user behavior to
give recommendation

• Combines both analysis of
user behavior and content of
the items

• Only give recommendation
of similar items those are
liked or purchased by the
user

• Give recommendation of
items those are not
purchased by user

• Can help to give both types
of recommendations

• Easy to implement • Easy to implement • Complex to implement

• Less time consume to
implement

• Takes more time then
content-based but less than
hybrid-based filtering

• Takes lots of time to
implement

• Similarity can be calculated
between items

• Similarity can be measured
between users

–

• Algorithms used: TF-IDF
classifiers (Naive Bayes)

• Algorithms used: nearest
neighbors matrix
factorization clustering
association rules

–

• When to use: when business
has lots of item of similar
kinds and has no connect
among users then
content-based filtering can
be very effective

• When to use: when business
is of social kind and has
some relation among its
customers. This
collaborative filtering can be
very effective to give
recommendations

• When to use: when business
has user relations and
similar kind of items then
this hybrid approach can be
very useful to improve the
customer engagement

content-based suggestion framework assumes a significant job. This substance-
based proposal can be accomplished utilizing register cosine likeness, vectorization
and framework factorization. In future work, to improve and actualize the novel
approach/method cosmology-based learning, charts will be utilized to keep up and
streamline the intensity of systems. By utilizing the knowledge diagram connection
between information focuses and clients can be investigated which will sort out and
retain the alarms for suggestions. Furthermore, the inference motor will be conveyed
which will contain rules mapper to separate data from information and offer alarms
to clients.
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Chapter 15
Finger Knuckle Print Feature Extraction
Using Artificial Intelligence Algorithm

Chander Kant, Sheetal Chaudhary, Sukhdev Singh, and Parvinder Singh

Abstract Recently, the smart use of biometric traits, i.e., fingerprints, face, finger
knuckle print, etc., in user authentication system seems to be integral part because of
their user-friendly and robust behavior. All of these traits present different degrees of
uniqueness, permanence, durability, performance, user acceptance, and robustness
and are valuable according to their need in respective application. The proposed
approach illustrates finger knuckle print biometric (FKP) for the authentication of
user as it avoids latent FKP and criminal investigation stigma associatedwith printing
the surface of the knuckles. The proposed approach used public database and the
preprocessing carried out on the images collected, in order to separate the index
finger, middle, and ring fingers of the hand. Bayesian network is used to extract the
feature of FKP for the authentication and identification of user. The image processing
is carried out using MATLAB R2014 software.

15.1 Introduction

Automated personal identification systems have become a very important component
of information systems with the wide range of security applications. The benefits of
personal identification are far too great, as they improve the reliability and security
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of electronic commerce transactions that often overcome privacy-related concerns
in the use or implementation of these technologies [1]. In order to identify a person,
the biometric authentication can be a promising alternative with convenient personal
identification as it is free from something to carry or remember [2].

The purpose of this paper is to investigate the biometric feature of the knuckle
surface for the identification of user, because of its various abilities over other traits.
The benefits of this paper have obtained better result for the identification of user
by applying it in security systems, in addition to having a high social acceptance,
another advantage is that it does not use invasive capture systems for the user, unlike
others biometric systems.

Biometric systems are planned for consistent and precise identifica-
tion/authentication. In recent years, the knuckle surface image pattern (FKP) has
been found to be unique and can be used in personal authentication systems [3].
Due to the intrinsic skin patterns of the outer surface about the finger phalanx joint,
the knuckle surface is very distinctive due to the amount of skin folds; it has high
ability to discriminate different persons; in addition, it is not easily destroyed and
is therefore considered a typical biometric verification system. FKP biometric has a
high acceptance by users, since it does not contain criminal investigation as in the
fingerprint. Therefore, the function of the fingerprint knuckles has a high probability
of being identifier in general terms as a biometric authentication system [4].

This paper reflects the use of Bayesian networks, that mock-up a phenomenon
using a set of variables and the dependency associations between them. Thesemodels
can have various functions, for organization, forecast, diagnosis, etc. [5]. Further-
more, they can give interesting information regarding how domain variables are
related, that can occasionally be interpreted as cause–effect associations.

The extraction of biometric characteristics is carried out in the digital image
processing of the upper part of the hand, usingBayesian networks,whichwill identify
and extract from the region of interest (knuckle surface) the biometric characteristics.
It later on will be compared in a reference database in order to be able to make a
decision and know if the type to be identified is known or unknown and then carry
out a control action.

15.2 Literature Review

The literature has been reviewed to study the existing feature extraction methods
for FKP proposed by various authors. Zhang et al. [6] discussed a novel feature
set extraction approach to combine fisher-criterion with manifold-criterion which is
known as (WLE) weighted linear embedding. Gaussian weights were employed to
merge various types of information. The proposed approach intends to locate a map
vector, that the ratio among weight class scatter to the weight within class scatter is
maximized. It produces a recognition rate of 78.2% when applied on index finger of
different persons. Yang et al. [7] used Gabor wavelets for image analysis and pattern
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recognition of FKP feature set extraction. The orthogonal linear discriminant anal-
ysis (LDA) transformation methodology in PCA is used and classified by nearest
neighbor classifier thereby increasing the efficiency up to 98.14%. Jing et al. [8]
used distances and angles concurrently between image data vectors to compute data
similarities. To eliminate unnecessary information, orthogonal complex preserving
locality projectionsmethod has been used. They achieved recognition rate of 88% for
the left index finger. Zhun Lei Quin [9] devise a robust FKP feature extraction cum
matching methods based on speed up features that is considered a good improve-
ment over scale invariant transform. It defines a system that is based on local convex
direction map of FKP for alignment of images and a ROI is cropped for feature set
l extraction. For matching process, the relative distance of the closest neighbor with
second closest neighbor is compared and distance ratio with less than 0.6 unit. It
produces accuracy of 90.63% for verification and 96.91% for identification. Shen
et al. [10] proposed an approach based upon results of neurophysiology studieswhich
show that both local and global features are very important for image perception.
It is suitable for images with plentiful line like structures and has the features like
high accuracy, robustness to illumination variations, and fast matching. Rui Zhao
et al. [11] proposed a novel approach that reduces the load of large database to train
the classifier model where the edges of images are characterized at gray levels. The
experimental work proves that FKP is consistent and appropriate trait for recognition
rate of 95.68% with 30 threshold value. Shariatmadar and Faez [12] used a collec-
tion of Gabor filters to extract the orientation information from FKP images. Five
different scales and eight different orientations were selected to keep the remaining
parameters constant and PCA is applied to reduce their dimensions. Combination of
PCA and LDA provides efficient feature selection method. The proposed algorithm
was tested for 4-fingers l and concludes that right middle finger provides a better
performance with 75.2% accuracy. Kumar and Ravikanth [13] proposed a personal
authentication scheme by finger knuckle surface. The feature extraction for finger
knuckle surface was performed with both texture and geometrical feature analysis
methods. The texture information of knuckle surface was obtained by PCA, ICA,
and LDA approaches. Scores were calculated by calculating Euclidean distance (ED)
obtained from reference and input vectors.

15.3 Proposed Approach

The objective of this research is to identify and authenticate people through the
use of FKP biometrics. An artificial intelligence methodology will be used through
Bayesian networks by taking as a reference in database. The reference database used
here is from Center for Biometric Research of the Polytechnic University fromHong
Kong [14] made up of 165 samples, out of which 125 males and 40 females between
the age of 18 and 50.

In the first practical stage of this paper, a model was designed and implemented
to capture images of the knuckle surface, which consists of an acrylic box with a
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Fig. 15.1 Model for image
capture

dimension of 30 cm × 25 cm × 20 cm, as shown in Fig. 15.1. The device includes
a Sony Cyber-Shot model digital camera with a resolution of 14.1 megapixels; this
external camera allows the capture of photographs from the user’s hand when the
user introduces them to the model.

The acrylic used in the model is white to prevent external lighting from affecting
the capture of the images. At the bottom of the model, a plate was installed with
posts that have the same location as a hand punch, so that the samples captured by
the model always have the same shape and position, as shown in Fig. 15.2.

Once the images of the model have been captured, as shown in Fig. 15.3, the
following is to carry out a preprocessing, that is, of the hand that was photographed,
the index, middle, and ring fingers are separated and obtained the region of interest
(ROI) from each of them on which the biometric characteristics will be extracted.
It is important to note that in this paper, the image processing is carried out using
MATLAB R2014 software.

Fig. 15.2 Posts for hand
position
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Fig. 15.3 Sample image of
the database

15.3.1 Digital Preprocessing

From the image of the database like the one shown in Fig. 15.3,which has a dimension
of 1920× 1080 pixels, the next step is to cut the index, middle, and ring fingers from
the image (as shown in Fig. 15.3) and then each finger separately extracts biometric
characteristics from the region of interest.

15.3.1.1 Detection of ROI

To crop the image along, it is necessary to binarize the original image, that is, convert
it to black and white, as shown in Fig. 15.4. The next step to crop the image from
left to right is to make a summation of each one of the pixels of the binarized image
(to carry out the summation it is necessary to transpose the image), in order to derive
the ROI. Figure 15.5 shows the graph of the summation of the binarized image.

In the summation graph (Fig. 15.5), the contour of the binarized image is observed
(usingMATLAB), rotated 90° to detect the cut point up to the tip of themiddle finger,
just enough to obtain the minimum point of the summation, knowing this point we

Fig. 15.4 Binarized image
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Fig. 15.5 Summation of the binarized image

proceed to cut the image up to the fingertips, but to have only the cut out of the
fingers, a new sweep of the image is carried out starting from the center to the end
of the same, to detect the pole of the base of the model located between the middle
finger and the index, once you have the location of the post on the X-axis, the original
and binarized image is cut, as shown in Fig. 15.6.

The width of the resulting image remains the same as that of the original 1080
pixel image; now with the resulting image, the next thing to separate is the index,
middle, and ring fingers; this is done by dividing the image into three equal parts,
with a 360 pixels wide, thus having an image for each finger. Figure 15.7 shows the
fingers separately when cropping the previously cropped image.

Fig. 15.6 Original image
cropped with the new
coordinates
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Fig. 15.7 Index, middle,
and ring fingers trimmed
separately

Due to the posts located at the base of themodel, it is possible to know the angle of
inclination of the index finger and the ring finger, for which the index finger is rotated
with an angle of −10° and the ring finger with an angle of 15°. Figure 15.8 shows
the result of rotation to each of the images separately; note that the middle finger is
not rotated because its orientation is in an optimal location for feature extraction.

Once the region of interest is completely isolated, techniques will be applied to
extract biometric characteristics that can identify distinctive points of each image.
By obtaining this information, the artificial intelligence algorithm will carry out a
comparison between images, which is located in the database and that will be the
new image entered by the user to identify; if the images have a high percentage of
coincidence, the algorithm will determine that it is a genuine user, otherwise it will
be marked as an impostor.

15.3.2 Proposed Architecture

Figure 15.9 shows the architecture or block diagram of proposed approach. The steps
involved are discussed below:
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Fig. 15.8 Rotation of the
index and annular method

Fig. 15.9 Block diagram for
proposed approach
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Step 1: In image enrollment module, a digital camera with 14.1 megapixel was
used for image acquisition of the index, middle, and ring finger knuckle with
dimension of 1920 × 1080 pixel.
Step 2: In image preprocessing module, an image with dimension of 1920 ×
1080 pixels was used to cut the index, middle, and ring finger from the image, and
then each finger separately to extract biometric feature from the region of interest
(ROI).
Step 3: This step performs feature extraction from the preprocessed image of
index, middle, and ring finger knuckle with the help of the Bayesian network.
Bayesian network is a directed acyclic graph (ADG) that has structure of network
consisting of nodes and dependency probabilities.
Step 4: This step stores the extracted feature set in FKP database for authentication
purposes, i.e., identification or verification.

15.4 Experimental Results

As seen along Figs. 15.3, 15.4, 15.5, 15.6, 15.7 and 15.8, initially having an image
without processing, it was possible to separate the fingers of the hand. So far there
is a (test) method to cut the knuckle of the index and ring fingers, this is achieved
through the location of the resulting contours by rotating the image, that is, sweeps
are made in the image in different lines and columns (of the contours) to detect color
changes in the image; in Fig. 15.10, the cut points are marked to generate the new
image, as seen in the column on the left side the image of the index and ring finger.
The crosses made to separate the knuckle from these fingers are marked in red, and
the result of the new cut is shown in the right-hand column.

It should be noted that thismethod is only a test (for themoment) for the extraction
of the region of interest from the index and ring fingers, and currently, we areworking
on optimizing this algorithm so that it can detect the knuckle of the three fingers
separately and can generate a unique and exclusive image of the region to which
biometric features are desired.

15.5 Conclusions and Future Scope

It has been observed from the above proposed work that the feature set for FKP is
obtained effectively using different effective steps and the efficiency of the approach
is proven to be better than existing approach. After applying digital image processing
to the database, it has also been possible to extract the region of interest and the
next stage is to apply a technique for extracting image features. Once having this
information, the third stage consists of developing the artificial intelligence algorithm
using Bayesian networks, which makes the decision (based on how much similarity
there is between one image and another) to accept or reject the user. In future,
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Rotated Ring Finger at 15 degree                   Finger Knuckle of Ring Finger

Middle Finger Without Rotation

Rotated Index Finger at 10 degree                                       Finger Knuckle of Index Finger

Fig. 15.10 ROI of the knuckle of the index and ring fingers based on the black outlines caused by
the rotation of the image

the approach may be used with fused templates with multimodal biometrics rather
than individual biometric that of course further increase the efficiency and accuracy
parameters of proposed approach.
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Chapter 16
The Using of Deep Neural Networks
and Acoustic Waves Modulated
by Triangular Waveform
for Extinguishing Fires

Stefan Ivanov, Stanko Stankov, Jacek Wilk-Jakubowski,
and Paweł Stawczyk

Abstract Current article introduces a new approach for detection of fires based on
deep neural network (DNN) and their extinguishing using an acoustic fire extin-
guisher. Finding fires on video stream is based on low-cost hardware platform
containing Movidius stick for hardware acceleration of the DNN used for fire detec-
tion. For this purpose, the fire extinguisher uses a sinusoidal acousticwavemodulated
by a triangular waveform. The special design of the extinguisher guarantees that the
sound pressure level will be sufficient for successful extinguishing of the fire in
distance up to 130 cm.

16.1 Introduction

Nowadays, the traditional fire extinguishing methods are based on the effect of
gaseous, liquid, or solid extinguishing agents on the selected flames area. The
acoustic method turns out to be a good solution, among others, for fighting fires
of spilled liquids. Its action is based on the dispersion of fire over a large area with
the use of acoustic waves. This results in a gradual reduction of the flames, which
are located on a larger area. However, in order to use this method effectively, it is
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necessary to emit acoustic waves at appropriate frequencies. The first documented
attempts to extinguish flames with the use of acoustic waves were made in Poland
(in 90 s) in the last century [1, 2], as well as in the last years in the USA (especially
since 10 years ago) [3–9]. Further research has been carried out in Poland since
2017, which resulted in, among others, applications to the Patent Office [10–14].
Similar researches have become the subject of scientific efforts in agency Defense
Advanced Research Projects Agency (DARPA), which in 2008 launched the Instant
Fire Suppression Program (IFS program) aimed at searching for effective firefighting
methods [3]. In the video presented by DARPA, it can be seen that the flames placed
in the acoustic field (generated by two loudspeakers positioned on both sides of the
fuel tank) were quickly extinguished. We are therefore dealing with two dynamics.
First, the acoustic field increases the air velocity. As air velocity increases, the flame
boundary layer of the combustion flame appears, facilitating the process of flame
surface disturbance. Secondly, disturbing the flame surface leads to higher evapora-
tion of the fuel, which expands the flame, but also reduces the total flame temperature.
The combustion process will be disrupted by the distribution of heat over a larger
area. Consequently, it is possible not only to significantly reduce the flames, but
also to extinguish them completely. Similarly, a fire extinguisher designed by Amer-
ican students Seth Robertson and Viet Tran is suitable for extinguishing flames [4].
The device developed after a year of experimenting is equipped with an amplifier,
a power supply, and a tube from which acoustic waves are emitted. The process of
extinguishing with acoustic waves assumed that oxygen is the main fuel of fire. In
turn the acoustic waves of appropriate frequency are able to push oxygen further
out of the air. Still another solution presented in the “Myth Busters” program which
proves that it is possible to extinguish a fire with the amplified, modulated human
voice (with the use of computer techniques) [5]. Because the acoustic amplification
limit reached by the firefighters exceeds the pain threshold of the human ear (due to
excessive sound pressure), this solution is dangerous for human health.

Acoustic flames extinguishers using high and very high-power loudspeakers can
be effectively supported by an innovative fire detection method using deep neural
networks, based on learning from the images or video streams [16–23]. Dedicated
sets can be used for image recognition [24, 25]. In order to replace traditional fire
protection methods by the new technologies, numerous studies are needed, including
the modulated acoustic waves produced by acoustic extinguishers. The benefit of the
use of the acoustic waves is non-invasive character of operation (significant reduction
of the equipment damage placed in the fire zone, thus reducing the costs and time
needed for repairs), no need to give pressure tests of the tankwith extinguishing agent
and unlimited time of use in relation to traditional extinguishing methods. This time
is limited with only by power supply delivered to extinguisher, electronics, and many
others. For this reason, it is also important to understand the operation of conventional
fire protection methods [26–28], the new developments in signal processing [29, 30],
as well as the use of the Internet possibilities and electronics in practice. However,
more effective extinguishing requires further research in the direction of the impact
of low frequency and high-power acoustic waves on human health. Knowledge of
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the practical extinguishing properties of simultaneously operation of several acoustic
extinguishers (or acoustic extinguishers composed of a set of sound sources in the
form of subwoofers) is also needed.

16.2 Structure of the Acoustic Fire Extinguisher

In the scientific literature, there are known researches concerning the possibility of
using acoustic waves of very low power to extinguish flames in a short distance
from the output of the device. This distance was only a few centimeters from the
extinguisher output. During these tests, electrical power supplied to the loudspeaker
was very low (up to 20 W). The authors noticed that in order to find out how to use
the technology of extinguishing flames by means of acoustic waves, it is necessary
to conduct research on acoustic extinguisher with much higher power. The use of
high and very high acoustic power makes it possible to increase the distance between
the flame sources and the extinguisher output. The paper is a response to this call,
allowing to determine the effect of acoustic waves on the extinguishing process
at a much longer distance from the fire extinguisher output. It was unexpectedly
noticed that the modulation of the extinguishing wave frequency has a positive effect
on extinguishing process (scientific novelty). In addition, it has been noted that
better concentration of the acoustic stream has a positive effect on the range and
effectiveness of extinguishing effects, especially in the case of small areas. The
research clearly confirmed the extinguishing effect of the acoustic waves.

The elements of the measuring station are: Rigol DG4102 generator with
AM modulator; Proel HPX2800 power amplifier; SVAN 979 sound level meter
with instrumentation and analog meters for measuring electrical quantities. The
construction of the acoustic extinguisher is shown in Fig. 16.1.

Fig. 16.1 Block diagram of the measurement station for testing extinguishing flames with the use
of acoustic waves: (1) signal generator with AMmodulator, (2) high and very high power amplifier,
(3) waveguide (extinguisher) output, (4) loudspeaker, and (5) source of flames
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B&C 21DS115 loudspeaker with a nominal power of 1700 W was installed at
the beginning of the waveguide. The required waveguide length is two times smaller
in the closed end tube in relation to the open tunnel [15]. For this reason, acoustic
extinguisher was designed as the waveguide with tunnel bend with a rectangular
cross-section of 428 cm in length. 1 V RMS was applied to the power amplifier
input. The background noise level during measurements was equal to 64.7 dB. A
professional trainer (fire mock-up) was used as a source of flames. This type of
equipment is usedbyprofessional services investigating thepossibilities of traditional
fire extinguishers. The trainer was fuelled by propane–butane gas. Thus, during the
experiments, the flames obtained as a result of igniting the gas were extinguished.

Apart from the application of high and very high acoustic power, a scientific
novelty of the research is the presentation of the measurements results showing the
possibilities of extinguishing flames using modulated waveforms. In this paper, AM
modulation was used. The results show the sound pressure level (SPL) at which
the flames were extinguished successfully as a function of the distance from the
extinguisher output in the range from 50 to 130 cm, with a step of 10 cm, for a sinu-
soidal wave with a operational frequency FOP = 17.25 Hz modulated by triangular
waveform (AM modulation with frequency FMOD = FMFreq = 0.125 Hz). During
the measurement, the peak value of the power supplied to the extinguisher was
1000 W. The waveform given from the generator to the power amplifier is presented
in Fig. 16.2.

Measurements of sound pressure at which the flames were completely extin-
guished were carried out for both longitudinal and transverse positioning of the
trainer. Measurement diagram for the longitudinal position of the trainer is presented
in Fig. 16.3.

The following results of the experimental studies show the minimum sound pres-
sure level (SPL) causing the successful extinguishing effect in the function of the
distance (L) from the extinguisher output. There is an inversely proportional rela-
tionship between the decrease in sound pressure level and the increase in the distance
from the waveguide (extinguisher) output. As the distance from the fire extinguisher

Fig. 16.2 Sine wave
AM-modulated by triangular
waveform
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Fig. 16.3 Measurement diagram for the longitudinal position of the trainer: (1) acoustic extin-
guisher, (2) sound pressure level meter, (3) trainer, (4) propane inlet, and (5) extinguisher
output

output increases, sound pressure level which is necessary to extinguish the flames
decreases. The results showing the dependence of the extinguishing acoustic pressure
as a function of the distance from the extinguisher output are shown in Fig. 16.4.

The measurement diagram for the transverse position of the trainer is presented
in Fig. 16.5.

The minimum value of the sound pressure level (SPL) causing the successful
extinguishing affect as a function of the distance from the extinguisher output is
shown in Fig. 16.6.

As you can see, the minimum SPL causing the successful extinguishing effect as
a function of the distance from the extinguisher output may be determined by the
regression function (Figs. 16.4 and 16.6).On this basis it is possible to obtain the trend
functions of the SPL from the extinguisher output within the analyzed distance range
(the curves called “trendline”) and their character. Thus, it is possible to determine the
approximate values of the sound pressure level causing extinguishing effects for other
distances. Trends can be distinguished using the method of mechanical time series

Fig. 16.4 Dependence of the sound pressure level as a function of the distance from the extinguisher
output for the longitudinal position of the trainer
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Fig. 16.5 Measurement diagram for the transverse position of the trainer: (1) acoustic extinguisher,
(2) sound pressure level meter, (3) trainer, (4) propane Inlet, and (5) extinguisher output

Fig. 16.6 Dependence of the sound pressure as a function of the distance from the extinguisher
output for the transverse position of the trainer

alignment or the analytical method based on empirical data. For this purpose, the
authors used the analyticalmethod of extracting the developmental trend by adjusting
the specific mathematical function to the time series. The linear trend function was
used as a function of the development trend and if it is necessary the parameters can
be estimated using the method of least squares.
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16.3 Using Deep Neural Networks for Fire Detection

16.3.1 Hardware System for Fire Detection and Control
of Fire Extinguisher

The proposed system consists of low-cost computer module, USB camera, and
Movidius stick for implementation of deep neural network for fire detection
(Fig. 16.7). The system is responsible for flames source detection and can be
connected to the acoustic fire extinguisher and its activating.

The hardware is based on a Raspberry Pi board which has a quad Core 1.2 GHz
BroadcomBCM2837 64 bit CPU, 1GBRAM, plenty of communication capabilities,
camera slot, and display port. The board can support various operating systems (OS)
like: Ubuntu, Raspbian, Windows 10 IoT. The video controller can support modern
resolution standards such as HD and Full HD. It can also generate 576i and 480i
composite video signals for PAL-BGHID, PAL-M, PAL-N, NTSC, and NTSC-J.

An USB camera Logitech C310 is connected to the Raspberry Pi providing 1280
× 720 pixels resolution. It guarantees a 30fps video signal and has a fixed focus and
60º field of view. This USB camera is selected because of its price and the good
quality of the output video signal.

TheMovidius stick is vision processing unit (VPU) that uses specialized processor
with high computing capacity to perform complex operations on static and dynamic
data using artificial neural networks. The direct communication between the Rasp-
berry Pi and the Movidius VPU module allows to be achieved a significant acceler-
ation of processing performance. This acceleration is due to the lack of complex
computational operations inherent from deep neural network which has to be
processed in the Raspberry Pi. The Movidius USB stick increases the performance
by integrating the neural network that performs the math computations using the
so-called vision processing unit—Myriad 2. This type of processor is specifically
designed for tasks related to machine vision and it is also very energy efficient. The
proposed system incorporates LCD display for visualization of video stream from

Fig. 16.7 Hardware system for fire detection a structure and b final system
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camera and for drawing of contours of the fire sources and flames that are found in
the video signal. To control the extinguisher, two relay modules are used. They send
24 V control signals to the acoustic extinguisher depending on presence of fire in the
video stream.

Several software technologies are used in the process of fire detection as: OpenCV,
NumPy, Matplotlib, Imutils, and TensorFlow.

16.3.2 Training of the DNN

The neural network used in developed system is based on MobileNet architecture,
which has a high speed of object detection. The MobileNet is an architecture that is
suitable for mobile and embedded applications. It was developed by Google.

The training requires a preliminary database of pictures fromwhich the DNNwill
retrieve the characteristics of the fire objects which should be found afterwards. The
neural network is initially capable of recognizing multiple objects and by replacing
some layers it can be trained to recognize specifically which part in the image is fire.
The mentioned neural network is trained using the TensorFlow Machine Learning
Library using more than 250 images of fire, which are freely available in the Internet.
Initially, the fires (and their position in the image) have to be labeled manually before
the training process. A Python scripts generates 1000 shifted and scaled images from
the mentioned above also with supporting information for the coordinates of fires
in the images. These images are saved in “png” format and used for training of the
network.

Figure 16.8 presents some of the images used in the training process.

Fig. 16.8 Some of the images used for training of the deep neural network
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The neural network expects in its input layer images with format 300 × 300 ×
3 (300 × 300 pixels × 3 colors). Therefore, all training images are scaled to have
such resolution. The training process continues 200,000 epochs with batch size of
24 images. The training is done with GPU device GTX 1080 Ti and it takes 8 h to
complete.

16.4 Experimental Results

After the successful training, the well-trained neural network is implemented in the
Movidius USB stick. The arrays of fire of burning objects are further processed in the
Raspberry Pi and their positions are marked on the images. The trained network is
able to detect fire under different conditions of the background. The neural network
was tested with 100 test images which were not included in training process. The
precision is 93%. Figure 16.9 presents some of the test images and the fire detected
in it.

To be sure that the neural network is properly trained, it is necessary to test it
with images captured by the Web camera connected to Raspberry Pi. The color
video stream from the camera with resolution 1280 × 720 pixels is scaled to have
resolution 300× 300 pixels and after that the video frames are supplied to the input of
the neural network. The fire sources in the video stream are recognized successfully
by the trained deep neural network. Figure 16.10 presents a fire detection process
using the real time acquisition of images of fire.

Fig. 16.9 Some of the images used for testing

Fig. 16.10 Images from camera for real-time testing
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The testing for “false positive” reaction of the system was done in different rooms
under different lightning conditions—direct sunlight in the room, artificial light,
and low level of light intensity. In all tests, the system does not demonstrate “false
positive” detection of fire.

All the experimental results received during the test of the deep neural network
prove its suitability for fire detection. The system (based on Movidius and Rasp-
berry Pi) can be used successfully as smart system for fire detection and control of
acoustic fire extinguisher. When the fire is detected, the system can generate signal
for activation of acoustic extinguisher. In this case, Raspberry Pi board switches on
two relay modules which activate the power supplies of signal generator and power
amplifier used in the construction of the acoustic fire extinguisher.

16.5 Summary

In the long-term perspective, the technology of extinguishing flames using acoustic
waves’ extinguishers controlled by neural networks, proposed by the authors, can be
permanently implemented in various devices including buildings or transport (both
land,water, and air transportmeans).Contemporary researchonflamedetectionusing
neural networks is crucial in this respect. Moreover, the technology of extinguishing
flames with acoustic waves may support the fire protection of halls, warehouses,
or liquid tanks. The big advantages of this solution are significantly lower costs of
extinguishing and operation (what was mentioned earlier) in relation to traditional
extinguishers. The results of current paper can be used as basis in future research
where the DNN for fire detection will be used for control of autonomous acoustic
fire extinguisher which will be able to react independently when fires are detected.
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pomocy fal akustycznych. Bezpieczeństwo i Technika Pożarnicza 40(4), 29–38 (2015)

3. DARPA sound based fire extinguisher, Defense Advanced Research Projects Agency. [Online].
Available: https://www.extremetech.com/extreme/132859-darpa-creates-sound-based-fire-ext
inguisher. Last accessed 14 June 2020

4. Robertson, S., Tran, V., Wave extinguisher. [Online]. Available: https://ece.gmu.edu/~ppach/
ECE_Awards/Posters/S-15-I.pdf. Last accessed 18 Nov 2019

5. Myth Busters, Voice Flame Extinguisher, Episode 76. [Online]. Available: https://mythresults.
com/episode76. Last accessed 14 June 2020

6. Bong-Young, K., Myung-Jin, B., Seong-Geon, B.: A study on suitability of sound fire
extinguisher in duct environment. Int. J. Appl. Eng. Res. 12(24), 15796–15800 (2017)

7. Eun-Young, Y., Myung-Jin, B.: A study on the directionality of sound fire extinguisher in
electric fire. Convergence Res. Lett. Multimedia Serv. Convergent Art Humanit. Sociol. 3(4),
1449–1452 (2017)

https://www.extremetech.com/extreme/132859-darpa-creates-sound-based-fire-extinguisher
https://ece.gmu.edu/%7eppach/ECE_Awards/Posters/S-15-I.pdf
https://mythresults.com/episode76


16 The Using of Deep Neural Networks and Acoustic … 217

8. Sai, R.T., Sharma, G.: Sonic fire extinguisher. Pramana Res. J. 8, 337–346 (2017)
9. Myung-Sook, K., Myung-Jin, B.: A study on a fire extinguisher with sound focus. Int. Inf. Inst.

20(6), 4055–4062 (2017)
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Chapter 17
Electronic Information Image Processing
Technology Based on Convolutional
Neural Network

Xiao Min and Guo Mei

Abstract Under the background that modern information technology and the
Internet are closely related to people’s lives, deep learning algorithm based on convo-
lutional neural network has important application significance in image processing.
At present, the development of the top science and technology in various indus-
tries in society is often related to artificial intelligence, convolutional neural network
algorithm applied to electronic information image processing provides a means and
approach for artificial intelligence, and it has been widely used for image analysis
in the medical field. The fields of intelligent recognition in computer systems and
even image restoration in criminal investigation have contributed to the develop-
ment of high-quality scientific and technological life in modern society. Based on
the above background, this article gives a brief introduction to the related technolo-
gies of convolutional neural network applications and electronic information image
processing. I hope that those who are interested in research in the related fields will
have some knowledge.

17.1 Research Status

In 1994, LeNet was born as the earliest convolutional neural network promoting
the development of deep learning. After many successful iterations, Professor Yann
LeCun proposed in the paper Gradien-based learning applied to document recogni-
tion in 1998. It is the first convolutional neural network successfully applied to digital
recognition problems, on the MNIST dataset. LeNet-5 can achieve an accuracy rate
of about 99.2% [1].

In 2012, AlexNet implemented by Professor Alex Krizhevsky won the champi-
onship in the Image Classification Competition (ILSVRC) organized by ImageNet
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[2]. AlexNet successfully applied tricks such as ReLU, Dropout, and LRN in CNN
for the first time.

It avoids the negative effects of increasing the number of network layers in order to
obtain better training results. For example, overfit, gradient disappearance, gradient
explosion, inception proposed another angle to improve the training effect, the convo-
lutional layers are combined together in a parallel manner to make more efficient
use of computing resources and obtain more features under the same amount of
calculation [3].

In 2014, the Visual Geometry Group (VGG) model ranked second in ImageNet
Large-Scale Visual Recognition Challenge (ILSVRC), second only to GoogLeNet,
but the VGG model performed better than GoogLeNet in multiple transfer learning
tasks [4]. Moreover, VGG model is the preferred algorithm to extract convolutional
neural network (CNN) features from images.

In 2015, in order to solve the downgrade problem, Dr. He Kaiming adopted a
deep-level residual learning framework to solve the problem of reduced accuracy.
Studies have shown that these residual networks are easier to optimize and accuracy
can be obtained by increasing depth. This residual network reached an error of 3.57%
on the ImageNet test machine and became a champion in the mission of ILSVRC
2015 [5].

17.2 The Principle of Convolutional Neural Network

17.2.1 Local Receptive Field

The convolutional layer neurons and the neurons in the preceding layer are not fully
connected. In the actual algorithm, neurons connect with a small part of the neurons
in the previous layer to communicate data and information. In convolutional neural
networks, the area between neurons and neurons is the local receptive field. This
model mainly refers to the structure of biological neural networks in nature [6].

Because the biological neural network performs information transmission
between neurons, a neuron only needs to be connected to a small part of other neurons,
the application of this structure in the neural network is actually considering that the
spatial correlation between adjacent pixels in the electronic information image can
be fully utilized. It can greatly reduce the number of samples that the system needs to
select for image processing, so as to reduce the time required for image processing,
reduce the CPU performance requirements for image processing, and achieve better
adaptability of image processing technology in different computer systems [7].
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17.2.2 Weight Sharing

Each neuron of a convolutional layer in a convolutional neural network has both a
partial value and the weight of the local receptive field. In the application of convo-
lutional neural network algorithm, let each neuron have the same bias and weight.
The same neuron bias and weights for this entire neural network are called convo-
lution kernels. In using convolutional neural network algorithms, neurons use the
same convolution kernel to convolve with neurons in the previous layer. In this way,
regardless of the number of neurons, the number of models that need to be trained has
always been kept on the same convolution kernel. Therefore, the feature of weight
sharing in convolutional neural network is mainly to reduce the number of param-
eters used in model training, which is beneficial to reduce the memory demand of
computer system and speed up CPU processing. And it is an important technical
factor to prevent the occurrence of overfitting [6].

17.2.3 Pooling

The main function of pooling operation in the whole convolutional neural network is
to keep themodel graphics consistent in translation, rotation, scaling, and perspective.
In practical applications, pooling is divided into types such as maximum pooling and
mean pooling. Among them, the mainstream application method maximum pooling
refers to the maximum value of the output pooling area, and the average pooling
refers to the average value of the output pooling area.

17.3 Application of Convolutional Neural Network
in Image Processing

17.3.1 Image Identification

Image recognition mainly includes three links, namely data preprocessing, feature
extraction, and discriminant classification. Data preprocessing is to save the key
information in the image and to facilitate the subsequent feature extraction operation.
In data preprocessing, there are methods such as image normalization and median
filtering. Feature extraction is an abstraction of the original image. The simplified
convolutional neural network structure as an extractor can identify the extracted
features to the image during the discriminant classification stage. Among them, the
methods used in discriminating classification are mainly hidden Markov models,
support vector machines based on kernel functions, artificial neural networks, and
so on.
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17.3.2 Image Semantic Segmentation

Image semantic points can get more information on the collection and analysis of
feature sets. It is widely used in medical, criminal investigation, and other fields such
as organs or lesions in MR images, cell structures or tumor areas in pathological
images. Although the benchmark data has achieved good results, the depth segmen-
tation model has poor generalization ability to unknown datasets due to partial data
transfer. This regionalmigration ismore common in histopathological image analysis
[8].

The algorithm mainly attempts to align the visual appearance or characteristic
distribution between the source domain and the target domain. We propose an adap-
tive algorithm in the field of histopathology image segmentation, namely the double
adaptive pyramid network (DAPNet). The proposed DAPNet reduces the difference
between the two domains by combining two domain adaptive components at the
image and feature levels. Image-level adaptation considers the overall difference
between the source domain and the target domain, such as the color and style of the
image, while feature-level adaptation considers the spatial inconsistency between
the source domain and the target domain. Specifically, some strategies are used to
learn. Firstly, we developed a deep unsupervised domain adaptive algorithm for
image segmentation of histopathology. Secondly, we propose two regional adaptive
components based on pyramid features to mitigate regional differences in image
and feature levels, which provide smarter and more accurate detection methods for
modern medical [9]. As shown in Fig. 17.1, both the source image and the target

Fig. 17.1 Output image label close to the source domain
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Fig. 17.2 Dx and Dy refer to the discriminator

image are input to the segmentation network, to make it easier to output some images
and labels.

17.3.3 Object Detection

The latest methods apply the same idea to conditional image generation applications.
The key to the successful application of this image processing technique is that the
generated image is in principle indistinguishable from the real one. This leads to a
particularly large task of image generation, and this is precisely the goal of many
computer graphics optimization. The anti-loss method is used to learn the mapping,
which makes the transformed image indistinguishable from the image in the target
domain. Using a single input to train a non-parametric texture model on an image
pair, the concept of object matching between images dates back at least to earlier
image analogies. It is very effective to use the convolutional neural network to learn
the parameterized translation function [10]. The method is based on the “pix*pix”
framework, which uses a conditional inverse transformation network to learn the
mapping from input to output image. Similar functions have been applied to different
tasks, such as generating photos from sketches, or generating photos from attributes
and semantic layout [11]. Compared with other image processing techniques, the
biggest difference of this kind of learning mapping is that there is no paired training
example. As shown in Fig. 17.2, the object detection involves matching between the
target domain and the source domain and Dx and Dy refer to the discriminator.

17.4 The Conclusion

Deep learning based on convolutional neural networks is a situation where today’s
technology is developing faster and faster. As a method of information processing
by computer technology simulating human brain thinking, it has important meaning



224 X. Min and G. Mei

in the application of artificial intelligence. In deep learning, neural networks have a
greater advantage in image processing than traditional image processing methods.
They can extract more and more complex features of images. They have applications
in various industries in society and have changed people’s lifestyles. In this paper, the
relevant concepts of image processing technology for electronic information based
on convolutional neural network are expounded, and the application of convolutional
neural network in image processing is briefly introduced based on the current devel-
opment of technology, which is expected to be helpful for scholars in related fields
to study related problems.
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Chapter 18
Research on Related Problems
of Intelligent Medical Logistics
Distribution Based on Particle Swarm
Optimization

Guo Mei and Xiao Min

Abstract Pharmaceutical logistics distribution is a kind of physical transportation
method that sends drugs from manufacturers to relevant medical units and depart-
ments. It is based on the extensive application of traditional logistics systems in the
field of medicine. Since logistics distribution is a way to directly contact consumers,
it largely determines the service level and operating costs of medical companies.
Therefore, logistics distribution is also an important part of the logistics link, and
it has been widely valued and studied by relevant parties. In addition, to show a
good service attitude in the logistics system how to reduce operating costs is also a
key issue. Therefore, the particle swarm intelligence optimization algorithm is used
to reasonably plan the distribution path of transportation vehicles in logistics trans-
portation to effectively improve transportation efficiency. Reducing transportation
costs to a greater extent has extremely important theoretical significance and use
value for the research and application of logistics.

18.1 Introduction

With the rapid development of medical logistics inmy country in recent years and the
improvement of themedical system by relevant departments, medical logistics distri-
bution has become the focus of social attention. For traditional medical drug distri-
bution, order processing, cargo sorting, and drug delivery routes are all determined
by staff based on experience and lack scientificity and rationality [1]. Therefore, the
automation and informationization of logistics distribution can not only shorten the
inventory time and reduce logistics costs, but also improve the service level and the
use efficiency of funds. This paper describes the integration of logistics distribu-
tion and particle swarm optimization algorithm, proposes mathematical models and
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application advantages for the application of particle swarm optimization algorithm
in logistics distribution path, and makes clear the importance of intelligent optimiza-
tion algorithm in reducing distribution cost, improving logistics management level
and building a new intelligent medical logistics distribution system [2].

18.2 Problems in My Country’s Medical Logistics
Distribution

Although my country’s medical transportation industry has developed rapidly in
recent years, compared with other countries, there are still many shortcomings in
my country’s medical logistics distribution system. In my country, there are many
enterprises, high costs, low efficiency, poor order, and rigid management. There is no
logistics distribution center that realizes industry collectivization or regionalization.
Therefore, there is still much room for improvement on how to reduce transportation
costs and increase the economic benefits of enterprises.

1. Delivery is scattered, items are not concentrated: warehouse storage costs are
large, industry logistics costs increase.

2. Policy restrictions, the distribution center cannot be established: Restricted
management of the medical industry by the state and relevant departments has
caused the increase in the cost of goods and the rise in product prices.

3. Procurement is unscientific, human, and material resources are wasted:
purchasing drugs is not specified, resulting in waste of resources [3].

4. The distribution route is random, and the punctuality is poor: as the delivery
requirements are not strict, the requirements for customers cannot be completed.

18.3 Introduction and Advantages of Particle Swarm
Optimization Algorithm

18.3.1 Introduction to Particle Swarm Optimization

Particle swarm optimization is a unique algorithmic approach in optimization algo-
rithms, and it also belongs to a form of evolutionary algorithms. Its design principle
is to simulate the predatory behavior of birds, and it is a random search algorithm
based on group collaboration [4]. Every problem that needs optimization can be seen
as a bird in the search space: They do not know how far they are from the food, so
the simple and efficient way is to look around the bird closest to the food. Therefore,
the different optimization problems are regarded as many particles, each particle has
an optimized function to determine the fitness value, and then follow the optimal
particle through continuous iteration to find the optimal solution in the search space.
In the face of the extensive search space and time-limited task requirements, the
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Fig. 18.1 Flow chart of particle swarm algorithm

algorithm can explore the target through the two stages of global search and local
search. Its flow chart is shown in Fig. 18.1:

18.3.2 Application Advantages of Particle Swarm
Optimization

1. Fast search speed: the particle swarm algorithm does not have crossover and
mutation operations. It uses the transmitted information to search for the optimal
solution [5].

2. Strong information memory: particle swarm’s super algorithm ability can handle
many complex problems.

3. The algorithm rules are simple and efficient: by using real code, the adjustable
parameters are reduced, which reduces the cost of enterprises to some extent and
slows down the accumulation of goods warehouse [6].

4. Fast convergence speed: In the process of searching and optimizing information,
problems can be continuously dealt with, through different ways and measures
to avoid falling into local optimum, and reduce the error rate.
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18.4 Application of Particle Swarm Optimization
in Logistics Route Optimization

18.4.1 Mathematical Model of Distribution Vehicle Routing
Problem

The routing problem of logistics transportation vehicles can be divided into two cate-
gories: objective function andconstraints. Theobjective function includes the shortest
total mileage of delivery, the smallest tonnage kilometers of delivery vehicles, the
lowest comprehensive cost, the highest punctuality, the most reasonable capacity
utilization, and the lowest labor consumption. The bundle conditions includemeeting
the customer’s requirements for the quality and quantity of the goods, meeting the
customer’s limited time range, ensuring the transit time, the customer’s requirements
are allowed, within the capacity of the distribution center, and the delivery vehicle’s
load capacity is qualified. In the establishment of the mathematical model, both the
objective function and the constraint conditions need to be fully considered. In addi-
tion, the mathematical model of the vehicle path needs to establish a reasonable
coding method. The enterprise has a total of N car yards, each of which hasM vehi-
cles for logistics and distribution. It is responsible for the distribution of drugs to
N customers. The demand of customer A is Q (Q is less than N), and each car in
the yard can serve customers. However, each vehicle can only be serviced once for
each customer, and the vehicle can return to the yard after completing the task, so
that each vehicle can serve different customers, reduce transportation costs, and save
transportation time. In the mode, you need to pay attention to the actual situation,
calculate the shortest path and transportation time, and ensure that the vehicle can
complete the task on time.

18.4.2 Components of Mathematical Model of Distribution
Route

1. Clarify the principle of particle swarm optimization
The principle of the particle swarm optimization algorithm is to select the optimal
solution from the candidate solutions through iterations. In the search space, it
is determined by moving different particle velocities. Move to the best position.

2. Determine the encoding and decoding method
Particle swarm optimization is an optimization algorithm based on continuous
space usually used in order integration of work tasks and distribution of data, and
its spatial data is discrete. Therefore, the key to using particle swarm optimization
algorithm is to establish a reasonable mapping relationship between the position
of the particle and the solution of the problem, and determine the appropriate
coding idea according to different optimization problems. In addition, because
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the fitness value of particles needs to be guided by the optimal particle in the
search space, and the optimal particle is determined by the optimal performance
index and the survey plan, it is also very important to obtain the optimal survey
plan in the particle swarm. Therefore, determining the encoding and decoding
methods often determines the quality of the optimal survey plan. The output
process based on the encoding method and decoding to the optimal survey plan
in the algorithm process is shown in Fig. 18.2:

3. Algorithm implementation process
First of all, according to the difference of the initial conditions of different “par-
ticles”, it is concluded that the behavior should be made in accordance with the
rationality and standardization of things. In the process of assigning “particles”,
the initial speed and initial position of “particles” should be used as the basis for
the behavior after the implementation.

Fig. 18.2 Flow chart of
structure based on encoding
and decoding in particle
swarm optimization
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Keeping the state of things stable, the appropriate situation is to make the “parti-
cles” have a single stable individual transportation environment and the right group
travel speed. Let each “particle” have a subtle relationship to make transportation
more efficient. Therefore, the fitness value of a “particle” is calculated by various
methods to stabilize the relationship.

In transportation, individuals and groupsmustmaintain a good relationship.While
keeping the individual’s speed as fast as possible, the speed of the entire group should
also be maintained.

In practical applications, this calculation method is very labor-intensive. High-
tech calculation methods should be used reasonably to achieve the most fundamental
purpose.

18.5 The Conclusion

In summary, the optimization of the intelligent logistics distribution system based on
particle swarm can improve the problems in the logistics system from many aspects.
It effectively solves the situation that the order information is not concentrated in
the logistics distribution process, the cargo classification is not in place, the waste
of manpower and material resources in the logistics distribution process, and the
low service level. The application of particle swarm optimization algorithm in the
logistics distribution process clarifies the distribution tasks of each vehicle, saves
the waste of time in the logistics transportation process, improves the efficiency of
logistics distribution, reduces the operating costs of enterprises, and improves the
logistics systemmanagementmechanism.However, particle swarmoptimization also
has more areas to be improved. More workers are required to develop and research
to fully improve its defects, and it is widely used in different distribution fields to
create greater value for smart medical logistics distribution.
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Chapter 19
Study of Wool Image Recognition Based
on Texture Features

Yao Juan, Xu Wang, Zhang Cheng, and Tian Fang

Abstract Among researches on parameter extraction in sheep body measurements,
wool is one of the important influence factors causing sheep body measurement
errors. Wool images were analyzed in this study using ridge regression algorithm,
KNN algorithm, and SVM to discriminate wool length. The final body measurement
parameters were processed according to the discrimination results in order to reduce
the measurement errors caused by non-uniform wool length.

19.1 Gray-Level Co-occurrence Matrix

In the early 1970s, R. Haralick [1] and others designed a statistical method of gray-
level co-occurrence matrix (GLDM), which can analyze the texture in the space.
Gray-level co-occurrence matrix is applied to texture analysis in space, and the
precondition for using this method is that spatial distribution relations between pixels
in the image reflect the image texture information [2].

Haralick has constructed 14 kinds of statistics extracted from gray-level co-
occurrence matrix, including energy, entropy, contrast, variance, and maximum
correlation coefficient [3].

In [4], Wang K. J. et al. from Jiangnan University used a four-scale grey-level
co-occurrence matrix to extract contrast ratio, correlation, angular second moment,
homogeneity, and entropy inorder to characterize the changeof fabric drape, followed
by classification through SVM, and good effect was achieved. In [5], Shi Y. F. et al.
made differential diagnosis of glioblastoma and primary central nervous system
lymphoma through a texture analysis based on the gray-level co-occurrence matrix.
In [6], Xu J. C. et al. used the gray-level co-occurrence matrix to extract image
texture features, and then constructed an aphid damage diagnosis model, which
could effectively realize identification of aphid-damaged cotton leaves and provide a
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technical support for fast recognition of insect pest situation. In [7], Wang Q. T. et al.
used the improved gray-level co-occurrence matrix to extract multiple eigenvalues
of wood material, which were then trained and classified using a pattern recognition
algorithm. The results showed that the classification effect was favorable, so it could
be a new wood recognition method [7].

Some mathematical statistical quantities are constructed by the grey-level co-
occurrence matrix in various fields to classify texture features. Sheep images were
analyzed, and length classification was performed in this study using the gray-level
co-occurrence matrix.

19.2 Image Preprocessing

The background region of sheep images acquired from non-contact sheep body
measurements was large. To reduce program calculation and accelerate calculating
speed, the images should be clipped in consideration of objective situation of wool
image recognition. The images used in this experiment were sheep gray-level images
with background already removed, their resolution was 800× 600, and the clipping
process of wool images is shown in Fig. 19.1.

1. The Center1 of sheep circumscribed matrix was acquired through the minimum
circumscribed matrix method;

2. The maximum inscribed matrix was obtained using the center expansion method
with Center1 being the starting point, and Center2 of the maximum inscribed
matrix was determined;

3. 160 × 120 (pixels) rectangular areas were clipped from the sheep images by
centering on Center2; the 160 × 120 wool images were saved in the specific
folder.

(a) Area 160 pixels×120 pixels (b) Area 160 pixels×120 pixels (c) 160 pixels ×120 pixels wool images 

Fig. 19.1 Acquisition process of local wool images
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19.3 Texture Features and Parameter Extraction of Wool
Image Texture Features

19.3.1 Texture Features

1. Energy

The size of energy can determine whether the gray distribution of the image is
uniform and the texture thickness. If the values of each element in the gray-level co-
occurrencematrix are similar and the energy value of the image is small, it means that
the texture in the image is fine. If the values of the elements are different greatly, the
energy value is large, and the texture of the image is uniform and changes regularly.

2. Entropy

The size of entropy reflects the richness of information in the image. When all
elements in the gray-level co-occurrence matrix are random and scattered in the
numerical distribution, the entropy value will be larger. It represents the degree of
texture non-uniformity and the complexity of image gray distribution. The larger the
entropy value is, the more complex the image composition is.

3. Contrast

Contrast is a parameter used to measure the distribution rule of gray-level co-
occurrence proof median and the degree of local change of the image. It can be used
to estimate the clarity of the image and the depth of the gully of the object texture.
The greater the contrast value is, the deeper the corresponding texture ravines will
be, the greater the pixel contrast is, the clearer the image will look. The greater the
value of elements far away from the diagonal in the grayscale common matrix is, the
greater the value of contrast will be.

4. Reverse differential distance (consistency)

The inverse variance is related to the homogeneity of image texture, which reflects the
characteristics of local change of image texture. If the distribution of object texture
in different regions of the image is relatively uniform and the change is slow, the
value of inverse variance will be larger. Otherwise, it will be smaller.

5. Correlation

Correlation is used to measure the similarity of gray level of image in the direction
of image row or column. It can be used to measure the local correlation of image.
When the graymatrix element values are even and equal, the correlation value will be
larger; otherwise, if thematrix element values are very different, the correlation value
will be smaller. If there are horizontal texture features in the image, the correlation
value of the horizontal matrix will be greater than that of the rest of the matrix.
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19.3.2 Parameter Extraction of Wool Image Texture Features

Theparameters of 393 background-removed imageswere calculated and recorded via
the gray-level co-occurrence matrix. According to the calculated original data, they
were directly observedfirstwith naked eyes to construct a length classification dataset
of wool images. Through calculation, the entropy of long-wool sheep was generally
higher than that of short-wool sheep, and long-wool sheep was different from short-
wool sheep to a certain degree also in contrast ratio. However, the consistency change
wasminor in the 393 groups of data, and then energy, entropy, and contrast ratio were
selected to investigate the discrimination method of wool length. The following are
the definitions of the three selected features.

19.4 Wool Image Judgment and Recognition

19.4.1 Ridge Regression Method

Ridge regression is a biased estimates-based regression method, and it is actually an
improved linear least square method with L2 regularization, which is mainly applied
to linear data analysis. This method is used to improve the acquisition efficiency of
regression coefficients by abandoning unbiasedness of least square method, ignoring
partial data information and degrading the calculation accuracy. As a regression
method closer to reality, it has higher better fitting accuracy rate for ill-posed data than
least square method. When concentrated data is of colinearity, the ridge regression
algorithm will reach a better estimation effect.

Energy, entropy, and contrast ratio in each group of data was set as independent
variables, and the corresponding long wool or short wool as dependent variable. In
the data analysis, figures 0 and 1 expressed short wool and long wool, respectively.
The regression formula was decided by taking 0.5 as threshold value, the predicted
result after data substitution was long wool or short wool, and if the value was above
0.5, the predicted result was long wool, and it was short wool when the value was
below 0.5.

19.4.2 KNN Algorithm

KNN algorithm is a classification algorithm in supervised learning. Its working prin-
ciple is to train the sample dataset, complete space partitioning of sample eigenvec-
tors, and then take the partitioning results as the final algorithm model. The sample
dataset is also called training sample set, where each data has its own label. When an
unlabeled data is processed in the experimental process, its features will be compared
with those of already known data in the sample set first, and then data having the
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highest similarity with it among the samples is obtained and labeled as its classifica-
tion label, namely the classification of the data. Under normal conditions, only the
first k data which are most similar in the sample dataset are selected, which is the
origin of k value in KNN algorithm, and k is generally an integer smaller than or
equal to 20. In the end, labels which appear most frequently in the k most similar
data are selected as the classification of this data.

Energy, entropy, and contrast ratio in each group was combined and regarded as
one point to be investigated using three parameters. Hence, the problem could be
transformed into selecting the k-nearest points in 3D space according to Euclidean
distance between data, so as to solve the label with the largest proportion in the result
as the discrimination result.

19.4.3 SVM Method

This is a classical and commonly used classificationmethodwhich improves the theo-
retical weaknesses of traditional neural networks. As a supervised learning method,
it only needs to organize and classify data in the training set and test set. The verifica-
tion result can be obtained by quoting relevant libraries and calling relevant functions
in C++ program.

The core of an SVM-specific classification algorithm lies in the kernel function
adopted in model training, where common kernel functions include LINEAR, POLY,
and RBF. Given this, the three kernel functions were successively used to perform
training and the same test as before. It was found that the quantities of images
not conforming to practical situation were two and one, respectively. Among the
three kernel functions, RBF had more excellent performance with error rate of 2.5%.
Based on a comparison with the results previously obtained through ridge regression,
it was rightly found that the ridge regression discrimination result of that image
with discrimination error was also the opposite to the fact. It was the problem of the
image itself through inspection. Although this image seemed presenting the opposite
wool length result to the discrimination result, this further proved the necessity of
applying multiple images of the same sheep from different angles to discrimination
for improving the accuracy rate. However, SVM only performed training once, after
which the imported test data should be tested only through a trained model, so thanks
to training ahead of time, there was no reason to worry that the enlarged data size
in the training set might impact the test time. After the training was completed, it
was only necessary to import test data again for testing. The following presents a
comparative analysis between different kernel functions (Fig. 19.2).

The first image was trained using RBF, LINEAR, and POLY kernel functions so
as to obtain fitted results. As for fitting degree, LINEAR was not much different
from RBF under linearly separable situation. However, it was obviously superior to
LINEAR under linearly inseparable situation. POLY did not show very good effect
under both situations, but POLY could be slightly better under dramatic change.
When it comes to speed, LINEAR was the fastest and POLY was the lowest due



238 Y. Juan et al.

Fig. 19.2 A comparative analysis between different kernel functions



19 Study of Wool Image Recognition Based on Texture Features 239

Table 19.1 Error rate of different algorithms

Algorithm Ridge
regression

KNN (k = 10) KNN (k = 15) KNN (k = 20) SVM (RBF as
kernel
function)

Error rate 2.5% 0% 0% 5.1% 2.5%

to many parameters. In terms of parameters, LINEAR was simple and easy to use.
Though having many parameters, RBF and POLY could obtain good results only
if the parameters were well adjusted. Hence, on the whole, RBF kernel function
could reach favorable practical effect, and then RBF was selected as the final kernel
function.

19.5 Result Analysis

19.5.1 Analysis of Error Rate

The same regression or training data and the same verification set were adopted in the
three methods used in this paper, where for the selection of verification set, several
groups of data of the sheep were randomly selected from the 393 groups of data,
a total of 40 groups of data were selected, and the rest data served as regression
or training data. The error rates of the three algorithms are compared as seen in
Table 19.1.

It could be seen from the results listed in the above table that under appropriate
k value, the error rate of KNN algorithm was the lowest, followed by those of ridge
regression algorithm and SVM algorithm in succession. The reason for high accu-
racy of KNN algorithm was that the classification decision rules were considered
in the algorithm implementation process, the distance between each group of test
data and sample data was calculated, and sample size and data dimensionality were
both considered. To acquire regression coefficients more conforming to reality, ridge
regression algorithm gave up the unbiasedness of least square method, which led to
partial information loss and accuracy degradation.

19.5.2 Analysis of Operation Time

As different algorithms varied in the needed calculated quantity and also in time
needed in batch image recognition, the same computer and compiling environment
were used to test the same several hundred groups of data, and it was found that the
operation time needed by the ridge regression algorithmwas the shortest, followed by
SVM andKNN successively. In terms of algorithmmechanism, the core step of ridge
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regression method was regression analysis via a regression analysis software. Only
the obtained formula was input into the discriminant program and then substituted
into the test data, and it was obviously the simplest discriminant mechanism. The
reason for long time needed by KNN algorithm was that after each group of test data
were imported, Euclidean distances between these data and data in the training set
needed to be calculated, and moreover, the solved results should be sorted to select
k distances as short as possible. Under an increasing number of training sets and test
sets, the needed operation time would present geometric growth. However, SVM
algorithm had one set of its own operation flow. Through the test, it was found that
under the present data size, the needed test time it needed was not much different
from that needed by the ridge regression algorithm.

To sum up, three different methods were used to accurately discriminate wool
lengths in the images. All of the three methods carried out machine learning based
on related parameter data in the gray-level co-occurrencematrix of the images. Ridge
regression and SVM were both ideal, KNN algorithm had high accuracy, but it had
an obvious defect in its discriminant operation time. Through a comparison of ridge
regression and SVM in operation time and error rate, SVM algorithm was selected
in this study as discrimination method for wool length by virtue of its advantages in
solving problems like small sample size and nonlinearity.

19.6 Conclusion

In this paper, the maximum inscribed rectangle, the minimum circumscribed rect-
angle, and other mathematical features are used to cut in the original image of sheep,
and the local image of wool with the size of 160 pixels× 120 pixels is cut out, which
is divided into training set (70%) and testing set (30%), and the methods of ridge
regression, KNN and SVM are, respectively, used to train these images and judge the
length of wool image, and the errors of various methods are also analyzed compared
with the running time, SVM is chosen as the method of wool image discrimination
because of its short running time and relatively good accuracy.
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Chapter 20
The Observation and Simulation
of Dynamic Diffraction Patterns Caused
by a Cylindrical Liquid Diffusion Pool
for Diffusivity Measurement

Licun Sun, Yuanfangzhou Wang, Linhai Li, Jie Feng, Ya Liu,
and Shuwu Sheng

Abstract The dynamic diffraction patterns caused by an asymmetric liquid-core
cylindrical lens filled with diffusion solution are observed using CCD and simulated
using MATLAB based on Collins formula in this paper. The diffusion coefficient of
ethylene glycol diffusing in pure water is measured at 298.15 K by analyzing the
movement of the narrowest position in diffraction patterns base on Fick’s second law.
The correctness and application conditions of this measurement method are further
interpreted by comparing the simulation and experimental diffraction patterns for the
first time. The work expressed in this paper deepened the understanding of the scalar
diffraction theory, diffusion process and Fick’s second law, which paved a way for
the further research on diffusion phenomenon.

20.1 Introduction

Theparticlemovement causedby concentration gradient leads to diffusion,which can
be expressed as Fick’s law [1, 2]. As a significant physical property, the liquid diffu-
sion coefficient (D) plays an important role in many fields, such as pharmaceutical
industries, biological reactors, and wastewater treatment and so on [3–6]. In order to
determine the liquid D values, many chemical and physical experimental methods
have been put forward in recent years, e.g., Taylor dispersion method [7], the fluo-
rescent molecule tracing [8], holographic interferometry [9] and dynamic light scat-
tering [10] and so on, each with its own strengths and limitations, respectively. Long
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time-consuming (>2 h), strict requirements for experimental environment, and unob-
servable dynamic diffusion processes are several common disadvantages existing in
these measurement methods.

In order to overcome these shortcomings, our group recently designed an asym-
metric liquid-core cylindrical lens (ALCL) [11], a key imaging element in the liquid
D values measurement system, which can be used as a diffusion pool due to its
one-dimensional resolution ability for the refractive index (RI) of the filled liquids.
Once two diffusion solutions contact in the ALCL, dynamic gradient distribution
of the mixed solution concentration, and RI is formed gradually along the diffu-
sion direction due to particle motion and a group of dynamic diffusion patterns will
be received by the observation device CCD. Both the shape and the variation of the
images reflect the diffusion information, therefore, two ways, namely “instantaneous
image analytical method” [12] and “equivalent RI of thin liquid layer method” [13],
are brought to determine the liquid D values using Fick’s second law by analyzing
the diffusion images.

The “instantaneous image analytical method” introduced in detail in [12] figured
out the liquid D values by analyzing a single diffusion image demonstrating our
experimental setup equipped with the ALCL has a significant advantage in avoiding
time-consuming. The “equivalent RI of thin liquid layer method” elaborated in [13]
measured the liquidD values by recording the locations of the “waist” of the diffrac-
tion images changing with the diffusion time showing that the equipment is simple
and stable and clarifying the validity and visualization of our method.

In this paper, the correctness and application conditions of the “equivalent RI
of thin liquid layer method” were further interpreted by comparing the simulation
and experimental diffraction patterns, and the ethylene glycol (EG) diffusing in pure
water at 298.15 K is chosen as an experimental study case. The diffraction patterns
are formed by the collimated light passing through the ALCL filled with diffusion
sample.As the beamsize at the aperture plane and the distance from the aperture plane
to the evaluation are large enough compared with the wavelength in this experiment,
the scalar diffraction theory (SDT) is accurate enough to model the propagation
of light [14]. Collins formula, belonging to SDT, is convenient in the diffraction
research on paraxial optical systems [15, 16] and can be completed by using the fast
Fourier transform (FFT) [17] usually. FFT has been used widely in signal processing
[18] and the application of Fourier optical theory in solving diffraction problems
has been becoming more mature [19], but the study of diffraction from cylinder lens
is relatively scarce [20]. Based on the Collins formula, using FFT techniques and
MATLAB software running in a PC, the dynamic diffraction patterns of aperture of
ALCL, in which two different solutions are mutual diffusing, are calculated for the
first time in this paper. Both similarities and differences existing between the simu-
lation results and the CCD recorded help us understand the diffusion phenomenon
more deeply.
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20.2 Principle

20.2.1 The Experimental Setup and Imaging Principle

The expanded and attenuated collimated beam with λ = 589 nm illuminates an
adjustable slit. After passing though the ALCL filled with liquid, the wave converges
on the sensitive plane of the CCD with 2448 × 2058 pixels and 3.45× 3.45 µm2 per
pixel size. The CCD, connected to a PC via a USB, was driven by a translation stage
with 0.001 mm minimum scale to adjust the imaging plane position slightly, which
made the observation for a diffusion image convenient. The key optical elements of
the experimental setupwere shown in Fig. 20.1. TheALCLconsists of two distinctive
K9 glass (n0 = 1.5163 at λ = 589 nm) cylindrical lenses. R1 = 20.0 mm, R2 = R3 =
17.0 mm, and R4 = 37.6 mm are the curvature radii of the four refraction surfaces of
the ALCL, respectively. And d1 = d2 = d3 = d = 3 mm are the wall thicknesses and
cavity thicknesses, respectively. Seal the bottom of the ALCL by rubber film firstly
and then inject the higher density solution EG into the ALCL, occupying the lower
half part of the ALCL. Sequentially, trick the same volume of distilled pure water
slowly along the inner wall 10 min later, avoiding convection and turbulence in the
two liquids. As soon as the two solutions contact, the diffusion process begins, and
the time of the two solutions starting to contact was defined as the onset of diffusion
(t = 0).

Fig. 20.1 Imaging principle
for ALCL filled with
diffusion solution. A RI
gradient distribution of the
filled liquid is formed along
Z-axis, n1 < n2= nc < n3 < n4
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According to the geometrical optics theory, the back focal length f i of the ALCL
filled with liquid is a function of the liquid RI (ni), which can be written as the
following iterative relations,

fi = R4S4
n0R4 + (n0 − 1)S4

, (20.1a)

S4 = n0R3S3
ni R3 + (ni − n0)S3

− d3, (20.1b)

S3 = ni R2S2
n0R2 + (ni − n0)S2

− d2, (20.1c)

S2 = n0R1

n0 − 1
− d1. (20.1d)

where the Si means the object distance of the ith refracting surface of the ALCL.
The CCD is set at the position between the two focal planes along the Y-axis; that
is, the ALCL is filled with EG and water respectively. According to Eq. (20.1), the
back focal length f i is defined in terms of the liquid RI (ni). Therefore, the collimated
light beams can only image clearly for only a thin liquid layer with an explicit RI
value (say n= nc) if dynamic gradient distribution of concentration and RI is formed
gradually along the Z-axis as diffusion of the two liquids.While the ALCL filled with
liquid of RI = ni > nc (or ni < nc), the collimated beams shall project a diffuse spot
(short red line marked in Fig. 20.1) on the CCD plane. So, a “beam waist” pattern
shown as the right part of Fig. 20.1 will appear on the CCD chip. Since the dynamic
of diffusion, the “waist” of the diffraction pattern will drift slowly along the Z-axis,
and the drift rate reflects the diffusion speed vividly.

20.2.2 The Calculations Theory for Diffusion Coefficient

Assuming that the binary substances involved in diffusion are A and B, the mass
fraction of A in B at diffusion time t and position Z expressed as C(Z, t) and the
diffusion direction is Z-axis, the diffusion coefficient is D, then the C (Z, t) satisfies
the following Fick’s second law:

∂C(Z , t)

∂t
= D

∂2C(Z , t)

∂Z2
. (20.2)

Assuming the initial concentration of the lower solution to be C1 and the upper
solution concentration to be C2 at t = 0, according to the initial and boundary
conditions, the solution of Eq. (20.2) can be expressed as an Gauss error function
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C(Z , t) = C1 + C2

2
+ C1 − C2

2
erf

(
Z

2
√
Dt

)
. (20.3)

Specifically, erf(u) = 2√
π

∫ u
0 exp(−t2)dt . Take use of the inverse error function,

Eq. (20.3) can be rewritten as

Z = 2
√
Derfinv

{[
g[n(Z , t)] − C1 + C2

2

]/[
C1 − C2

2

]}
· √

t − �Z0. (20.4)

Here, g[n(Z , t)] = C(Z , t) reflects the relationship of solution concentration
and its RI, which can be pre-determined experimentally. �Z0 is a fixed difference
between the measured and actual values mainly caused by the undulate of the contact
interface due to the intermolecular attraction.

When the distance (f c) between CCD and ALCL is fixed, the RI of the only
one thin liquid layer can converge collimated light into a focal point (the “waist” of
the diffraction image) on the CCD is a fixed value nc based on Eq. (20.1) and the
imaging principle. The location (Zi) of the“waist” varies with diffusion time (ti), and
the drift velocity of the “waist” reflects the diffusion rate intuitively. Fit linearly Zi

and
√
ti values and compare it with Eq. (20.4), the D value can be worked out easily

as [g[n(Z , t)] − (C1 + C2)/2]
/
[(C1 − C2)/2] is a constant. This method is named

as “equivalent RI of thin liquid layer method.”

20.2.3 The Simulation Principle

According to the matrix optics theory, the optical property of paraxial optical system

can be described as a 2 × 2 matrix with four elements

[
A B
C D

]
[21]. Ignoring the

diffraction limitation, combining the matrix optics with Fresnel diffraction integral,
Collins derived a convenient operation formula to solve diffraction problems of
axisymmetric paraxial optical system, known as [15]

U (x, z) = exp( jky)

jλB
·

∞∫
−∞

∞∫
−∞

U0(x0, z0)

× exp

{
jk

2B

[
A
(
x20 + z20

) + D
(
x2 + z2

) − 2(x0x + z0z)
]}

dx0dz0 (20.5)

where j = √−1, k = 2π
/

λ,λ is the light wavelength, y is the optical path length
along propagation axis, A, B and D are the elements of the ray transfer matrix of the
optical system. U0 (x0, z0) and U (x, z) are the input complex amplitude and output
one respectively, marked as in Fig. 20.1.

Put irrelative terms out of the integral sign, Eq. (20.5) can be rewritten as



248 L. Sun et al.

U (x, z) = exp( jky)

jλB
exp

{
jk

2B
D

(
x2 + z2

)}

×
∞∫

−∞

∞∫
−∞

{{
U0(x0, z0) exp

[
jk

2B
A
(
x20 + z20

)]}

× exp
[
− j2π

(
x0

x

λB
+ z0

z

λB

)]}
dx0dz0 (20.6)

Equation (6) implies that the Collins diffraction integral can be reckoned as the
product of a quadratic phase factor multiplied by the Fourier transform of the input
complex amplitude times another quadratic phase factor. There are very limited
functions can get analytical expression of Fourier transform, so FFT is usually used
to calculate Eq. (20.6).

Let L0 and L be the spatial dimensions on input and output planes, respectively,
set sampling number be N × N. Thus, the FFT form of Eq. (20.6) can be written as

U (p�x, q�z) = exp( jky)

jλB
exp

{
jk

2B
D

(
(p�x)2 + (q�z)2

)}

× FFT

{
U0(mx0, nz0) exp

[
jk

2B
A
(
(m�x0)

2 + (n�z0)
2)]}

p�x
λB ,

q�z
λB

,

(
p, q,m, n = −N

2
,−N

2
+ 1, . . . ,

N

2
− 1

)
. (20.7)

where �x0 = �z0 = L0
/
N ,�x = �z = L

/
N is sampling spacing during

discrete calculation. Based on Eq. (20.7), we can work out output complex ampli-
tude U (p�x, q�z) using FFT only one time; therefore, Eq. (20.7) is referred to the
S-FFT form of Collins diffraction integral.

For the cylindrical lens, a 4× 4 matrix is needed to describe all the information of
it, which leads to the form of Collins formula be more complex than Eqs. (5)–(7). In
this paper, ALCL is divided into plenty of section along Z-axis. In this case, distance
and included angle between light ray and propagation direction two parameters are
enough to trace the light, namely 2× 2matrix similar to axisymmetric lens is enough.
Thus, the ray-tracing matrix form for our experimental setup will be

[
A B
C D

]
=

[
1 y2
0 1

][
1 0
1−n0
R4

n0

][
1 d
0 1

][
1 0
n0−n
n0R3

n
n0

][
1 d
0 1

]

·
[
1 0
n0−n
nR2

n
n0

][
1 d
0 1

][
1 0
1−n0
n0R1

1
n0

][
1 y1
0 1

]
(20.8)

where y2 (= f c) means the distance between CCD and the vertex of the fourth
refraction surface of ALCL; y1 means the distance between the vertex of the first
refraction surface of ALCL and the silt; n is the liquid RI. In terms of Eq. (20.8),
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numerical solutions ofmatrix elementsA,B,C,D can be obtained easily. Substituting
them into Eq. (20.7) and considering the input light as equal-amplitude parallel light,
we can simulate out the numerical expression of complex amplitude on CCD planes.

20.3 Observation and Simulation Results

20.3.1 ALCL Filled with Uniform Liquid

All the experiments were carried out in a constant temperature environment with a
fixed temperature 298.15 K. Adjust the optical path and set the slit width be 7 mm.
Filling ALCL with distilled pure water (RI = 1.3334, measured by Abbe refrac-
tometer) and moving the translation stage from far to near gradually, we can observe
that the diffraction images recorded by CCD change with the distance (y2) between
the CCD and the vertex of the fourth refraction surface of the ALCL, as shown
in Fig. 20.2, and their corresponding normalized one-dimensional light intensity
distribution curves are shown in Fig. 20.3.

The RI n is a constant value along Z-axis in this case. Matrix elements A, B, C,
D calculated based on Eq. (20.8) are all equal for any thin liquid layer. Combined
calculated matrix elements with Eq. (20.7), a series of diffraction images at different
observed surfaces with uniform width along Z-axis are simulated using MATLAB
software (see Fig. 20.4). Their normalized intensity distributions can be obtained
at the same time as shown on Fig. 20.5. The simulation results are similar with the
experimental ones, which indicate that Collins formula is applicable to model the
propagation of collimation light passing through ALCL filled with liquid.

Fig. 20.2 Images recorded by CCD at different distances (y2) between the CCD and the vertex of
the fourth refraction surface of the ALCL filled with distilled pure water. a y2 = 50.667 mm; b y2
= 49.677 mm, equal with the back focal length calculated by Eq. (20.1); c y2 = 48.677 mm
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Fig. 20.3 Normalizedone-dimensional light intensity distribution curves corresponding toFig. 20.2

Fig. 20.4 Simulation images at different distances (y2) between the CCD and the vertex of the
fourth refraction surface of the ALCL filled with distilled pure water. a y2 = 50.667 mm; b y2 =
49.677 mm, equal with the back focal length calculated by Eq. (20.1); c y2 = 48.677 mm

Fig. 20.5 Normalizedone-dimensional light intensity distribution curves corresponding toFig. 20.4
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20.3.2 ALCL Filled with Diffusion Liquid

Good linear relationship C = g(n) = 9.8478n − 13.130 between the EG aqueous
solutions concentrations and its RI values was achieved by measuring the RI of eight
groups of EG with different concentrations using an Abbe refractometer. The pure
EG and deionized water were injected into the ALCL sequentially as described in
Sect. 20.2, constituting a diffusion system. Adjust the translation stage to make the
CCD plane overlap with the focal plane of the ALCL filled with the liquid of RI= nc
= 1.3391, which means the thin liquid layer with the concentration of 5.72% related
to the “waist” of the diffusion images. Keep the experiment device fixing, a series of
diffusion images appeared on CCD successively, as shown in Fig. 20.6. The “waist”
position (Zi) of every diffraction image was listed in Table 20.1, and its offsets for
every 5 min are marked on Fig. 20.6.

In Table 20.1, Ni means the number of pixels between the diffusion interface and
the “waist.” Zi is equal to the pixel size (3.45 µm) multiplying with Ni. Fit linearly
Zi and

√
ti using the least square method, thus

Zi = 74.7629
√
ti + 85.44 (µm), (20.9)

Fig. 20.6 A group of diffraction images recorded by CCD at different diffusion time ti for EG
diffusing in deionized water. The measured offsets of the “waist” for every 300 s are noted between
every two images

Table 20.1 Data of positions Zi varied with diffusion time

ti/s 1200 1500 1800 2100 2400 2700 3000 3300 3600
√
ti 34.6410 38.7298 42.4264 45.8258 48.9898 51.9615 54.7723 57.4456 60.0000

Ni 772 867 945 1018 1086 1151 1213 1271 1322

Zi/µm 2663.40 2991.15 3260.25 3512.10 3746.70 3970.95 4184.85 4384.95 4560.90
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Fig. 20.7 A group of diffraction images simulated by MATLAB at different diffusion time ti for
EG diffusing in deionized water. The offsets of the “waist” for every 300 s are noted between every
two images

The linear correlation coefficient in fitting Eq. (20.9) is up to 0.999. Then, the D
= 1.1212 × 10−5 cm2/s is calculated out by comparing Eq. (20.9) with Eq. (20.4).

During simulation, diffusion coefficient of EG in water is considered as a constant
1.1212× 10−5 cm2/s. It is easy to work out the concentrationCi of EG in water relate
to any thin liquid layer with position Z i at any given moment ti based on Eq. (20.3).
A series of ni can be got based on the functionC = g(n)= 9.8478n− 13.130. Taking
ni into Eq. (20.8), we figure out a sequence of matrix elements Ai, Bi,Ci,Di. A group
of “beam waist” diffraction patterns along Z-axis are simulated at different diffusion
time ti based on Eq. (20.7), as shown in Fig. 20.7. The “waist” drifts along Z-axis,
and the offsets of “waist” every 300 s simulated by MZTAB software are marked on
Fig. 20.7.

Comparing synthetic (Fig. 20.7) and real images (Fig. 20.6), the result showed
that: (1) the “waists” of those two group images, corresponding to the 1.3391 RI thin
liquid layer in the diffusion system, drifted in a fairly close velocity; (2) the images
were similar in shape, and the outlines of the part “waist” above (shown as white)
were coincident; (3) the outlines of the part below the “waist” (shown as gray) were
anamorphic in a large scale.

The first and second points indicate that the thought of simulation on the intensity
distribution of the collimated light beam refracted by an ALCL filled with diffusion
solution is right. Especially, the first point demonstrates that the way to calculate
D values is valid by linear fitting the positions (Zi) of a specific thin liquid layer
and the diffusion time (

√
ti ). Large deviation mentioned in point three is caused

by that we consider the D value to be constant all the time. Actually, D value is a
function of controlled inputs such as temperature, intensity of pressure, diffusing
substance category, concentration, and so on. Only if the concentration gradient is
very low, D value can be viewed as constant and Eq. (20.2) is workable, which is
the precondition for calculation and simulation. It is obvious that, the closer to the
interface of water and EG, the higher concentration gradient of EG aqueous solution,
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the further from the application conditions of Eq. (20.2), and the bigger deviation
between the simulation results and the real images when we consider the D value as
constant during the simulation in our experiments. So, the aberration of simulation
images reflected the applicable conditions of Eq. (20.2) from one side.

20.4 Conclusion

This paper analyzed the cylindrical lens layer by layer, which simplified four-
dimensionalmatrix describing cylindrical lens into two-dimensional, makingCollins
formula appear in its simplest form to study of diffraction from cylinder lens. Based
on that, the simulation on the CCD received diffraction images, projected by the
collimated light passing through the ALCL filled withmutual diffusing solutions was
realized for the first time. The resemblances between the simulation and the exper-
imental images indicate that it is feasible to measure D values by using “equivalent
RI of thin liquid layer method” based on ALCL. However, the difference between
the two group images implies the application condition of Eq. (20.2) from a side.
The work expressed in this paper deepened the understanding of SDT, diffusion
process and Fick’s second law, which paved a way for further research on diffusion
phenomenon.
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Chapter 21
Multidimensional Graphic Objects
Filtration Using HoSVD Tensor
Decomposition

Rumen Mironov and Ivo Draganov

Abstract A new approach for multidimensional graphic objects filtration using
HoSVD tensor decomposition is presented. The experimental studieswere performed
on a set of test 3D images of size of 100 × 100 × 100, containing simple geometric
objects—a sphere, a cylinder, a cone, etc. After that, Gaussian noise with different
variation is added and the low-frequency part of the decomposition matrices U and
S is filtered. The results obtained of the filtered images show that the quality of the
restored images in the different planes and in total for the 3D image is excellent. The
peak signal-to-noise ratio for different samples ranged from 28 to 50 dB.

21.1 Introduction

Digital image processing has a very rich history dating back to the mid-1960s. It
allows the use of many different algorithms to improve quality, reduce information
redundancy, image transformation, segmentation and many others in various fields
of communications, computer graphics, economics, transport, agriculture, remote
monitoring, etc. Image filtering is one of the most important and widely used image
processing operations.

Recently, techniques based on image transforms, especially in connection with
multidimensional processing, have gained popularity and success in terms of produc-
tivity. TheHoSVD is a summary of the SVD transform in themultidimensional space.
Many innovative and successful applications of HoSVD for digital image processing
have been shown in the literature [1–3].
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A wide variety of techniques is already developed for noise reduction frommulti-
dimensional images: partial differential equations (PDEs), spatially varying convolu-
tion and regression, non-local techniques, transform-based techniques and methods
based onmachine learning [2, 3]. PDE-basedmethods process anisotropically noisy
images. This technique extracts and respects the edge geometry, allowing diffusion
along but not across the image edges [4, 5]. Some PDEs are obtained from the
Euler-Lagrange equations corresponding to functionals that are based on a piece-
wise constant [6] or piecewise linear [7] model for natural images. In practice, the
energy functionals are augmented with prior terms that reduce the error between
the noisy and filtered image, as per the assumed noise model [6]. In spatially
varying convolution methods, an image is convolved with a pointwise-varying,
local geometry-driven mask [8] or the local modeling of an image with low-order
polynomial function coefficients, computed by a weighted least-squares regression.
These weights are chosen based on estimates of local geometry [9] or the differ-
ence in intensity/spatial coordinate values between neighboring pixels and the one
to be filtered [10, 11]. The most recent advance in the area of local convolutions is
presented in the work [12].

In transform-domain denoising approaches, the usually small image area is
projected onto an orthonormal basis, such as a wavelet [13] or DCT [14] to yield
a set of decorrelated coefficients [15]. The smaller coefficients usually correspond
to the higher frequency components of the signal which are often dominated by
noise. To perform denoising, the smaller coefficients are modified (typically, by
“hard thresholding”), and the area is reconstructed by inversion of the transform. If
the selected areas are not overlapping, artifacts are observed around their borders
and around the edges of the image, which can be reduced by using a sliding window
and averaging the multiple hypotheses [13, 15].

In non-local techniques (NL) [2, 16], the fact that natural images often contain
areas in distant regions that are very similar to each other is used. NL-Means
obtains a de-noised image by minimizing a penalty term on the average weighted
distance between an image area and all other areas in the image, where the weights
are decreasing functions of the squared difference between the intensity values in
the areas. This yields an update rule that can be interpreted as a spatially varying
convolution with non-locally derived masks [17, 18].

The blockmatching in three dimensions (BM3D)method [19] is a combination of
non-local and transform-domain approaches which is considered the current state
of the art in image denoising. This method operates at the small areas, and for each
reference area in the image, it collects a group of similar areas (after a DCT-based
pre-filtering step), which are then stacked together to form a 3D array. The entire 3D
array is projected onto a 3D transform basis (product of DCT/biorthogonal and Haar
bases) to yield a set of coefficients which are hard-thresholded. The filtered areas
are then reconstructed by inversion of the transform. This image is then smoothed
(heuristically) with a non-local empirical Wiener filter to produce a final filtered
image.

There are also methods based on learning the transform basis from the statistics
of image features. There has been recent interest in learning over complete bases
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(also called dictionaries) [20, 18], whose inherent redundancy leads to sparser repre-
sentation of natural signals. A multi-scale variant of the KSVD algorithm (known as
MS-KSVD) learns dictionaries to represent the areas at two or more scales leading
to further redundancy [21]. This algorithm has yielded state-of-the-art performance,
on par with the BM3D algorithm [19]. The results obtained from methods, given in
[19, 21–23] are very good, but in turn they are quite complex with several selectable
parameters such as choice of bases, patch-size, transform thresholds, and similarity
measures.

In this paper, we propose a very simple and effective algorithm for 3D graphical
image filtration using HoSVD tensor decomposition. The experimental studies were
performed on a set of test 3D graphics images, containing simple geometric objects—
a sphere, a cylinder, a cone, etc.

21.2 Mathematical Description

A fundamental concept of data decomposition is to analyze, extract, and preserve the
most relevant data features and remove redundant and irrelevant information. Data
reduction linked to concepts and techniques of data compression, noise reduction as
well as feature extraction and recognition. Computed bases, learned from the input
data, may provide a better data fit, approximation and fast reconstruction of the input
data. These basic decompositions are SVD, PCA, and tensor decomposition [1].

The SVD transformation is well-known for analyzing and filtration 2D matrices
and can be used for processing of high dimensional arrays (N—dimensional arrays)
by extending the SVD analyses with tensor theory. The tensor decomposition of
N th-order tensor A ∈ RI1×I2×I3×...×IN having N indices is:

A = S × 1U
(1) × 2U

(2) ×3 . . . × NU
(N ) = S × N

n=1U
(n) (21.1)

where I1 × I2 × I3 × . . . × IN are the dimensions of the tensor A. The tensors can be
decomposed into slices and fibers by fixing all indices except one or two. A tensor
slice is a 2D matrix obtained by fixing one of the three indices in a 3rd-order tensor.

There are different types of tensor decompositions as canonical decomposition (or
parallel factor analysis model—CP), Tucker model, Tensor-Trains, etc. The higher-
order SVD (HoSVD) is a special case of Tucker decomposition obtained by adding
an orthogonality constraint to the component matrices [1, 2]. In the decomposition
Eq. (21.1), the factor matrices, U(i)’s, are the left singular vectors of each flattening
A(i). Rearranging elements of a tensor into a 2D matrix is known as unfolding
or matricization. The HoSVD is formed from the SVDs of all the tensor modal
unfoldings.

For the purpose of the presented studies, a 3D tensor A is used, formed by three-
dimensional image data, as shown in Fig. 21.1.

Using HoSVD, the 3D tensor A is transformed into 2D matrices. The core tensor
S is the equivalent of the diagonal matrix in the 2D matrix SVD, except that it is
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Fig. 21.1 Tensor decomposition of third-order tensor A ∈ RI1×I2×I3 into a core tensor S ∈
RI1×I2×I3 and unitary matrices—U (1) ∈ RI1×I1 , U (2) ∈ RI2×I2 , and U (3) ∈ RI3×I3

pseudo-diagonal. There is no strict equivalent to singular values for the matrices in
the case of three-dimensional arrays, but in spite of this, the ordered norms of the
submatrices of S can be seen as the equivalent of the singular values; moreover, the
energy of the three-dimensional array A is concentrated at the (1,1,1) corner of the
core array S.

We use the information from the matrices of the core tensor S to perform the noise
analysis in the 3D data. As SVD is used for 2Dmatrices, the HoSVD computes a core
tensor from a 3D signal tensor, and this core tensor can be manipulated for instance
through a threshold transforms. Since the HoSVD is easily invertible, the modified
core tensor permits to reconstruct an approximate tensorwhich is the de-noised tensor
of the 3D signal.

To perform the tensor decomposition, we used MATLAB tensor tools [24]. The
input 3D data for the decomposition are of size 100 × 100 × 100 and include simple
geometric objects—a sphere, a cylinder, a cone, etc.—as is shown in Fig. 21.2 in 3D
view.

After the decomposition of the input 3D tensor A, the 3 projections of the core
tensor S are shown in Fig. 21.3. Here in Fig. 21.3a, b, and c, the decompositions
of the core tensor in horizontal, vertical, and depth directions—S1, S2, and S3—are
shown, respectively.

Fig. 21.2 Input 3D sample geometric objects—sphere and cone—of size 100 × 100 × 100
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 a) S1 b) S2

c) S3

Fig. 21.3 Projections S1, S2, and S3 of the core tensor S after HoSVD decomposition. a S1, b S2,
c S3

Figure 21.4a, c, and e shows the same decompositions as the values of the first
coefficients of the transforms in the window 4 × 4 being suppressed by a factor
of 100,000, and in Fig. 21.4b, d, and f, the projections of the corresponding major
diagonals of the transforms are shown.

The graphs show that the first 4 coefficients of the decompositions (for all three
projections) contain the main part of the energy of the input image data (their order
is higher than 5 × 105). From Figs. 21.4b, d, and f, it can be seen that the rest of the
energy is concentrated in the next 30 coefficients and then periodic peaks with small
amplitude are observed, which are likely to meet the periodic noise distribution in
the graphics data.

The central idea of our approach is to reduce the data noises as is done in the 2D
SVD analysis. Let the tensorA represents the noisy signal, then compute the HoSVD,
and after that discard small singular values of A in the respective projections of the
core tensor S. It can be shown that the small singular values mainly represent the
noise, and thus, the reconstructed rank-k matrix Ak represents a filtered signal with
less noise.

To verify the assumptions, a noise reduction algorithm for multidimensional
signals, using HoSVD tensor decomposition was developed. It comprises the
following basic steps:

• construct tensor A from the input data planes X, Y, Z;
• decompose A using HoSVD tensor decomposition;
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Fig. 21.4 Projections S1, S2, and S3 of the core tensor S after suppression of the first coefficients
of the transforms

• truncate planes S1 and S2 of the core tensor—keeping the first SVDs components
in a window of size 30 × 30;

• filtrate plane S3 with adaptive LMS filter [25] of size 4 × 4 and preserve the first
SVD components in the window 4 × 4;

• compose tensor A using HoSVD.

21.3 Experimental Results

Initial verification was carried out by adding Gaussian noise with zero mean
and a small variation of deviation σ from 0.01 to 0.1. Figure 21.5a–f is visual-



21 Multidimensional Graphic Objects Filtration Using HoSVD … 261

Fig. 21.5 Noised and
filtrated parts of the surfaces
of simple graphic figures
(sphere and cone) for
different variations of σ

(0.02, 0.05, and 0.1). a σ =
0.02, b σ = 0.05, c σ = 0.1,
d σ = 0.02, e σ = 0.05, f σ

= 0.1 a) σ=0.02 

b) σ=0.05 

c) σ=0.1 

d) σ=0.02 

e) σ =0.05 

f) σ =0.1 
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ized, respectively, the incoming noised part of the surfaces of simple graphic figures
(sphere and cone), shown in Fig. 21.2, and the same part after the noise reduction
for different values of σ . The numerical results of the calculation with the developed
MATLAB program are presented in Table 21.1. The first column of the table is given
the value of the deviation, in the second are defined the planes for which the error
is calculated, and in the third to the fifth columns are given the values of the mean
square error (MSE), the normalized mean square error (NMSE), the signal-to-noise
ratio (SNR), and the peak signal-to-noise ratio (PSNR). In the last row, the same
results for noiseless surfaces are given.

The results obtained show that the quality of the reconstituted signal in the different
planes and in a total of the 3D signal are excellent. The average peak signal-to-noise
ratio ranged from 26 to 50 dB. The best results are obtained with a 0.01 deviation.
For these values, the noise is noticeably low and possibly resembles the noise of the
surface scan. For larger values of the deviation, the noise predominates visually over
the data and does not correspond to the character of the noise we are exploring. For
smaller values of σ , the noise is practically invisible.

The results after processing the same part of the surfaces without adding noise
shows that the values for SNR and PSNR are about 113.592 dB and 78.3683 dB,
respectively.

21.4 Conclusion

A new approach for multidimensional image filtration using HoSVD tensor decom-
position is presented. The experimental studies were performed on a set of test 3D
images of size of 100 × 100 × 100, containing simple geometric objects—a sphere,
a cylinder, a cone, etc. After that, random noise with different dispersion is added
on it and the low-frequency part of the decomposition matrices U and S is filtered.
Since the HoSVD is easily invertible, the modified core tensor permits to reconstruct
an approximate tensor which is the de-noised tensor of the original 3D image.

The results obtained of filtered images show that the quality of the restored images
in the different planes and in a total of the 3D image, are excellent. The average peak
signal-to-noise ratio for different samples is ranged from 28 to 50 dB (Tables 21.1
and 21.2).
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Table 21.1 Filtration results of graphics figure sphere

Deviation Plane MSE NMSE SNR, dB PSNR, dB

1. σ = 0.01 X 0.78856e-004 0.00031547 42.878 48.8989

Y 3.46413e-006 0.00014135 48.497 54.6041

Z 0.000027148 0.000151802 45.9894 48.9569

XYZ 9.68817e-006 0.000190645 45.3664 50.1376

2. σ = 0.02 X 1.28856e-004 0.00051547 32.878 38.8989

Y 3.46413e-005 0.00014135 38.497 44.6041

Z 0.000127148 0.000251802 35.9894 38.9569

XYZ 9.68817e-005 0.000290645 35.3664 40.1376

3. σ = 0.03 X 0.000276378 0.00110562 29.5639 35.585

Y 7.16357e-005 0.00029230 35.3417 41.4487

Z 0.000290176 0.000574662 32.4059 35.3734

XYZ 0.00021273 0.00063819 31.9505 36.7217

4. σ = 0.04 X 0.000485096 0.00194057 27.1207 33.1417

Y 0.000131961 0.00053845 32.6885 38.7956

Z 0.00052463 0.00103897 29.834 34.1957

XYZ 0.000380562 0.00114169 29.4245 34.1957

5. σ = 0.05 X 0.000801392 0.00320588 24.9405 30.9616

Y 0.000196046 0.00079994 30.9694 37.0764

Z 0.000779686 0.00154408 28.1133 31.0808

XYZ 0.000592374 0.00177712 27.5028 32.274

6. σ = 0.06 X 0.00123166 0.00492711 23.0741 29.0951

Y 0.000290671 0.00118605 29.259 35.366

Z 0.00115263 0.00228266 26.4156 29.3831

XYZ 0.000891653 0.00267496 25.7268 30.498

7. σ = 0.07 X 0.00148095 0.00592439 22.2736 28.2946

Y 0.000423227 0.00172694 27.6272 33.7343

Z 0.00162103 0.00321028 24.9346 27.9021

XYZ 0.00117507 0.00352521 24.5282 29.2994

8. σ = 0.08 X 0.00211623 0.00846576 20.7233 26.7444

Y 0.00051796 0.00211348 26.75 32.857

Z 0.00210109 0.00416099 23.808 26.7755

XYZ 0.00157843 0.00473528 23.2465 28.0178

9. σ = 0.09 X 0.00245682 0.00982826 20.0752 26.0963

Y 0.000669938 0.00273362 25.6326 31.7397

Z 0.00264597 0.00524006 22.8066 25.7741

XYZ 0.00192424 0.00577273 22.3862 27.1574

(continued)
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Table 21.1 (continued)

Deviation Plane MSE NMSE SNR, dB PSNR, dB

10. σ = 0.1 X 0.00311407 0.0124575 19.0457 25.0667

Y 0.00087796 0.00358243 24.4582 30.5653

Z 0.00332735 0.00658946 21.8115 24.779

XYZ 0.00243979 0.00731938 21.3553 26.1265

Table 21.2 Filtration results for graphics figure cone

Deviation Plane MSE NMSE SNR, dB PSNR, dB

1. σ = 0.01 X 3.25552e-005 8.55225e-005 40.6792 46.6342

Y 7.65009e-006 2.05028e-005 46.8819 52.9237

Z 3.24116e-005 4.29983e-005 43.6655 46.6534

XYZ 2.42057e-005 4.8168e-005 43.1724 47.9212

2. σ = 0.02 X 0.000127806 0.000335747 34.7399 40.6948

Y 3.00338e-005 8.04926e-005 40.9424 46.9843

Z 0.000139163 0.000184619 37.3372 40.3251

XYZ 9.90012e-005 0.000197007 37.0552 41.804

3. σ = 0.03 X 0.000286224 0.00075191 31.2383 37.1933

Y 7.03314e-005 0.00018849 37.2471 43.2889

Z 0.000308927 0.000409833 33.8739 36.8618

XYZ 0.000221828 0.000441426 33.5514 38.3002

4. σ = 0.04 X 0.00052866 0.00138879 28.5736 34.5286

Y 0.000134658 0.00036089 34.4262 40.4681

Z 0.000535382 0.000710256 31.4859 34.4737

XYZ 0.000399567 0.000795118 30.9957 35.7445

5. σ = 0.05 X 0.000843453 0.00221575 26.5448 32.4998

Y 0.000191674 0.00051369 32.8929 38.9347

Z 0.000842021 0.00111705 29.5193 32.5071

XYZ 0.000625716 0.00124514 29.0478 33.7966

6. σ = 0.06 X 0.00119847 0.00314837 25.0191 30.9741

Y 0.000274066 0.000734517 31.34 37.3818

Z 0.00113827 0.00151007 28.21 31.1979

XYZ 0.000870269 0.00173179 27.615 32.3638

7. σ = 0.07 X 0.00158135 0.00415419 23.8151 29.7701

Y 0.000371395 0.000995363 30.0202 36.062

(continued)
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Table 21.2 (continued)

Deviation Plane MSE NMSE SNR, dB PSNR, dB

Z 0.0016655 0.00220951 26.557 29.5449

XYZ 0.00120608 0.00240004 26.1978 30.9466

8. σ = 0.08 X 0.00205176 0.00538998 22.6841 28.6391

Y 0.000567533 0.00152103 28.1786 34.2205

Z 0.00221929 0.00294418 25.3104 28.2982

XYZ 0.00161286 0.00320952 24.9356 29.6844

9. σ = 0.09 X 0.00262382 0.00689277 21.6161 27.571

Y 0.000717359 0.00192257 27.1612 33.203

Z 0.00266177 0.00353119 24.5208 27.5087

XYZ 0.00200098 0.00398186 23.9991 28.7479

10. σ = 0.1 X 0.00317324 0.00833609 20.7904 26.7453

Y 0.000899241 0.00241003 26.1798 32.2216

Z 0.00340352 0.00451523 23.4532 26.4411

XYZ 0.002492 0.00495896 23.0461 27.7949
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