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Preface

The proceedings include papers presented at the International Conference on Urban
Intelligence and Applications (ICUIA) held in Taiyuan, China, during August 14–16,
2020. This conference series provided an international forum to present, discuss, and
exchange innovative ideas and recent developments in the fields of computer science,
computational geography, and management. The proceedings provide new advance-
ments in theories and inspiring applications to scholars, industry leaders, policymakers,
and administrators on the current issues and solutions to support the integration of
artificial intelligence into modern urban life and to advance the design and imple-
mentation of intelligent utilization and management of city assets.

The ICUIA 2020 proceedings include four themes: Technology and Infrastructure
for Urban Intelligence, Community and Wellbeing of Smart Cities, Smart Mobility and
Transportation, and Security, Safety, and Emergency Management, which are well
balanced in content and created an adequate discussion space for trendy topics. Each
paper was carefully reviewed by three or more Technical Committee members and the
acceptance was based on the revelance to the conference themes, the novelty of the
ideas, soundness of the proposed method, and the completeness of the paper. The final
acceptance rate is 21%. Unfortunately, due to the COVID-19 pandemic, the conference
had to cancel many onsite programs such as industrial exhibits. All presentations were
moved online and conducted virtually using Zoom as well as pre-recorded videos
considering the large time difference among authors and audiences. There were 26
presentations that brought about a great opportunity to share their recent research
findings. Most presentations inspired discussions and the virtual interactions were
surprisingly well.

Efforts taken by peer reviewers contributed to improving the quality of papers,
which provided constructive critical comments. Comments to the submitted papers are
greatly appreciated. We are very grateful to the Organizing Committee members,
Technical Committee members, session chairs, volunteers, and colleagues who self-
lessly contributed to the success of this conference. Also, we thank all the authors who
submitted papers, ensuring that the conference turned out to be a success. It was their
dedication to science and technology and passion for openly communicating with
attendees that truly made this event fruitful and memorable.

October 2020 Xiaohui Yuan
Mohamed Elhoseny

Jianfang Shi



Organization

General Conference Chairs

Sos Agaian City University of New York, USA
Xiaohui Yuan University of North Texas, USA
Jinshan Tang Michigan Technological University, USA

Program Committee Chair

Mohamed Elhoseny Mansoura University, Egypt

Publication Chairs

Lichuan Gu Anhui Agricultural University, China
Baofu Fang Hefei University of Technology, China

Special Session Chairs

Runmei Zhang Anhui Jianzhu University, China
Xiaojing Yuan University of Houston, USA
Zhenchun Wei Hefei University of Technology, China

Publicity Chairs

Qiang Lu Hefei University of Technology, China
Yu Liang The University of Tennessee at Chattanooga, USA
T. G. Basavaraju Government S.K.S.J. Technology Institute, India
Surapong

Auwatanamongkol
National Institute of Development Administration,

Thailand

Outreach Chair

Tian Chen Hefei University of Technology, China

Finance Chair

Yuqi Fan Hefei University of Technology, China

Local Organization Chairs

Jianfang Shi Taiyuan University of Technology, China
Jianxia Liu Taiyuan University of Technology, China



Technical Program Committee

Alfredo Cuzzocrea ICAR-CNR, University of Calabria, Italy
Amit Singh NIT Patna, India
Angelin Gladston Anna University, India
Anurag Tiwari University of Petroleum and Energy Studies, India
Asif Baba Tuskegee University, USA
Bhushan Patil Rajiv Gandhi Institute of Technology, India
Bouarara Hadj Ahmed GeCoDe Laboratory, Algeria
Dana Petcu West University of Timisoara, Romania
Danda B. Rawat Howard University, USA
Deze Zeng University of Aizu, Japan
Farooq Aftab University of Science and Technology, China
Francesca Lonetti CNR-ISTI, Italy
Hejun Wu Sun Yat-sen University, China
Iraklis Varlamis Harokopio University, Greece
Jianguo Liu University of North Texas, USA
Jinoh Kim Texas A&M University, USA
Li Huafeng Kunming University of Science and Technology, China
Luz Abril Torres-Méndez Cinvestav-IPN, Mexico
Manisha Vohra Rajiv Gandhi Institute of Technology, India
Manuel Cardona Universidad Don Bosco, El Salvador
Massimo Mecella Sapienza University of Rome, Italy
Mohamed Elhoseny Mansoura University, Egypt
Narinder Kumar Bhasin Amity University Noida, India
Peng Zhang Stony Brook University, USA
Pengcheng Zhang Hohai University, China
Ponnalagu Nagarajan Birla Institute of Technology and Science, India
Pradeep Kumar Singh JayPee University of Information Technology, India
Qiang Chen Hefei University of Technology, China
Qing Yang University of North Texas, USA
Seng Loke La Trobe University, Australia
Shankar K. Kalasalingam Academy of Research and Education,

India
Shigeng Zhang Central South University, China
Siba K. Udgata University of Hyderabad, India
Siobhan Clarke Trinity College Dublin, Ireland
Sundeep Narravula Electronic Arts, USA
Surapong

Auwatanamongkol
National Institute of Development Administration,

Thailand
Thippa Reddy Gadekallu Vellore Institute of Technology, India
Traian Marius Northern Kentucky University, USA
Xiao Liu Deakin University, Australia

viii Organization



Xiaoliang Wang Virginia State University, USA
Yantao Li Chongqing University, China
Yingying Li Anhui Jianzhu University, China
Zehua Chen Taiyuan University of Technology, China

Organization ix



Contents

Technology and Infrastructure

Multi-scale Graph Convolutional Neural Network for Object Recognition
from Point Cloud Data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Qiang Lu, Chao Chen, Jinfeng Teng, Chunyuan Zhang, Yi Huang,
and Shanli Xuan

Semi-global Alignment of Range Videos . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Jiancheng Li, Xuan Guo, and Xiaohui Yuan

Label Distribution Learning-Based Semantic Retrieval Model
on Knowledge Graph. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Chao Wang, Ning Sun, Jiajun Zhang, Yingchun Xia,
and Lichuan Gu

An Improved Local Binary Descriptor Based Polar Gridding
for Rotation Change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Jinqin Zhong, Yingying Li, Qianqian Wang, Liang Zhang,
and Yan Hu

A Task-Aware Network for Multi-task Learning . . . . . . . . . . . . . . . . . . . . . 47
Abolfazl Meyarian, Xiaohui Yuan, Borna Rahnamay Farnod,
Jianfang Shi, and Jianxia Liu

Data Mining Technology in Detection and Identification of Bad Data
in Power System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Honghai Wang

Community and Wellbeing

An EEMD-IVA Approach to Removing Muscle Artifacts from the
Electroencephalogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Qiang Chen and Yingying Li

Recommendation Based on Attention Degree and Entropy . . . . . . . . . . . . . . 74
Fei Li, Mengyao Wang, Caifeng Ye, Hui Wang, Chao Wang,
Jun Jiao, Nengfeng Zou, Aiwen Chen, and Lichuan Gu

Point Set Registration of Large Deformation Using Auxiliary Landmarks. . . . 86
Amar Maharjan and Xiaohui Yuan



Model-Based Intelligent Non-linear Signal Recognition for Gearbox
Condition Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Hanxin Chen, Lang Huang, Yuzhuo Miao, Qi Wang, Liu Yang,
and Yao Ke

Brain Tumor Segmentation Algorithm Based on Attention Mechanism
and Hybrid Cascaded Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Yitong Li

Planning and Design of Distributed Power Grid Based
on Weed Algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Jieyun Zheng, Chao Xun, Xiangjing Qiu, Shicheng Huang,
and Chao Huang

Classroom Engagement Evaluation Using Multi-sensor Fusion with a 180�

Camera View . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Ramya Sri Gadaley, Prakash Duraisamy, James Van Haneghan,
and Steve Jackson

Mobility and Transportation

Urban Scene Recognition via Deep Network Integration . . . . . . . . . . . . . . . 135
Zhinan Qiao, Xiaohui Yuan, and Mohamed Elhoseny

Simulation of Ship Path Prediction and Remote Control Based on UE4
Next Generation Rendering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

Mingsheng Huang and Huawen Zhang

Highway Network Traffic Survey Point Layout Planning Method Based
on Machine Learning-Optimization Hybrid Algorithm . . . . . . . . . . . . . . . . . 159

Liting Shi

Measurement and Empirical Analysis of Hangzhou Smart City
Development Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

Lingchen Liu

Boundary Enhanced Network for Improved Semantic Segmentation . . . . . . . 172
Chengyuan Zhuang, Xiaohui Yuan, and Wencheng Wang

Recent Advances of Generic Object Detection with Deep Learning:
A Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Xin Li, Yingying Li, and Shushu Li

xii Contents



Security, Safety, and Emergency Management

Sentiment Analysis of Chinese Agricultural News Based
on the JST Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

Chao Wang, Hui Wang, Caifeng Ye, Jiale Gao, Fei Li, and Lichuan Gu

Target Track Recognition from Few-Labeled Radar Data with Outliers . . . . . 206
Yuqi Fan, Guangming Shen, Xiaohui Yuan, and Juan Xu

Time-Delay Rotor Control via Linear Quadratic Regulator . . . . . . . . . . . . . . 215
Juan Xu, Yang Zhao, Zhanfeng Xu, and Benhong Zhang

Application Research of RFID Information in the Era of Internet
of Things . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

WenHua Zhang, Lei Xu, and HongGang Liu

Analysis of Investment Risk Assessment Model of Financial Institutions
Under Economic Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

Ke Zhao

Agricultural Products Risk Assessment Model Based on Enhanced RNN . . . . 241
Zihao Zhao, Jian Li, Xianzhang Shi, Aiwen Chen, Jiale Gao, Jun Jiao,
Chao Wang, and Lichuan Gu

Environmental Monitoring of Communication Base Station Based
on Zigbee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

Jingliang Wang and Tiancheng Zhu

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263

Contents xiii



Technology and Infrastructure



Multi-scale Graph Convolutional
Neural Network for Object Recognition

from Point Cloud Data

Qiang Lu1,2,3(B), Chao Chen2, Jinfeng Teng2, Chunyuan Zhang2, Yi Huang2,
and Shanli Xuan2

1 Key Laboratory of Knowledge Engineering with Big Data, Ministry of Education,
Hefei University of Technology, Hefei 230009, China

luqiang@hfut.edu.cn
2 School of Computer and Information, Hefei University of Technology,

Hefei 230009, China
3 Anhui Province Key Laboratory of Industry Safety and Emergency Technology,

Hefei 230009, China

Abstract. How to make robots understand the point cloud data which
is collected from the 3D sensor and complete the recognition has become
a hot research direction in recent years. In this paper, we propose a new
approach to improve the critical robotic capability, semantic understand-
ing of the environment (i.e., 3D object recognition). The convolutional
neural network (CNN) method has a very good recognition result in
the 2D image domain, but it has certain difficulty in applying irregular
and unordered 3D point clouds data. The network for point cloud data
generally uses the convolution to realize the extraction of point cloud
features by finding the neighborhood features on the point set. Due to
the different neighborhood scales caused by the irregularity of 3D point
cloud data, we propose a CNN structure that combines multi-scale fea-
tures. By finding multiple neighborhoods of the point set and establishing
local graph extraction features, the stable expression of the local neigh-
borhood is obtained. At the same time, the key point calibration method
is added, so that the network can dynamically focus on key point features
to improve the recognition result. In a series of analytical experiments,
we demonstrate competing results that demonstrate the effectiveness of
the network structure.

Keywords: 3D recognition · Point clouds · Deep learning

1 Introduction

Smart city has become one of the main application scenarios for Internet of
Things. Artificial intelligence technologies, e.g., autonomous robots, have played
an important role in smart city. Autonomous robots must be able to sense
objects in unknown environments during operation. So 3D object recognition

c© Springer Nature Singapore Pte Ltd. 2020
X. Yuan et al. (Eds.): ICUIA 2020, CCIS 1319, pp. 3–17, 2020.
https://doi.org/10.1007/978-981-33-4601-7_1
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is an important ability for autonomous robots. Point clouds have become a com-
mon choice for input data form because of popularization of 3D point cloud
acquisition equipment. However, the ability of semantic understanding of the
environment for autonomous robots needs to be further improved.

With the development of deep learning in recent years, more and more deep
networks have been applied to process 3D data such as voxels [1,2,7,18,21,29,
33], point clouds [3,5,11,13,14,16,20,22–24,26–28,30,31] and multi-views [17,
25]. The organization of point clouds data is more dense, and it has certain
advantages in application scenarios that are more concerned with the surface
information of objects. At the same time, the source of point cloud data is more
extensive, and the original data form obtained by most commonly used 3D scene
scanning devices [32] is point clouds.

Applying CNN to point clouds data for recognition tasks needs to solve the
problem of irregularity and unorder of point clouds. The network should be
able to extract effective features in irregular points and have some invariance
to the input order and rigid transformation. Therefore, we focus on point cloud
data and propose a multi-scale Graph Convolutional Neural Network (MGCNN),
which uses local graph structure to capture local neighborhood features in point
cloud data to complete 3D object recognition task based on point cloud data.
Compared with the previous work, we designed a multi-scale feature extraction
structure for the irregularity of the point clouds. The network finds multiple
neighborhoods at the same point, and effectively combines the neighborhood
features to obtain the expression of the structural features around the point,
ensuring stable performance for regional networks with different densities. At the
same time, considering that the downsampling will cause the loss of information,
but keeping the number of points is also easy to make the network difficult to
capture effective features. We calculate a set of weights to dynamically calibrate
the key points in the point cloud, and guide the network to focus on points
that are more responsive to object features, and correspondingly suppresses the
redundant feature points to further improve the recognition result. Through
comparative experiments on public data sets, our network has achieved better
recognition result than existing work, proving the advantages of our network
structure.

The key contributions of our work are as follows:
(1) We analyze and summarize the shortcomings of existing networks to

extract neighborhood features on irregular point cloud data.
(2) For the irregularity of point clouds, we propose a method for extracting

features by combining multi-scale neighborhoods, and design the corresponding
network structure to improve the ability of the network to extract neighborhood
features.

(3) We use key point calibration methods to dynamically increase or lower
features of points in point clouds to guide the network to autonomously capture
points with representative information to improve recognition result.
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Through experiments, we find the most suitable multi-scale neighborhood
combination, and analyze the influence of neighborhood scale on the recognition
result, and also prove the effectiveness of our network structure.

The rest of this paper is organized as follows: Sect. 2 reviews related work
about deep learning on 3D point clouds and graphs. Section 3 introduces the
structure of our model. Section 4 presents the experimental results of our model.
Finally, the paper is concluded in Sect. 5.

2 Related Work

The research on 3D object recognition based on point clouds data is roughly
divided into two thoughts. One thought is to extract features separately from
each independent point in the point clouds. The other thought is to construct
the local graph structure in the point clouds and use the spectral graph theory
for feature extraction.

In terms of feature extraction of independent points, Qi et al. first proposed
PointNet [20] and PointNet++ [22]. They use multi-layer perceptron(MLP) on
point clouds to learn a global feature vector describing point clouds for identi-
fying tasks. The key idea is to apply a order-independent symmetric function
to 3D coordinates. Although they have achieved great results in point clouds
analysis tasks, PointNet handles each point individually, actually learning the
mapping from 3D coordinates to potential features without using local geometry
structure. In the follow-up work, Qi et al. proposed an improved network Point-
Net++, which captures the geometric features of local point sets and aggregates
them hierarchically for features learning. Benefit from the local features extrac-
tion structure, PointNet++ achieves better results than previous methods in
multiple point clouds analysis benchmarks. However, PointNet++ still handles
individual points in a local point set independently, regardless of the relationship
between points. These two networks are limited by the unordered and irregular
features of point clouds, and do not take into account the structural features of
objects within a neighborhood.

In addition to symmetry function to ensure the independence between the
network output and the input order of the point clouds, building graph struc-
ture on the point clouds and using graph convolution to extract point clouds
features have gradually become the hot research direction. The neural network
on the graph was first proposed by Bruna [3]. It defines the Fourier transform
on the graph in the spectral domain, and uses the spectral theory to extract the
features of the graph through the Laplacian matrix and feature vectors, thereby
defining the convolution operation on the graph. In the spatial domain, Niepert
et al. [19] construct a neighborhood subgraph by selecting nodes, normalize the
subgraph structure to obtain convolution slices, and then use the convolution
structure to operate each slice to extract feature vectors. The appearance of
graph convolution makes it possible to apply convolutional neural networks on
data of non-matrix structures.
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In terms of feature extraction for point clouds construction graph structure,
Wang et al.’s DGCNN [27] proposed a new feature extraction operation Edge-
Conv, which replaces the common convolution operation in PointNet. EdgeConv
not only focuses on the features of the independent point itself, but also captures
the local structure by calculating the edge features between the point and its
surrounding neighbors. Based on spectral theory, Te et al. proposed RGCNN
[24], considering features of points in point clouds as signals on the graph, and
using Chebyshev polynomial approximation to define the convolution on the
graph to better extract the local graph structure features. RGCNN create global
graph on the whole point set to describe overall structure, but compared to the
subgraph structure in the local domain, the calculation amount and parame-
ter amount of the global graph are larger, and it is easier to lose local details.
Similarly, based on PointNet++, Wang et al. used spectral theory to improve
the network and construct a local spectral graph convolutional neural network
SpecGCN [26]. The network build local subgraphs and proposes a new pooling
strategy, which allows the network to retain multiple separate features in a local
graph structure to reduce the loss of effective features caused by max pooling.
The design idea of SpecGCN are advanced, but the effect of the new pooling
strategy on experimental performance is not outstanding.

Fig. 1. Structure of MGCNN.

3 The MGCNN

For 3D object recognition of point clouds data, we design and build a convolu-
tional neural network MGCNN using point clouds as input, as shown in Fig. 1.
Next, we will elaborate our methods in four aspects.
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3.1 The Structure of MGCNN

As mentioned above, point clouds has two features of disorder and irregularity.
The network needs to extract order-independent structural features from the
point clouds and effectively apply it on irregular data. Based on spectral theory
[3,4,10], MGCNN uses local graph convolution structure to extract the invariant
features from unordered point set. Combined multi-scale domain perception and
attention mechanism, so that the network can focus on the representative feature
structure and has great recognition result on irregular data. MGCNN draws on
the basic structure of PointNet. By constructing multi-scale graph structures in
the local neighborhood and calculating features of the signal on the graph by
convolution, MGCNN improve the inadequacy that the relationship between the
pairs in the neighborhood is not considered in PointNet. In addition, considering
that MGCNN does not perform downsampling, the number of points in the
point clouds remains unchanged. Therefore, we add a dynamic attention module
to highlight points with representative features in the point clouds. It makes
network pay more attention to these representative points to further improve
the recognition accuracy.

3.2 The Spatial Transformation Module

The idea of network autonomous learning spatial transformation for input was
first proposed by Max et al. [9], which is used to rotate the 2D image data to
make the network obtain better results. PointNet extends it to 3D point clouds
data, using a subnetwork named T-net to learn the 3D transformation matrix
for transform alignment of the input point clouds to ensure that the network
receives an input at the best angle. The STM in MGCNN is similar to the T-net
subnetwork in PointNet. The STM receives the original point clouds input and
obtains a feature vector sizeof 256 describing the input through three layers of
1 1 convolutional layer and two layers of fully connected layers. Then, using a
matrix sizeof 256 3 3 that can be learned to multiply the feature vector, we can
obtain the transformation matrix used for spatial transformation, and apply it
to the input point clouds to obtain the converted point clouds.

3.3 The Multi-scale Feature Fusion Module

For the irregular data of the point clouds, the network wants to effectively cap-
ture the local structural features. First, it needs to determine the neighborhood
of a point, and the local structure can be further extracted after the neighbor-
hood is divided. Commonly used point clouds neighborhood selection methods
are k-NN and Ball Query, as shown in Fig.2. Obviously, the former defines the
number of points in the domain, and the latter defines the range of the neighbor-
hood. Therefore, the advantage of k-NN is that the number of points in each field
is fixed. When using CNN for processing, it is convenient to determine the size
of each dimension of the tensor, which is convenient for uniformly processing all
neighborhoods. However, the disadvantage is that the irregularity of the point
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Fig. 2. Examples of two neighborhood point selection methods.

clouds data makes the size of each neighborhood different. Fixing the feature
scale of each neighborhood is the advantage of Ball Query, but the irregularity
of point clouds causes another problem, that is, there is no guarantee that there
will be an ideal number of points under the set radius. Usually, if the number of
points in the neighborhood is greater than or equal to n, the number of points
in local region used by network, take the first n points, otherwise use the center
point to make up. This results in the loss of features in some neighborhoods,
while the features in some areas are redundant.

Considering the shortcomings of the existing neighborhood selection meth-
ods, MGCNN designed the multi-scale features fusion module (MFFM). The
module uses k-NN to select neighborhood points, but the difference is that
multiple k values are set in the same layer of network to select different scale
neighborhoods, and finally multi-scale features are combined to obtain the opti-
mal representation of a neighborhood, as shown in Fig. 3. The MFFM module
designs three branch structures for the input, and the k values set in each branch
structure are different, namely k1, k2, and k3, which are used to extract local
neighborhood structure features of different scales. MFFM extracts multi-scale
neighborhoods through multi-branch design, which effectively compensates for
the shortcomings of applying the k-NN method to select neighborhood points
on irregular point clouds, and unifies the receptive field of the network at each
point. At the same time, the multi-branch design enriches the neighborhood
information that the network can perceive, and further integrates the multi-
scale features through the average pooling method to help the network capture
the effective neighborhood structure features and improve the effect for point
clouds recognition.
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Fig. 3. The structure of MFFM.

3.4 The Key Point Calibration Module

As mentioned above, our network do not perform the downsampling operation,
it means that the number of points in the point clouds remains unchanged during
the training. On the one hand, downsampling will destroy the topological struc-
ture of the point clouds, causing partial loss of point clouds information, which
is not conducive to extract local features. On the other hand, the convolution
operation has converging effects. After constructing a local graph for neighbor-
hood feature extraction, the generated feature vector represents a neighborhood
structure. Continue to construct the graph structure to extract feature, and the
range of the original point clouds structure represented by features of each point
is gradually expanded. However, not all features of each point in the point clouds
have the same effect for recognition result. We hope that the network will focus
on the key points that can reflect the overall structure of the point clouds in
the process of extracting features. Therefore, the key point calibration module
(KPCM) is added to guide the network to focus on the key point features that
better reflect the overall structure of the point clouds.

As shown in Fig. 4, The KPCM calibration operation is somewhat similar
to the feature recalibration technique [8], but the difference is that KPCM is
uniformly weighted for all channels of each point, while the feature recalibration
technique is for weighting between multiple feature channels. In simple terms,
the calibration of the KPCM acts on the point dimension, while the weighting
of the feature recalibration acts on the feature channel dimension. If analogous
to a 2D image, the role of KPCM is to highlight representative pixels points.
The input point clouds enters KPCM and first performs a Reshape operation for
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Fig. 4. The structure of KPCM.

subsequent convolution operations. Thereafter, the features of each channel are
gradually merged using the 1 1 convolution operation. After convolution, KPCM
maps the feature vectors of each point to a value that is used to indicate how
important the network considers the feature of the point. Finally, through the
element-wise quadrature operation, the weight of each point is applied to the
entire feature vector of the point to complete the calibration of the key points.

KPCM enables the network to independently select the set of points of inter-
est without using the downsampling operation to ensure that the information
in the point clouds is not lost. KPCM effectively utilizes the multi-scale sensing
capability brought by MFFM, highlights the set of points useful for identifying
tasks in each layer, and suppresses the point features whose contribution is not
obvious, so that the network can obtain better recognition result.

4 Experiments

The experiment uses the same point clouds dataset as PointNet, which is gen-
erated by Qi et al. [20] using the ModelNet40 dataset.

4.1 MGCNN Performance Evaluation on ModelNet

For point clouds, we select several representative 3D object recognition net-
works to compare the recognition result with MGCNN. The comparison results
is shown in Table 1.

(1) Compared to voxel-based methods, MGCNN has a 1.5% improvement in
accuracy compared to VRN and an increase of 9.8% compared to VoxNet.
Compared to the limited-resolution voxel data, point clouds data has a
tighter organization structure, so that the network does not need to pay
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Table 1. Recognition accuracy of each network model on ModelNet40.

Model Input Data augmentation Accuracy (%)

MGCNN Point clouds, 1K single angle 92.8

PointNet [20] Point clouds, 1K single angle 89.2

PointNet++ [22] Point clouds, 1K single angle 90.7

SpiderCNN [30] Point clouds, 1K+Normal single angle 92.4

A-CNN [12] Point clouds, 1K single angle 92.6

DGCNN [27] Point clouds, 1K single angle 92.2

PointConv [28] Point clouds, 1K single angle 91.5

SRN-PointNet++ [5] Point clouds, 1K single angle 92.5

RGCNN [24] Point clouds, 1K single angle 90.5

PAT [31] Point clouds, 1K single angle 91.7

DPAM [16] Point clouds, 1K single angle 91.9

FPConv [15] Point clouds, 1K single angle 92.5

AdvectiveNet [6] Point clouds, 1K single angle 92.8

Point2Sequence [16] Point clouds, 2K single angle 92.6

PAT [31] Point clouds, 1K single angle 91.7

SpecGCN [26] Point clouds, 1K+Normal single angle 91.8

VoxNet [18] Voxel, 323 vertical, 12 angle 83.0

VRN [2] Voxel, 323 vertical, 24 angle 91.3

MVCNN [21] Multi-view 80 angle 90.1

attention to redundant spatial units, so as to better capture useful informa-
tion in the data. At the same time, due to the structural design for disorder
and irregularity of point clouds, MGCNN has input invariance to the origi-
nal data, so it can achieve great recognition result without multi-angle data
augmentation.

(2) MGCNN improves recognition accuracy by 2.7% compared to MVCNN with
multiview. MVCNN uses a 2D image convolution network to synthesize
multi-angle views of the same object into one feature descriptor to complete
3D recognition, which not only has high requirements of input, but also does
not capture the 3D structure of the object. The MGCNN uses point clouds
data with 3D information to effectively capture the structural features of
the object without additional augmentation, thereby better accomplishing
the task of 3D object recognition.

(3) Compared with the point clouds based method, MGCNN achieved the best
recognition result under the premise of 1K points as input. Benefit by
the use of graph structure in local neighborhoods to represent local fea-
tures, MGCNN has obvious advantages among PointNet, PointNet++ and
SpiderCNN with independent extraction point features, and the accuracy
rates are respectively increased by 3.6%, 2.1% and 0.6%. There is not
much improvement compared to SpiderCNN because SpiderCNN addition-
ally uses normal information to extract the trend of the point clouds surface,
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Fig. 5. Confusion matrix of recognition result by four networks.

while MGCNN focuses on extracting structural features, so normal informa-
tion is not used. Compared with other networks that use graph structures,
MGCNN also has certain advantages. Benefit by the role of MFFM and
KPCM, MGCNN has a 0.6% advantage over DGCNN. Based on the Point-
Net++ structure, SpecGCN proposes a new pooling strategy. The idea of
retaining multiple valid features in a neighborhood is very attractive, but in
practice how to determine the validity of the feature and sort the multiple
features is still room for improvement. In contrast, MGCNN’s recognition
accuracy increased by 1%.

Fig. 6. Partial model example of wardrobe and Xbox in ModelNet40. The upper part
is wardrobe category, and the lower part is Xbox category.

Figure 5 shows the confusion matrix for several network recognition result on the
ModelNet40, where the vertical axis represents the real label category and the
horizontal axis represents the network prediction label category. It can be seen
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that the four networks can correctly identify most objects, but in comparison, the
MGCNN confusion matrix has a darker color on the diagonal, and the color of the
position other than the diagonal is more uniform, which proves that MGCNN has
the best recognition result. At the same time, it is observed in the experimental
results that the last two categories are easily confused by the network. The
corresponding categories in ModelNet40 are Xbox and wardrobe, and the model
representation is shown in Fig. 6. It can be seen that the models of these two
categories are mostly cuboids with high similarity. The difference is mainly due
to the small structure of the surface, such as the handle of the wardrobe and the
surface opening of the Xbox. Figure 5 shows the corresponding position in the
confusion matrix. It can be clearly seen that MGCNN has the best recognition
result in the last two categories compared to the other three networks, which
proves that MGCNN can effectively capture and distinguish the small structural
differences of point clouds.

We iterated 100 times during the training process and plotted the curve of
the recognition accuracy of the four networks, as shown in Fig. 7. It can be
seen that at the beginning of the training, the recognition accuracy of MGCNN
rises steadily at the fastest speed, and the oscillation amplitude is the smallest
compared with the other three networks. Then, as the learning rate decreases,
the accuracy of each network slows down the speed of improvement. Among
them, MGCNN always maintains the minimum amplitude oscillation and the
best recognition result, which proves that MGCNN is stable and effective in
extracting features of point clouds. After the training, MGCNN achieved the
best recognition accuracy, which fully proved that MGCNN has good recognition
performance for disordered and irregular point clouds data.

Fig. 7. Recognition accuracy curve of four networks.
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Fig. 8. The network performance curve with k of different ways to build graph.

4.2 The Structure Assessment of MGCNN

Furthermore, in order to determine the best multi-scale combination, we compare
the recognition performance of networks with multiple neighborhood scales k,
and draw two curves under static and dynamic construction of local graph, as
shown in Fig. 8. The static construction method means that the neighborhood of
each point is determined according to the distance between the pairs of points in
the original point cloud, and will not change along with the change of the point
features. The dynamic construction method updates the distance between the
points along with the change of point features, thereby dynamically calculating
the new neighborhood points. MGCNN uses static method to build local graphs,
as can be seen from Fig. 8, the static method at multiple neighborhood scales k
has certain advantages over the dynamic method, and the network recognition
accuracy is higher, indicating that the way of static construction is better on the
recognition task. At the same time, it can be noted that the recognition result
of the network is not linear growth with the increase of the k value. There are
two maximum points, which are obtained at k = 12 and k = 24. When the value
of k is small, there are too little neighborhood information for the network to
calculate, and it is difficult to capture effective local structurt features. When k is
large, the network loses more information due to the maximum pooling strategy,
and it is difficult to represent excessive neighborhood information. Under the
maximum pooling strategy, the existence of the maximum value can guarantee
the size of network’s receptive field and the expression ability of features vector
is suitable.

When the neighborhood scale k = 4, the recognition accuracy of the network
is not high, because the receptive field is too small, but it is worth noting that
the nearest neighbor point may have a greater impact on local features, and
through multi-scale fusion we can effectively avoid the problem of limited of
receptive field. Figure 9 shows the recognition result of the network under the
combination of multiple scale neighborhoods. It can be seen that the multi-scale
neighborhood feature fusion has obvious advantages over the single scale, which



Multi-scale Graph Convolutional Neural Network 15

Fig. 9. Recognition accuracy of networks with different combinations of k.

proves the validity of the MFFM we proposed. According to the experimental
results, we select three neighborhood scales that k = 4, 12, 24 to extract and fuse
multi-scale neighborhood features.

5 Conclusion

MGCNN applies a multi-branch structure for extracting neighborhood graph
structure features of different scales to compensate for the shortcomings of com-
monly used neighborhood selection methods. At the same time, the network cap-
tures multi-domain information in each feature dimension, and further enriches
the structural features represented by each point in the point clouds through
effective fusion means. In addition, the network produces the attention struc-
ture of the point clouds data, and completes the calibration of the key points
in the point clouds through self-learning. The experimental results show that
compared with the existing methods, MGCNN can effectively capture the tiny
structural information in the point clouds, and has obvious advantages in feature
extraction.
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Abstract. Temporal alignment of videos is an important requirement of
tasks such as video comparison, slicing, synchronization, and classifica-
tion. Most of the approaches proposed to date for video alignment treat
videos equivalent and leverage dynamic programming algorithms whose
parameters are manually tuned. In this paper, we develop a semi-global
alignment algorithm for aligning depth videos and use human movement
tracking as an application. The key idea is to integrate the temporal
constraints to select a template for each input depth frame such that
the overall similarity of aligned templates and all input frames are max-
imized. By registering resampled videos of a single person, our method
improves the accuracy by more than 12.4%. This accuracy improvement
is also confirmed by our experiments of registering videos of different
persons. It is hence evident that our proposed method finds the pattern
of movement of people and correctly aligns the frames between the input
video and template video.

Keywords: Dynamic programming · Video alignment · Temporal
alignment

1 Introduction

When dealing with sequential data, one of the urgent problems is to align mul-
tiple sequences to allow a meaningful comparison. This problem, known as
sequence alignment or warping, concerns many fields such as bioinformatics,
finance, climate analysis and meteorology, and multimedia signal processing at
large. The problem is often framed as the alignment of two sequences, with the
first being used as the reference and the second being aligned, or “warped”,
against the first. In the case of video clips, sequence alignment finds the most
similar frames under the temporal constraint in two videos for further analysis
such as comparison, slicing, synchronization, and, possibly, classification.

A range video consists of a sequence of temporally ordered point sets, which
has been widely employed in tracking human movements [6,7,17] and creating a
three dimension structure of the field [15]. Each point set is analogous to a frame
in a video [16,20]. In this paper, we propose a semi-global alignment for aligning
frames of range videos. Our goal is to ensure each input frame is assigned with a
template that depicts the closest pose under the temporal constraint. To show the
c© Springer Nature Singapore Pte Ltd. 2020
X. Yuan et al. (Eds.): ICUIA 2020, CCIS 1319, pp. 18–26, 2020.
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quality of select templates, we estimate body joint from a point set throughout
movements by registering the point sets to a template (i.e., a point set showing
a similar pose that contains annotated key points). Hence, the annotated key
points in the template are inherited by the input point set. To minimize the
pose-induced registration error, a proper template is usually demanded. The
experimental results from four video movement datasets show that provided
with a sequence of templates of the same action, a temporal alignment of the
template sequence and the input sequence reveals the best template for precise,
consistent point set registration.

The remainder of this paper is organized as follows. Section 2 reviews the
related work. Section 3 presents the proposed method for video similarity mea-
surement and movement evaluation. Section 4 discusses the experimental results.
We conclude this paper in Sect. 5 with a summary.

2 Related Work

A well-known sequence alignment technique is dynamic time warping (DTW).
Its main idea is to scan both sequences while looking for local correspondences
of minimum cost, where the cost is a function that reflects both the similarity
between the frames and their indices [3]. The outputs of DTW are a path, i.e.,
a set of index correspondences in the two sequences, and a total cost, which
can be interpreted as an overall dissimilarity between the sequences. DTW is an
instance of dynamic programming algorithms and, as such, the returned path is
guaranteed to be globally optimal.

While DTW was originally proposed for the alignment of time series, it has
later found use in a number of applications including data mining [11], speech
processing [1], and classification of genome signals [13]. Over the years, many
extensions have been proposed for video alignment in particular. Rao et al. [10]
proposed a view-invariant dynamic time wrapping method to align the trajecto-
ries of manually marked points in two videos. Junejo et al. [5] computed pairwise
distances between landmark points along their trajectories under the assump-
tion that the self-similarity of action remains unchanged under different view
angles. Zhou and De la Torre [18] developed Canonical Time Warping (CTW)
that combines Canonical Correlation Analysis (CCA) [2] and DTW for spatio-
temporal alignment of motion sequences between two human subjects. Gong and
Medioni [4] extended the CTW method for aligning videos by integrating man-
ifold learning using manually annotated training data sets. Nicolaou et al. [8]
proposed a probabilistic extension of CTW for fusing multiple continuous expert
annotations in tasks related to affective behavior. Zhou and De la Torre [19] pre-
sented a generalized canonical time warping (GCTW) method that extends the
DTW by using a linear combination of monotonic functions to represent the
warping path. Trigeorgis et al. [14] present a Deep Canonical Time Warping
(DCTW) that learns non-linear representations of time-series that are corre-
lated in a shared, temporally aligned subspace. Padua et al. [9] applied a linear
transformation model to solve the spatio-temporal alignment of video sequences.
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Shariat and Pavlovic [12] enforced the monotonicity to CCA to achieve arbitrary
permutations of time indexes for video synchronization.

3 Method

To find the best match from a sequence of templates, we devise an algorithm
based on dynamic programming, which is inspired by pairwise sequence align-
ment methods that have been widely used in the context of biological data
analysis. In the following sections, we first introduce a similarity measurement,
called normalized cross-correlation, which is employed for comparing two depth
frames, and then describe the semi-global alignment algorithm with the normal-
ized cross-correlation.

3.1 Normalized Cross-Correlation

The normalized cross-correlation, denoted with s, is used for evaluating the
similarity between two depth frames:

s(f, g) =

∑
x,y(f(x, y) − fµ)(g(x, y) − gµ)

√∑
x,y(f(x, y) − fµ)2(g(x, y) − gµ)2

, (1)

where f(x, y) and g(x, y) are the value of two frames at coordinates (x, y) and
x ∈ (0, 1, . . . ,m−1), y ∈ (0, 1, . . . , n−1)and fµ and gµ are the means of the depth
value of each frame. In Eq. (1), depth frames are formatted as two dimensional
m × n matrices. The range of s is from 1 to −1. When s is close to 1, the two
frames are similar to each other.

3.2 Semi-global Video Alignment

In aligning two video sequences, a score is assigned to a pair of frames from these
two videos. The highest similarity score gives the best matches of templates to
the input frames. In our method, a score matrix and a trace matrix are used to
find the alignment. The score matrix, as shown in Table 1, stores the accumulated
s calculated using Eq. (1), and the matrix is filled with the recurrence expressed
using Eqs. (2) and (3). The given template video is {T0, T1, . . . , TN−1} with
length N . The input video is {Q0, Q1, . . . , QM−1} with length M . Si,j is the
value in cell (i, j) in score matrix. s (Qi, Tj) is the normalized cross-correlation
between the template Tj and the input Qi.

S0,j = s(0, j) (2)

Si,j = max(Si−1,0, Si−1,1, ..., Si−1,k, ...Si−1,j) + si,j (3)

The trace matrix as shown in Table 2 is used to save the choice we make in
Eq. (3) for calculating each cell value in the score matrix (Eq. (4)). The trace
matrix help construct the best semi-global alignment.
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Table 1. Score matrix

T0 T1 ... Tj ... TN−1

Q0 S0,0 S0,1 ... S0,j ... S0,N−1

Q1 S1,0 S1,1 ... S1,j ... S1,N−1

... ... ... ... ... ...

Qi Si,0 Si,1 ... Si,j ... Si,N−1

... ... ... ... ... ...

QM−1 SM−1,0 SM−1,1 ... SM−1,j ... SM−1,N−1

Table 2. Trace matrix

T0 T1 ... Tj ... TN−1

Q0 TB0,0 TB0,1 ... TB0,j ... TB0,N−1

Q1 TB1,0 TB1,1 ... TB1,j ... TB1,N−1

... ... ... ... ... ...

Qi TBi,0 TBi,1 ... TBi,j ... TBi,N−1

... ... ... ... ... ...

QM−1 TBM−1,0 TBM−1,1 ... TBM−1,j ... TBM−1,N−1

TBi,j = arg max
k

(Si−1,0, . . . , Si−1,k, . . . , Si−1,j) (4)

For example, when Si,j is filled in score matrix, the Eq. (3) is used. Si,j =
max(Si−1,0, Si−1,1, ..., Si−1,k, ...Si−1,j) + si,j . If the Si−1,j−1 make the Si,j max-
imum, The TBi,j will be filled by j − 1 in trace matrix. After all of score matrix
and trace matrix are filled, the maximum score is found from the least line of
score matrix. If the maximum score is SM−1,j , Tj is aligned to QM−1. Then the
trace matrix will be checked from bottom to top. If TBM−1,j is j − 1, we can
go to the TBM−2,j−1 cell, and Tj−1 is aligned to QM−2. This process will be
repeated until i reaches to 0, where i is the index of Qi. The final alignment will
be achieved. The detailed description of our proposed video alignment method
is presented in Algorithm 1.

4 Experimental Results

4.1 Data and Experimental Settings

To evaluate the performance of our proposed method, we acquired four depth
videos with participants performing the same actions. These depth videos were
recorded by Microsoft Kinect. Each participant squatted down and stood up
with their hands in the air all the time and repeated this action three times,
as shown in Fig. 1. The participants contain one female and three males with
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Algorithm 1. Semi-global video alignment algorithm.
template sequence T, where length is N
query sequence Q, where length is M
score matrix S, where size is M × N
trace matrix TB, where size is M × N
normalized cross-correlation s
for j ← 0 to N − 1 do

S0,j ← s0,j
end for
for i ← 1 to M − 1 do

for j ← 0 to N − 1 do
max ← −INF
for k ← 0 to j do

if Si−1,k >= max then
max ← Si−1,k

TBi,j ← k
end if

end for
Si,j ← max + si,j

end for
end for
for j ← 0 to N − 1 do

find max SM−1,j and store the location L which is max SM−1,j

end for
l ← L
for i ← M − 1 to 0 do

find pair of Qi and Tl from trace matrix
l ← TBi,l

end for

different heights, widths, and body shapes. We label these four videos as V1,
V2, V3, and V4 based on the number of frames, which are 101, 98, 89, and 86,
respectively. Note that V2 is of a female subject.

The subjects in the input and template may not be necessary for the same
environment. To eliminate the effect of non-pose related information, we apply
an easy and effective procedure to remove the background. Both input and tem-
plate videos need to contain a few frames with background only. A composite
background frame is generated by averaging from those background frames and
used to subtract from the frames of interest. We assume that the subjects are
closer to the depth camera than the background in a continuous region. With
this operation, the point corresponding to the background will have a depth
value set to zero. A sample depth frame without background is shown in Fig. 1.

To reduce the impact from the physical appearance of subjects, all frames
in input and template videos are normalized, respectively, such that the height
and the width of a subject range from 0 to 1. The frame with the largest height
and width is set as the baseline, and all the other frames are scaled according to
that frame.
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Fig. 1. An example of depth frames of various poses of different people after background
removal.

To evaluate the performance of the proposed semi-global alignment method,
we conducted experiments against the baseline method, DTW [3] over our four
videos. We designed two experiments (single person alignment and inter-person
alignment) to investigate the accuracy and robustness with respect to movement
agility, pose variation, and body shape disparity.

4.2 Alignment of Videos of the Same Person

For the single person alignment dataset, we generated and applied alignment
pair-wisely on a set of new depth videos by down-sampling the original video. For
the shared frames between any two down-sampled videos, the best alignment is
matching them with themselves no matter they are inputs or templates. For those
unique frames that only present in input not in the template, the frames in the
template closest to the input frame are considered as the right template frames.
We used V4 to generated four down-sampled videos. Totally, four temporally
down-sampled videos {V ′

50, V
′
40, V

′
30, V

′
20} are created with 50, 40, 30, and 20

percents of frames removed randomly.
We applied our semi-global alignment and DTW on the aforementioned four

down-sampled videos and the original video V4. The downsampled videos rep-
resent the scenarios of random temporal gaps, which are analogous to different
movement speeds. Seven alignments were created by each method, as shown in
Table 3. In each column, the alignment accuracy is reported for a pair of videos.
For the seven video pairs, our method consistently achieved 100% of accuracy,
whereas the DTW method yielded an inferior performance and the best perfor-
mance by DTW is 89%. In contrast to the DTW method, our proposed method
improves accuracy by more than 12.4%. It is hence evident that our semi-global
alignment identifies the correct templates regardless of the magnitude of the
temporal gaps.
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Table 3. Alignment accuracy of single person experiment. SG denotes our proposed
semi-global alignment.

Input Video V ′
50 V ′

40 V ′
30 V ′

20 V ′
50 V ′

20 V4

Template Video V4 V4 V4 V4 V ′
20 V ′

50 V ′
50

SG 100% 100% 100% 100% 100% 100% 100%

DTW 63% 75% 75% 89% 81% 69% 77%

4.3 Alignment of Videos of Different Subjects

For the inter-person alignment dataset, we intend to do the pairwise alignment
for all four depth videos, each of which is used as a template and input once.
Since the matching pairs of frames between different participants are unknown,
we visually checked the similarity between any two videos and annotated paired
frames with the consideration of temporal consistency. The accuracy is calculated
as the faction of the input frames that match with the ground-truth templates.

To evaluate the performance of our method in the close-to-practice scenar-
ios, we performed pairwise alignments of the four depth videos. The alignment
results are presented in Table 4. Most of the alignments by our proposed method
achieved an accuracy above 90% and the average accuracy is 91%. In contrast,
the average accuracy of DTW is 81%. This represents a 12.3% improvement by
our method, which is consistent with our previous results.

We carefully checked the two alignments by our semi-global alignment with
an accuracy below 90% and found that the accuracy drops when the input video
is longer than the template video. The cause of such lower performance is that
two or more input frames are mapped to the same frame in the template and
some of these input frames may not contain identical poses as in the template.
In general, the semi-global alignment method can find the pattern of movement
of people. It can align most of the frames between the input video and template
video.

Table 4. Alignment accuracy for inter-person alignment experiment. SG denotes our
proposed semi-global alignment.

Input video V2 V3 V4 V3 V4 V4 V1 V2

Template video V1 V1 V1 V2 V2 V3 V4 V3

SG 91% 92% 96% 88% 91% 95% 94% 81%

DTW 81% 83% 88% 87% 83% 72% 75% 79%

5 Conclusion

In this paper, we propose a novel approach for range video alignment. The pro-
posed semi-global alignment integrates temporal constrains and uses 2D cross-
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correlation to measure the similarity between two depth frames. The proposed
method has been evaluated with four depth videos and a comparison study
against the baseline algorithm (DTW) is conducted. By registering resampled
videos of a single person, our method improves the accuracy by more than 12.4%.
This accuracy improvement is also confirmed by our experiments of registering
videos of different persons. It is hence evident that our semi-global alignment
identifies the correct templates regardless of the magnitude of the temporal gaps.
Overall, our proposed method finds the pattern of movement of people and cor-
rectly aligns the frames between the input video and template video. The exper-
imental results can be regarded as very encouraging since the proposed method
has outperformed the compared algorithm by a large margin in all experiments.
In the future, we plan to assess the ability of the proposed method to act as a
generalized distance measurement between action videos.
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Abstract. The traditional retrieval technology is difficult to grip users’
intention accurately and apace in massive and fragmented data. To orga-
nize fragmented knowledge in reason and retrieve useful knowledge to
recommend for users in a big data environment, this paper proposes a
label distribution learning-based semantic retrieval model on the knowl-
edge graph. The model firstly constructs the knowledge graph based on
the topic map model. And then it clusters knowledge by using K-means
label distribution learning (KM-LDL) and reduces retrieval scope. To
address the problem that the space vector converted from the input
text is sparse, this paper improves K-means label distribution learning
according to the idea of probability and constructs a semantic retrieval
model on a knowledge graph based on Bayes-K-means label distribution
learning (Bayes-KM-LDL). The experimental results show that the pro-
posed model can organize fragmented knowledge more reasonably than
the traditional retrieval approach and its accuracy and recall rate have
good performance.

Keywords: Semantic retrieval · Label distribution learning ·
Knowledge graph · Topic map

1 Introduction

The information retrieval tool is an important way for the user to obtain knowl-
edge from massive information. However, the extensive use of computers and
networks leads to information overload. Users always consume a lot of time to
find their answers in massive fragmented information, and even can not find
the right answers. It is the research focus to organize domain knowledge and
accurately grip the user’s intention in various domains.

Most of the data in the different domain knowledge bases are high-
dimensional and lacks hierarchy and logical structure [11,14]. Retrieval based on
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classification and keyword are not universal and need to manually label knowl-
edge base [16]. Facing to the massive and fragmented knowledge, it is mean-
ingful to organize these data and use semantic retrieval technology to provide
resources for users. In the filed of semantic retrieval, Tserng [12] proposed a
knowledge graph model to share and reuse knowledge. Lee and Segev [8] devel-
oped a method that can use text mining and other techniques to automatically
generate a domain knowledge graph. However, these approaches are suitable
for the scenes that knowledge has clear classification and hierarchy. The other
scenes usually use string-based retrieval approaches and need the participation
of domain experts. However, the string-based retrieval can not meet user’s need
with the increasing of information. Gao et al. [4] proposed a semantic similarity
model with constraint and a feedback correction mechanism based on knowl-
edge graph and semantic calculation. Its accuracy can reach to 85%. Zhu et
al. [17] proposed an approach of semantic retrieval and clustering analysis for
geology big data. The results are more accurate than other traditional methods.
The above approaches improved retrieval efficiency in different filed by using
semantic retrieval techniques. However, these approaches are still needed to be
improved to achieve more efficient retrieval.

To achieve this purpose, this paper organizes fragmented knowledge by con-
structing a knowledge graph based on the topic map. Label distribution learning
based on K-Means (LDL-KM) is applied in the semantic retrieval model to clus-
ter knowledge and reduce the scope of retrieval. In addition, to address the
limitation of long text, this paper also proposes a semantic retrieval model on
a knowledge graph based on Bayes-K-means label distribution learning (Bayes-
KM-LDL).

The rest of this paper is organized as follows: Sect. 2 reviews the related
work on methods for risk assessment. Section 3 presents our proposed method
in details. Section 4 discusses our experimental results. Section 5 concludes this
paper with a summary.

2 Related Work

The mainstream semantic retrieval models have three directions, including the
ontology-based model, data mining-based model, and knowledge graph-based
model. The ontology-based semantic retrieval model mainly makes semantic
reasoning according to the pre-established domain knowledge ontology and then
mines semantic relations. For example, Guo [6] proposed a semantic retrieval and
recommendation system framework based on the agricultural product ontology.
Bhattacharjee [2] solved semantic heterogeneous problems by using ontology.
Semantic expansion is not only achieved by using domain ontology, but also
achieved by using an open-source dictionary. Moldovan [10] applied open-source
dictionary WordNet in the AltaVista system to extend query terms by defining
synonyms. Gao and Yan [3] proposed a word disambiguation approach based on
the Jaccard coefficient to divide the ambiguous words into the questions. The
accuracy improved by 10%.
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Data mining-based semantic retrieval model explores automatically the rela-
tionship among the objects by using data mining technologies, which is highly
operable and objective [15]. On the basis of the extraction of Solar-Earth space
discipline meta information, Liu [9] proposed a semantic retrieval model to ana-
lyze data by using potential semantic indexing technology. The recall rate of the
model is much better than traditional approaches. Janowicz [7] mined seman-
tic labels to support data discovery services by using data mining methods.
Christidis [1] classified large-scale data collections to improve the performance
of information retrieval systems by using clustering.

The knowledge graph is a knowledge system that is widely used in agricul-
ture, medical care, commerce, and other fields. Xiao [18] constructed a Chinese
medicine health knowledge graph and semantic retrieval model for the Chinese
medicine health management based on the entity recognition algorithm and the
word vector stitching. The model can understand the user’s retrieval intention
better. Zhao [19] classified and located texts by using Convolutional Neural Net-
works (CNN) based on an entrepreneurship knowledge graph. The results had a
good performance in accuracy and recall rate.

The ontology-based semantic retrieval model has a clear hierarchy, but its
accuracy relies on the construction of ontology. The construction of an excel-
lent domain ontology needs to spend much time and manpower. Although the
data mining-based semantic retrieval model is operable, it will be very difficult
in document vectorization and dimension reduction when the retrieval collec-
tion is large-scale. The knowledge graph-based retrieval model can easily cope
with complex correlations and obtain better results according to the relationship
among entities. Moreover, the model understands the potential meaning of input
questions more deeply and accurately from a semantic perspective.

3 Semantic Retrieval Model Based on Label Distribution
Learning

The common clustering algorithms can be classified into the density-based
method, hierarchical clustering method, partition-based method [5]. To reduce
the retrieval scope and address the problem of sparse space vector of short input
text, the paper proposes a semantic retrieval model based on K-means label dis-
tribution learning (KM-LDL) and label distribution learning approach Bayes-
KM-LDL, respectively.

3.1 Label Distribution Learning

LDL provides a general framework for label learning. Single-label learning and
multiple-label learning are special cases in LDL. At present, LDL has three
directions, including problem transformation, algorithm adaptation, and spe-
cialization. LDL marks the corresponding instance x using a general approach
and gives a corresponding value dyx for the label y that is related to x. Variable
dyx represents the degree of which label y describes instance x. To complete the
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integrity of the description, assume dyx is between 0 and 1. The full description
for x must use dyx of all labels. For a given instance, the process that the descrip-
tion degree becomes similar to the probability distribution is called LDL. The
description degree is formed by all labels in collection for the instance.

Following the idea of problem transformation, this paper applies K-means to
the construction of semantic retrieval model on the knowledge graph. Problem
transformation is to transform the problem of label distribution into an existing
learning paradigm. It converts the training set of label distribution learning
into a single-label training set by using weighted sampling. Classifications can
be trained by using traditional machine learning algorithms on the single-label
training set.

3.2 KM-LDL-Based Semantic Retrieval Model on Knowledge
Graph

3.2.1 Label Distribution Learning Based on K-means
The different k value in K-means has a great influence on the cluster results.
This paper exploits the elbow approach to determine the k value [13]. After
determining the k value, K-means is used to determine the average vectors of
actual label distribution that is corresponding with each cluster. According to
divided clusters, label distributions that are corresponding to samples are divided
into clusters. The distance matrix of the sample in the test set to the mean vector
of each cluster can be obtained by the common method of seeking distance,
including Euclidean distance, Manhattan distance, etc. In this paper, we use
Euclidean distance:

d(x, y) =

√
√
√
√

n∑

i

(xi − yi)2 (1)

The weight matrix of predictive label distribution can be converted from the
central vectors of the sample’s actual label distribution by taking the countdown
and normalizing for all values in cluster T. The calculation formula is shown as
formula (2). n represents the total number of the samples in the test set. W is
the weight matrix that is used for the final predictive label distribution.

Wa =
exp(Tab)

∑k
b=1 exp(Tab)

(2)

where P , which is the final predictive label distribution, is obtained by multi-
plying W and matrix U, P = W × U .

3.2.2 KM-LDL-Based Semantic Retrieval Model on Knowledge Graph
Although the knowledge graph-based retrieval model can easily cope with com-
plex correlations, user input is needed to match all entities that spend much
time. The KM-LDL algorithm has a good result in reducing the retrieval scope
of entities and improving retrieval efficiency. Figure 1 shows the retrieval process
of the proposed semantic retrieval model. The details are as follows:
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Fig. 1. KM-LDL-based semantic retrieval model.

Step 1: Paradigm of KM-LDL is used to convert the texts of the entity prop-
erty value in knowledge base into the space vectors. The cluster labels and
the mean vector of the cluster are obtained.
Step 2: User input is converted into a space vector. The classification label
distribution of user input is obtained by using the Euclidean distance and
softmax function.
Step 3: The corresponding resources are obtained by using the semantic
retrieval model.

The KM-LDL algorithm improves retrieval efficiency. However, if user input
is mostly short texts, the dimension of the space vector will be high. It has a
bad influence on calculating the vector distance and lowering retrieval efficiency.

3.3 Bayes-KM-LDL-Based Semantic Retrieval Model on Knowledge
Graph

To address the problem of the sparse space vector, this paper proposes Bayes-
KM-LDL. According to the idea of probability statistics, the proposed method
is more accurate in select the appropriate clusters. Compared to KM-LDL, its
recall rate and accuracy are obviously improved. Generally speaking, a docu-
ment is composed of many words and sentences. Some of them can be used as
keywords to describe the document. The proposed approach uses K-means to
cluster the texts and forms topic words cluster by extracting topic words from
the entity properties document. The cluster of retrieval keyword is composed of
word segmentation results of the input sentence. According to the thesis of Bayes
statistical classification, label distribution based on Bayes-KM is obtained. The
final retrieval results are obtained by using a semantic retrieval model based on
the knowledge graph. As shown in Fig. 2, The process of the proposed model is
as follows.
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Fig. 2. Bayes-KM-LDL-based semantic retrieval model.

Step 1: K-means is used to cluster the text set {T, T1, T2, λ, Tm}, and the
number of clusters is k.
Step 2: The topic words of texts in each cluster are extracted and deduplicated
by using Text-Rank.
Step 3: The retrieval keywords {D,D1,D2, λ,Dm} in input sentence are
extracted by using Text-Rank. All the keywords are regarded as features
and converted to space vector.
Step 4: According to the keyword cluster, the space vectors are constructed
by the topic word clusters of each cluster. If the value of similarity between
the keyword cluster and topic word cluster is higher than 0.9, the feature
value is 1. Otherwise, the feature value is 0.
Step 5: The label distribution of input is obtained by using Bayesian and full
probability formula.
Step 6: According to the results of the label distribution, the final answer is
obtained by matching the retrieval keyword cluster D with the entities in the
cluster.

4 Experiments

4.1 Dataset

Due to the lack of knowledge graph in the agricultural field, this paper
supplements the crop pest database and the other database published by
the Chinese Academy of Agricultural Sciences based on the Chinese gen-
eral encyclopedia knowledge graph (CN-DBpedia). The dataset format is
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“entity-properties-property values”. After extracting agricultural knowledge, the
entity set contains more than 77,000 entities and their properties and property
values. To avoid missing some relationship, the paper extends CN-Dbpedia-A by
extracting entities among which exist relationships. The final knowledge graph
is named CN-Dbpedia-AFLE, which contains more than 74,000 entities.

4.2 Knowledge Graph-Based Semantic Retrieval

In this experiment, we select eight retrieval keywords (“wheat”, “corn”, “Wheat
spike malformation and black”, “Wheat root decay”, “Haplothrips tritici”, “Pan-
tatomidae”, “rose cultivars”, “Cuttage methods of rose”) to verify the perfor-
mance and calculate their accuracy and recall rate.

Figure 3 shows the comparison of the accuracy and recall rate for the eight
retrieval keywords which are retrieved in CN-Dbpedia-A and CN-Dbpedia-AFLE
by using two retrieval modes. The two retrieval modes are the original retrieval
and extended retrieval.

Fig. 3. Comparison of accuracy and recall.

As shown in the results, the accuracy of the retrieval in CN-Dbpedia-A is
higher, but the recall rate is lower than the retrieval in CN-Dbpedia-AFLE.
For entities that lack description, the accuracy and recall rates are basically the
same. From different retrieval methods, whether CN-Dbpedia-A or CN-Dbpedia-
AFLE, the recall rate of the extended query is always higher than the original
query, while the accuracy of the extended query is lower than the original one.
It is in line with the reverse relationship between recall rate and accuracy. In
summary, the extended query mode can improve the recall rate of queries to some
extent, but the two modes have a common drawback that user input needs to
match all entities. It leads to a high time complexity and low retrieval efficiency.

4.3 Knowledge Graph Semantic Retrieval Based on K-Means Label
Distribution Learning

According to the results in the last experiment, CN-Dbpedia-A is selected as
the knowledge base for the next experiment. This experiment uses TF-IDF to
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transform the text which is composed of the entity property values into space
vector. K-means is used to cluster space vector. The number of clusters is 10.
Figure 4 shows the cluster results. The output of the algorithm includes clusters
information, the clusters to which all texts belong, the label name of each cluster,
and the corresponding text clusters.

Fig. 4. Cluster results.

Fig. 5. K-means label distribution for input text.

The text “the plant growth and development is poor. It occurred pests and
diseases and defoliated seriously in growth period” is transformed into space
vector. The results in Fig. 5 are obtained by using the paradigm of KM-LDL.
The clusters, of which the description degree is higher than 0.1, are selected as
the clusters which are corresponding to the text. The result indicates the cluster
“label 1”, cluster “label 5” have highly descriptive for input text.

Following the experiment approaches, we computed the accuracy and recall
rate of each retrieval word group. The experiment results are shown in Table 1.
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Table 1. Results of knowledge graph retrieval based on KM-LDL.

Query words Number of relevant

documents

retrieved

Number of

documents

retrieved

Number of relevant

documents in the

system

Wheat 418 497 720

Corn 123 143 197

Wheat spike malformation and black 28 33 50

Wheat root decay 32 38 56

Haplothrips tritici 10 11 16

Pantatomidae 8 8 14

Rose cultivars 41 48 67

Cuttage methods of rose 9 11 15

Fig. 6. Comparison of accuracy and recall.

Figure 6 shows the accuracy and the recall rate of the improved model, the
extended retrieval model, and the original retrieval model. It can be seen that
the accuracy of the retrieval model based on KM-LDL is slightly higher than
the extended semantic retrieval model. However, the recall rate of the retrieval
model based on KM-LDL is significantly lower. The main reason is that users
input mostly short texts of which the space vector dimension is high. It has a
bad effect on the distance calculation of the space vector.

4.4 Knowledge Graph Semantic Retrieval Based on Bayes-K-means

This experiment firstly clusters documents of entity property value. And then
topic words are extracted from the documents which have clustered. Figure 8
shows the results of the topic word extraction. The text “the plant growth and
development is poor. It occurred pests and diseases and defoliated seriously in
growth period” is transformed into space vector. The label distribution results
are obtained by using the Bayes-KM-LDL algorithm. The clusters which describe
the text better are regarded as the final clusters for input text. As shown in Fig. 7,
the cluster “label 1”, the cluster “label 2” and the cluster “label 5” describe
the input text better and selected to describe input text.
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Fig. 7. Cluster results.

Fig. 8. K-means label distribution for input text.

Figure 9 shows the accuracy and the recall rate of the Bayes-KM-LDL-
based extended retrieval model, the KM-LDL-based extended retrieval model,
the extended retrieval model, and the original retrieval model. It can be seen that

Fig. 9. Comparison of accuracy and recall.
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the accuracy of the Bayes-KM-LDL-based extended retrieval model is slightly
lower than that of the KM-LDL-based extended retrieval model, but the recall
rate is significantly improved. Compared with the original retrieval model, the
accuracy is still lower, but the recall rate is higher. In summary, the knowledge
graph semantic retrieval model based on Bayes-KM-LDL can effectively reduce
retrieval scope while keeping a higher accuracy and recall rate.

5 Conclusion

This paper studies the knowledge graph based on the topic map model according
to the similarity of data structure between topic map and knowledge graph. The
fragmented knowledge is organized by using the knowledge graph with the topic
map and stored in the graph database. To address the shortcomings of KM-
LDL in knowledge graph retrieval, this paper proposed the Bayes-KM-LDL.
The proposed method solves the problem that the space vector converted from
input text is sparse by using probability statistics. It improves the efficiency of
knowledge graph retrieval. However, the approach that knowledge base resources
are organized by clustering, does not have dynamic adaptability. In the next
research, some simple information organization model can be applied to the
knowledge graph to achieve a certain generality.
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Abstract. Rotation change is widespread in many computer vision applications.
Robustness in rotation is an important evaluation for local descriptor. This paper
proposes a fast and rotation-robust local binary descriptor using polar location,
called rotation-invariant local difference binary descriptor (RLDB). RLDB com-
putes binary test of average intensity and gradient in radial and tangent directions
of grid cells partitioned by multiple log-polar grids. The proposed local descrip-
tors need no extra work to deal with rotation specially. Integral image in polar
coordinate and lookup table mapping between discretized polar coordinates and
image pixel locations are proposed and applied to speed up the computation in
the presented descriptors’ construction. The proposed descriptor is compared with
someof state-of-the-art local descriptors. The experimental results indicate that the
proposed descriptor has a better performance in large rotation change and view-
point change. The proposed descriptor has comparable distinctive performance
and construction speed owing to fast computing in polar coordinate.

Keywords: Local binary pattern (LBP) · Local difference binary (LDB) ·
Log-polar gridding · Image matching · Rotation

1 Introduction

Image local features have been successfully employed in many computer vision tasks
such as image classification [1], object recognition [2], image representation [3], reg-
istration [4] and 3D modeling and scene reconstruction [5, 6]. Many different image
local descriptors are presented according to the demands of abundant vision tasks. Dis-
tinctiveness, robustness, and fast construction and matching are always ideal target in
designing local descriptor. However, any local descriptor cannot perform well in all the
aspects.

In computer vision tasks, viewpoint altering and rotation change can drastically
change the description of local feature, resulting in low matching between the corre-
sponding pairs. The existing solutions to deal with rotation for local descriptor are com-
monly as follows: RIFT [7], uses concentric circle grid for partitioning the region; SIFT
[8], SURF, EF-VGG [9] normalize the detected region referring to dominant orientation
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estimated or trained by Convolutional Neural Network. These solutions undoubtedly
weaken the discriminative ability at the expense of losing important spatial information.
MRRID andMROGH [10] apply intensity order pooling scheme avoiding renormalizing
the region or losing spatial information. However, the two solutions face the burden of
expensive computation, normalizing the region or intensity order pooling both need extra
complex works. For this reason, many local binary descriptors ORB [9], BRISK [12],
Freak [13] only rotate discretized corresponding points instead of completely detected
region to keep descriptor rotation-robust.

In recent years, owing to the demand of the application in low-power devices or
real-time systems, the existing local binary descriptors are either too computationally
expensive to achieve rotation invariance, or not sufficiently robust to rotation transfor-
mations. It is still a challenge to balance between the distinctiveness and robustness and
light computational burden in construction of local descriptor. This paper presents a
novel rotation-invariant local binary descriptor using polar location, which offers higher
robustness in rotation change, and keeps the comparable distinctiveness and construction
speed. The presented descriptor is obtained by binary test of cell information on polar
location, namedRotation-robust LocalDifferenceBinaryDescriptor (RLDB).Main con-
tributions are as follows: This paper proposes multiple log-polar location grids instead
of Cartesian location grid and cell description in polar coordinate to achieve rotation
invariance. Lookup table of location mapping and integral image polar coordinates are
proposed to speed up the construction.

The rest of this paper is organized as follows: Sect. 2 reviews the related work. In
Sect. 3 our proposed method is explained. In Sect. 4 the results of our experiments are
presented. Finally, conclusions are remarked in Sect. 5.

2 Related Work

The local binary descriptors compare a pixel’s intensity with the intensities of its neigh-
borhood pixels to create the binary codes. Many local binary descriptors are widely used
in low-power devices or real-time systems due to low memory and fast matching. One
of the well-known descriptor is the LBP. Inspired by the simplicity of its idea, several
LBP versions were proposed in the literature. For example, LBP is the local intensity
order pattern, which encodes both the local intensity ordinal information of each pixel
and the overall intensity ordinal information by dividing a local patch into sub-regions.
BRIEF is the binary robust independent elementary feature, which encodes the local
intensities of random pairs to get the fast calculations, but it is not considering rotation
change. ORB is proposed to improve BRIEF method by steering test sample pairs to
the orientation estimated by intensity centroid. BRISK uses a similar steering method to
deal with rotation change by utilizing a circular sampling pattern instead of the random
sampling pattern of BRIEF [11]. FREAK [13] improves BRISK’s performance by using
a retinal sampling pattern. These local descriptors are fast but lower discriminate com-
pared with the famous gradient distribution-based local descriptors SIFT and SURF. To
overcome the limitation, LDB use simple intensity and gradient difference tests on pair-
wise grid cells within the patch to achieve more discrimination. However, LDB using
a salient bit-selection method to capture the distinct patterns of the patch at different
spatial granularities need more consuming.
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In this study, Inspired by the properties of log-polar location, amodifiedLDBmethod
(PLDB) is proposed using multiple log-polar location grids instead of Cartesian location
grid and cell description in polar coordinate to achieve rotation invariance. Experimental
results show that compared to the existing state-of-the-art binary descriptors, our method
achieves a greater accuracy and faster speed for image matching.

3 Proposed Method

In this section, the robust local binary descriptor (PLDB) in rotation is introduced in
detail. The proposed descriptor utilizes multiple log-polar gridding to divide the detected
region. Then, calculates average intensity, radial gradient and tangent gradient of each
log-polar grid cells, and compares them corresponding between any pair of grid cells to
produce binary strings. Finally, generates local binary descriptor of a given length by
AdaBoost algorithm.

In order to overcome rotation change limitation, the presented descriptor partitions
the interesting patch into n×m+ 1 non-overlapping sub-regions by multiple log-polar
gridding from coarse to fine, shown in Fig. 1. The grid is composed of n concentric
circles and m radial lines with the quantitative angle orientations as the detected key
point. The log-polar orientation is set as dominant orientation of the patch. Thus, grid
cell does not change in rotation.

Fig. 1. A patch with log-polar gridding. (n = 1, m = 4 in the left panel; n = 2, m = 4 in the
middle panel; n = 2, m = 8 in the right panel)

The average intensity I(S), average radial gradient dr(S) and average tangent gradient
dt(S) of a grid cell S are defined as follows:

I(S) =

∑

p∈S
I(p)

NS
(1)

dr(S) =

∑

p∈S
dr(p)

NS
(2)

dt(S) =

∑

p∈S
dt(p)

NS
(3)
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where p is a point in cell S, Ns is the number of points in a cell, I(p) is the intensity of
point p; dr(p) is the radial gradient of point p, dt(p) is the tangent gradient of point p.

Binary triple Bi,j obtained by comparing any two cells at any given log-polar grid
can be constructed using the following equation:

Bij = (F1
i,j,F

2
i,j,F

3
i,j)

F1
i,j =

{
1 I(Si) > I(Sj) and i �= j
0 otherwise

F2
i,j =

{
1 dr(Si) > dr(Sj) and i �= j
0 otherwise

F3
i,j =

{
1 dt(Si) > dt(Sj) and i �= j
0 otherwise

(4)

where, i and j are the number of cell in the scanning order of clockwise circumference
first, radial direction second. All the Bi,j are ordered from coarse grids to fine grids,
which are then ordered by the cell number to obtain binary string. Multiple gridding
cells are coded incrementally according the cell location clockwise spirally from inside
to outside with regard of dominant orientation of region, as shown in Fig. 2.

Fig. 2. The numbering of polar location grid in rotation

We compare between every pairs of the sub-regions in the order of the number of
two sub-regions to generate the binary string, and then utilize selected distinctive bits
by AdaBoost method to construct the robust descriptor in rotation, shown in Fig. 3.

Bt,t-1 Bt,t-2 … Bt,1 Bt-1,t-2 Bt-1,t-3 … Bt-1,1 … B2,1

Fig. 3. The data structure for original binary descriptor and the final descriptor in selecting
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4 Experiments

The proposed descriptor is evaluated using Oxford Data Set [14] and is compared with
some closely related existing local descriptors with the same length. In the experiments,
each sequence contains six images, the first is original image, the others are ordered by
increasing distortions degree to the original image. A few example images are shown in
Fig. 4. We select 32-byte to construct the descriptors on many image sequences.

Fig. 4. Image pairs from Oxford data set

Figure 5 shows our descriptor has better recognition rate than the other three local
binary descriptors in 1v5, 1v6, which comprise images with viewpoint change and rota-
tion change dramatically. This advantage is attributed to the fact that the polar coordinate
and log-polar grid are better at dealing with rotation change than Cartesian coordinate
and Cartesian grid.

To meet the needs of the real-time applications, we recorded and analyzed the con-
struction and matching times of the tested descriptors during the previous experiments.
All the descriptors were implemented on platform consisting of 2.93 GHZ Inter(R)
Core(TM) CPU, 4G memory. The average times for constructing descriptor and match-
ing are shown in Table 1. In construction, our descriptor is faster than ORB, BRISK and
LDB with same length. However, our descriptor is the same speed as ORB, BRISK and
LDB in matching. They all match faster than SURF due to binary string. Nevertheless,
our descriptor time consumption is acceptable for most real-time application, and it is
highly robust to rotation challenge.
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Fig. 5. Recognition rate for 32 bytes descriptors matching
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Table 1. The average times of local descriptors during constructing and matching

Method ORB-32 LDB-32 PLDB-32

Time of construction (ms) 0.062 0.082 0.076

Time of matching (ms) 0.013 0.013 0.013

5 Conclusion

In this study, a robust local binary descriptor in rotation is proposed. It was compared
to several state-of-art local binary descriptors and in all criteria, our proposed descrip-
tor outperformed the competitors. The main success of the proposed descriptor is to
conjunct log-polar partition and cell feature description in polar coordinate. Average
intensity, radial gradient and tangent gradient information of each log-polar grid cells
are extracted, and information corresponding between any pair of grid cells is compared
to produce binary strings, and then using an AdaBoost method reduces to given length.
Our descriptor is highly robust to rotation challenge than lastly local binary descriptors
and time consumption is acceptable for most real-time application.
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Abstract. Creating a model capable of learning new tasks without dete-
riorating its performance on the previously learned tasks has been a
challenge of multi-task learning. Fine-tuning a pre-trained network for
another task could change the network in a way that degrades the per-
formance on its original task. In this paper, we proposed a novel deep
network for learning multiple tasks based on extendable Dynamic Convo-
lutional Blocks. Using the dynamic residual connections between layers,
our method adjusts the network depth to enable adaptability. The activa-
tion function selection strategy accommodates a variety of choices in the
training of the network for a specific task. We evaluated our method
using a publicly available dataset ALFW and conduct a comparison
study against the state-of-the-art methods. It was demonstrated that
our multi-task network outperforms the existing single and multi-task
methods by reducing the average error by as much as 25%. Our method
also exhibits a greater consistency for different tasks. By training varia-
tions of our proposed MTN, we observed that MTN-3 achieved the best
performance with a cumulative error rate of 1.87% and 5.7% reduction
in average error.

Keywords: Multi-task learning · Parameter sharing · Task-aware
network

1 Introduction

Multi-Task Learning, by obviating the need for training different networks for
multiple tasks, allows a single-network to perform many tasks while conserving
memory for storing models [1]. Creating a model capable of learning new tasks
without deteriorating its performance on the previously learned tasks has been
a challenge of multi-task learning. The main problem is that when a model,
e.g., a neural network, is trained for a task its parameters are optimized for
the target problem [6,14]. Fine-tuning a pre-trained network for another task
c© Springer Nature Singapore Pte Ltd. 2020
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could change the network in a way that degrades the performance on its origi-
nal task [11,13]. While these tasks come from a shared feature space, improper
feature sharing brings about the problem of Destructive Interference [15]. Con-
vectional applications that can benefit from multi-task learning include natural
language processing, surveillance, medical image analysis, etc. [8]

Many multi-task learning methods share a backbone for the whole model. The
common features among all tasks are extracted and used in task-specific layers to
handle the desired target tasks. This strategy is called hard parameter sharing.
Kokkinos [4] introduced a multi-task model that consists of three main streams
working with three different scales of the input image. The output is achieved by
fusing the features in the three scales. Ranjan et al. [9] proposed a model based
on hard parameter sharing for pose estimation, gender classification, visibility
estimation, landmark estimation, and face detection. The face detection task was
done by adopting an R-CNN approach, but for the rest of the tasks AlexNet [5]
was used as the backbone, and the features from both deep and shallow layers
are aggregated, used by the task-specific fully-connected layers at the end of the
model.

Alternatively, soft parameter sharing has been explored, in which a replica
of a base model is created, each of which is trained for a specific task. Mallya
et al. [7] designed a method for activating and deactivating neurons in each
convolutional block to pass the related features to the next layers based on the
requirements of each task. The method uses a set of binary masks to control the
structure of the feature passing through in a base model. PiggyBack [7] applies
binary masks on the base model and has a distinct model specifically designed
for the task at hand. However, the backbone remains the same and is shared
among tasks. Ruder et al. [10] presented a model with hard parameter sharing
and cross-stitch networks as the baselines on related tasks. Matrix regularization
techniques were used to determine the shared layers between deep recurrent
networks. Tissera et al. [12] proposed a multi-task learning method that changes
the data flow in the network based on context based on the activation signal.
When the task is changed, the units are turned off or on to extract useful features
for the task.

In this paper, we propose a method that extends Context-Aware Multi-Path
Networks [12] for feature and parameter sharing. The proposed method lever-
ages Dynamic Convolutional Blocks (DCBs) to generalize a model to perform
multiple tasks. A DCB consists of a sequence of convolution layers to allow the
network to choose any units for a given task. Using dynamic residual connections
between layers, our method adjusts the network depth to enable adaptability.
The activation function selection strategy accommodates a variety of choices in
the training of the network for a specific task. To evaluate our method, we study
the effects of training samples and architectural differences with respect to three
tasks: pose estimation, landmark localization, and visibility estimation.

The organization of the rest of this paper is as follows: Sect. 2 presents our
multi-task network architecture that benefits from adaptive activation functions
and dynamic feature routing mechanism. Section 3 discusses the experimental
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results based on the ALFW dataset for pose estimation, landmark localization,
and visibility estimation. Section 4 concludes this paper with a summary and
future work.

2 Proposed Method

2.1 Dynamic Convolutional Blocks (DCBs)

Inspired by context-aware multi-path networks [12], we propose a novel Dynamic
Convolutional Blocks and a Dynamic Activation Function Selection method to
extract features according to the needs of tasks. Figure 1 illustrates the archi-
tecture of our proposed network that consists of a set of Dynamic Convolutional
Blocks (DCBs). In our network, Res represents a residual connection and their
functionality will be discussed later on in this section. The outputs of residual
connection and DCB are combined using an element-wise addition operation,
which is fed into the next level of the network. Four network units are used
in our illustration. The outputs from the last unit are processed with a fully
connected (FC) layer for decision making.

Fig. 1. Network architecture of our MTN-4.

To accommodate learning for different tasks, our method leverages network
path selection strategy. By setting the weight of an input connection to zero,
the contribution of this input is greatly suppressed to the decision; whereas a
non-zero weight allows the input to moderate the final decision. In contrast to
context-aware, multi-path networks [12], the path selection weight of our method
allows decimal values in the range of [0–1]. The weights are represented in form
of a vector, known as Activation Signal, which indicates the importance of the
output of each block.

To choose the right path among all the available paths based on the require-
ments of the context of the given task, we propose Dynamic Convolutional Blocks
(DCBs) which provide the network with a variety of options for feature extrac-
tion using the same shared backbone network for different tasks. We designed
two types of DCBs. In one type of DCB, namely DCB-a as shown in Fig. 2(a),
we apply convolutions with 1 × 1, 3 × 3, and 5 × 5 kernel. The outputs of the
convolutions are added together followed by a max pooling to reduce the dimen-
sionality. The result of the max pooling is processed with atrous convolutions at
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(a) DCB-a

(b) DCB-b

Fig. 2. Structure of the dynamic convolutional blocks

rates of 1, 3, and 5. The output of atrous convolutions are also added together
and fed to a max pooling block as well. In the other type of DCB, DCB-b,
depicted in Fig. 2(b), we replaced the summation and max pooling operations
with a 1 × 1 convolution for dimensionality reduction. In our implementation,
we used 3 × 1, 1 × 3 to achieve a 3 × 3 convolution that reduces the number
of parameters. Such a strategy is also applied to the 5 × 5 operation. The data
flow in all DCBs is controlled by means of the signals described before, in a way
that when a convolution in a DCB is performed its output (all the values in
the output feature map) are multiplied with the corresponding weight for that
convolutional unit. The network, by manipulating the strength of each signal,
changes the importance of each unit in the procedure of producing the final
output.

2.2 Depth Adaptation

Our model is also equipped with a depth adaption mechanism. In each layer,
the network is provided with two choices, one is to choose a path with more
convolutional blocks (DCB) or the one with a Res (residual unit, which is a 3×3
convolution unit). The mechanism for controlling the strength of each connection
is the same as what was done inside DCBs. There are again activation signals
assigned to the output feature maps coming from the Res and the DCB in a
layer. These weights are indicators of importance for each feature map and are
multiplied to all the features in the feature map. After the multiplication, the
results are added together and passed to the next layer. To get the final out of
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each layer, we combine the outputs as follows:

Oi = si1Ri + si2Di, (1)

where si1 and si2 are activation signals and Ri and Di are the outputs of the
residual unit and DCB unit in the ith layer, respectively. Since the values for the
signals are not binary, the network is able to use both of the feature maps in a
network layer, which enables our model to have the same structure as a residual
network.

2.3 Dynamic Activation Function Selection

Assume that there are N fully connected layers with M neurons in each, and we
have T activation functions. The total number of possible network configurations
with these activation functions is TN×M . By making them constantly assigned
to an unit, only one configuration is chosen, even for multiple tasks. Hence, we
allow a network to choose which activation function or combination of them is
better for the task at hand. Assuming that {f1, f2, . . . , fn} are the functions, the
final output of each unit is calculated as follows:

A(x, S) =
T∑

i=1

sifi(x), (2)

where S is the activation signal vector with ith element of si chosen in the range
of [0 1]. A convolutional unit inside a DCB benefits from the dynamic activation
function selection mechanism, which allows the most suitable output produced
for the task at hand. In-depth adaptation the same mechanism is used to weigh
the outputs of a DCB and a Res.

2.4 Network Objective Function

Training of a multi-task network bears a close resemblance to the so-called Multi-
Objective Optimization. Each task has its specific cost function that needs to be
minimized. These functions can often be combined using a weighted sum to form
a unified cost function [9]. Given the position of landmarks, the visibility factors,
and the face poses provided in the form of continuous numerical values in the
ALFW dataset, the optimization is modeled as a multi-regression problem. In
this work, we use Mean Squared Error (MSE) as the cost function for all the
tasks. Other error metrics could also be used.

Our cost function for training the multi-task networks consists of four terms
as follows:

C = λlCl + λvCv + λpCp + Cr (3)

where Cl,Cv,Cp,Cr denote the landmark localization cost, visibility estimation
error, pose estimation error, and regularization term, and λl, λv, and λp are the
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weights assigned to each term. Each term is computed as follows:

Cl(L, L̂, V ) =
N∑

i=1

21∑

j=1

[(vij l̂ijx − lijx)2 + (vij l̂ijy − lijy )2] (4)

The landmark localization cost Cl computes the sum of the squared error
between the original landmark coordinates L and the generated corresponding
points by the network L̂. In this formula, N is the number of samples in the
batch. The cost of visibility is also computed based on the sum of the squared
error as follows:

Cv(V, V̂ ) =
N∑

i=1

Q∑

j=1

(vij − v̂ij)2 (5)

where Q is the number of landmarks. In the ALFW dataset, there are a maximum
of 21 landmarks in a face image. Hence, we have Q = 21. Each of landmark is
represented with a x, y tuple. lijx denotes the x coordinate of the jth landmark
for ith sample in the batch. Landmark positions are defined in a 2D plane, for
which the values of x-coordinate and y-coordinate are given, represented by lijx
and lijy correspondingly, where lijx refers to x coordinate of the jth landmark
for ith sample in the batch. The number of visible landmarks depends on face
pose. The network predicts the coordinates for the visible landmarks represented
with a visibility indicator vector V , which consists of binary element of 0 or 1
indicating the visibility of landmarks.

Cp(P, P̂ ) =
N∑

i=1

R∑

j=1

(pij − p̂ij)2 (6)

where P is a pose vector that consists of roll, pitch, and yaw angles. R is the
number of freedoms. Here, because we have the above three freedoms, R is 3.
pij denotes the jth angular component (roll, pitch, or yaw) of a face pose for the
ith sample in the batch.

Cr(Θ) = λΘ · Θ (7)

where λ is the regularization coefficient and Θ is the vector of network parame-
ters. The dot product gives the sum of the magnitude of the parameter vectors.

3 Experimental Results

In our experiments, we used the Annotated Facial Landmarks in the Wild
(AFLW) [3] dataset to train and test our models. AFLW contains 25k anno-
tated face images (RGB and grayscale) collected from Flicker, 59% of the sub-
jects are female and 41% are labeled as male. In each image, there are at most 21
landmarks with x, y coordinates for each if all are visible. In addition, for each
subject in the image (there can be multiple faces in a picture), encompassing
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bounding box, gender, pose attributes (roll, pitch, yaw), and visibility factor of
each landmark is provided. As we wanted to focus only on the tasks related to a
single face we cropped the faces using the bounding box coordinated which were
originally provided. We used 20% of the face images as the test set and the rest
of 80% as the training set.

We trained eight networks, three single-task networks (STN), five multi-
task networks (MTN-2, MTN-3, and MTN-4, MTN-5, MTN-8) based on DCB-a
block. Each single-task network has one convolutional block in each layer sim-
ilar to DCBs without activation signals. STNs have five layers followed by a
fully-connected layer at the end. In STNs The depth of output feature maps for
the layers are 32, 64, 128, 256, 512. As candidate activation functions, we have
chosen ReLU, Leaky-ReLU, ELU [2], and the networks choose a combination of
them as the final activation function. Worth mentioning that all the networks
are implemented using the Tensorflow framework in Python.

To train the networks all the convolutional kernels are randomly initialized
with a mean of 0 and standard deviation set to 0.01. Adam optimizer has been
used as the optimizer with beta1 of 0.9 and beta2 of 0.999. We trained our
model with a learning rate of 0.0001 initially and then decreased it to 0.00001
after 40k iterations. The models were trained batch size of 12 for the single-task
networks and 5 for the multi-task network. In order to find the best value for
the regularization coefficient λ, we trained an MTN-3 with λ in the range of 0.1
to 0.00001. Table 1 provides the total error rate of the MTN-3 trained with its
corresponding regularization term. According to the results of our experiments,
choosing larger values for λ restricts the range of weights in MTN-3 and leads to
poor performance in all three tasks. To tune the values of λl, λv, and λp, we first
trained a network with the same weight for all terms of the cost function, then
we selected λl = 2, λv = 5, and λp = 1 based on the contribution of each error
term in the cost function. We trained all variations of our MTNs on a GeForce
RTX 2080 Ti. The training time for the MTNs is 7 hours, and almost 1 hour
for HyperFace. Our MTN-3 network has a real-time performance and runs at 51
frames per second.

Table 1. The cumulative error rate of MTN-3 for pose estimation, landmark local-
ization, and landmark visibility estimation with respect to the value of regularization
term λ.

λ 10−1 10−2 10−3 10−4 10−5

Cumulative error 2.28 2.10 1.91 1.87 1.87

3.1 Network Performance and Memory Efficiency

Table 6 compares the performance of our proposed model (MTN-3) against
three single-task and multi-task models on the ALFW dataset for pose estima-
tion, landmark localization, and landmark visibility estimation. We used Mean-
Squared-Error (MSE) for evaluating models’ performance. The best results are



54 A. Meyarian et al.

Table 2. Comparison of MTN-3 and HyperFace on pose estimation, landmark local-
ization, landmark visibility estimation when the subject wears glasses.

Glasses Task MTN-3 HyperFace

w Pose estimation 0.06 0.07

Landmark localization 0.61 0.84

Landmark visibility estimation 1.07 1.47

w/o Pose estimation 0.08 0.10

Landmark localization 0.97 1.27

Landmark visibility estimation 1.87 2.50

Table 3. Comparison of MTN-3 and HyperFace on pose estimation, landmark local-
ization, landmark visibility estimation with respect to the gender of the subject.

Gender Task MTN-3 HyperFace

Female Pose estimation 0.06 0.07

Landmark localization 0.62 0.85

Landmark visibility estimation 1.11 1.53

Male Pose estimation 0.05 0.06

Landmark localization 0.70 0.94

Landmark visibility estimation 1.21 1.64

highlighted in boldface font and the second best results are underlined. In our
experiments, we trained a VGG-16 and STN for every single task with 18k sam-
ples and tested with 4k samples. The average error of five repetitions, using the
same training configuration, and the standard deviation (in parenthesis) for each
model are reported. The last row of this table reports the cumulative average
error rate on all tasks for each model.

Table 4. Comparison of MTN-3 and HyperFace in terms of average error rate on
pose estimation, landmark localization, landmark visibility estimation with respect to
occlusion of the face.

Occlusion Task MTN-3 HyperFace

w Pose estimation 0.06 0.07

Landmark localization 0.62 0.85

Landmark visibility estimation 1.10 1.50

w/o Pose estimation 0.08 0.09

Landmark localization 1.34 1.75

Landmark visibility estimation 2.28 3.06
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The cumulative error rate of all tasks of our proposed method MTN-3 is
1.87, which is superior to all of the compared methods. In contrast to the second
best method (HyperFace), the error reduction rate is 15.8%. Among the three
tasks, landmark visibility estimation was the most difficult one. For each of the
three tasks, MTN-3 also achieved the lowest error rates. Compared to the second
best performer of each task, the error reduction rates are 25%, 15%, and 10%
for pose estimation, landmark localization, and landmark visibility estimation,
respectively.

By comparing the standard deviation, it is evident that our method exhibited
better consistency among all methods. The standard deviations of MTN-3 for
the three tasks are 0.28, 0.66, and 1.45, which are less than that of the other
methods. A smaller standard deviation suggests that the predictions are more
consistent with respect to the variety of the inputs.

Table 5 reports the amount of disk space used to store the trained network
and the number of parameters of each network. For the single-task networks
STN and VGG-16, both the memory and number of parameters are reported for
handling three tasks as well as for handling a single task (in parenthesis).

Table 5. Memory required for storing the weights of the models after training.

Model Single-task network Multi-task network

STN VGG-16 MTN-3 HyperFace

Memory size (GB) 0.66 (0.22) 5.04 (1.68) 0.48 0.34

# of parameters (106) 56.1 (18.7) 453 (151) 41 29

Among all methods, HyperFace used the least amount of memory and less
number of parameters. MTN-3, STN, and HyperFace are on a very similar scale.
VGG-16 required about ten times of memory space compared to the other three
methods. Table 4 presents a comparison of MTN-3 and HyperFace in the absence
and presence of occlusion in the test samples. According to the results, occlusion
decreases the cumulative error rate 50% for both methods, furthermore, among
all of the tasks, landmark visibility estimation and landmark localization are
the most highly affected tasks. In all of the cases of this experiment, MTN-3
has shown better performance compared to HyperFace. In addition to occlusion,
there are many test cases in which the subject wears glasses, that have an effect
of visibility of the landmarks. Based on the results shown in Table 2, the error
rate is decreased by 40% and 38% when the subject wears glasses, because when
the landmarks are invisible the network is not responsible for localizing them
or estimating the amount of their visibility. However, our MTN-3 achieved the
best results for all of the tasks in both cases. Additionally, Table 3 reports the
results of comparing the performance of MTN-3 to HyperFace with respect to
the gender of the subject. Based on the results, the error rates in all of the tasks
are less for female test cases compared to the males. MTN-3 has also achieved
better results in this experiment compared to HyperFace.
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Fig. 3. Illustration of the effect of network size on its performance

3.2 Effect of Network Layers

Figure 3 illustrates the cumulative average error rate of MTNs with respect to
the different number of network layers (DCB blocks). The colored sections depict
the average error of the three tasks, and the numbers are shown in the middle
of the section. The number on top of each bar is the cumulative error rate of
the corresponding MTN architecture on all tasks. We trained each MTN with 18
thousand examples and tested it with four thousand examples. The experiments
were repeated five times for each model to get the average error rate.

Among all MTN variants, MTN-3 exhibits the least cumulative average error
rate, which is 1.87, and its performance in landmark localization and landmark
visibility estimation are 0.65 and 1.15, respectively. MTN-3 achieved a reduction
of 5.7% compared to the second best method MTN-2. The cumulative average
error for MTN-4, MTN-5, and MTN-8 are almost the same, which also represents
the worst performance of the proposed method. Yet, compared to the second best
reported in Table 6, there is an improvement of 9%. Among all three tasks, land-
mark visibility estimation appeared to be the most difficult one, which resulted
in 61% of the cumulative error on average. The error rates of pose estimation are
more consistent among the variants of MTNs and are in a close range around
0.06.

Table 7 presents the storage space and number of parameters of MTNs. The
storage space reported in this table is in GB and the number of network param-
eters is in million. It is clear that as the number of DCB layers increases the
storage space and the number of parameters increase. The rate of increment,
however, is non-linear. The increment of storage space and the increment of the



A Task-Aware Network for Multi-task Learning 57

Table 6. MSE of the compared methods using the ALFW dataset. STN: single task
network. MTN-3: multi-task network with three layers. The best performance is high-
lighted with bold-face font; the second bast performance is highlighted with underscore.

Task STN VGG-16 MTN-3 HyperFace [9]

Pose estimation 0.24 (0.43) 0.26 (0.45) 0.06 (0.28) 0.08 (0.34)

Landmark localization 1.14 (0.88) 0.97 (0.87) 0.66 (0.70) 0.78 (0.78)

Visibility estimation 2.68 (1.53) 1.30 (1.68) 1.15 (1.45) 1.36(1.59)

Cumulative 4.06 2.53 1.87 2.22

number of parameters are about 0.08 GB and 4 million, respectively, for one
additional DCB block. This is due to the difference in the size of feature maps
reaching the fully-connected layers. As shown in Fig. 2(a), two feature aggrega-
tion operations are used to reduce the dimensionality of the feature maps: one
for the first three convolutions and another for atrous convolutions. Depending
on the number of DCB blocks in each network and the stride step in each block,
the feature map size could be different, which affects the size of weight matrices
for the terminal layers.

Table 7. Memory and number of parameters required for storing the weights of the
models after training.

Model MTN-2 MTN-3 MTN-4 MTN-5 MTN-8

Memory size (GB) 0.36 0.48 0.41 0.49 0.71

# of parameters (106) 31 41 35 42 61

4 Conclusion

In this paper, we proposed a novel deep network for learning multiple tasks at
the same time. The key component of our proposed method includes extendable
Dynamic Convolutional Blocks and the depth adaptation mechanism provides
the network with the ability to change the data flow and its size based on the
needs of the task at hand.

We evaluated our method with a publicly available dataset for three tasks:
face pose estimation, landmark localization, and landmark visibility estima-
tion. Our multi-task network outperforms all the single and multi-task meth-
ods. Specifically, MTN-3 reduced the average error rate by 25%, 15%, and 10%
for pose estimation, landmark localization, and landmark visibility estimation,
respectively, in contrast to the second-best method on each task. Our method
also exhibits a greater consistency suggested by the smaller standard devia-
tions in the average error rate. By training variations of our proposed MTN, we
observed that MTN-3 achieved the best performance with a cumulative error rate
of 1.87 and 5.7% reduction in error rate compared to the second-best. Among all
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the three tasks, landmark visibility was the most difficult one with 61% contri-
bution to the cumulative error rate; whereas a greater consistency was observed
in the pose estimation task.
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Abstract. Traditional bad data detection methods are estimated algorithms that
require repeated state estimations. A large number of calculations may also cause
“residual flooding” or “residual pollution” phenomena, which is the ideal state.
The bad data can be detected and identified before the estimation, and the bad data
detection and identification method based on association rule mining studied in
this paper can solve these problems to a certain extent. This paper first analyzes
the traditional bad data detection and identification methods and then leads to
data mining technology. Second, it delves into the classic algorithm Apriori and
improvement in association rules and studies the basic algorithm and improve-
ment of periodic association rule mining. Application of improved algorithm. The
current, active, and reactive power data of a certain line collected in the SCADA
system of a dispatching center from May to September and five months were
selected as sample data to finally verify the feasibility and effectiveness of the
method.

Keywords: Data mining · Power system · Bad data · Detection and identification

1 Introduction

In order to meet the needs of the national economy, the scale of China’s power grid is
constantly expanding, and its structure and operation mode is becoming more and more
complicated than before [1]. As the data acquisition and victory control system, the
SCADA system has beenwidely used in power networks, the systemmay fail to measure
or transmit data due to various forcemajeure factors during the process ofmeasuring data
or transmitting data. Abnormal, that is, bad data [2]. In order to improve the reliability
of power system state estimation, and select and eliminate a small amount of bad data
that occasionally appears in the SCADA system measurement sampling, many scholars
at home and abroad have conducted in-depth research on bad data mining techniques.
But looking at all kinds of methods, the accuracy, fastness, and comprehensiveness of
the detection and identification of bad data are still big problems that plague electric
power workers [3, 4].

At this stage, the protection and control system of the power grid has achieved a high
degree of automation, which places higher requirements on the accuracy of the system
data [5]. Obviously, once the data received by a substation automation system or dispatch

© Springer Nature Singapore Pte Ltd. 2020
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automation system is bad data, the impact of these error messages will interfere with the
dispatcher’s judgment andmay cause the dispatcher tomakewrong control decisions and
even cause protection and control. The device malfunctioned, which seriously affected
the safety of the power grid [6].

The focus of this paper is to obtain the association rules by mining historical data
samples collected by the SCADA system when the topology and operating status of the
power systemnetwork are unclear, to conduct research on the detection and identification
of bad data before state estimation. It will provide a certain theoretical and practical basis
for related fields, and contribute to the improvement of China’s power system security.

2 Method

2.1 Data Mining

Data mining is not a random application of some existing or known analysis techniques
to specific situations to solve specific problems [7, 8], but a way to solve problems and
analyze problems. The whole process of data mining is shown in Fig. 1.

Database

The Data 
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Specific
Data Set

Model

Knowledge
Cleaning And 

Integration

Selection And 
Transformation

Data Mining

Evaluation And 
Representation

Fig. 1. Data mining process

2.2 Improvement of Association Rule Algorithm

This paper reduces the number of data subsets that need to be counted for the periodic
support and proposes the CARM2 algorithm., Reducing the time complexity of the
algorithm, the specific improvement steps are as follows:

Assume that the number of data subsets contained in period (l, o) is |db (l, o)|,

|db(l, o)| = |(n − o)/l| (1)
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The minimum periodic support is minCycle. If |db (l, o)| is divided into two parts of
the data subset, they are:

|db(l, o)| × (1 − min Cycle) (2)

|db(l, o)| × min Cycle−1 (3)

Then only the periodic support number of the association rules of the first part of
the data subset can be counted, because the association rules of the second part of the
data subset periodically do not meet the minimum periodicity support condition, so it
cannot become periodic Association rules. On the other hand, assuming that the first
m data subsets of |db (l, o)| have been calculated, if the periodic support number of an
association rule in these m data subsets is less than:

m − |db(l, o)| × (1 − min Cycle) (4)

Then this rule cannot become a periodic association rule.
Proof: Because the number of data subsets contained in period (l, o) is |db(l, o)|,

assuming that the minimum periodic support specified by the user is minCycle, an asso-
ciation rule must become a periodic association rule. The number of periodic support
must be at least |db(l, o)| × min Cycle. The first m data subsets of |db(l, o)| have been
calculated, and |db (l, o)|-m data subsets remain, then in the first m data subsets that have
been calculated This association rule appears at least:

|db(l, o)| × min Cycle − (|db(l, o)| − m) = m − |db(l, o)| × (1 − min Cycle) (5)

Only then can this association rule become a periodic association rule and an
improved CARM2 algorithm.

3 Experiment

3.1 Data

In this paper, the current, active, and reactive power data of a line collected in the SCADA
system of a dispatch center from May to September and five months are used as sample
data. Each daily active power, reactive power, and current data curve has 96 curves.
Sampling point, the sampling interval is 15 min/time. It is known that the sample data
used in this article has been trapped and cleaned up, and all are good data, and there is
no missing in the middle.

3.2 Association Rule Mining

Because the selected historical data includes fivemonths (150 days) of current and power
distribution, the sampling interval is 15 min, and the time attribute is 96 timestamps per
day, and the five months are divided into five periods of I-V according to the month, A
total of 480 time units, the original database storage unit is shown in Table 1. Set the
minimum support degree to 0.05, and perform periodic association rule mining on the
data subset of each period to obtain the periodic frequent itemsets at each moment, and
then to summarize the current and power distribution rules at that moment.
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Table 1. Raw database storage unit

Sampling point on September 1st Active Reactive Current

1 556.13 −32.47 653.93

2 548.02 −26.39 643.38

3 542.94 −26.39 648.07

4 549.03 −26.39 645.72

5 529.75 −31.46 623.46

6 503.36 −31.46 595.33

7 500.32 −30.45 592.99

8 505.39 −32.47 595.33

9 481.04 −35.52 569.55

10 489.15 −32.47 580.1

4 Discussion

4.1 Detection and Identification of Single Bad Data

Sample data of No. 2 is randomly selected, and the active power data of No. 10 sampling
point is set as bad data. The active power data is increased by 10% based on the original
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Fig. 2. Bad data detection process
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normal data. It is known that the original data of this sampling point are: active power
489.15 MW, reactive power −32.47 MW, current 580.1A. The form after discretization
is: T10, P7, Q6, 17. The point in active power increased by 10% to 538.06 MW, and the
level changed from P7 to P3. All the modified sample data of No. 2 are discretized and
stored as a new data source. The bad data detection process is shown in Fig. 2.

The test results are shown in Table 2. The results show that the data record (T10,
P3, Q6, 17) was extracted into the suspicious collection of bad data. The record has a
timestamp T10. It is obvious that the record can be identified. There is bad data in the
10th sampling record. The corresponding association rules obtained from the sample
data mining in the previous section are as follows: T10→ P7, Q6, 17 (Sup= 0.17, Conf
= 0.68), T10 → P7, Q6, 16 (Sup = 0.08, Conf = 0.32). It can be seen that there are
only two cases of normal data at the 10th sampling point, so it can be determined that
the active power of the record is bad data.

Table 2. Single bad data detection result

Suspect bad data set Corresponding association rule

T10, P3, Q6, 17 T10 → P7, Q6, 17 (Sup = 0.17, Conf = 0.68)

T10 → P7, Q6, 16 (Sup = 0.08, Conf = 0.32)

4.2 Detection and Identification of Multiple Bad Data

Sample dataNo. 18was randomly selected, and the active power data at the 35th sampling
point and the reactive power data at the 65th sampling point were set as bad data. One
reduced the active power by 10% and the other reduced the reactive power by 20%. It is
known that the original data of the 35th sampling point are: active power 527.72 MW,
reactive power−52.77MW, current 623.46A.After discretization: T35, P4,Q8, 14. Now
reduce the active power by 10% to 474.95 MW, the grade becomes P8. The original data
of sampling point 65 is known as: active power 553.09MW, reactive power−33.49MW,
current 655.1A. After discretization: T65, P2, Q6, 12. Reduce the reactive power by
20% to −26.54 MW, and the grade becomes Q3. The test results are shown in Table 3.
According to the table, the data records (T35, P8, Q8, 14) and (T65, P2, Q3, 12) were
extracted into the suspicious set of bad data, and the 35th Bad data were present in the
and 65th sampling records [9, 10].

Table 3. Multiple bad data detection result

Bad data set Corresponding association rule

T35, P4, Q8, 14 T35 → P4, Q8, 14 (Sup = 0.25, Conf = 1)

T65, P2, Q3, 12 T65 → P2, Q6, 12 (Sup = 0.115, Conf = 0.46)

T65 → P2, Q7, 12 (Sup = 0.135, Conf = 0.54)
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5 Conclusion

In this paper, the association rules in data mining and the detection and identification of
bad data in power systems are studied in-depth, and the association rules are introduced
into the detection and identification of bad data. Detect and identify models to derive
information with practical application value. The information obtained from the histor-
ical data of the power system using association rules helps to obtain the measured and
predicted amount at each moment so that the decision has a scientific basis.

Acknowledgments. The Academic Funding Project for Outstanding Talents of Universities and
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Abstract. Electroencephalogram (EEG) is often contaminated by mas-
sive muscle artifacts. In this article, a new approach to removing muscle
artifacts is proposed, which is based on ensemble empirical mode decom-
position (EEMD) and independent vector analysis (IVA). Each chan-
nel of EEG is decomposed into intrinsic mode functions (IMFs) with
EEMD to achieve an extended data set that contains more channels
than the original data set. The potential artifact components are decom-
posed by IVA for further isolation. Quantitative results are obtained
on semi-simulated and real-life EEG data sets. These results show that
the proposed EEMD-IVA approach outperforms independent component
analysis (ICA), IVA, and EEMD-ICA.

Keywords: Independent vector analysis · Ensemble empirical mode
decomposition · Electroencephalogram

1 Introduction

Among artifacts in EEG, muscle artifacts are particularly difficult to remove
because they can overlap all EEG rhythms [1]. ICA, a widely used blind source
separation (BSS) algorithm, makes use of higher order statistics (HOS) to decom-
pose EEG data set to independent components (ICs) [2]. The ICs, which resem-
ble muscle artifacts, are discarded during reconstruction, leaving clean data.
However, ICA is good at eliminating the artifacts with invariable topographical
distribution, while muscle artifacts possess a variable topography since they are
often induced by the movement of muscle groups. Most ICs may contain both
cerebral and noncerebral components [1]. Due to the broad frequency spectrum,
muscle artifacts usually have a lower autocorrelation value than brain activities.
Independent vector analysis (IVA) [3] is an extension of ICA to multiple data
sets. Independent sources are estimated from each data set, and meanwhile, each
source is dependent on corresponding sources from other data set. IVA empha-
sizes both HOS and second order statistics (SOS) and solves the muscle artifact
c© Springer Nature Singapore Pte Ltd. 2020
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removal problem better [4,5]. However, in many real-world applications [6–8],
wireless and wearable EEG headsets are often employed. Under this situation,
IVA faces challenges in separating muscle artifacts from EEG effectively since
the number of cerebral and muscle sources may be more than the number of elec-
trodes. If each channel of raw EEG data is decomposed into several components,
the extended data set containing more channels would satisfy the condition of
IVA. Inspired by [9], EEMD is chosen since it is a mature tool for nonlinear and
nonstationary signal analysis [10]. The proposed EEMD-IVA approach is tested
against the ICA, IVA and EEMD-ICA [9] approaches and is shown to produce
improved results.

2 Background

2.1 ICA

ICA approach works based on the assumption that muscle artifacts and EEG
come from independent sources, and the artifact-like ICs are removed to achieve
clean EEG. It should be noted that this study is not to investigate ICA algo-
rithms, therefore the widely used FastICA is adopted in this work [2].

2.2 IVA

IVA can be formulated in a unified joint BSS framework [5] to ensure that
the derived components are mutually independent within each data set and
have maximal dependence across multiple data sets [3]. The IVA approach uses
two data sets. The first one is the raw EEG data and the second one is its
time-delayed version. Considering the importance of HOS and SOS, the IVA
decomposes the EEG data set into mutually independent and self-correlated
sources, which can exploit both the temporal and spatial structure of muscle
artifacts. Muscle artifacts are concentrated into several independent sources with
the least autocorrelation values, then the clean EEG data can be recovered [4].

2.3 EEMD

EEMD [10] decomposes a one-dimensional signal into a series of IMFs without
prior knowledge. Each IMF has its own frequency range. The muscle artifacts
usually contain a wider frequency range than neural activities, that is, the muscle
artifact related information may be concentrated in the high-frequency IMFs.
However, EEMD cannot reject all muscle artifacts since the spectrum of muscle
artifacts and EEG may overlap each other.

3 Ensemble Empirical Mode Decomposition
and Independent Vector Analysis (EEMD-IVA)

Our proposed EEMD-IVA approach includes the following stages: 1) EEG
decomposition with EEMD, 2) selection of IMFs that contain artifacts, 3) iden-
tification of artifacts from the selected IMFs with IVA, 4) artifact elimination,
and 5) restoration of the “clean” EEG.
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For the first stage, each channel of EEG is decomposed with EEMD into a
series of IMFs. An extended data set is constructed from all of the IMFs of every
channel. The new data set comprises more channels than the original data set
to meet the condition of IVA.

For the second stage, regarding the computational complexity of IVA, not
all IMFs but the ones containing artifacts will be selected for further processing.
Since the muscle artifacts generally behave like white noise and have a broad fre-
quency spectrum, they commonly have lower autocorrelation value. The thresh-
old is empirically set up to 0.95. The IMFs with autocorrelation value less than
the threshold are reorganized into a new data set, denoted as Y. For all control
approaches, the same method and criteria are used to detect muscle artifact
components.

For the third stage, IVA uses two data sets. The first one is Y and the second
one is an instantly delayed version of Y. IVA derives two groups of sources,
denoted as S1 and S2. The sources in S1 or S2 are mutually independent, and
the corresponding sources of S1 and S2 are dependent while the sources are
sorted in descending order by their autocorrelation values. In this case, muscle
artifacts should be concentrated into the last independent sources [4].

As for the fourth stage, the artifact sources are automatically identified in
the same way as described in the second stage. The sources with autocorrelation
value less than the threshold are treated as muscle artifacts and suppressed to
zero. The cleaned S is denoted as Sclean. Finally, the “clean” EEG data set is
reconstructed in the reverse procedure of the third stage and the first stage.

4 Data Description

To illustrate the performance of the EEMD-IVA and other comparison
approaches quantitatively, semi-simulated EEG data sets are used which are
composite of real clean EEG, and real electromyogram (EMG). The details of
the data sets are described below.

Pure EEG data were recorded from 20 healthy subjects. The EEG was
recorded from an EEG Quick-Cap and a NuAmps amplifier (Compumedics Neu-
roscan, El Paso, TX). The sampling rate was 500 Hz with a bandpass filter in
the range of 1 and 70 Hz on 19 channels. A 10 seconds muscle artifact-free EEG
epoch was selected from each subject through visual inspection by an indepen-
dent neurophysiologist. Thus, there are 20 clean EEG data sets for subsequent
data simulation, denoted as X(i)

EEG (i =1, 2, ..., 20).
It is difficult to acquire pure muscle activity from contaminated EEG, thus

pure EMG signals are used in this work. EMG data were collected from 23
healthy volunteers by placing four electrodes on forearms with a Trigno wireless
surface EMG system (DELSYS INC., Natick, MA). To simulate realistic situa-
tions, we generated not only continuous muscle artifacts but also transient ones
by controlling the contraction intervals. To simulate massive muscle artifacts,
A 19-channel muscle artifacts data matrix, denoted as X(i)

EMG, can be generated



70 Q. Chen and Y. Li

with a random mixing matrix and a 19-channel EMG source matrix [11], which
is randomly chosen from the EMG data set.

A contaminated EEG matrix can be obtained according the following equa-
tion: X(i) = X(i)

EEG+λ ·X(i)
EMG. By adjusting the parameter λ, the signal-to-noise

ratio (SNR) can be changed from 0.5 to 4.5 by a step size of 0.5.

5 Evaluation Metric

The performance of our proposed approach is evaluated by two measures.
The first measure, relative root-mean-squared error (RRMSE), is defined as

RRMSE =
RMS

(
XEEG − X̃EEG

)

RMS (XEEG)
(1)

Where X̃EEG is the EEG signal after muscle artifact removal, and the root mean
squared (RMS) value is defined as

RMS (X) =

√√√√ 1
CT

C∑
c=1

T∑
t=1

X2 (c, t) (2)

Where C is the number of EEG channel and T is the number of time samples.
The correlation coefficient (CC) between the raw EEG and its reconstructed

counterpart is calculated for each channel. The second evaluation measure is the
average CC (ACC) between two data sets which could be obtained by averaging
the CC values across multiple channels.

6 Results

6.1 Results of Simulated Data

We compared the muscle artifact removal performance of our proposed method
EEMD-IVA with state-of-the-art methods, including ICA, IVA, EEMD-ICA [9],
through semi-simulated 19-channel EEG data sets. The comparisons were con-
ducted with data sets of different SNR. At each SNR value, each approach was
repeated independently on the 20 mixed data sets. The overall performance in
terms of the average RRMSE and ACC is shown in Fig. 1.

As mentioned above, 19 EMG sources were projected to each 19-channel
EEG data set, that is, the number of cerebral and non-cerebral sources must
be more than the number of electrodes. As shown in Fig. 1, both ICA and IVA
performed poorly in separating muscle artifacts from EEG. EEMD-ICA and
EEMD-IVA consistently yielded better performance than IVA and ICA in terms
of RRMSE at different SNR values in Fig. 1a, and ACC in Fig. 1b. It can be
seen that EEMD-IVA outperformed EEMD-ICA when the SNR values are less
than 3. This demonstrates that IVA, exploiting both HOS and SOS, can better
adapt to the characters of muscle artifacts. EEMD-IVA achieved better muscle
artifact source separation in contrast to EEMD-ICA.
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Fig. 1. The performance comparison in terms of (a) RRMSE and (b) ACC at various
SNR values.

Fig. 2. The cleaned EEG signals (black) of (a) Fz, (b) T5 after using ICA, IVA, EEMD-
ICA and EEMD-IVA approach in contrast to the original EEG (green). (Color figure
online)

6.2 Results Using Real Data

A real-life EEG data set is also employed to evaluate the performance of the
approaches. The ictal EEG data set is a 21-channel 10-second scalp EEG record-
ing from a long-term epilepsy monitoring unit (http://www.esat.kuleuven.be/
sista/member/biomedng/biosource.htm). Due to the limited space, we only show
the waveforms and denoised results of two representative channels Fz and T5
in Fig. 2. The EEMD-ICA and EEMD-IVA results appeared cleaner than the
ICA and IVA results. However, the EEMD-ICA results seem unduly smooth

http://www.esat.kuleuven.be/sista/member/biomedng/biosource.htm
http://www.esat.kuleuven.be/sista/member/biomedng/biosource.htm
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(circled in Fig. 2). Although there is no ground truth, qualitative analysis can
be described in the frequency domain.

As shown in Fig. 3, the original power spectrums of EEG extend to the high-
frequency band due to severe muscle artifacts. ICA and IVA do not deal with
those abnormal components sufficiently since there still exist abnormal high-
frequency components, while the EEMD-ICA and EEMD-IVA do well. But the
EEMD-ICA heavily restrain all the components over 10 Hz which overlap the
spectrum of EEG, while the EEMD-IVA result presents a smooth transition
from around 10 Hz to higher frequencies instead. That indicates that EEMD-
IVA eliminates muscle artifacts and keeps the underlying EEG activities.

Fig. 3. Power spectrum density comparision of the results of ICA, IVA, EEMD-ICA
and EEMD-IVA. (a) Fz. (b) T5.

7 Conclusion

An effective EEMD-IVA approach for muscle artifact removal from the EEG
signal is proposed. In the approach, each channel of the contaminated EEG is
decomposed separately by EEMD to several IMFs, and the raw EEG data set is
extended to more channels to fulfill the condition of the following IVA procedure.
IVA exploits both HOS and SOS to isolate muscular artifacts. The performance
of EEMD-IVA is compared with the results of other approaches. It can be seen
from the semi-simulation and real-life results that the proposed approach yielded
the best performance and is capable of removing muscle artifacts with little
distortion to the EEG components.
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Abstract. With the development of the Internet, the problem of infor-
mation overload becomes more and more serious. The personalized rec-
ommendation technology can establish user profiles through the user’s
behavior and other information, and automatically recommend the items
that best match the user’s preferences, thus effectively reducing the infor-
mation overload problem. Although scholars from all over the world have
proposed many solutions to the personalized news recommendation sys-
tem, there are still problems such as computing redundancy, incomplete
data, and the inability to make a personalized recommendation to users.
Based on the problem, this paper will focus on selected IHUMCF algo-
rithm in computing the user similarity neighbor reason is inadequate to
some extent, and the attention degree impact factor is put forward, and
then puts forward the L-HUMCF algorithm, and then this paper based
on L-HUMCF recommended to improve, as a result, joined the user of
information entropy, EL-HUMCF algorithm is proposed, and experimen-
tal verification algorithm is effective. Experimental results show that the
proposed algorithm is better than other personalized recommendation
algorithms.

Keywords: Entropy · Personalized recommendation · Attention

1 Introduction

With the rapid development of information technology, users cannot get a useful
message. As an important approach to information filtering, a recommendation
system is able to address the present problem of information overload [10,14].
To improve efficiency and quality while processing big data [4,15], many studies
have been conducted. In the traditional recommendation models, the association
between the user and the project is weak, which results in low recommendation
accuracy. The traditional collaborative filtering algorithms use the user-item
scoring matrix to construct user interest models with the following problems:
(1) the size of the matrix is huge due to a large number of users, which will

c© Springer Nature Singapore Pte Ltd. 2020
X. Yuan et al. (Eds.): ICUIA 2020, CCIS 1319, pp. 74–85, 2020.
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make the calculation expensive. (2) incomplete data cause sparse data matrices,
making it impossible to personalize recommendations to users [9]; (3) different
users have different scoring habits, resulting in differences in scoring; (4) there
are insufficient reasons for recommending results to users [3,8].

In practical applications, whether it is a content-based recommendation or
collaborative filtering or other recommendation technologies, it is not perfect,
and various problems will inevitably be encountered. Therefore, some researchers
have begun to try combining the advantages of each method to learn from each
other’s strengths and improve the recommendation effect, and have proposed a
hybrid recommendation algorithm [1,2].

To overcome the problems of computational redundancy, insufficient data
volume, and inability to complete personalized recommendations, so as to make
the recommendation results more reasonable and achieve the goal of improving
the quality of recommendations, this paper proposes a novel recommendation
method. On the premise of analyzing the Attention Degree of the project [7],
the Attention Degree factor of the project was introduced into the recommen-
dation model, and the user similarity calculation method was optimized. The
user’s similarity problem with other users was eliminated because the Attention
Degree of the project was high. Make the recommendation result more convinc-
ing and the recommendation reason more sufficient; at the same time, calculate
the user’s information entropy based on the history of user rating [6,11]. By
using user information entropy when predicting a user’s rating of an item, the
predicted item’s rating will be more reliable, thereby improving the quality of
recommendations [12].

The rest of this paper is organized as follows: Sect. 2 provides a background
of the research problem. Section 3 presents our proposed method in details.
Section 4 discusses our experimental results. Section 5 concludes this paper with
a summary.

2 Background

This article uses a hybrid user model. From a combination perspective, hybrid
recommendation techniques usually use weighting and layering methods [5]. The
mixed user model used in this paper combines population statistical data and
item types. First, the user’s preference matrix for the item type is obtained
by analyzing the user’s scoring matrix, and then the user-specific attribute-
item type attribute matrix is obtained by combining the user’s characteristic
attributes. This model is used to calculate the similarity between users. Consid-
ering the differences in user ratings and the popularity of the project itself, the
rationality factor and hotspot factors of user ratings are introduced. Therefore,
when calculating the similarity between users, add these two based on these fac-
tors, we obtain the Top-N neighbor user set and then start scoring prediction of
the items. In the prediction process, considering the stability of the user itself,
the user information entropy is introduced to obtain the final recommended item
list.
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(1) user-project score and project type record Table 1 presents part of the
data from the integrated MovieLens dataset, showing the ratings of 12 movies
by six users and the records of the types of the 12 movies. In the MovieLens
dataset, there are 19 types of movies, e.g., Action, Adventure, Animation, Chil-
dren, Comedy, and Western, in table S1, S2, S3, S4, ..., S19. The MovieID in
the table records the ID Numbers of the 12 movies. S19 records the types of
these 12 movies. If the movie belongs to the type, it is 1; otherwise, it is 0. The
column User6 records the specific rating of the 12 movies by 6 users. Here, the
rating range is 1 through 5, and the value is 0 for the movie without a rating. As
shown in the table, User3, User4, and User5 have no rating for the movie with
movie 1.

Table 1. User-project score and project type re-score.

MovieID S1 S2 S3 S4 S5 ... User1 User2 User3 User4 User5 User6

1 0 0 1 1 1 ... 5 4 0 1 0 4

2 1 1 0 0 0 ... 3 0 0 0 0 0

3 0 0 0 0 0 ... 4 0 0 0 0 0

4 1 0 0 0 1 ... 3 0 0 0 0 0

5 0 0 0 0 0 ... 3 0 0 0 0 0

6 0 0 0 0 0 ... 0 0 0 0 0 0

7 0 0 0 0 0 ... 4 0 0 0 0 2

8 0 0 0 1 1 ... 1 0 0 0 0 4

9 0 0 0 0 0 ... 5 0 0 0 0 4

10 0 0 0 0 0 ... 0 2 0 0 0 0

11 0 0 0 0 0 ... 2 0 0 4 0 0

12 0 0 0 0 0 ... 0 0 0 0 0 4

(2) users’ interest in the movie genre Regarding a user’s interest in the movie,
types determine the user’s preference for movie types. In this article, the follow-
ing terms are used to calculate the final user’s interest in movie types:

Definition 1: user-item set, Ti = {j|Rij > 1}, represents the set of user i for
the rated item.

Definition 2: User-effective item set, Ei = {j|Rij > V/2}, where V represents
the maximum possible rating of user i.

Definition 3: User-item type effective rating set, R(i, a) = {Rij |Rij > V/2},
which represents user i’s effective set of item (movie) ratings of type a. Table 2
summarizes the total number of projects overrated by the 6 users and total score
of the over-rated items by users.
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Table 2. Use ratings.

UserID |Ti| TR(i)

1 135 497

2 40 152

3 28 84

4 14 61

5 59 188

6 61 213

Definition 4: The relative attribute (item type) score, RAR(i, a) = AR(i,a)
TR(i) ,

givesuser i’s total effective score for item of type a among user i’s total scores.

Definition 5: The relative attribute (item type) frequency, RAF (i, a) = |Aa|
|Ti| ,

which gives user i’s effective rating times for items of type a accounted for the
number of times that user i has rated the items.

Definition 6: The revised relative attribute (item type) frequency MRAF (i, a)
=

∑
j∈Aa

Wr

|Ti| , where Wr = (Rij − V/2 + 1)(V/2 + 1) is the wright of user i for
item j.

Definition 7: Type (attribute) interest measure, AIM(i, a) =
RAR(i,a)MRAF (i,a)
RAR(i,a)+MRAF (i,a) . It indicates the degree of interest of user i in an item of
type a. Table 3 shows the degree of interest of these 19 types of 6 users using
different calculation methods.

Definition 8: User score reasonable factor, δi =

√∑
j∈Ti

(Rij−(̄R)i)2√
|Ti|

, where

(̄R)i) is the average score of the user i on rating items.

Definition 9: Hotspot impact factor, μj = 1
log |Nj | , where |Nj | denotes the num-

ber of users who rated item j over a period of time.

Definition 10: User information entropy, H(k) = −pk log pk and pk = Nk

N ,
where Nk and N denotes the counts of items rated by user k and the total
items, respectively.
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Table 3. User interest

UserID S1 S2 S3 S4 S5 S19

RAR 1 0.16 0.06 0.05 0.04 0.31 ... 0.01

2 0.11 0.03 0.03 0.05 0.21 ... 0

3 0.17 0.12 0 0 0.17 ... 0

4 0.33 0.11 0 0 0.16 ... 0

5 0.44 0.3 0.12 0.09 0.46 ... 0

6 0.18 0.1 0.06 0.11 0.31 ... 0.03

RAF 1 0.14 0.05 0.04 0.04 0.28 ... 0.01

2 0.1 0.03 0.03 0.05 0.2 ... 0

3 0.14 0.11 0 0 0.11 ... 0

4 0.36 0.14 0 0 0.14 ... 0

5 0.36 0.24 0.08 0.08 0.37 ... 0

6 0.16 0.08 0.05 0.1 0.28 ... 0.03

MRAF 1 0.3 0.11 0.09 0.08 0.57 ... 0.01

2 0.21 0.05 0.05 0.1 0.4 ... 0

3 0.26 0.19 0 0 0.24 ... 0

4 0.71 0.26 0 0 0.34 ... 0

5 0.71 0.47 0.18 0.14 0.74 ... 0

6 0.31 0.17 0.1 0.19 0.54 ... 0.06

AIM 1 0.1 0.04 0.03 0.03 0.2 ... 0.01

2 0.07 0.02 0.02 0.03 0.14 ... 0

3 0.1 0.07 0 0 0.1 ... 0

4 0.23 0.08 0 0 0.11 ... 0

5 0.27 0.18 0.07 0.05 0.28 ... 0

6 0.11 0.06 0.04 0.07 0.2 ... 0.02

3 Method

3.1 User Interest Model

The technology of Collaborative Filtering can be divided into two categories,
namely project-based and user-based collaborative filtering. Traditional collab-
orative filtering algorithms only rely on user-item scoring data to build user
models. Although this shows users’ interest measure to some extent, it does not
take into account users’ characteristics such as age, gender, occupation, etc. To
some extent, these attributes of the user can reflect the relationship between the
project and the user. When user scoring data are sparse, just use the traditional
collaborative filtering algorithm effect often is not ideal. Xu [12] extended the
collaborative filtering algorithm and used the user-scoring matrix to calculate
the user’s interest measure in the project type, AIM, constant quantified for the
user’s characteristics, to build the user interest model.
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The steps to build the user interest model are as follows:

1. the user-project type interest measure is shown by the user-project score and
project type;

2. the user characteristic attribute value is quantified by the user information
table;

3. the user model is obtained by combining the user characteristic attribute
value and user-item type interest measure.

As shown in Table 4, is the user model table built, where A1, A2, ..., An is
the user characteristic property, S1, S2, ..., Sm is the project type;

Table 4. User interest model.

UserID A1 A2 ... An S1 S2 ... Sm

1 A11 A12 ... A1n S11 S12 ... S1m

2 A21 A22 ... A2n S21 S22 ... S2m

3 A31 A32 ... A3n S31 S32 ... S3m

4 A41 A42 ... A4n S41 S42 ... S4m

... ... ... ... ... ... ... ... ...

i Ai1 Ai2 Ain Si1 Si2 ... Sim

... ... ... ... ... ... ... ... ...

After building the user interest model based on the document, we join user
scoring reasonable factor to calculate the similarity between users, although this
method is compared with the traditional collaborative filtering algorithm, is a
great improvement on the recommendation results, but when calculating the
similarity between user get the result of the reason is not very enough, so when
calculating the similarity between users, this paper puts forward the similarity
algorithm based on the hot spot (L-HUMCF), the algorithm of user interest
model [12] introduces the user scoring reasonable factor and adds the project’s
popular factor.

3.2 Prediction Score

After obtaining the top-N neighbor set of user i, select some items from the
neighbor set scoring items to recommend to user i, and the selection of recom-
mended items ensure that these items are preferred by the neighbor set and
these items are the items that the target user i has not performed (that is, the
items that the target user i has not scored). The score is computed as follows:

P ′(i, j) = R̄i +
∑

k∈U sim(i, k)(Rkj − R̄k)
∑

k∈Usim(i,k)

(1)
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where R̄i denotes the average score of the target user on all the scoring items, U
denotes the neighbor set of the target user, k is the neighbor of the target user.
sim(i, k) computes the similarity between users i and k, Rkj represents the true
score of user k on item j, R̄k represents the average score of user k on all the
scored items.

The user’s scoring of the project is subjective, but the user’s information
entropy is objective. It is also a reference for whether the user’s rating of a cer-
tain item is reliable and meaningful. When the user performs project prediction
and scoring, he introduces the user’s information entropy and proposes a recom-
mendation algorithm based on attention degree and entropy (EL-HUMCF).

P (i, j) = R̄i +
∑

k∈U sim(i, k)(Rkj − R̄k)H(k)
∑

k∈Usim(i,k)

(2)

The predicted scores P ′(i, j) and P (i, j) of the target user i for item j can
be calculated, and then the predicted scores are sorted from large to small, and
the top n (top-n) recommended target users i are selected.

3.3 L-HUMCF Algorithm

Among the collaborative filtering algorithms, the more common algorithms
for calculating similarity include cosine similarity, modified cosine similarity,
Euclidean distance similarity, and Pearson correlation similarity. Related exper-
iments have shown that the Pearson correlation similarity algorithm performs
better than the other three algorithms [13], because the average value of user
scoring is used in the calculation of Pearson correlation similarity so that the
problem of user scoring bias is alleviated to some extent; this paper uses the
L-HUMCF algorithm to calculate the similarity between users. This algorithm
is based on the calculation of Pearson’s correlation similarity algorithm. The
similarity of the L-HUMCF algorithm is computed as follows:

sim(i, j) =
1
2
(1 +

∑

m∈R

μm)

∑n
k=1 |Ṡ| +

∑n+p
k=n+1 |δiδjṠ|

(
∑n

k=1 Ṡ2
∑n+p

k=n+1 δiδjṠ2)
1
2

(3)

where
Ṡ = (Sik − S̄i)(Sjk − S̄j)

and μm represents the hotspot impact factor of item m, and R represents the
set of effective scoring items jointly performed by user i and user j,

∑
m∈R μm

represents one of the hotspot impact factors of effective scoring items jointly by
user i and user j. The similarity is calculated in descending order, and the first
N (most similar) users are selected as the neighbor set of the target a and user i.

The recommendation process mainly uses the user scoring data and the user’s
attribute data to obtain a user-type interest degree matrix and a user-attribute
feature matrix and then constructs users from these matrices. Model, and then
use the L-HUMCF algorithm to calculate the similarity between users according
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to the user interest model. When calculating the similarity between users, the L-
HUMCF algorithm introduces the attention degree factor of the project to make
the target user’s user neighbor set more accurate and improve Recommended
results. The L-HUMCF algorithm method is presented in Algorithm 1.

Algorithm 1. L-HUMCF algorithm.
1: Input: user-item scoring data, user-attribute feature data, item-type feature data
2: Output: recommendation set
3: The user-item-item type table is obtained from the input user-item scoring data

and item-type characteristic data, and the user-item-item type table is used to
calculate the user’s interest measure AIM from the item type.

4: User-attribute feature data and user-item scoring data are used to calculate the
user’s own attribute to the item preference value Attr based on population statis-
tical data.

5: Calculate the user scoring a reasonable factor δ from the user-item scoring data.
6: Calculate the attention degree impact factor μ from the user-item scoring data.
7: Construct a user hybrid model.
8: The user model constructed in (5), adding the user scoring reasonable factor δ and

attention degree impact factor μ in (3) and (4) to improve the Pearson algorithm,
that is, the average absolute error to calculate the similarity between the target
user and other users sim(i, j).

9: Sort the similarity from large to small, and select the top N (Top-N) users as the
neighbor set of the target users.

10: From the user-item scoring data and the user scoring reasonable factor δ, select
the item set U that the target user needs to predict.

11: predict the target user’s score P ′(i, j) on the items in the item set according to the
scoring formula.

12: Sort the scores P ′(i, j) from large to small, and select the top n (Top-n) items as
the recommendation set for the target user.

The L-HUMCF algorithm is mainly based on the IHUMCF model. For the
problem of the insufficient reason for selecting the neighbor set, that is, calculat-
ing the similarity between users, a hotspot impact factor is proposed to obtain
more accurate users Neighbor set, so as to achieve a more accurate recommen-
dation effect for users.

3.4 Recommendation Algorithm Based on Heat and Entropy

Compared with the IHUMCF algorithm and the CF algorithm, the L-HUMCF
algorithm has significantly improved the recommendation effect when the appro-
priate neighbor set is used. The impact does not take into account the objectiv-
ity of the user. The user’s information entropy is objective and a reference for
whether the user’s scoring of a certain item is reliable. We extend the L-HUMCF
algorithm and propose a recommendation algorithm based on attention degree
and entropy (EL-HUMCF) using the user’s information entropy for prediction
and scoring.
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Fig. 1. The flowchart of the EL-HUMCF algorithm.

When predicting the user’s scoring of an item, the user’s information entropy
is introduced to make the predicted score more accurate and the recommenda-
tion results better. The recommended working flowchart of the EL-HUMCF
algorithm is shown in Fig. 1.

4 Experiments

4.1 Data and Settings

The experiment uses a relatively small 100 K public dataset of MovieLens. This
dataset records the relevant information of 943 users, the relevant information
of 1682 movies, and the 1, 942 users of these 1, 682 10, 000 pieces of rating
information for movies, where the rating value is 1 through 5 with 5 being the
most liked. The dataset is divided into two parts, the training set, and the test
set, with 80% of the data for training and the remaining 20% for testing. In
this article, we use MAE, Precision, Recall, and F1 measure as the evaluation
metrics.
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4.2 Result Analysis and Discussion

We compared our method with IHUMCF and CF. The results using MAE, Pre-
cision, Recall, and F1 are shown in Fig. 2. It can be seen that the MAE value
of the L-HUMCF algorithm is smaller than that of IHUMCF and CF after the
introduction of hotspot factors. And it is easy to see that the effect is best when
the number of neighbor sets is between 20 and 30.

Fig. 2. A comparison with IHUMCF and CF methods.

It can be seen that when the neighbor set is less than 20 and greater than
10, the accuracy of L-HUMCF is not as good as IHUMCF, but when the appro-
priate neighbor set is selected, the accuracy of L-HUMCF is higher than that
of IHUMCF and CF. Better results. It can be seen that the Recall value of the
L-HUMCF algorithm is higher than that of IHUMCF and CF, which indicates
that the recommendation effect of the L-HUMCF algorithm is better. High and
smooth. It can be seen that the F1 value of the L-HUMCF algorithm is higher
than that of IHUMCF and CF, which indicates that the L-HUMCF algorithm
has a better recommendation effect. It is also easy to see from Fig. 2 that the
values of F1 are relatively High and smooth.

We also compared our method with L-HUMCF. The results are illustrated
in Fig. 3. The experimental results show that the EL-HUMCF algorithm has
a more accurate recommendation effect than the L-HUMCF algorithm. It can
be seen that the MA-value of the EL-HUMCF algorithm is smaller than that
of the L-HUMCF algorithm, which indicates that the EL-HUMCF algorithm
reduces the error between the actual score and the predicted score of the project,
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Fig. 3. A comparison between L-HUMCF and EL-HUMCF.

and improves the recommendation result to a certain extent. Although the EL-
HUMCF algorithm has a lower Precision value than the L-HUMCF algorithm,
both the Recall value and the F1 value are higher, indicating that the rec-
ommended effect of the EL-HUMCF algorithm is better than the L-HUMCF
algorithm.

5 Conclusion

This article first introduces the advantages of the IHUMCF algorithm compared
to the traditional collaborative filtering algorithm and then proposes the remain-
ing shortcomings in the IHUMCF algorithm. In view of the shortcomings of the
IHUMCF algorithm in calculating user similarity and predicting user ratings
on items, this paper proposes the L-HUMCF algorithm. The innovation of this
algorithm is that in the calculation of similarity to select the neighbor set, the
selected neighbor set is not sufficient for a certain reason, so this article pro-
poses a hotspot impact factor for this problem; Through experimental verifica-
tion and comparative analysis of the experimental results from multiple aspects,
it is found that the L-HUMCF algorithm has a significant improvement in the
recommendation effect compared with other algorithms; then, in this paper, in
order to improve the recommendation results, the EL-HUMCF algorithm is pro-
posed. When the user predicts the project score, in order to make the prediction
more accurate, the user’s information entropy is added; through experimental
verification again, the experimental results are compared and analyzed from var-
ious aspects, and the EL-HUMCF algorithm is compared with the L-HUMCF
algorithm has improved.
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Abstract. We present a probabilistic non-rigid point set registration
method to deal with large and uneven deformations. The registration is
treated as a density estimation problem. The main ideas of our method
are to add constraints to enforce landmark correspondences and pre-
serving local neighborhood structure. Landmarks represent the salient
points in point sets, which can be computed using feature descriptors
such as scale-invariant feature transform. By enforcing landmark corre-
spondences, we preserve the overall global shape of the point set with
significant deformations. In addition, we incorporate constraints to pre-
serve local neighborhood structure by leveraging Stochastic Neighbor
Embedding (SNE), which penalizes incoherent transformation within a
neighborhood. We evaluate our method with both 2D and 3D datasets
and show that our method outperforms the state-of-the-art methods in a
large degree of deformations. In particular, quantitative results show our
method is 49% better than the second best result (from the state-of-the-
art methods). Finally, we demonstrate the importance of using correct
landmark correspondences in registration by showing good registration
results in large and uneven deformations point sets.

Keywords: Non-rigid registration · Landmark · Large deformation ·
Local neighborhood structure

1 Introduction

Point set registration identifies correspondences between two sets of points, from
which a transformation function is derived to achieve alignment. It is a funda-
mental task in many computer vision applications such as range image-based
human pose tracking and three-dimensional object reconstruction. In such appli-
cations, however, large deformations make point set registration a challenging
task [8].

To address non-rigid deformation, Coherent Point Drift (CPD) was proposed
to regulate the transformations of the points within a neighborhood [12]. This
method assumes that the transformation for points that are in close vicinity is
highly similar. Ge et al. [4] extended the CPD method by adding constraints
to maintain local neighborhood structure. Ma et al. [11] used shape descriptors
c© Springer Nature Singapore Pte Ltd. 2020
X. Yuan et al. (Eds.): ICUIA 2020, CCIS 1319, pp. 86–98, 2020.
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to ensure the local structure of point subsets. Despite the success demonstrated
by the aforementioned methods, obtaining accurate correspondences between
point sets and maintaining the shape and structure in the case of large and
uneven deformation is still an open challenge in non-rigid point set registration.
In the applications of tracking humans in actions, for example, deformation
from movements of limbs is common. As a consequence, the body shape appears
dramatically differently; whereas the local structure of a rigid body part remains
unchanged (as shown in Fig. 1(a) and (b)). Such disparity makes the coherency
assumption incomplete; registration results of CPD, LSP, and our method are
shown in Fig. 1(c), (d), and (e), respectively.

Fig. 1. Registration of human body with large and uneven deformation.

In this paper, we present a non-rigid point set registration method by incor-
porating constraints of corresponding landmarks to register point sets that rep-
resent large deformation. Landmarks represent the salient points in point sets,
which can be identified using methods such as scale-invariant feature trans-
form [10]. The correspondence between landmarks enables us to regulate the
optimization process. In addition, by leveraging Stochastic Neighbor Embedding
(SNE) [6], we aim to penalize incoherent transformation within a neighborhood
and hence preserve the local structure.

The rest of this paper is organized as follows: Sect. 2 reviews the related
methods for non-rigid point set registration. Section 3 presents our proposed
method for non-rigid point set registration. Section 4 discusses our experimental
results and comparisons with state-of-the-art methods. Section 5 concludes this
paper with a summary.

2 Related Work

To register point sets, Chui et al. [3] proposed a general framework based on
robust point matching (RPM) [5]. In this framework, the authors used thin-plate
spline (TPS) as a non-rigid spatial mapping, which performs a soft assignment,
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instead of binary assignment, for point correspondence and employs determin-
istic annealing to favor global rigid transformations at the early stage of the
optimization and local, non-rigid transformations in a later stage using thin-
plate-splines. Tin et al. [16] proposed Kernel Correlation (KC) by extending the
correlation technique to point set registration. This method also used soft corre-
spondence assignment and the correlation of the two kernel density estimates is
the main part of the cost function. A similar strategy was used by Jain et al. [7],
in which the point sets are modeled as Gaussian mixtures, and the registration
problem is formulated as minimizing the L2 distance between the two Gaussian
mixtures.

One popular method for non-rigid registration is a probabilistic approach
where the registration is mapped into density estimation based on GMM. In
this approach, GMM centroids are represented by one point set (template or
model) and other point set represents the input data. The template points are
transformed with prior constraints so that the point sets are aligned as much
as possible by maximum likelihood fashion. Coherent Point Drift (CPD) is a
robust probabilistic point set registration method based on GMM and the key
idea is moving points coherently to maintain the topological structure of the
point set [12]. Extensions to the CPD have been proposed to preserve point
set structure and the intrinsic geometry of the data [4,11,13,17]. Panaganti
et al. [13] proposed to use proximity weight between the points using shape
context [1] to calculate correspondences and graph-Laplacian regularization term
to preserve the intrinsic geometry of the point set. Ge et al. [4] extended the
CPD method, called Local Structure Preservation (LSP), to handle complex
non-rigid and articulated deformations by adding two regularization terms Local
Linear Embedding (LLE) [14] and Laplacian coordinate (LC) to maintain the
local neighborhood relationship and scale (size) respectively. Instead of using
equal membership probabilities to the mixture model such as that in [4,12],
recent methods have assigned membership probabilities to the mixture model
and show robustness to noises, outliers, occlusions [11,17]. The idea is to match
similar local neighborhood structures between point sets with the help of feature
descriptors [1,9,15]. However, these methods are vulnerable to a local minimum
in case of large and uneven deformations. Also, the assumption of similar local
structure in both point sets is problematic as distortions and stretches are always
present in real data.

3 Method

Our method takes two sets of points as inputs and corresponding landmarks
are used as a strong constraint. The optimization process leverages the Gaus-
sian mixture model that enforces both local coherence using SNE and global
constraint through landmarks. Let X and Y denote two sets of points in a D
dimensional space. We have X = {x1,x2, . . . ,xN} and Y = {y1,y2, . . . ,yM},
where M and N denote the number of points of the respective set. Assume noise
follows the uniform distribution, i.e., p∗

n = 1
N , we have the probability density

function of point xn given Y as follows:
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p(xn) =
M∑

m=1

p(xn|ym)p(ym) + p∗
n (1)

where p(ym) = 1
M . Given a set of landmarks Ẋ ∈ X and Ẏ ∈ Y , we have the

correspondence between each pair of points ẋj ↔ ẏj , where ẋj ∈ Ẋ and ẏj ∈ Ẏ .
Hence, our optimal transformation function must minimize the total distance
between all pairs of the corresponding ẋj and ẏj as follows:

EG =
∑

j

‖ẋj − ẏj‖2. (2)

To avoid possible singularity in the matrix inverting operation, we revise Eq. (2)
as follows:

EG =
M,N∑

m,n

Am,n‖xn − τ(ym)‖2 (3)

where AM×N is landmark coefficient matrix, Am,n = 1 if (xn,ym) ∈ L; other-
wise 0, and L is a set containing all pairs of landmark correspondences.

To keep points within a neighborhood relatively close after transformation
and points far apart remain distant, Stochastic Neighbor Embedding (SNE) [6]
is employed. Let rij be the probability that two points yi and yj are neighbors
before transformation and sij be the probability that these two points become
neighbors after transformation τ . A constraint on local structure is represented
as the minimization of cost function which is the sum of Kullback-Leibler (KL)
divergences between rij and sij distributions over neighbors of each point [6]:

EL =
∑

ij

rij log
rij

sij
=

∑

i

KL (Ri‖Si) , (4)

where

rij =
exp(−β2‖yi − yj‖2)∑

k �=i exp(−β2‖yi − yk‖2) ,

and

sij =
exp(−‖τ(yi) − τ(yj)‖2)∑

k �=i exp(−‖τ(yi) − τ(yk)‖2) .

Following the GMM framework in [12], the objective function of our method
integrates local and global constraints as follows:

Q(θ, σ2) =
1

2σ2

N,M∑

n,m=1

pi−1(ym|xn)‖xn − τ(ym)‖2 +
NP D

2
ln σ2 (5)

+
λ1

2
tr(WTGW) +

λ2

2
EL +

λ3

2
EG
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where

p(i−1)(ym|xn) =
exp

(− 1
2‖ xn−τ(ym)

σ(i−1)
‖2

)

∑M
k=1 exp(− 1

2‖xn−τ(yk)
σ(i−1)

‖2) + C
, (6)

where C = γ(2πσ2
(i−1))

D/2M/((1 − γ)N), τ is a transformation function that
maps a point ym in Y to a new spatial location such that it coincides with a
point xn in X, i.e., xn = τ(ym), γ ∈ [0, 1] denotes the rate of noise and outlier
in the observed dataset X, tr(·) refers to the trace of a matrix, and NP =∑N,M

n,m=1 p(i−1)(zn = m|xn) ≤ N . We use transformation model which moves
neighborhood points coherently and helps in maintaining topological structure
of the point set [12]. GM×M is a kernel matrix with elements gij = G(yi,yj) =

exp(− 1
2‖yi−yj

β )‖2, WM×D = (w1, . . . ,wM )T is a coefficients matrix, λ1, λ2,
and λ3 are regularization weights for motion coherence, local structure, and
correspondence constraints, respectively.

We obtain the coefficient matrix W by taking derivative of Eq. (5) with
respect to W and set it equal to zero

(diag(P1)G + σ2λ1I + σ2λ2JG + σ2λ3diag(A1)G)W = (7)
(PX − diag(P1)Y − σ2λ2JY − σ2λ3diag(A1)Y + σ2λ3AX)

where J = (diag(R1)−2R+diag(1TR)), 1 refers to column vector of all ones, I
refers to identity matrix, and diag(v) refers to the diagonal matrix created from
the vector v.

We define the transformation function, τ , as the initial position, ym, plus
a displacement function f(ym), τ(ym) = ym + f(ym). We adopt the following
transformation function [12]:

T = τ(Y,W) = Y + GW (8)

Similarly, we obtain σ2 by taking derivative of Eq. (5) with respect to σ2 and
set to zero

σ2 =
1

NP D
(tr(XT diag(PT1)) − 2tr(PXTT) + tr(TT diag(P1)T)) (9)

where NP = 1TP1.

4 Results and Discussion

4.1 Experimental Data and Settings

In our experiments, we use publicly available 2D dataset [2] and 3D human pose
dataset captured by Microsoft Kinect II [18]. The 2D dataset contains point sets
of tools such as scissors, pliers, knives. Each tool has five different shapes. In our
2D tools data experiments, we set the parameters of our method as follows: λ1

= 8.0, λ2 = 1.0, λ3 = 120.0, β1 = 1.0, β2 = 10.0, and maximum iterations of EM
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is 50. The 3D human body dataset includes four human subjects with different
body shapes and sizes. Each point set consists of more than 12 thousands points.
In our experiments on this dataset, the parameters of our proposed method are
as follows: λ1 = 2.0, λ2 = 1.0, λ3 = 150.0, β1 = 1.0, β2 = 15.0, and maximum
iterations of EM is 50.

We compute the registration error with a normalized Euclidean distance
between points of the input point set and corresponding points of the target
point set as follows:

ε =
1
N

∑

i,j

‖xi − yj‖2 (10)

where xi ∈ X and yj ∈ Y is the estimated corresponding point of xi after
registration, and N is the number of points in point set X. We evaluate our
method in the following three aspects: 1) different degrees of deformation, 2) the
different number of landmarks, and 3) the impact of incorrect correspondences
between landmarks.

4.2 Degree of Deformation

Figure 2 shows a qualitative registration results of both Fig. 2(a) 2D tools
and Fig. 2(b) 3D human body datasets of three degrees of deformation (small,
medium, and large) in the top, middle, and bottom rows, respectively. In this
figure, the first two columns are input and template point sets while the rest
of the three columns are the registration results of our method, CPD [12], and
LSP [4]. For the 2D tools dataset, both our method and LSP have good reg-
istration results than CPD in a small degree of deformation. In the medium
degree of deformation, CPD fails to maintain structure in the upper part of the
tool. Our method and LSP exhibit better results than CPD in this case but the
structure of the tip of the tool (upper part) from our method is better than LSP.
Finally, in the large degree of deformation, our method shows good results than
the other two methods where both CPD and LSP completely fail to maintain
the shape of the tool. For the 3D human body dataset, our method and CPD
generate accurate results than LSP in a small degree of deformation. In the
medium degree of deformation, CPD fails to maintain the shape of the head and
has twisted legs, LSP maintains the local structure but inflexible in this case,
and our method generates an accurate result. For a large degree of deformation,
both CPD and LSP fail to maintain human body shape but our method shows
better results (but has some artifacts in the hand regions). In both datasets, our
method shows significantly better results by maintaining both local and global
structures especially in a large degree of deformation showing the importance of
preserving local neighborhood structure and using landmark correspondences.

Table 1 lists the quantitative registration errors with respect to different
degrees of deformation and a comparison with CPD [12] and LSP [4] meth-
ods for both 2D tools and 3D human body datasets. We have three degrees of
deformation: small, medium, and large (an example of each case is shown in
Fig. 2). For each degree of deformation, the best and the second best results are
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Input Template Our CPD LSP
(a) Results of a pair of tool point sets

Input Template Our CPD LSP
(b) Results of a pair of 3D human point sets

Fig. 2. Exemplar registration results with three degrees of deformation. The left two
columns of each figure are the inputs and the following three columns are results of
our method, CPD, and LSP, respectively.

highlighted in bold and italic fonts, respectively. Each experiment was repeated
five times. Our method exhibits the smallest registration error (and stds.) in
almost all cases except the case of small deformation in 2D. In this one case,
our method’s registration error is slightly higher than LSP’s registration error
by 0.21. The average registration errors, by combining both 2D and 3D defor-
mation results for each method, of our method, CPD, and LSP are 7.64, 15.18,
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and 83.76, respectively. Our method has the lowest average registration error
and is 49% better than the second best result. It is evident that our method
has a small registration error (std) than the other methods as the deformation
degree increases.

Table 1. Average registration error with respect to three degrees of deformation.

Data Method Small Medium Large

Tools dataset Our 2.54 (0.78) 3.11 (1.18) 3.49 (1.61)

CPD 4.78 (2.65) 6.13 (2.89) 7.18 (3.10)

LSP 2.33 (0.41) 4.71 (3.68) 12.98 (17.87)

Human body dataset Our 11.36 (0.29) 12.09 (0.85) 13.28 (1.47)

CPD 12.15 (0.66) 30.47 (2.44) 30.39 (1.97)

LSP 70.14 (73.09) 215.92 (22.09) 196.51 (7.90)

4.3 Number of Landmarks

We test our method and compare registration accuracy with other methods to
see the effect of the different number of corresponding landmark points in the
point sets during registration. In each point set, we marked five landmarks and
conducted experiments using x, x ∈ {1, 2, . . . , 5}, number of corresponding pairs
of landmarks. In this experiment, we have selected the point sets with large
deformations between them (Fig. 3) and the order of corresponding landmark
pairs are fixed. For example in human body point sets, we fixed the order of fol-
lowing five pairs of corresponding landmarks between two point sets: heads, right
foot, left foot, right hands, and left hands, respectively. For each x, we selected
the first x pairs of corresponding landmarks from the fixed order of landmark
pairs and repeated the experiment five times. Figure 3 illustrates the registra-
tion results using different numbers of landmarks in our method. Figure 3(a)
shows the registration results of human body dataset, and Fig. 3(b) shows the
registration results of tools dataset. The template and input point sets depict
large deformations. Each row depicts a case with the left two columns showing
the input and the template point sets. The rest columns in a row show the reg-
istration results using an increasing number of landmark pairs from left to right.
Figure 3(a) illustrates a challenging case with large and uneven deformations
between the input and template point sets. When the number of landmark pairs
is less than five, the method resulted in poor registration. In human cases, arms
and head were fuzzy or ‘vaporized’. As the number of landmark pairs reaches
five, the results gained significant improvement due to more precise shape con-
straints. This trend is also demonstrated in the registration of the Tools case
as shown in Fig. 3(b) but shows good registration results even in less than five
landmark pairs. In particular, Fig. 3(b) show improved registration results when
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the number of landmark pairs is four or more. Therefore, it is fair to say the min-
imum number of landmarks needed depends on the degree of disparity between
the point sets.

Table 2 presents the average registration errors and standard deviations of
our method using a different number of corresponding landmarks for both 2D
tools and 3D human body datasets. As the landmark correspondences increases,
the registration accuracy of our method also increases. In particular, registration
errors start to decrease sharply after adding four or more landmark correspon-
dences, especially in the case of the 3D human body dataset.

Input Template LM #: 1 LM #: 2 LM #: 3 LM #: 4 LM #: 5

(a)

(b)

Fig. 3. Registration results of our method using different number of landmarks. The
first two left columns show the input and template point sets, respectively. Columns
three to seven show the results using different number of landmarks. Row (a) shows
the results of human body dataset, and row (b) shows the results of tools dataset.

Table 2. Average registration error of our method with different number of landmarks.

Number of landmarks Tools dataset Human body dataset

1 6.06 (2.30) 24.2 (2.05)

2 5.61 (2.81) 24.2 (1.38)

3 5.11 (2.42) 23.48 (0.75)

4 3.85 (1.96) 20.3 (3.14)

5 3.49 (1.61) 13.28 (1.47)

4.4 Incorrect Landmark Correspondence

To evaluate the impact of incorrect landmark correspondence, we create three
incorrect correspondence cases for each dataset and repeated each registration
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five times. Figure 4 shows the results of using incorrect correspondences in our
registration method. Figure 4(a) shows registration results of 2D tools point sets
and Figure 4(b) shows the registration results of 3D human point sets. The first
two columns show the inputs and the corresponding landmarks are shown in
the same color. Third and fourth columns are the registration results of using
correct and incorrect landmark correspondences respectively.

For the 2D tools dataset, the registration result of the first row shows the
thin shape of the tool and is twisted in the middle part of the tool. This is
because the left and right landmark correspondences at the top and bottom
regions are swapped between input and template point sets. In particular, the
left tip landmark (yellow) and right tip landmark (black) of the input point set
correspond to the right tip landmark (yellow) and left tip landmark (black) of
the template point set. Similar incorrect left and right correspondences between
the landmarks at the bottom regions of the tool point set are used. In the second
case (middle row), the registration result is similar to the result of the first row,
i.e., twisted at the middle part of the tool and thin shape of the tool as a result
of incorrect landmark correspondences. In the last case (bottom row), not only
left and right landmark correspondences at the top regions but also landmark
correspondences at the middle and lower right handle regions between input and
template point sets are swapped. In this case, the registration result shows an
inaccurate shape of the tool where points from different parts of the tool are
mixed together.

Similarly, for the 3D human body dataset, head region points are fused with
the right shoulder and the upper body is twisted in the top row. In the middle
row, the upper body part is twisted and points from the head are mixed with
the left shoulder. The last row is even highly inaccurate with twisted and fusion
of the different parts of the body regions.

Table 3 lists the quantitative registration results of using incorrect landmark
correspondences in the three different cases. For the 2D tools dataset, all three
cases have similar registration errors (and stds.). For the 3D human body dataset,
the first two cases have better results than the last case. The average registration
errors, when all three cases are combined for each dataset, are 6.78 (2.4) for the
2D tools dataset and 19.74 mm (1.5) for the 3D human body dataset.

Table 3. Registration results (stds.) of our method with different combinations of
incorrect landmark correspondences in 2D and 3D datasets.

Incorrect landmark
correspondences pair #

Tools
dataset

Human
body
dataset

1 6.47 (3.06) 16.63 (0.85)

2 7.06 (2.07) 18.35 (1.89)

3 6.83 (2.06) 24.24 (1.99)
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(a) Results of a pair of tool point sets

(b) Results of a pair of 3D human point sets

Fig. 4. Exemplar registration results using incorrect landmark correspondences. The
left two columns of each figure are the inputs (and corresponding landmarks have the
same color). The third column shows the registration results using correct landmark
correspondences and the last column shows the registration results. (Color figure online)

5 Conclusion

In this paper, we present a probabilistic non-rigid point set registration method
to register point sets that represent large and uneven deformation. Keys to our
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method are constraints for enforcing landmark correspondences and preserving
local neighborhood structure. Landmarks represent the salient points in point
sets, which can be computed using methods such as scale-invariant feature trans-
form. The correspondence between landmarks enables us to regulate the opti-
mization process. In addition, by leveraging Stochastic Neighbor Embedding, we
preserve the local structure of the point set by penalizing incoherent transfor-
mation within a neighborhood.

We evaluate our method with three different aspects: different degrees of
deformation, the number of landmarks in registration, and the impact of incor-
rect landmark correspondences in registration. Our method shows significantly
better results in a large degree of deformation in both 2D and 3D datasets.
Quantitative results show our method is 49% better than the second best result
in deformation experiments. Our evaluation results show that as the number
of landmark correspondences increases, the registration accuracy of our method
also increases, highlighting the importance of landmark correspondences in a
large degree of deformation. Also, using incorrect landmark correspondences in
registration results in a significant degrade in registration accuracy based on our
experiments.
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Abstract. In this paper, a method for equipment fault diagnosis of gearbox using
principal component analysis (PCA) and sequential probability ratio test (SPRT) is
proposed. The method is to study and monitor the working state of the gearbox by
studying the original vibration signal of the gearbox, and establish a corresponding
experimental model by using the normal gear and the fault gear, respectively.
Firstly, the vibration signal of the gearbox is preprocessed by wavelet packet
transform (WPT). Then the time domain signal analysis method is used to extract
the characteristic parameters of the vibration signal and the data is reducedbyPCA.
After the data are reduced in dimension, the principal element with the highest
contribution rate are selected as the input parameter of SPRT. Test parameters to
verify the proposed SPRT algorithm and Root Mean Square Error (RMSE). The
results show that the proposed method is effective and practical.

Keywords: PCA · SPRT · RMSE · Condition monitoring

1 Introduction

Gearbox is commonly used in industrial production [1]. Gearbox is an important part of
the power transmission ofmanymechanical devices. It is used to change the transmission
ratio, direction of change, and power transmission. In the actual production life, the
operating state of the gearbox is closely related to the operating state of the equipment,
while the gears, shafts and other components in the gearbox work under high load
for a long time, and the probability of mechanical failure is higher [2–4]. According to
relevant statistics, the gear failure is about 60% of the failure of the gearbox components.
Therefore, research on gear fault diagnosis in gearboxes has become very valuable and
necessary [5, 6].

As early as 1901, PCA was first proposed by Pearson. The basic idea of the method
is to compress multiple linear correlation variables into a multivariate statistical method
of a few unrelated variables [7, 8]. Ding et al. reduced the amount of data dimension
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by PCA [9]. PCA reduced the multidimensional correlated variable to be low dimen-
sional independent eigenvector. PCA has advantages in the simple concept, convenient
calculation. It has been widely used in numerous areas such as data compression, feature
extraction, image processing, signal analysis etc. al [10].

In 1947, Wald introduced SPRT in his book. Because of its simplicity and high
efficiency, this method has beenwidely used in the field of fault diagnosis in recent years.
Ray et al. applied SPRT to fault detection and identification in nuclear power plants and
aircraft [11]. Chen et al. used SPRT for gearbox fault diagnosis [12, 13]. Compared with
the traditional method, Compared with the traditional method, sequential probability
ratio test differs from the fixed sample test in that this algorithm requires a smaller
average sample size, but it has a higher test efficiency [14].

This paper proposes a new gear multi-fault monitoring method based on PCA and
SPRT. The gear vibration signal is denoised by wavelet packet transform, and then
PCA is taken to remove the characteristic data of the signal and select the appropriate
principal element as the substitute data of SPRT. Finally, SPRT algorithm is used to
identify the fault state of the gearbox. With the aim for corroborating the potency of
SPRT algorithm for fault diagnosis of the gearbox, the equipment fault diagnosis of the
gearbox is diagnosed by jointing the root mean square error (RMSE) and the binary
SPRT. The final consequences show that the strategy is effective and dependable.

2 SPRT Algorithm of Gearbox

In the likelihood ratio test, the change in mean and standard deviation has a greater
impact on the results. The test sequence selected after pre-processing and PCA basi-
cally conforms to the Gaussian distribution, and the mean value is cμ, and the standard
deviation is σ . Suppose that the probability distribution of one of the groups to be tested
satisfies the initial hypothesis:Hj : μ = μj; the probability distribution of another group
of sequences to be tested satisfies the alternative hypothesis: Hj : μ = μj.The standard
deviation σ does not change. When the both hypotheses are reality, the joint probability
density function (PDF) of the two sets of sequences is as follows:

Pik(yk) = 1

σ
√
2π

exp

(
− 1

2σ 2 (yk − μi)
2
)

(1)

Pjk(yk) = 1

σ
√
2π

exp

(
− 1

2σ 2

(
yk − μj

)2) (2)

Where Pjk(yk) represents PDF under selective hypothesis; Pik(yk) represents PDF
under null hypothesis.

We could calculated the likelihood ratio of SPRT as follows:

λi,j(YSm) =

n∏
k=1

pjk

n∏
k=1

pik

= pj1(y1)pj2(y2) · · · pjk(yk)
pi1(y1)pi2(y2) · · · pik(yk) × pj0

pi0
(3)
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Where Sm = {S1, S2, S3, S4}, Pj0 and Pi0 are prior probability functions under selec-
tive and null hypothesis. SPRT probability ratio λi,j(YSi) and λi,j

(
YSj

)
are computed

by inputting the testing data
(
YSi,YSj

)
of the signal waveform for gearbox Si and Sj

conditions to Eq. (3). SPRT probability ratios λi,j(YSi) and λi,j
(
YSj

)
are expressed in the

following section. The Eq. (3) can be simplified:

�i,j(YSm) = ln λi,j(YSm) = ln

n∏
k=1

pjk

n∏
k=1

pik

=
n∑

k=1

ln
pjk
pik

(4)

Ei,j(YSm) =
(
1

k

k∑
t=1

(
λi,j(YSm) − λi,j(YS)

)2)
1
2

m = i, j (5)

3 Experiment System

The normal gear F1 and the cracked fault gears F2, F3, and F4 were selected for the
experiment. The full depth of the gear crack is a = 2.4mm, the full width of the crack
is b = 25mm, the thickness of the gear crack is 0.4 mm, and the angle of the gear crack
is 45°. In the experiment, the gearbox was in no-load state and the speed was 800 r/min.
The parameters of the three sets of gears are shown in Table 1.

Table 1. Four gear failure modes

Gear Crack parameter

Depth/mm Width/mm Thickness/mm Crack
angle/°

F1 0 0 0 45°

F2 (1/4)a (1/4)b 0.4 45°

F3 (1/2)a (1/2)b 0.4 45°

F4 (3/4)a (3/4)b 0.4 45°

Figure 1 is a structural diagram of a gearbox. Vibration is generated between the
running gears 3 and 4, so one of them is selected to simulate the fault. In this experiment,
the gear 3 was selected for the simulation experiment.

The experimental signal acquisition is obtained from the gearbox SpectraQuest
dynamic simulator. A PCB352C67 accelerator is fixed in the vertical and horizontal
directions of the gearbox. The collected initial vibration signals are input into the PC
and stored by the DSP20-42 signal analyzer. This paper only studies the analysis of
signals in the horizontal direction. S1, S2, S3, and S4 are used to represent the signals
under normal conditions and three fault conditions.
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Fig. 1. Gearox structure

4 Multi-fault State Recognition of Gearbox Based on Three-Layer
SPRT

4.1 Diagnosis of Gearbox in Fault State F1

The Eqs. (1–3) are used to calculate the variable λ1,2(YS1). The parameters μ0 and μ1
are the means of the waveform under (F1,F2) condition. The variables λ1,2(YS1(N )),
λ1,2(YS2(N )), λ1,2(YS3(N )), λ1,2(YS4(N )) are calculated by Eqs. (4–5) by using ten
waveforms (YS1) under F1 and one testing waveform of the F2,F3,F4.

Figure 2(a) shows the establishment of the unequal relationship λ1,2(YS1(N )) <

b. Figure 2(b) shows the variables
(
E1,2(YS1)

)
for λ1,2(YS1(N )), N = 1, · · · , 10 are

compared with
(
E1,2

(
YSj

))
, j = 2, 3, 4 for λ1,2(YS1(N )) with λ1,2

(
YSj

)
, j = 2, 3, 4. The

parameters
(
E1,2

(
YSj

))
, j = 2, 3, 4 are bigger than

(
E1,2(YS1)

)
.

Figure 3(a) shows the establishment of the unequal relationship λ1,2(YS1(N )) < b.
Figure 3(b) shows the unequal relationship are established, which is E1,3(YS1(N )) <

E1,3
(
YSj

)
, j = 2, 3, 4.

Figure 4(a), the unequal relationship λ1,4(YS1(N )) < b is established. In Fig. 4(b),
the parameters E1,4(YS1), E1,4(YS3) and E1,4(YS4) are less than the threshold EC1 and
RMSEs E1,4(YS2) are more than EC .

As shown in Figs. (2, 3 and 4), ifE1,2(YS1) < EC and λ1,2(YS1) < b orE1,3(YS1) <

EC and λ1,3(YS1) < b are satisfied, then F1 could be diagnosed.

Fig. 2. Three-layer SPRT results: (a) likelihood ratio λ1,2(YS1(N )), λ1,2(YS2), λ1,2(YS3),
λ1,2(YS4) versus sequential test iteration number. (b) RMSEs E1,2(YS1(N )), E1,2(YS2),
E1,2(YS3), E1,2(YS4).
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Fig. 3. Three-layer SPRT results: (a) likelihood ratio λ1,3(YS1(N )), λ1,3(YS2), λ1,3(YS3),
λ1,3(YS4) versus sequential test iteration number. (b) RMSEs E1,3(YS1(N )), E1,3(YS2),
E1,3(YS3), E1,3(YS4).

Fig. 4. Three-layer SPRT results: (a) likelihood ratio λ1,4(YS1(N )), λ1,3(YS2), λ1,3(YS3),
λ1,3(YS4) versus sequential test iteration number. (b) RMSEs E1,3(YS1(N )), E1,3(YS2),
E1,3(YS3), E1,3(YS4).

4.2 Diagnosis of Gearbox in Fault State F2

If the waveform is not S1 and falls into one of the other three waveforms that
is (S2, S3, S4), the variables λ2,3 and λ2,4 are used to identify F2 by classifying
(S2, S3, S4).

As is shown in Fig. 5(a), the inequality that λ2,3(YS2) < b is satisfied. Figure 5(b)
shows that E2,3(YS2(M )) < EC and E2,3(YS4(M )) > EC .The inequality E2,3(YS) < EC

is satisfied means the condition is F2 or F3. The variable λ2,4 is used to classify the
waveform S2 and S4. Figure 6(a) shows λ2,4(YS2(M )) < b is satisfied. Figure 6(b)
shows RMSEs E2,4(YS2(M )) < EC . The condition F2 is classified among the three
conditions by the variable λ2,4. The inequalities E2,4(YS2) < EC and λ2,4(YS2) < b
are the index to diagnose S2 from (S2, S3, S4), which is effective to classify F2 among
(F2,F3,F4).



104 H. Chen et al.

Fig. 5. Three-layer SPRT results: (a) likelihood ratio λ2,3(YS2(N )), λ2,3(YS3), λ2,3(YS4) versus
sequential test iteration number. (b) RMSEs E2,3(YS2(N )), E2,3(YS3) and E2,3(YS4).

Fig. 6. Three-layer SPRT results: (a) likelihood ratio λ2,4(YS2(N )), λ2,4(YS3), λ2,4(YS4) versus
sequential test iteration number. (b) RMSEs E2,4(YS2(N )), E2,4(YS3) and E2,4(YS4).

4.3 Diagnosis of Gearbox in Fault State F3

Calculate the likelihood ratios of the sequences to be tested according to the formulas (1)
to (5), labeledλ3,4(YS1(1)) · · · λ3,4(YS3(10)) andλ3,4(YS4), and the test results are shown
in Fig. 7(a). It can be seen from the figure that the likelihood ratio λ3,4(YS3(M )) < b of
the vibration signal S3 in the fault state F3 and the likelihood ratio λ3,4(YS4) < b of the
vibration signal S4. Figure 7(b) shows that if E3,4(YS3) < E3,4(YS4) and E3,4(YS3) <

EC are satisfied, the inequalities λ3,4(YS3(M )) < b and E3,4(YS3) < EC are used

Fig. 7. Three-layer SPRT results: (a) likelihood ratio λ3,4(YS3(N )), λ3,4(YS4) versus sequential
test iteration number; (b) RMSEs E3,4(YS3(N )) and E3,4(YS4).
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to categorize the waveform S3 from the waveform S4. The gearbox condition F3 is
diagnosed from the gearbox condition F4.

5 Conclusions

In this paper, a gearbox fault diagnosis method based on PCA and SPRT is proposed.
Firstly, WPT is used to denoise the initial vibration signal, and the time domain analysis
method is utilized to extract the characteristic parameters of the signal. Then PCA is used
to reduce the extracted feature parameters. The principal component with the biggest
contribution rate is chosen as the monitoring sequence. Finally, SPRT algorithm is used
to analyze the running state of the gearbox and combine the root mean square algorithm
to classify the fault. Subsequently, detailed fault diagnosis experiments and analysiswere
carried out on the gearbox. SPRTwas used to identify different faults and combined with
the root mean square error to further give the identification criteria. The experimental
results show that the fault diagnosis of the gearbox is accurate and effective.
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Abstract. Brain tumors have different sizes and can be found anywhere of the
brain; the edges of tumors are unclear and incoherent. Therefore, the segmenta-
tion of the tumor sub-region is always difficult to achieve accurate results. Under
that background, a brain tumor and sub-region segmentation method based on the
hybrid cascaded network and the attention mechanism is proposed. According
to the idea of location and segmentation, the framework of the hybrid cascaded
modelwas constructed. Through the first stage segmentation, the foreground range
was narrowed. Through the classification of parallel network structure, the task of
second stage segmentation was simplified to avoid the inter-class competition. A
three-dimensional U-Net with the attention module was used as the basic network
of segmentation; multi-modal semantic information was extracted to obtain the
terminal to terminal tumor image segmentation results. Brain MRI images of 285
patients which were provided by the BraTS2017 Competition were used to seg-
ment brain tumors as well as their sub-regions. The accuracy of segmenting the
whole tumor region, the tumor core region, and the enhancing tumor region were
0.907, 0.836, and 0.741. Compared with the existing counter neural network seg-
mentationmethod, the cascadedV-Net segmentationmethodmade improvements.
By combining the convolution neural network and the attention mechanism, the
approach proposed can extract multi-modal characteristics of MRI features with
targets, and make the brain tumor and sub-region segmentation more accurate.

Keywords: Brain tumor segmentation · MRI image processing · 3D convolution
neural network · Attention mechanism

1 Introduction

Brain tumors, which originate from the undisciplined growth and reproduction of abnor-
mal cells, have developed into one of the common causes that increased the mortality of
children and adults. The quantitative evaluation of brain tumor parameters, such as the
volume of sub-regions, is closely related to the follow-up treatment and the determination
of operation plans. Segmenting tumors as well as sub-regions precisely is the premise
of quantitative evaluation. Therefore, it is of great significance to realize segmentation
through the magnetic resonance imaging (MRI) technique. The automatic segmentation
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of multi-modal brain MRI features is also a challenge in the field of medical image
processing.

Wang [1] and others fused multiple reference maps and obtained the results of seg-
menting brain anatomical regions by clustering andweightedmajority voting. Pereira [2]
proposed a brain segmentation algorithm based on the conditional random field. Using
the random forest coding likelihood function, this algorithm gets competitive segmenta-
tion results in normal and sick brains. The above methods improve the accuracy of brain
image segmentation in different degrees, but due to the lack of resolution in manual
design features, registration errors produce great impacts on segmentation results. It is
difficult to further improve the indicators.

The deep learning model directly learns the hierarchical structure of task-specific
features from the data, in which the convolutional neural network improves the com-
putational efficiency through the operation of the local connection [3]. At that time,
Kayalibay and others [4] used the improved U-Net [5] network to make the tumor seg-
mentation more accurate. In recent years, the Attention Mechanism is applied in image
vision. Combining the attention module with the existing neural network becomes a
popular research direction. Kaiming [6] and others confirmed the effectiveness of the
non-local operation in the space-time dimension. The non-local operation is a kind of
attention mechanism.

To improve the segment accuracy, a hybrid cascaded network on the basis of the
attention mechanism is put forward. In this method, the three-dimensional U-Net with
the attention module is used as the basic segmentation network, and a hybrid cascaded
structure is constructed. The target area is located by the preliminary segmentation, and
then the tumor is segmented according to the target area classification. Information pro-
vided by the BraTS2017 Competition was used as the training and test data to guarantee
the effectiveness of the algorithm. According to the results, this method can achieve
accurate brain tumor and sub-region segmentation.

After the introduction, the first part of this paper introduces the hybrid cascaded
segmentation model on the basis of the attention mechanism; the second section is the
experiment of brain tumor segmentation through MRI images and result analysis; the
third section explains the conclusion.

2 Hybrid Cascaded Model Based on the Attention Mechanism

2.1 Attention Mechanism

The attention mechanism uses the mask to selectively focus on information related to the
target task in input data. The core purpose of the attention mechanism is to invest more
computing resources in the focus of global input through filtering. It also simplifies the
task by suppressing the background information and improves the computing efficiency.
When the attention mechanism is combined with the convolutional neural network, the
main function is to learn a new layer of weight distribution and apply the learned weight
distribution to the input data or the existing feature map. To obtain the model of available
gradient descent, the neural network usually combines with the soft attentionmechanism
to retain all components for weighting and achieve the trainability of parameters.



Brain Tumor Segmentation Algorithm 109

In the soft attention mechanism, the output value is calculated as follows. A query
vector related to the target task is given (Query); the address or the value of the query
key is recorded as Key; the attention distribution of Query and Key is calculated as the
weight and then attached to the Value to be processed. Then the value after the attention
process is output, the Key and Value correspond to each other. Using X = [x1,…, xN]
to represent N input information and given Key = Value = X, the attention distribution
can be expressed as follows.

αi = softmax(s(Xi, query)) (i ∈ [1. N]) (1)

αi is the attention weight of the ith information learned; s(Xi, query) is a kind of
attention scoring mechanism, which is used to judge the relevance. After selecting and
encoding the input information with the weight, we can get the final output.

Attention(query,X ) =
∑N

i=1
αiXi (2)

In addition, there is another attention mechanism in computer vision called the task
focus. The initial task is divided into several sub-tasks; different sub-tasks correspond to
different algorithm branches. The single branch focuses on processing decomposed sub-
tasks, which reduces the difficulty of task processing while supervising the allocation of
computing resources.

The algorithm uses two kinds of attention mechanisms at the same time and adds
the attention module in the 3D U-Net to filter local semantic information in the shallow
feature map. At the same time, in the second phase of the cascade, the multi-level
segmentation network is transformed into multiple single class segmentation networks,
which can reduce the competition among classes in segmentation training.

2.2 Three-Dimensional U-Net Combined with the Attention Module

Brain MRI images have three dimensions of numerical information. The single-mode
MRI data cannot provide complete information on brain tumor segmentation. In order
to fuse sufficient multi-modal context information, the basic network of the algorithm is
a three-dimensional convolution network based on U-Net [7], which treats multi-modal
information as different channels of the input network.

The network structure is shown in the picture. The coding path is composed of
convolution blocks and down-sampling modules. Each convolution block contains a
convolution filter of 3*3*3*3 and an Instance Normalization. The neural activation unit
adopts the Parametric Rectified Linear Unit (PReLU). Each layer contains two consec-
utive convolution blocks. Sufficient receptive fields are ensured by the concatenation
of convolutional blocks to obtain more context information. A dropout layer is put
between two convolution blocks to deal with overfitting. The decoding path of the net-
work is composed of convolutional filtering and upsampling modules with a size of
3*3*3 (Fig. 1).

The Attention module in the network is added between the encoding path and the
decoding path and in front of the long hop layer connection of the network. Setting l as
the current layer of the neural network. The input information X of the attention module
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Fig. 1. Structure of the 3D attention U-Net mode

is the feature map of the l layer encoding path; the query vector Query is the feature map
of the l+ 1 layer decoding path. Using addition as the scoringmechanism, the correlation
between the two feature maps is calculated to get the weight, which is superimposed on
the shallow coded feature map after inputting information and outputting attention. The
structure can be seen in reference [8].

To improve output accuracy, a deep supervision system is introduced into the decod-
ing path [9]. The resolution of the output characteristic map of the last layer of the
decoding path is recorded as S*S*S, and the resolution of one dimension of the l layer
characteristic map is S/2(l−1). The final output feature map of the last layer is obtained
by adding three adjusted feature maps pixel by pixel. The sigmoid function is used to
activate the feature map to get the segmentation result of a single network.

2.3 Hybrid Cascaded Model

Figure 2 shows the overall structure of the hybrid cascaded mode. It is composed of
two parts of sub-networks. In the first part, the sub-network is a single Attention U-Net.
The Area of interest (ROI) is extracted by preliminary segmentation; target classification
boxes of different categories are output. The second part of the molecular network is
multiple Attention U-Nets in parallel. The number of parallels depends on the number
of target classification boxes.

Firstly, the NMR image after processing is input into the first sub-network as training
data, and the preliminary multi-class segmentation results are output. If the number of
regions to be segmented is recorded as CN, the number of target classification boxes to
be generatedwill also be CN.According to different volumes of target regions, CN target
classification boxes of different sizes are generated, and then the original training figure is
cropped to generate the input of the next stage sub-network. In parallel network training,
each network only carries out single class segmentation training, and the input is the cut
image corresponding to the network target class. The network does not affect each other;
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Fig. 2. Hybrid cascaded structure based on the attention mechanism.

it outputs the segmentation image of each class. The output result of the hybrid cascaded
model is obtained by superposition of multiple single class segmentation results.

3 Experimental Results and Analysis

Toverify the proposed algorithm, public brain tumor segmentationdata of theBraST2017
competition is used. The information includes MRI images of 285 patients with glioma.
The original segmentation data of each patient are composed of MRI images obtained
through four different imaging methods, including T1, T1Gd, T2, and FLAIR images,
with the modal image size of 240*240*150. The target segmentation area is divided into
three parts, the whole tumor (WT), and the tumor core (TC), and the enhancing tumor
(ET) [10, 11].

First, the initial data is registered with ANTs, the advanced normalization toolkit.
Then the difference in brightness of the MRI image is corrected by the bias field. The
data were divided as a training set and test set, in which 228 patients’ data is used in
training and cross-validation, and 57 patients’ data are used for testing. In view of a large
number of parameters of the three-dimensional network model and the small amount of
data, there will be overfitting phenomenon. After preprocessing, the training set image
is expanded through elastic deformation, random rotation, and Gaussian noise adding.
The algorithm is based on the implementation of the Keras library with Tensorflow in
the back-end and is trained on the 64 bit Linux operating system.

The Adaptive Motion Estimation (Adam) updates the parameters of the optimized
network. Researchers set the initial learning rate as 5*10−4; the weight attenuation is
10−7. One batch has 1 sample; the Tversky [12] loss function is used. The specific
training time is divided into two phases. To begin with, the Attention U-Net is trained
separately and iterated 20000 times to generate a pre segmentation positioning network
withfixedparameters ofW0 . Afterward, the training is divided into three times; one target
segmentation area is processed each time. The network parameters are recorded asWWT ,
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WTC, and WET respectively. The sizes of target classification frames of different areas
are 128*128*128, 96*96*96, and 64*64*64. For the Attention U-Net of the training
cascade, the first network parameter of the cascade is fixed to W0, and only the second
network parameter is updated according to the loss. When training WWT and WTC , it
iterates 40000 times; when training WET , it iterates 30000 times.

The experiment uses a 5 fold cross-validation (5-fold) method in training. The
evaluation index is the Dice similarity coefficient (DSC). Its specific meaning is as
follows.

Dice = 2|P ∩ G|
|P| + |G| (3)

In the formula, P represents the predicted result of the algorithm; G represents the
standard segmentation result; |·| is the total voxel of the target region.

Figure 3 shows the algorithm segmentation results, the standard segmentation results,
and the visual images of the superposition of the two. The first row is the horizontal
section of case Brats17_TCIA_151_1; the second row is the sagittal section; the third
row is the coronal section. Table 1 compares the average segmentation accuracy of
the algorithm proposed in this paper with typical algorithms, including the cascaded
V-Net algorithm, [13] the adaptive feature semantic segmentation algorithm, [14] the
multi-task generation counter network algorithm [15], and the improved residual U-Net
segmentation algorithm [16]. From Fig. 3 and Table 1, the proposed algorithm realizes
the segmentation accuracy of 91% in the whole tumor area; its performance in the
tumor core area is also better, with the improvement of 4% to 16%. The reasons are
as follows. First, references [14] and [15] use a two-dimensional network; they input
three-dimensional MRI images into the network one by one. Only pixels in the slice
can be convoluted; the receptive field in one direction is missing. The three-dimensional
network can aggregate axial context information from three dimensions, and extract
more distinguishing features. Under the same conditions of using the Sigmoid layer
as the classifier, the accuracy of pixel classification can be improved. Second, when
using the three-dimensional network, the U-Net and its variants can be trained directly
for semantic segmentation [17]. To maintain the overall accuracy of classification, the
network tends to ignore small probability labels. The algorithm in this paper uses the

Table 1. Quantitative evaluation of different models (algorithms).

Model (Algorithm) Dice indicator

Whole tumor Tumor core Enhancing tumor

Cascaded V-Ne algorithm t [13] 0.869 0.685 0.671

Adaptive feature semantic algorithm [14] 0.866 0.766 0.698

Multi-task generation counter - network
algorithm [15]

0.88 0.77 0.76

Improved residual U-Net algorithm [16] 0.896 0.797 0.732

Algorithm in this paper 0.907 0.836 0.741
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target area frame to narrow the foreground range, reduces the category imbalance of
data, and reduces missing reports. Third, the algorithm classifies the task according
to the label category. Therefore, it simplifies the task, reduces the competition among
parameters, and improves the segmentation accuracy.

Fig. 3. Comparing the segmentation results of the proposed model and the manual method.

In the above picture, the first row represents axial segmentation results; the sec-
ond row shows the sagittal view segmentation results; the third row shows the coronal
segmentation results.

4 Conclusion

The algorithm put forward in this paper combines the attention mechanism and the
convolution neural network and improves the accuracy of segmenting brain tumors and
sub-regions through the hybrid cascaded segmentation model. Compared with main-
stream tumor segmentation methods, the advantages are as follows. Firstly, it aims at
the category imbalance of brain tumor images; the attention module and the cascaded
structure can highlight the foreground and weaken the background, and reduce the false
positive (FP) in pixel classification. Secondly, multi-class tasks are coupled. Each label
class corresponds to a separate segmentation network, which processes the binary tasks.
The segmentation task is simplified, which is conducive to training and convergence.
Thirdly, the segmentation sub-network adopts a parallel structure; the single class output
results do not act on each other, which reduces the inter-class competition and cumulative
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error of training. The following researches can introduce this proposed model into the
segmentation of pathological and physiological structures such as the stroke and renal
cortex. At the same time, the weak supervision method can also be introduced to solve
the problems of the high cost of medical image labeling and insufficient samples and
improve the segmentation accuracy of the enhancing tumor region.
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Abstract. In recent years, the penetration rate of distributed power sources such
as photovoltaics, wind turbines, and micro gas turbines in the distribution network
has been increasing. Distributed generation has the advantages of low carbon
environmental protection, renewable and flexible control. Meanwhile, affected by
wind speed and light intensity,wind turbines, and photovoltaic output have random
volatility, which makes the operation of active distribution networks more com-
plex. Network reconfiguration can determine the on and off state of the power grid,
to improve the reliability and economy of power supply. Based on the above point
of view, it is very important to reduce the power loss and distribution effectively.
Taking weeds as an example, this paper analyzes the mathematical model of dis-
tribution network transformation. The algorithm theory is analyzed with IEEE33
single feeder node system was proposed, and the effectiveness and practicability
of the algorithm in the re-planning of the distribution network with distributed
power supply are discussed.

Keywords: Distribution network planning · Weed algorithm · Distributed power
supply

1 Introduction

In recent years, the increasingly severe energy crisis and increasingly serious environ-
mental pollution have triggered a new energy revolution worldwide. Distributed power
generation has low carbon environmental protection, flexible control, local consumption,
and can reduce the economy caused by long-distance transmission. Loss of many other
benefits [1]. As an important supplement to the traditional power supply, distributed
power sources have made significant contributions to improving energy structure and
mitigating environmental pressure, and have a certain effect on the distribution network.
With the development of power systems, distributed power access to the distribution net-
work has evolved froma single targetwith onlyminimal network loss to amulti-objective
optimization problem that considers the voltage distribution index, short-circuit level,
and power shortage. The operation of a traditional distribution network is simpler than
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that of an active distribution network, and the reconstruction can be used as both a plan-
ning tool and a real-time control tool to optimize the safety and economy of the grid
operation. In this context, it is very important to study the active reconfiguration of the
distribution network.

In this article, the mathematical model of distribution network reconstruction is
discussed from the aspects of the objective function, constraint condition, and multi-
objective processingmethod. Thenwe introduce theweed algorithm concept and process
and finally introduce the IEEE 33 single feeder node system as a case. Calculation and
verification were performed.

2 Distribution Network Reconstruction Mathematical Model

2.1 Objective Functions and Constraints

From the two perspectives of distribution system operation efficiency and environmental
benefit, this paper considers the reconstruction of new energy after accessing the distri-
bution network [2]. To this end, the system’s active power loss, node voltage deviation,
and indicators are selected as optimization targets. First, the minimum Ploss of the active
power loss of the system is as shown in Eq. (1):

f1 = min ploss = min
Nx∑

s=1

ps

Nb∑

l=1

αkRk |Ik |2 (1)

In the formula, N and p respectively represent the total number of scenes, and the
scene probability of the scene s divided according to the scene analysis method. Nb
represents the total number of branches of the system [3]. Ak denotes the state of the
branch switch, and 0 and 1 respectively correspond to the opening and closing of the
switch. Rk and Ik represent the magnitudes of the branch resistance and the branch
current, respectively.

We minimize the node voltage deviation �U as follows:

f2 = min�U = min
Nx∑

s=1

ps max
{
Uref − Uj

}
(2)

The reference voltage and the actual voltage of the node are expressed by Uref and
UJ respectively. Constraints for distribution network reconfiguration include power flow
constraints, node voltage constraints, branch power constraints, DG output constraints,
and network topology constraints.

The trend constraint is:
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Pin = Uin
∑

jn∈G(in)

Ujn

(
Ginjn cos θinjn + Binjn sin θinjn

)

Qin = Uin
∑

jn∈c(in)
Ujn

(
Ginjn sin θinjn − Binjn cos θinjn

)

in = 1, 2, 3 . . . , i,N

(3)
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In Eq. (3), Pin is the active and reactive power of node in, respectively. Uin and Ujn
are the node voltages of nodes in and jn, respectively, and G(in) is the node directly
connected to node i. Ginjn and Binjn are the branch conductance and susceptance of the
node machines in and jn respectively; The phase angle difference between the middle
node and the jn node is θ in jn, where the total number of system nodes is N.

The node voltage constraint is as follows:

Uinmin ≤ Uin ≤ Uinmax (4)

In Eq. (4), Uinmin andUinmax are the upper and lower limits of the node in voltage.

2.2 Multi-target Processing Method

In the actual optimization problem, most of the optimization goals are often more than
one, but multi-objective optimization problems. Compared with single-objective opti-
mization, the advantage of multi-objective optimization is that it can simultaneously
optimize the optimization of multiple indicators. Distribution network reconfiguration
is a multi-objective optimization problem [4, 5]. At the same time, four indicators are
selected as the objective function of optimization. For this reason, the maximum and
minimum methods based on fuzzy membership functions are used to deal with multi-
objective optimization problems. This method not only solves the problem of dimension
and magnitude difference of each objective function value but also avoids the artificial
selection of the weight coefficient. First, convert each objective function value into a
membership function value. The conversion formula is as follows:

MFj(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1
f max
j (x)−f (x)j

f max
j (x)−f min

j (x)

0
j = 1, 2, 3, 4

fj(x) ≤ f min
j (x)

f min
j (x) < fi(x)

fi(x) ≥ f max
j (x)

(5)

In Eq. (5), f(x) represents the function value of the jth objective function, MF(x) cor-
responds to the membership function value, fjmin(x), fjmax(x) represents the minimum
and maximum values under the single objective function respectively. Because the four
objective functions selected in this paper are all to find the minimum. Therefore, the
larger the MF (x) value is, the closer the objective function value is to the optimal solu-
tion under single-objective optimization, and the better the decision-making effect. Due
to the possible contradictions and constraints between the various objective functions,
the overall satisfaction f of each set of solutions takes the minimum of all membership
functions, namely:

f = min
{
MFj(x)

}
(6)

3 Weed Algorithm

In recent years, more and more scholars have proposed a series of intelligent algorithms
inspired by the natural environment to solve the problem ofmulti-objective optimization.
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The algorithm of weed invasion optimization proposed by foreign scholars for the first
time is a numerical randomsearch algorithmwhich simulates the natural growth behavior
of weeds in the optimized living space. The IW0 algorithm in this paper simulates the
robustness, adaptability, and randomness of weeds in the breeding process in a simple
way. The natural evolution of plants mainly has twomain choices: r selection and human
selection. r selection and k selection correspond to the global exploration mode and the
local search mode of the IW0 algorithm, respectively. This allows the particles to have
a higher convergence rate and is less prone to a local optimum. Figure 1 shows the steps
of the weed algorithm.

Fig. 1. Weed algorithm flow chart

In the last step of the competitive survival rule process, after a certain number of
iterations, theweed populationwill reach themaximumnumber of ethnic groups allowed
for rapid reproduction. However, we hope that the more adaptable plants are better. The
competitive survival rule is: when the number of weeds in the population reaches the
maximum, each weed is propagated and spatially distributed in the above manner. Sort
the resulting offspring and initial plants according to the fitness value, select the Qsize
individuals with the highest fitness value, and clear the other individuals with small
adaptationvalues. Thisway, individualswith low initial fitness value have the opportunity
to reproduce. If their offspring adapt to better values, this offspring can survive. This way
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of letting plants grow faster and then retain more competitive individuals in a relatively
stable environment corresponds to the biological r choice and k. options. It not only
ensures the diversity of the population but also makes the optimal value of the algorithm
reasonable.

4 Results and Case Analysis

This paper uses the IEEE33 single feeder node system for simulation. The rated voltage
of the system is 12.66 kV, including 37 branches and 5 tie switches S33-S37. The total
system load is 3715 kW + j2300 kvar. The system has a reference capacity of 10MVA,
a rated voltage of 12.66 kV, a total active load of 3 715 kW, a total reactive load of 2300
kvar, and an initial network loss of 0.203 MW. The load nodes 2-33 in the network can
run a distributed power supply, and only one DG can be installed in each node [6–8].
DGS is treated as PQ node, and each node is allowed to install DG, at this time, the
power factor λ is 0.9. The capacity is 50 kVA, the maximum capacity is 200 kVA, and
the investment cost per unit of DG unit is Cxc = 1 200 yuan/kW. The maintenance cost
per unit of DG unit is Cw = 50 yuan/kW, and the unit price is C, = 0.5 yuan/kWh. The
annual maximum load loss hour Tmax = 3000 h, the total DC access capacity is limited
to 10% of the total capacity of the distribution network system, and the voltage deviation
is specified at ±7%.

The specific parameters of the algorithm are shown in Table 1.

Table 1. Weed IWO algorithm parameter settings

Psize/One Initial population 20

Iter max/time The maximum number of iterations 200

Qsize/One Maximum allowable number of ethnic groups 30

Smax/One Maximum number of seeds per weed 5

Smin/One Minimum number of seeds per weed 1

λ Nonlinear modulation index 3

δstart Initial interval step 3

δstop Final interval step 0.5

The simulation results for different scenarios are shown in Table 2. The results show
that the power loss of the power grid can be effectively reducedby the improved algorithm
and the access of distributed generation.

Reconstruction of the distribution network by the weed algorithm in Case2 reduced
the network loss of the distribution network from 202.67 kW before reconstruction to
139.53 kW. In Case3, the weed algorithm with existing research was used to reconstruct
the distribution network containingDG, reducing the network loss to 62.08 kW. InCase4,
the weed algorithmmodified by this paper is used to reconstruct the distribution network
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Table 2. IEEE33 node simulation reconstruction results

Contrast indicator Case1 Case2 Case3 Case4

Network loss 202.67 139.53 62.08 53.28

Reduction ratio – 31.15% 69.37% 73.71%

Contact switch 33, 34, 35, 36, 37 7, 9, 14, 32, 37 11, 14, 32, 33, 37 7, 9, 1114, 24, 33

DG position – – 6 6

DG capacity – – 2468.5 2468.5

Fig. 2. voltage distribution curve of different schemes

with DG to reduce the network loss step to 53.28 kw. The voltage distribution index of
different schemes is shown in Fig. 2.

As shown in Fig. 3, due to the introduction and improvement of distributed power
supply in the curve, the voltage distribution of each node is greatly improved, so as to
make the system run more stable, thus ensuring the reliability and balance of power
supply. At the same time, Fig. 3 shows that the weed algorithm can reduce the network
loss more effectively after introducing the multi-objective solution method. Meanwhile,
the iteration number of the algorithm in this paper is significantly reduced, which verifies
that the algorithm in this paper has higher search efficiency and can quickly converge to
obtain the global optimal solution [9–11].
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Fig. 3. Comparison of Case3 and Case4 network loss

5 Conclusions

According to the planning simulation of distributed power supply in IEEE33 node distri-
bution network system, the weed IWO algorithm proposed in this paper uses the theory
of optimal solution to establish a set of non-dominant optimal solutions, and then uses
fuzzy decision to select the optimal solution according to different target weight factors.
By introducing the multi-agent system into the traditional algorithm, the convergence
speed and accuracy of the algorithm are effectively improved. It is feasible and effec-
tive to apply IWO algorithm to the distribution network planning and optimization with
distributed power supply while improving the node voltage of the distribution network.
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Abstract. Classroom engagement is a challenging task in modern days
due to a lot of digital distractions, but keeping students engaged is one
important factor that determines whether students learn from lectures.
Globally, many schools and colleges force students not to bring any digital
devices to the class. Even though they force them to listen but professors
could not get the insights of the student’s engagement due to daydream-
ing and they cannot monitor the students if the classroom size is larger.
In this paper, we focus on classroom engagement with all digital devices
and observe their level of attention in the class. We recorded the facial
gestures of the students during the lecture from the front end (180◦ view
of the camera). Most of the traditional classroom assessment tools are
based on summary judgments of students in the form of student surveys
filled out in class or online once a semester. Such ratings are often biased
and do not capture the real-time teaching of professors. In addition,
they fail for the most part to capture the locus of teaching and learning
difficulties. They cannot differentiate whether the ongoing poor perfor-
mance of students is a function of the instructor’s lack of teaching skill
or the student’s lack of engagement in the class. So, in order to stream-
line and improve the evaluation of classroom engagement, we introduce
human gestures as an additional tool to improve teaching evaluation
along with other techniques. In this paper, we report the results of using
a novel technique that uses a semi-automatic computer vision-based app-
roach to obtain an accurate prediction of classroom engagement in classes
where students can have digital devices like laptops and, cellphones dur-
ing lectures. We conducted our experiment in various classroom sizes at
different times of the day.

Keywords: Classroom · Engagement · Camera · Computer vision

1 Introduction

Maintaining classroom engagement is a challenging task in modern days due to
an abundance of digital distractions, but keeping students engaged is one impor-
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tant factor that determines whether students learn from lectures [4]. Globally,
many schools and colleges require students not to bring any digital devices to
the class. Even though they force the students to listen, the professors cannot
accurately determine the degree of student engagement due to factors such as
daydreaming and they cannot monitor the students closely if the classroom size
is larger.

In this paper, we focus on assessing classroom engagement in environments
with permitted digital devices and observe the student level of attention in the
class. We recorded the facial gestures of the students during the lecture from
the front end (180◦ camera view) in addition to recording the audio interaction.
We note that most of the traditional classroom assessment tools are based on
summary judgments of students in the form of student surveys filled out in class
or online once a semester. Such ratings are often biased and do not capture
the real-time teaching of professors. In addition, they fail for the most part to
capture the locus of teaching and learning difficulties. They cannot differentiate,
for example, whether ongoing poor performance of students is a function of the
instructor’s lack of teaching skills or the student’s lack of engagement in the class.
So, in order to streamline and improve the evaluation of classroom engagement,
we introduce the use of human gestures as additional tools to improve teaching
evaluation along with other techniques. In this paper, we report the results
of using a novel technique that uses a semi-automatic computer vision-based
approach to obtain an accurate prediction of classroom engagement in classes
where students can have digital devices such as laptops and cellphones during
lectures. We conducted our experiment in various classroom sizes at different
times of the day.

Classroom Engagement deals with the degree of attention, enthusiasm,
activeness, passion to learn by the students from the professor. It varies with
the classroom environment, courses, time duration, professor, or timings of the
lecture. For example, a student who was not engaged in the early morning class
might be engaged in the afternoon class because of the class timings. Similarly,
a student who was engaged in the class for the first 30 min might be distracted
later due to the long duration of the class. Therefore, classroom engagement
depends upon various attributes.

Classroom Engagement Evaluation is assessing how well the students are
engaged when a professor is delivering a lecture in a classroom environment.
Maintaining classroom engagement is important to solving many of the difficul-
ties of students such as low grades, boredom, high dropout rates, and so on.
Students who are more engaged in the class seem to achieve better grades in
the course than those who are not. Effective Classroom engagement paves the
way to develop two-way communication between the professor and the students.
This learning process of the students in the classroom increases their curiosity
and focuses them on the subject, motivates them to practice great brainstorming
problems, and promotes them to achieve their learning goals which in turn makes
them successful. Student engagement also plays a critical role in the success of
the university and future enrollment.
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A traditional method for evaluating classroom engagement is through the use
of student evaluations. Student evaluations typically are computed only once at
the end of the semester. This evaluation will explore the insight of the students
and the evaluation results give the professor’s lagging areas. It may be a good
tool for novice professors and it can also aid experienced professors to validate
new courses or to find the response rate of complex portions of the courses.
However, the evaluation is not sampled much, so the professor cannot find their
mistakes in the early or middle part of the semester which may result in both
the students and professors not being on the same page.

Other traditional methods used to assess classroom engagement are through
assignments, exams, or other performance assessments. The students who
achieved the best grades were considered to be more engaged and students who
achieved the low grades were considered as less engaged. Later, student engage-
ment was evaluated through the use of a questionnaire given to the students.
The questionnaire includes questions about the student’s interest in the topic,
their participation in the class, the professor’s teaching style, and various other
entities. But the answers provided by the students can be biased or depend
upon several external factors. So, that is not the optimal solution to evaluate
classroom engagement (Fig. 1).

(a) Texting (b) Cellphone

(c) Sleeping (d) Facebook

Fig. 1. Different distractions in classroom environment

In modern days, students are allowed to bring their digital devices such as
mobile phones and laptops into the classroom. These devices act as distractors
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during the lectures. This might result in lower grades. So, professors need to
notice this and certain measures need to be taken to rectify it. Here we are
introducing a new method where student engagement is calculated by facial
emotions. The facial emotions and gestures are scored by a semi-automated
procedure [3]. This will produce a continuous-time calculation of an engagement
index, useful even for larger classes. This helps professors to observe the activity
of each student after completion of the class. By the result of the evaluation,
professors will be able to identify less engaged students and make them engaged
in the upcoming classes by slightly modifying the teaching style or eliminating
the root cause for their distractions.

2 Related Work

Student Engagement is often calculated by recognizing emotions. Emotion
Recognition is the process of identifying human emotions. Human emotions are
mainly classified into six. They are anger, disgust, fear, happiness, sadness, and
surprise. Emotions are the primary aspect in determining student engagement
in the class.

In earlier days, most of the researchers have used global super-segmental
or prosodic features as their acoustic cues for emotion recognition. They imple-
mented three different classifiers for emotion classification. The classifiers are the
Maximum Likelihood Bayes classifier (MLB), Kernel Regression (KR), K-nearest
neighbors (KNN) [1]. Then, researchers used three different systems based on
audio, video, and bimodal information to calculate human emotions. The most
widely used speech cues for audio emotion recognition are global-level prosodic
features such as the statistics of the pitch and the intensity. In a video-based
system, the captured video is divided into frames and the extracted informa-
tion from every frame is fed into the PCA algorithm. In the bimodal system,
both acoustic cues and facial expressions are used to calculate human emotion.
Two approaches named feature level fusion and decision level fusion are used in
which the acoustic cues and facial data are fed into the single classifier and two
separate classifiers respectively.

This was overcome by adding K-Nearest Neighbor (KNN) to the PCA algo-
rithm [5]. PCA algorithm was used for feature extraction and the KNN algorithm
was used for classifying facial emotions. The main drawback of this method is
accuracy when the population becomes large [8].

To improve accuracy, a new method is introduced which is a combination of
the PCA reconstruction algorithm and Snapsort algorithm on the eigenfaces [2].
This combination of algorithms achieved greater accuracy than the previous
algorithms. The disadvantage of this method is it works only on still images and
dimensionality needs to be reduced. Later, a neural Adaboost based facial expres-
sion recognition system was introduced [6]. In this recognition system, Viola and
Jones algorithm for face detection, Gabor feature extraction, Adaboost feature
reduction algorithms were used. This system reduced the image dimensions and
preserved the perceptual quality of the original image. The limitation of this
method is that it faces the difficulty of recognizing mild expressions.
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By considering all the limitations and drawbacks of previous methods, the
Haar Cascades method Sobel edge detection method is introduced in [7]. In this
system, higher efficiency and accuracy are achieved. But the problem is it does
not involve illumination. Recently, wearable devices are introduced to analyze
students’ attention and evaluate classroom engagement. For this, a Rule-based
approach and a Data-driven approach are used. It cannot be used for larger
class evaluation as it is difficult to provide a wearable device to each student [9].
Later, Image processing came into the picture. To overcome all the drawbacks
and limitations of previous methods, we are introducing a novel method for the
evaluation of classroom engagement.

The novelty of our proposed method includes the following aspects:

– As the system develops, it can be used as an additional evaluation tool for
classroom evaluation on a daily basis.

– The success and failure of a course outcome can be known with much deeper
analysis.

– Students who are exceptionally out of sync with the lecture can be identified
from this algorithm.

– The system can be used to identify when students are lack of engagement in
lecture is a source of learning problems.

3 Proposal Method

The data set for this is derived from observations of the students. Students are
placed in different classroom environments such as different levels of students
(undergraduate and graduate) and different timings. We record the students’
emotions during a lecture in a modern classroom environment using a conven-
tional digital camera. The attributes which are supplied as the inputs to our
approach are (a) Audio (b) Facial Expressions (c) Eyeball movements (d) Body
gestures (e) Neighborhood Influence.

The entities such as classroom environment, specific course, time duration,
professor, or timings of the lecture on which the student engagement depends
are also observed along with the student’s movements.

3.1 Observation of Student Attention

Once the video is recorded, we extract from the sensor audio data (1D data) and
video frame data (2D data) specific attribute values corresponding to human face
gestures related to signs of distraction such as body position, eye moments (all
attributes mentioned in Tables 1 and 2).

We try to classify all the gestures for the available student data in the
video. We give scores to every attributes from sensors based on the distraction
level. Every student is evaluated based on attributes mentioned in Table 1 and
Table 2 (undergraduate and graduate students). We sampled video clips for every
30 sec for a total duration of 45 min. On each sample, starting and ending times
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(a) Data set 1

(b) Dataset 2

Fig. 2. Student attention in the classroom

were labeled, and actions related to engagement (attributes) were calculated. For
each of the attributes in Tables 1 and 2, and, for each of these video samples, a
binary assessment score was given: 0 for not engaged and 1 for engaging. These
scores were summed over the course of the video to obtain an engagement score
for that particular attribute. We calculated the mean values of every attribute
behavior from the video samples (Fig. 2).

In addition to this attribute data which was extracted manually from the
video frames, automated feature extraction was performed using Microsoft
Azure. The selected video frames were passed to Azure which performed facial
recognition on the images and assigned attribute valued for the categories
“anger”, “contempt”, “disgust”, “fear”, “happiness”, “neutral”, “sadness”, and
“surprise.” We currently used the “happiness’ and “neutral” attributes as indi-
cators of positive engagement, with the others signs of negative engagement.
We added these positive engagement attributes and subtracted the negative
attribute values to arrive at an engagement index. In this way, we computed for



Classroom Engagement Evaluation 129

all students an attention/engagement level and related the students’ observable
behavior to an attention level.

4 Experiments

From Tables 1, 2, and 3, we correlate the relations between student’s atten-
tion level and professor’s lecturer style. This study helps to find the root cause
for student’s distraction. For each of the student attributes which are being
measured through the various sensor modalities, an aggregate time-dependent
function fi(t) (where i = 1, . . . , n ranges over the possible attributes) is com-
puted which measures the amount to which this attribute at time t is a factor
in student distraction. For some of the attributes (such as body position), fi(t)
will be computed by measuring a corresponding value f j

i (t) for each individ-
ual student (indexed by j), and then averaging over the student population
fi(i) = 1

N

∑
j f

j
i (t). For other attributes (such as background noise) the aggre-

gate value fi(t) will be measured directly. For example, f j
i (t) might represent

the angular deviation from vertical of the head position of student j at time t. A
mathematical modeling function g(x1, . . . , xn) will be developed which accesses
the degree of student distraction from the values of xi = fi(t). Thus we will have
the function u(t) = g(f1(t), . . . , fn(t)) which is the time-dependent measurement
of student distraction.

Table 1. Student’s observation from undergraduate students 11.00 A.M.

Attention Level of Students (Dataset - 1)

Time Duration: 45min, Number of participants - 8

Behavior Poor Average Test results

Positive facial
gestures

– 87.5% 12.5%

Eye position 20% 80%

Active devices 25% – 75%

Body positions – 12.5% 87.5% (gaze)

Audio
interaction

87.5% (no
response)

12.5% (low
interaction)

–

Neighborhood
influence

– – 100%

In a similar manner, we will, by sensor measurements, have determined func-
tions hk(t) for each of the attributes (indexed by k) being assessed for the lecturer
(see Table 2). The next step is to correlate the function u(t) with the functions
hk(t). This will be done through both a regression/correlation and a clustering
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Table 2. Student’s observation from graduate students (3.30 P.M.)

Attention Level of Students (Dataset - 2)

Time Duration: 45min, Number of participants - 5

Behavior Poor Average Test results

Positive facial gestures – 100% –

Eye position 10% 90%

Active devices 10% 90%

Body positions – – 100% (gaze)

Audio interaction – – –

Neighborhood influence – – 100%

Table 3. Professor’s teaching style attributes

Classroom Lecturer (45min)

Teaching attributes Time

Using classroom boards 9 min (20%)

Slides 36 min (80%)

Video 0 min

Tone of lecturer 50% variation in modulation

analysis. The regression analysis will seek to determine the coefficients a1, . . . , an
so that ∫

(u(t) −
∑

(aihi(t)))2 dt

is minimized. This will then determine how student distraction is affected by
the various performance attributes of the instruction. The cluster analysis will
cluster the time-series data into clusters determined by ranges of values for the
faculty attributes. For example, one clustering could be determined by whether
the faculty member is speaking, writing on the board, or showing a presentation
to the class. An overall assessment of student distraction for the class will be
computed as

∫ |u(t)| dt.

5 Conclusion

From our experiment, we conclude that our experiment has both positive out-
comes and negative outcomes. We conducted the above experiments in different
classrooms at different timings. Overall, the students seemed to be engaged in
the lecture. We did notice a few distractions in both classrooms. The experiment
which we have conducted only covers a 180-degree view of the classroom. So,
there is some degree of ambiguity in determining the students’ engagement in
the classroom by considering only facial expressions and body gestures attributes
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from this view. For example, students can have positive facial expressions and
body gestures when they are using a mobile phone or when they are playing
games on the laptop. Students can also be daydreaming while having positive
facial expressions and body gestures. The other attributes such as eyeball move-
ment and head movement seem to be more realistic when calculating student
engagement.

5.1 Limitation

– Most of the students show their facial gestures are neutral (not happy nor
sad) and most of their eye moments are all focused on the laptop. Since our
camera covers only 180-degree, we have no exact knowledge if students follow
the powerpoints along with the professor or distracted by other social media
from the internet.

– The interaction level being too low also indicates the student may get dis-
tracted by the internet.

5.2 Future Work

We plan to place another camera on the backside of the students which can cover
the uncovered scenes from the first camera (180◦ view) which can give a better
visualization about class climate.
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Abstract. Scene understanding remains a challenging task due to the
complex and ambiguous nature of scene images in defiance of several
networks pre-trained on large-scale benchmark datasets are available. In
this paper, we proposed a multi-scale, discriminative integrating method
to aggregate both context and multi-scale object information of urban
scene images. Our model is formulated as the integration of both patches
and networks. Our scene-centric network is built upon the network fine-
tuned on scenery dataset; our object-centric is an aggregation of multi-
scale networks pre-trained on object-centric networks. We show that the
integration of networks leads to an improvement in performance and
achieved a 6.63% boost on overall accuracy comparing with the best-
performed base model.

Keywords: Classification · Multi-scale · Decision fusion

1 Introduction

Scene recognition remains a challenging problem mostly due to the complexity
and variety of the enclosed objects and background [3,15]. A typical scenery
image contains multiple objects of different scales. Hence, getting an accurate
classification of a scenery image relies on both an understanding of the objects
and the knowledge of the background. This predicament is more conspicuous for
urban scenery understanding, which is often cluttered and complex in nature,
and calls for improved methods to learn both the dominant objects and the
surrounding context in images.

Deep convolutional neural networks (CNNs) such as AlexNet [7] and
ResNet [4] demonstrated a superior performance for generic classification tasks.
However, understanding a scenery is beyond recognizing a single object or a col-
lection of objects; an image is not simply an assembly of objects (i.e., object-level
information). The spatial arrangement of objects, their scales, and frequencies
(number of occurrences), and the interactions between objects and background
(i.e., scene-level information) are factors for deciding what an image presents.
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It was demonstrated that CNNs trained with ImageNet dataset [2] (i.e., object-
centric CNN) performs well for generic object recognition and CNNs trained with
Places dataset [16] (i.e., scene-centric CNN) exhibits improved performance for
scene recognition [15].

The success of inferring scene categorizing by integrating multiple CNNs for
object and scene recognition demonstrated that aggregating knowledge derived
from separate CNNs helps to gain a comprehensive understanding of an image
and encourages the development of a coherent object- and scene-centric model
for improved accuracy [1,17]. Inspired by these studies, we developed a discrim-
inative CNN integration method to aggregate image features learned by various
networks. Our method leverages the scene-centric CNNs to learn scene features
and adopts multi-scale object-centric CNNs to learn object features at different
scales and integrates these features via a discriminative fusion strategy.

In our paper, we extend the multi-branch network [5] and propose a method
to integrate object-level features with scenery features extracted with object-
centric and scene-centric networks, respectively. Scene-centric networks are fine-
tuned on the Place365 dataset [15]. The Fully Connected (FC) layers of the
CNNs are re-trained using urban street view images. Object-centric networks
are developed on the networks trained with ImageNet [2], which consist of net-
works for multi-scale inputs. The final scene recognition result is obtained by
aggregating the object- and scene-centric models via discriminative integration.

The rest of this paper is organized as follows. Section 2 reviews the related
works. Section 3 describes the proposed method and network architecture.
Section 4 discusses the experimental results. Section 5 concludes the paper with
a summary.

2 Related Work

To accommodate objects in various scales and the disparity among models
trained with datasets emphasizing different aspects, Herranz et al. [5] presented
a method to integrate object and scene information for scene recognition. The
semantic features of a scenery image were extracted by CNNs, which were con-
catenated to train a Support Vector Machine (SVM) classifier. Wang et al. [12]
extended this idea by training two PatchNet models for recognizing objects and
the entire scene using the cropped patches from images of the ImageNet [2] and
the Places dataset [14]. The two models extract activation maps and proba-
bility distributions, which are used to form image descriptors for training an
SVM. These methods use all the cropped patches for training the network
and the sub-networks are treated equally, i.e., having the same weights at the
integration.

Using all the cropped patches to train an object-centric network faces indis-
pensable ‘noise’ because the informative part may only exist in a small region of
an image. To filter out the futile parts of the training images, methods have been
proposed to identify the most informative local features to guide patch cropping
from the dataset of the target applications. Cheng et al. [1] presented a method
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that identifies the most discriminative object-level patches. An object distribu-
tion is computed and patches that contain objects frequently appeared in various
images are discarded. Xia et al. [13] used the Grad-CAM [9] method to capture
class-specific regions in an image and applied object- and scene-centric models to
the identified regions for extracting multi-scale features, which are concatenated
for classification. Despite the improvements, these methods require a separate
step to identify the informative patches and remove the rest parts, which is
time-consuming and could result in information drop.

Besides concatenation, trainable integration methods have been devised.
Seong et al. [10] proposed an Object-to-Scene Class Conversion module (CCM)
that unifies the class probability vectors (i.e., the output of the Softmax layer
of CNNs) of an object-centric network and a scene-centric network. The unified
probability vectors are integrated via summation for the final decision. A later
work of the authors extended CCM by adding a correlative context gating (CCG)
model to object-centric branch [11]. The output of the CCG model was fused
with the output of the scene-branch by element-wise multiplication. Inspired
by the recent development, we hypothesize that learning and fusing multi-scale
features using networks fine-tuned with datasets of local and global emphasis
improves scene recognition. In addition, automatic discriminative integration
helps to learn complex scenery images without an expensive training process.

Fig. 1. The flowchart of our proposed method.

3 Method

Figure 1 illustrates the flowchart of our proposed method. Without loss of gener-
ality, this flowchart depicts the convolutional network architecture of AlexNet [7].
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The input image is used to train the scene-centric network, which is also resized
to different scales following the Gaussian pyramid decomposition. These re-scaled
versions are used to train object-centric networks, which consists of three net-
works trained with patches at different scales. The outputs of these three net-
works are integrated with the output of the scene-centric network via discrimi-
native integration to make the final prediction.

3.1 Multi-scale Feature Extraction

Our method generates multi-scale patches using a spatial pyramid patch gen-
eration approach. The input image is re-scaled to various sizes and we use a
fixed-size window to slide over the input image. The regions enclosed within the
window are cropped as the multi-scale patches. In our implementation, we resize
the input image and get the patches using a fixed-sized window to simplify the
patch sampling process.

We use the AlexNet [7], ResNet18 and ResNet50 [4] trained with ImageNet [2]
and Places [16] datasets as our backbone models. To maintain the generic feature
extraction capability of the pre-trained models, we keep the convolution groups
and re-train the FC layers of our models using an eight-class urban scene dataset.
In the training phase of the scene-centric network, un-cropped training images
are used to capture the overall features. The patches of different scales are fed into
CNNs to learn the patch-level descriptors at each scale. The datasets provide no
annotation of the objects within the scenery images. Labeling the objects using
bounding boxes is time-consuming and difficult because a patch may contain
multiple objects or parts of an object. Our method retrains the FC layers of
base models and the Softmax score vector extracted by both scene- and object-
centric networks are 1 × N vector, where N denotes the class number of the
training dataset.

3.2 Discriminative Integration and Scene Recognition

Our proposed discriminative integration method is inspired by the traits of gen-
eralized average function and the inherent noisy and information sparsity of
patches. Figure 2 use xi + yi as an example of the generalized average formula.
When i increases, the equation trends to encourage the relatively large values
of x and y and penalize the small values. As scenery images are always com-
plex and noisy, the number of cropped patches that contain useful information
is limited. To effectively making use of more informative patches and reduce
the influences of the noisy patches, we adopted a variant of generalized average
formula to perform discriminative integration of Softmax predictions of patches
for the patch-based networks.

Similarly, as the training procedure, we adopt the cropped group of patches
for every testing image and integrate the Softmax outputs of all the patches and
compute the overall score, Sn, as follows:

Sn =
1
N

N∑

i=1

y (Cn|Pi)
k
, (1)
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Fig. 2. Landscape of the exponent factor of 1, 2, 5, and 10 (from left to right).

where y (Cn|Pi) is the Softmax prediction of patch Pi for class Cn, N is the num-
ber of patches generated by the input image, and k is a parameter that controls
the aggregating preference. This discriminative integration method is designed to
emphasize the patches, which contain informative objects at multiple scales and
eliminate the patches that make a limited contribution to scene understanding.
A higher value of k will emphasize the most discriminative patches, which have
more distinct prediction scores and ignored the patches with evenly distributed
scores.

The multi-scale patch-based networks are integrated as follows:

On =
1
N

N∑

i=1

S (Cn|Ni)
j
, (2)

where On is the resulting score of multi-scale, object-centric network integration,
N is number of networks, S (Cn|Ni) is the Softmax prediction of network Ni for
class Cn. After integrating multi-scale object-centric networks, the result of the
multi-scale integration is aggregated with the Softmax prediction of the scene-
centric network via averaging to make the final prediction.

4 Experimental Results

4.1 Dataset and Settings

In our experiments, we use the building instance classification dataset (BIC
GSV) [6], which contains 17,600 training images and 2,058 testing images col-
lected from Google Street View. The dataset consists of eight classes including
apartment, church, garage, house, industrial, office building, retail, and roof.
Figure 3 illustrates exemplar images of the dataset. Most of the images contain
multiply objects at various scales. We used 75% of the examples of each class
for training and the rest for validation. We trained the networks with SGD opti-
mizer (momentum is 0.9) using Pytorch [8] on four Nvidia Tesla K80 GPUs
with a batch size of eight for 100 epochs (for patch-based networks batch size is
256). The learning rate was initialized to 0.001 and reduced to 1/10 every seven
epochs.
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(a) apartment (b) church (c) garage (d) house

(e) industrial (f) office bldg (g) retail (h) roof

Fig. 3. Examples of images in the BIC GSV dataset.

Fig. 4. Accuracy (y-axis) w.r.t. different exponent factors (x-axis). (a) Accuracy using
Eq. (1). (b) Accuracy using Eq. (2).

4.2 Performance of Patch Integration

In this section, we evaluate the discriminative patch integration. We use AlexNet
in our experiments for analysis. We crop each training image to the size of s ×
s, where s ∈ {100, 150, 200}, and each patch is re-scale to the size of 224 × 224
to ensure a consistent input size to the deep networks. We train a network for
each scale of patches. We also train a hybrid AlexNet, which uses all the cropped
images as the input (Hybrid in Table 1). The testing images are cropped in the
same manner as that of the training images, e.g., for the AlexNet trained using
patches of size 100 × 100, we use the patches of size 100 × 100 for testing
and aggregate the Softmax prediction of sampled patches using discriminative
integration.

Figure 4(a) shows the accuracy of the patch integration using different expo-
nent factor k in Eq. (1). This plot shows the results of an AlexNet trained with
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patches of size 200 × 200. It is clear that as the exponent factor increases, the
accuracy decreases slightly. The trend of reduction is probably due to the over-
emphasis of the large values of the Softmax sores. We obtain the highest overall
accuracy when k equals 2, which is used in the following experiments. Table 1
presents the overall accuracy (for all classes) of our proposed method with and
without the discriminative integration. The hybrid network is trained using all
the patches in three scales. With discriminative integration, the patch-based net-
works demonstrated improved accuracy. The best accuracy (52.6%) was achieved
by the hybrid AlexNet, which exhibits a 5.2% improvement. AlexNet trained
using patches of size 100 × 100 obtained the largest improvement of 28.8%.
Without using discriminative integration (i.e., using the uncropped images), the
performance is trampled down. This is because the training data are inconsistent
with the testing data and the best accuracy (50.0%) was achieved by the hybrid
AlexNet. The AlexNet trained using a patch size of 100 × 100 yielded low accu-
racy. This is because when the patches are small, the number of non-informative
patches increased.

Table 1. Accuracy (%) of our proposed method with and without the discriminative
integration (DI).

Network Patch size Without DI With DI Imp. (%)

Hybrid AlexNet – 50.0 52.6 5.2

AlexNet 100 36.4 46.9 28.8

AlexNet 150 44.3 52.1 17.6

AlexNet 200 48.5 52.2 7.6

4.3 Performance of Network Integration

Figure 4(b) shows the integration accuracy using Eq. (2) with different exponent
factors. As the exponent factor increases, the accuracy increases and then drops.
The best performance was achieved when j was 3. For Eq. (1) and Eq. (2), the
accuracy will decrease when the exponent factors are greater than 5, thus we plot
the result when k and j are ranged from 1 to 5 and report the best parameter by
observation. Hence, we use 3 for the exponent factor of the network integration
function in the rest of our experiments.

Table 2 lists the overall accuracy of the object-centric network, multi-scale
object-centric networks, scene-centric network, and our proposed method. Three
different base deep networks were used in these variations. The object-centric
network used only a single scale patch in the training process; whereas multi-
scale object-centric used three scales. Our proposed method essentially integrates
multi-scale object-centric networks and scene-centric network. By examining the
results of the object-centric and multi-scale object-centric networks, it is clear
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that the multi-scale object-centric network consistently achieved better accuracy.
On average, the overall accuracy achieved 50.4%, which is about 1% improve-
ment. Hence, the multi-scale strategy helps the recognition of scenes.

Our proposed method uses network integration that fuses the outputs of a
multi-scale object-centric network with that of the scene-centric network. The
overall accuracy of our method is greater than that of all the other variants
based on different base networks. The average accuracy of our method achieved
51.8%, which is about 2.8% of improvement. It is evident that the discriminative
network integration improves the overall accuracy.

Table 2. Accuracy (%) of proposed single/integrated networks.

Base network Object-centric Multi-scale obj.-centric scene-centric Proposed method

AlexNet 50.2 54.4 51.3 54.7

ResNet18 43.2 45.7 47.7 49.3

ResNet50 44.3 51.1 47.6 51.3

Average 45.9 50.4 48.9 51.8

4.4 Comparison with the State-of-the-art Methods

We compare our method with the most recent methods by Seong et al. [10,11].
For the CCM model, a network pre-trained on ImageNet [15] was used as the
base model for an object-centric network, and, similarly to our method, the
network retrained using Places dataset [15] was used as the underlying network
for a scene-centric branch. The FC layers of the scene-centric model are re-
trained using the BIC GSV dataset to fine-tune to the scene recognition. In the
CCM-CCG model, the CCM model is applied to the scene-centric model. Thus
to calibrate the dimension of the object- and scene-centric models, we used the
network pre-trained with Places [15] as the backbone model, and use our re-
trained ImageNet model as the object-centric model. Softmax score fusion was
used in all the aforementioned models.

Table 3 presents the overall accuracy of the compared methods using three
different deep networks: AlexNet, ResNet18, and ResNet50. Among all cases, our
method achieved the best performance using AlexNet and the overall accuracy
is 54.7%. Compared to the second best accuracy by CCM-CCG using ResNet50,
the improvement is about 4%. This table also reports the average accuracy of
using the three base networks. The average accuracy is 51.6% for our method,
which is about 1% improvement to the second best model (CCM-CCG).

To understand class-wise performance, Figs. 5, 6, 7 show the confusion matrix
of the compared methods using the three base networks. Each row of the sub-
figures shows the confusing matrix of one method using AlexNet, ResNet18,
and ResNet30 from left to right. In each confusion matrix, a row represents
the true class and a column represents the predicted class. Among all classes,
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Table 3. Overall accuracy of our proposed method and the state-of-the-art methods
(CCM [10] and CCM-CCG [11].).

Base Network Proposed CCM CCM-CCG

AlexNet 54.7 46.1 49.0

ResNet18 49.3 49.7 51.7

ResNet50 51.3 49.0 52.6

Average 51.6 48.3 51.1

Church, Garage, Roof, and Retail are the classes that have the highest accuracy.
However, it is clear that the accuracy for each class varies when a different
deep network was used. This is consistent with our observation that the hybrid
network exhibits better performance.

By computing the average error rate of three deep networks for each method,
we identified four pairs of most confused classes. The major miss-classifications
are between houses and garages. This is because a garage is often part of a house
and the urban scenery image of garages also captures a part of or even an entire
house, and vice versa (see Fig. 8 (a) and (b) for examples). The second dominat-
ing miss-classification case occurs when the models try to distinguish industrial
and office buildings from retail stores. The differences are mainly decided by
whether there is a signboard in the scene (see Fig. 8 (c) and (d) for examples).

Table 4 shows the error rate of the four most confusing classes. The table
reports the average error rate of each method using the three deep networks
(AlexNet, ResNet18, and ResNet50). In this table, each column stands for a pair
of miss-classed cases, e.g. “garage-house” stands for the error rate that an image
of a garage is miss-classified as a house. Our model achieved a lower error rate for
differentiating industrial-retail and office building-retail, and a similar error rate
when classifying garage-house pair (with an 0.2% difference on error rate). When
comparing to the CCM-CCG model, our model has a reduction in error rate on
the confusing classes. Our methods achieved an error rate reduction of 16.2%
and 39.7% comparing with CCM and CCM-CCG methods. This demonstrates
that multi-scale features help capture class-specific local features, and further
assists the classification of ambiguous images.

Table 4. Error rate of our model, CCM [10], and CCM-CCG [11] of the four most
confusing class pairs.

Model Garage-house House-garage Industrial-retail Office bldg-retail

Proposed 24.2 26.5 27.9 20.4

CCM 24.0 24.7 31.2 23.7

CCM-CCG 22.9 30.7 34.0 28.5



144 Z. Qiao et al.

Fig. 5. Confusion matrix of the proposed method using different deep networks.
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Fig. 6. Confusion matrix of the CCM using different deep networks.
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Fig. 7. Confusion matrix of the CCM-CCG using different deep networks.
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(a) garage

(b) house

(c) industrial and office building

(d) retail

Fig. 8. Examples of the most confused categories.

5 Conclusion

In this paper, we present a multi-scale, deep network integration framework to
tackle the challenging problem of recognizing complex urban scenery imagery.
Our model uses both scenery contextual information and multi-scale object infor-
mation. The scenery information is learned by training a deep network using the
Places dataset; whereas the object information is learned using networks trained
with the ImageNet dataset. The scene- and object-centric networks are inte-
grated to achieve the final recognition.

The experimental results demonstrated our multi-scale, discriminative inte-
gration method enhanced the scenery image recognition in both patch integra-
tion and network integration procedures in all cases across various backbone
CNN models. Specifically, using patches integration on testing images obtained
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an accuracy improvement of 18.0% on our example model; integration of multi-
scale networks achieved a performance boost of 9.8%; the integration of object-
and scene-centric models obtained an accuracy improvement of 5.9% comparing
with single scene-centric models. In the comparison with state-of-the-art mod-
els, our multi-scale AlexNet model achieved the best performance (54.7% on
overall accuracy) and demonstrated the ability to capture class-specific local
features and further assist scene recognition by differentiating the most ambigu-
ous classes.

In the future, we plan to develop trainable models to extract and integrate
multi-scale features in a learnable manner. We will continue investigating more
effective and efficient methods to jointly make use of multi-scale, multi-stream
convolutional features in CNN-based models for urban scene understanding and
other challenging computer vision problems.
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Abstract. This paper analyzes the hardware requirements and communication
requirements of the immersive unmanned boat remote control system and makes
a preliminary design. Subsequently, one of the key technologies of remote control
system for immersive unmanned boat, motion prediction, was researched. In this
regard, the Abkowitz model was used to perform the unmanned boat motion pre-
diction, and the two-dimensionalmotionpredictionwas implemented inMATLAB
software. The simulation of the ship motion prediction was performed through the
joystick and keyboard input response, and the two-dimensional motion prediction
was performed using the GUIDE module Interface implementation. Finally, a
three-dimensional interface design and implementation of the UE4 game engine
for two-dimensional motion prediction simulation is implemented, and the inte-
grated display of motion prediction trajectory and multi-source heterogeneous
data under keyboard input response and joystick input response is realized.

Keywords: Immersive · Unmanned boat · Remote control system · Virtual
reality ·Motion prediction

1 Introduction

1.1 3D Visual Simulation Technology Based on UE4

UE4 game engine [1–3] is an open source game engine for commercial development
developed byEpicGame. Its functionalmodules are very powerful and complete, and the
graphical user interface design is friendly, and the 3D rendering effect is very powerful.
The research on the remote control of unmanned boats using UE4 is limited and has not
been applied. Developers use the terrain tool that comes with the UE4 engine to create
terrain and other landscape models [4]. On this basis, the UE4 game engine has real-
time lighting dynamic rendering function, which is implemented by real-time GI, which
can realistically simulate the real environment, weather, light and shadow effects. For
the marine environment, it is possible to realistically simulate sea surface fluctuations,
color changes under light, shadows, and changes in sea hydrological conditions under
weather effects and special effects weather. And can simulate the real ocean waves
through dynamic methods, inversion, geometric modeling and other methods.
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1.2 Theoretical Basis of Unmanned Boat Motion Prediction

There are four basic assumptions for ships [5]: 1. The sea surface is infinitely extended.
2. The value of gravity acceleration and the density of seawater remain unchanged. 3.
The hull is a rigid body with uniform and constant mass. 4. The ship is symmetrical
about its longitudinal section. The nonlinear model established by Abkowitz in 1964
applies the following four assumptions [6]: 1. The control of most ships can be described
by third-order Taylor expansion, where the initial steady-state condition is u = u0. 2.
Consider only the acceleration component of the first order. 3. Except for the effects of
constant torque and constant force from a single propeller, the standard simplification of
the standard port and starboard sides of the hull is simplified. 4. The coupling between
acceleration and velocity terms can be ignored.

1.3 Three Degree of Freedom System Matrix

x = (u, v, r, x, y, psi, δ) (1)

x = (
u̇, v̇, ṙ, u, v, r, δ̇

)
(2)

Among them, u is the deviation between the current longitudinal speed and normal
speed, v is the lateral speed, and r is the heading angular speed. The last three terms are
the derivatives of the first three terms, and the last term is the true rudder deflection angle.
In our calculations, instead of the three-term derivative, the position in the x direction,
the position in the y direction, and the yaw angle are used to replace the three derivatives
to form the state vector of formula (1). Its derivatives are as (2) Shown.

The initial state vector is

x0 = (U , 0, 0, 0, 0, 0, 0) (3)

According to the state variables and forces, we can get the equations needed for
our motion prediction. Since it is blueprint programming in UE4, the equations are the
same as MATLAB, for convenience we show the writing of MATLAB code. In the
above modeling, we mainly used the seven-dimensional vector X of the state variable,
which is the amount representing the current position, speed, and attitude of the ship.
The remaining factors affecting it are the current target rudder angle and speed. We
temporarily set it as Ui and U0. To control the hull, we are observing the change of state
quantity while constantly changing the speed and rudder angle. Therefore, in this code,
we mainly output the change rate of the state variable, that is, the derivative of the state
variable, and the current ship speed value.

The current ship speed is shown in formula (4), and the derivative of the current state
variable is shown in formula (5). Repeated derivation and integration in this way can
continuously update the current ship speed and state variables.

U =
√

(U0 + u)2 + v2 (4)
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ẋ =

⎛

⎜
⎜⎜⎜⎜⎜
⎜⎜⎜⎜⎜
⎝

X ·U 2

L(m−Xu̇)
U 2[Y (Iz−Nṙ)−N (mxg−Yṙ)]

L[(m−Yv̇)(Iz−Nṙ)−(mxg−Yṙ)(mxg−Nv̇)]
U 2[N (m−Yv̇)−Y (mxg−Nv̇)]

L[(m−Yv̇)(Iz−Nṙ)−(mxg−Yṙ)(mxg−Nv̇)]
U · [cos(psi) · (U0

U + u) − sin(psi) · v]
U · [sin(psi) · (U0

U + u) + cos(psi) · v]
rU
L

δ̇

⎞

⎟
⎟⎟⎟⎟⎟
⎟⎟⎟⎟⎟
⎠

(5)

2 Method

2.1 Overview of the Architecture Design of Unmanned Remote Control System

Unmanned boat remote control system ismainly divided into shore-based control system
and ship-based control system [7]. Figure 1 shows the structure of the relationship
between the two systems and the transfer between them. Among them, 4G is used as the
transmission method [8].

The ship-based control system mainly receives the instructions sent by the shore-
based control system to control the unmanned boat, and collects the current data of the
unmanned boat to feed back to the shore-based control system [9]. The shore-based
control systemmainly visualizes the data sent by the ship-based control system and pro-
vides operation guidance to remote operators. In the remote control system of immersive
unmanned boats, the design of shore-based control systems is particularly important, and
the main design of immersion is also reflected in this aspect [10].

As mentioned earlier, the visualization of the immersive unmanned boat remote
control system is mainly helmet-type and large-screen multi-person mode [11, 12],
which mainly presents the information transmitted by the ship-based control system to
controller of the shore-based console visually in a system. The display system here is
not only three-dimensionally processing the ship-based control system with the image
information collected by the on-board camera to the interface of the immersive unmanned
remote control system, but also includes radar map, temperature, humidity, wind speed
and wind direction and other information. The system integrates this information with
a visual presentation [13] of the control guidance of the shore-based console controller.
The controller of the shore-based control system sends instructions to the ship-based
control system by manipulating the joystick, keyboard, mouse, and the like. Because the
wireless ad hoc network expands quickly and can temporarily form a network that is
highly resistant to interference and damage, we use wireless ad hoc network equipment
to complete the data transmission between the two systems.
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Fig. 1. Relationship between shore-based control system and ship-based control system

2.2 Overview of Unmanned Remote Control Module Design

For the entire remote control system,we can divide it into five parts [14]: sensingmodule,
control module, communication module, power module, and navigation module. The
sensing module is responsible for collecting information about the drone itself and
its environment. The control module is responsible for sending control instructions to
achieve remote control of the unmanned boat. The communicationmodule is responsible
for transferring a lot of information between the shore-based control system and the ship-
based control system. The power module provides energy for unmanned boat movement
and control. The navigation module is responsible for navigation of the hull.

3 Implementation

3.1 Motion Prediction and Simulation of Unmanned Boat on MATLAB

Figure 2 shows the interface ofmotion prediction simulation. Themain callback function
is set under the “Start” button. The main callback function uses a large loop for real-time
function implementation of drawing. There are six in the large loop. The small loops are
all performed by a mariner. m script function loop on different state variables, speeds,
rudder angles, etc., which are the original trajectory of the ship, the motion prediction
within 30 s in the original motion state, and a left hit of 5° in the original motion
state. Rudder angle, 10° rudder angle left, 5° rudder angle right, 10° rudder angle right
prediction. The right side shows the current speed and rudder angle, and the following
instructions are used to implement keyboard input to change the rudder angle and speed.
We re-read the current rudder angle and speed value in each input, that is, we can update
the current state in real time to make a new prediction. As shown in Fig. 2, the GUI
interface is finally connected to the joystick and can be operated with the keyboard.
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Fig. 2. GUI interface motion simulation

3.2 Development of Immersive Control Interface of 3D Unmanned Boat on UE4

UE4 Engine (Unreal Engine 4) is a powerful game engine with excellent effects in
models and special effects. It has very powerful functions in 3D game development. The
blueprint language is a visual language by which functions can be easily written using
various elements and nodes. The C++ programming language is the underlying language
of UE4, and some functions of UE4 can be implemented through C++ programming
[15].

We imported a boat model and performed motion simulation in a state without wind
and waves. Figure 3 shows the interface of the immersed unmanned remote control
system after the establishment.

Fig. 3. Trimaran model for 3D unmanned boat remote control system based on UE4
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The position information, wind direction, wind speed, temperature, humidity, speed,
radar, etc. all show the sensor data in the immersive unmanned boat remote control
system, which makes people have a more intuitive experience to control. Figure 3 shows
the interface of the 3D immersive unmanned remote control system.

First, we used the mariner. m function of the hull itself and wrote it into the code of
UE4, where U is the real speed of the current ship and � is the current yaw angle (yaw
angle of the heading in the initial state is 0). The movement of the ship is thus achieved,
so that the movement of the ship can be achieved independently. At the same time, the
predicted points are drawn using the coordinates (x, y) in the seven-dimensional matrix.
And if further realized, the position of the ship should be constantly corrected by radar
and combined inertial navigation positioning. The upper left corner shows a global map,
which shows the ship’s scheduled and predicted routes and the global position of the
ship from a global perspective. The ship itself can use directional control and speed
control throughWASD. The C key can switch between free view and hull view. The hull
cockpit view is the basic view of immersive remote control. Press V can switch the first
perspective and the third perspective, suitable for observation in different situations.

Fig. 4. Immersive unmanned boat remote control system interface implemented by UE4 game
engine

After the ship model is hidden, it is shown in Fig. 5. In this figure, we can observe
five lines well, so the function of several lines is explained according to this figure.
The longest one on the far right is the scheduled route, that is, the route that the ship is
supposed to travel, which is a semi-circular line in the global map. A short line at the
bottom left is the track that the ship has currently traveled, and it will also be displayed
in the global map. From the left to the right, the three lines starting from the bow are
the predicted trajectory lines with a rudder angle of 10° to the left, sailing in the original
movement state, and 10° to the right.
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Fig. 5. Interface of immersive unmanned boat remote control system from free perspective

Figure 5 and Fig. 6 are the immersive unmanned boat remote control system interface
in the free perspective and the first perspective, respectively, and Fig. 4 is the observation
chart in the third perspective.

Fig. 6. Interface of Immersive unmanned remote control system from the first perspective

The movement of the ship itself is determined in accordance with the heading and
speed of the ship as described above. A method of determining is to continuously update
the coordinates of the position where the ship appears at each moment, that is, to process
the hull as a blinking discrete point. In this case, even if the number of frames is high,
there will be a noticeable lag, so only the realization The continuous movement of the
ship itself can be realized. In the trajectory prediction and tracking program, we set a
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refresh frequency of 10ms, that is, the current position information of the ship is updated
every 10 ms. Then the simulation of the course and speed of the ship actually applies
the refresh value of each short time, in another words, the continuous movement of the
unmanned boat is divided into many tiny micro-elements for processing, which is not
completely continuous, so it will also generates a small cumulative error, which can be
corrected by radar and inertial navigation positioning. Figure 7 the blueprint codes of
course and speed respectively.

Fig. 7. Blueprint code to control heading

4 Conclusion

The paper mainly completed the modeling and code writing of the unmanned boat, the
design of the unmanned boat hardware, the data format arrangement, and the design
of the communication protocol, and the keyboard input response and the joystick input
response were used to perform themotion prediction simulation.−2Dmotion prediction
simulation and UE4 based 3D model motion prediction simulation.

In the two-dimensional motion prediction simulation, the movement and prediction
of the ship are controlled by establishing a dynamic model, and the interface is compiled
and the motion prediction simulation is performed through the GUIDE module. First,
the keyboard is used to input the response, and then the serial data is used to read the
control. So the real-time control and motion prediction of the ship under the above two
input responses can be realized.

The development of 3Dunmanned immersion control systembased on the above con-
tent is the core of the paper. Innovatively the current powerful 3D rendering engine UE4
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is used to develop the immersive unmanned boat remote control system. Finally, a three-
dimensional unmanned immersion control system capable of real-timemaneuvering and
motion prediction was established.

At present, there is still a lot of room for growth of unmanned boats, and the remote
control system for immersive unmanned boats is rarely studied. The thesis creatively
designed and simulated the 3D immersive unmanned boat remote control system with
the current powerful UE4 game engine, which provided some ideas for the subsequent
development of unmanned boat remote control system.
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Abstract. Due to the backward observation and treatment methods of existing
expressway traffic survey points, the observation and treatment system simply can-
not match with the expressway network survey points and play its own due traffic
observation function. Themain purpose of this paper is to solve a problemwith the
overall layout planning of expressway network planning traffic survey observation
points on the network. This paper mainly studies and designs a hybrid analysis
method, which is a convex nonlinear programming traffic distribution problem and
is solved by a frank-wolfe hybrid algorithm. Secondly, in order to fully verify the
effectiveness of the design of a supervisedmachine learning-network optimization
hybrid algorithm, a real machine learning large-scale data set is used for testing.
The results of mixed data analysis show that ml-op’s mixed analysis algorithm
still has a good performance in terms of computational capability and reliability
when it is used to deal with large scale bi-level convex nonlinear programming
traffic distribution problem.

Keywords: Discrete traffic network design · Bi-level programming model ·
Traffic distribution ·Machine learning · Hybrid algorithm

1 Introduction

In recent years, highway traffic construction of modernization and development to pro-
mote our country highway construction, especially highway construction project eco-
nomic survival and progress in the development of surrounding areas played a very
important role, the highway has become project surrounding area and the survival and
development of local economy and economic lifeline in themain.However, the operation
status of the expressway traffic statistics survey and management work is seriously too
lagging behind, which has become the bottleneck and obstacle of the expressway net-
work construction and development strategic planning, maintenance and management,
safety monitoring, information construction, and local economic development. Traffic
volume statistics is one of the foundation and important work for highway construction
and modern management. Since 2002, the highway traffic operation status survey has
been included in the national statistical management system. The layout of the highway
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traffic statistics investigation point is to conduct statistics and data analysis on the investi-
gation of highway traffic operation condition, it provides the direction and source of data,
and the accuracy and quality of the data directly affect the final result of traffic statistics
and data analysis. Obviously, traffic statistics site layout and use are reasonable will
directly affect involving a survey of highway traffic operation condition, which directly
affect the highway around the local economy and construction of project planning and
management decisions in the survival and development of correctness and reliability of
data, the effect involved in highway construction can effectively satisfy the safety of the
highway traffic modernization construction and management and so on various aspects
of the target and requirements.

Artificial intelligence algorithms have been applied to the prediction, classification,
or optimization of building energy consumption. However, there is a significant gap
in the literature on energy optimization problems for hybrid objective function devel-
opment, including qualitative and quantitative data sets. To solve this problem, Saeed
Banihashemi proposed a machine learning algorithm with a mixed objective function,
which optimizes residential energy consumption by considering both continuous and dis-
crete energy consumption parameters. To do this, a set of comprehensive data, including
the important parameters of palisade structure, established the architectural design of
the layout and hvac, artificial neural network as prediction and decision tree classifica-
tion algorithm through cross-training the whole create mix function and equation model
is validated by weighted average error separation performance [1]. Automated senti-
ment analysis and opinion mining is a complex process that involves extracting useful
subjective information from text. The explosion of user-generated content on the web,
especially the millions of users who, every day, express their opinions about products
and services on blogs, wikis, social networks, message boards, and so on, presents the
key to reliable, automatic export of emotions and opinions from unstructured text to
some business applications. Stalidis, Panagiotis proposed a newmethod of vectorization
of text resources, which combines the weighted variant of popular Word2Vec notation
with lexical notation and lexical emotion-based vectors. By applying several machine
learning classification algorithms on a data set widely used for emotion detection, the text
representation method is evaluated [2]. The choice between using a second-generation
or third-generation sequencing platform can be a trade-off between accuracy and reading
length, and several studies require long and accurate readings. In such cases, researchers
often combine the two techniques and use short reads to correct long reads. The cur-
rent approach relies on various graph-based or aligned techniques and does not take
into account the error profile of the underlying technology. Efficient machine learning
algorithms that address these shortcomings have the potential to achieve a more precise
integration of the two technologies. Firtina Can proposed the first long read error correc-
tion algorithm Hercules based on machine learning. Every once in a while this model is
interpreted as a hidden Markov model with an error profile of the underlying platform.
The algorithm learns the posterior transition/emission probability distribution of each
long read to correct errors in these reads [3].

The two-layer programming problemof discrete traffic network is np-hard because of
its high computational difficulty. The research USES unconventional methods to mix the
concepts and techniques of machine learning with classical optimization methods. The
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core of this idea is to learn fromsuccessive iterations to target functionswith variables and
constraints. In other words, the approach in this article is to separate the original problem
from some variables and constraints and make it a much easier problem to solve. Then,
the supervised training technique is used to learn from the previous iteration to establish
a new objective function to replace the original objective function. The emergence of
machine learning and deep learning provides a large number of tools and technologies,
which provide a very effective technical approach for dealing with complex optimization
problems in the field of operations research.

2 Proposed Method

2.1 Optimization Using Hybrid Algorithm

SLA is a training method widely used by machines in supervised learning. The function
of an estimated target variable is approximately analyzedbasedon somedecision variable
functions, which effectively limits the constraints and makes the problem analysis easier
to deal with. A simple SLA function can be directly assumed as a nonlinear function of a
decision variable. In order to better form a decision variable function with good problem
analysis performance, we call a simple nonlinear function SLA (multivariate nonlinear
function regression) [4].

One of the main ideas and purposes of researching and designing hybrid solutions
is to make full use of the advantages of the mathematical characteristics of the two
hybrid solutions to tailor a feasible hybrid solution for this integer programming prob-
lem, which can also be regarded as a decomposition method. In addition, this method
does not require the bi-level-programming problem itself to have a high content of math-
ematical information attributes (such as integer gradient), nor does it require any spe-
cific mathematical characteristics of the functions of the original bi-level-programming
problem and the mathematical attribute types of the upper decision variables [5]. As a
result, the mixed method has no complex requirements for the mathematical properties
of functions and variables, so it can be widely studied and applied to large-scale practi-
cal problems. Based on the mixed integer factorization method of design thinking, the
hybrid method proposed method the bi-level programming problem of mixed-integer
nonlinear programming problem can be decomposed into two sub-problems, a difficult
problem (integer programming problem, contains all the integer continuous variables),
a simple integer programming problem (nonlinear integer programming problem, NLP
contains all the integer continuous variables). On the basis of this method, all continuous
variables (including the following reactions) can be directly calculated [6].

2.2 Highway Network Traffic Survey Points Layout Planning

As the next step of expressway information network construction scale and the improve-
ment of the infrastructure construction to further expand and function, through the high-
way informationization construction and management to improve the level of manage-
ment of the highway, to enhance the capacity of road network traffic infrastructure, and
improve the efficiency of road network traffic, and in the future of the constant change
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and growth development of highway traffic demand is the next step of highway informa-
tionization management in one of the important basic content [7, 8]. Survey of highway
dynamic traffic management work of highway system infrastructure dynamic traffic data
collection, analysis, and information collection, and processing, to the timelymonitoring
operation condition of the highway system, the effective measures for highway traffic
control and induced traffic infrastructure work to provide the support of information
technology, the next step is the important technical basis of highway traffic information
construction. Further investigation and management of the dynamic traffic volume of
expressways are of great guiding significance for improving the construction and man-
agement level of expressways in the next step and adapting to the development of the
constantly changing and growing expressway traffic demand in the future [9, 10].

3 Experiments

3.1 Experimental Scenario

China’s highway traffic survey work began in the 1970s, after more than 20 years of
development, the preliminary establishment of the intermittent survey, intermittent sur-
vey, and continuous survey, covering the national, provincial, county, township highway
survey system. According to statistics, by the end of 2016, there were 930 observa-
tion stations on expressways, among which 115 were continuous observation stations,
accounting for 5.1% of the total number of observation stations on the national road
network. Even in a station of the highway, because involves many aspects, such as
maintenance of equipment, electric power, and other reasons, usually will be the sta-
tion layout in urban highway entrances, large hub type, the exchange between the large
and medium-sized cities, such as traffic flow is easy to change the position, lead to the
observation site distribution uniformity is poor, the survey data can’t reflect the actual
running condition of the road network.

3.2 Experimental Design

In this paper, a real data set is used to test the road network. This data set mainly
includes the data of a major directional trunk road in a certain region. It consists of 861
data containing CSV files, each of which may exceed 1 million pieces of data. China’s
road Internet is composed of 74 alternative node regions, 74 alternative hub nodes and
258 nodes mainly connected to the trunk roads. The travel data demand of the main
trunk roads per hour is 65,576, the travel speed is 50 km/h, and the capacity density is
1700 vph (vehicles per hour). The road network has 22 main nodes connected to hubs.
This includes eight projects with major options for connecting nodes to hubs. Table 1
below lists the actual construction costs of each of these alternative node projects, as well
as the respective times and volumes of traffic for all projects under construction (without
considering any budget). The total budget cost of the optimal hub construction is 22 (unit
cost), and the projects to be invested in the optimal hub construction are selected under
different budget cost levels of 20%, 40%, 60%, 80%, and 100% respectively. In order to
better obtain an accurate numerical calculation result of convergence rate, when solving
the function tap, it is assumed that the relative gap of convergence rate is about 0.001
(boyce, ralevic-dekic and) (bar-gera, 2004), which takes at least 3 s.
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Table 1. The construction cost of alternative projects

Hub project The connection Traffic Construction costs

1 0, 1, 2, 3 754, 65, 924, 32, 774, 524 1.9

2 0, 1, 4, 5, 6, 7 754, 65, 924, 32, 683, 71,
998, 34, 833, 787

2.5

3 2, 3, 4, 5, 8, 9, 10, 19 774, 524, 545, 78, 683, 71,
998, 34, 1761, 04, 1600, 24,
386

2.9

4 6, 7, 12, 13, 16, 17 833, 558, 787, 744, 1555, 34,
1598, 9, 483, 186, 389, 567

2.0

5 8, 9, 12, 13, 14, 15, 18, 19 1600, 24, 1761, 04, 1555, 34,
1598, 9, 562, 273, 424, 579,
1793, 058, 1115, 84

3.2

4 Discussion

4.1 Analysis of Traffic Survey Point Layout

As shown in Fig. 1, the numerical results demonstrate that the heuristic method,
which combines machine learning techniques with traditional optimization methods,
can directly perform more efficient analysis and calculation for large-scale problems. It
enriches the basic theory that the traditional machine learning theory and technique are
widely used in optimizing the bi-level programming problem. Ml-op basically adopts a
traditional heuristic programming method, whose main purpose is to find a good (not
always the best) solution to a problem in a time when a large-scale problem is com-
putable. When we started to study how to effectively deal with large-scale problems,

Fig. 1. Statistics of traffic survey point layout under machine optimization algorithm
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ml-op has sought an effective solution to solve the problem of practical bilevel program-
ming. Ml-op does not necessarily have to enforce any specific bilevel programming
requirements, unlike most heuristic bilevel programming methods that require as much
rigor as the accuracy of the problem. In fact, ml-op considers a bilayer programming
problem as a black box (that is, a variable in the decision process) and inputs it into a
box, which makes ml-op widely applicable to real-world problems.

4.2 Suggestions on the Layout of Traffic Survey Points

Through scientific and rational layout category, the category of basic traffic data stations,
building a universal coverage network, have the ability of dynamic traffic data collection,
conform to the highway traffic volume survey could satisfy the requirement of survey
statistics function orientation, basic traffic dynamic data acquisition system, to reflect the
characteristics of freeway traffic flow and operation characteristics, monitoring the run-
ning state of the road, promote the construction of highway intelligent transportation,
building highway public travel information service platform provides dynamic traffic
data. On the basis of fully considering the layout principle, the layout idea of the obser-
vation station is to make use of the idea of a total volume control method to layout a
class of observation station which mainly meets the macroscopic needs of users. Then,
according to the traffic flow theory, the second class observation station which mainly
meets the real-time discrimination requirements of road operation status is arranged,
and the first-class observation station is compatible with the second class observation
station, and the two coordinate with each other to form the traffic quantity observation
station of the whole network.

5 Conclusions

In this paper, a nonlinear user equilibrium mixed-integer system BPP is established. By
referring to the design idea of the decomposition method, the upper problem is how
to minimize the cost of a nonlinear user equilibrium system with mixed-integer vari-
ables (such as decision integer variables), while the lower problem is how to program
the mixed-integer NLPP for the user equilibrium nonlinear system at a higher level. The
lower levels will make it easier to solve the problem. As mentioned above, the decompo-
sition algorithm in this study avoids some tedious system design procedures, including
narrowing the gap between the upper and lower layers, which is almost impossible
for large np-hard problems. On this basis, this paper provides an optimized calculation
model for solving the problem of the distribution of traffic survey points and provides
more reasonable Suggestions for the distribution of survey points.
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Abstract. Through quantitative analysis of the development level of smart cities,
we can accurately determine the development status of smart cities, and provide
quantitative support for the government to formulate future development strate-
gies and related policies. This paper refers to the research at home and abroad
on the evaluation index of the development level of smart cities, reconstructs a
comprehensive evaluation system for smart cities, and uses a comprehensive index
evaluation method to measure the level of smart development in Hangzhou. The
results show that the level of Hangzhou’s smart development is in the accelera-
tion stage from 2013 to 2017 but the growth rate slowed down in 2018. In these
past years, smart applications, development effects, and environmental support
have made rapid progress, and infrastructure increased a little small with a good
foundation.

Keywords: Hangzhou · Smart city · Development index

1 Introduction

IBM proposed a smart city in 2010. IBM believes that smart cities are made up of six
core systems: organization (people), government affairs, transportation, communica-
tions, water, and energy. These systems are not decentralized but interconnected col-
laboratively. The construction of smart cities requires the application of next-generation
information technologies, such as the Internet of Things and cloud computing repre-
sented by mobile technologies, to make operation more smooth, urban management
more efficient, city life more convenient [1].

Currently, twomethods for the evaluation of smart cities are adopted: one is to divide
the smart city system into sections according to different modules, and then evaluate
them separately, such as the evaluation methods of IBM and EU Vienna University of
Technology [2, 3]; the another is to consider the city as a complete system for an overall
evaluation. The specific method borrows models from other disciplines and introduces
it into the assessment system of smart cities, such as the Beijing Smart City Evaluation
System [4]. A common concern of the study on the evaluation index framework of
smart cities in various countries is the development level and innovative power of the
information industry, e-commerce. However, the existing indicator system often ignores
the characteristics of cities and the huge differences between cities.
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In 2012, Hangzhou was included in the first batch of pilot cities for smart cities,
and the construction of smart Hangzhou began. Hangzhou has a good foundation in the
digital economy and industrial development. Against this background, the Hangzhou
Municipal Government has formulated a series of smart city development plans, guided
by sound city management and providing convenient services to the public. This paper
draws on the research results of China’s Information Development Index and Beijing
Smart City Development Index (SCDI) and rebuilds the evaluation system with the
characteristics of Hangzhou to access the level of Hangzhou’s smart development.

2 Method

2.1 Principles of Smart City Development Index

This study selects the comprehensive evaluation index method to calculate the devel-
opment level of a smart city. The linear weighted model can be used to calculate the
samples with relatively balanced importance of each evaluation index, little difference
in index value, and a weak correlation of each index [4]:

This study selects the comprehensive evaluation indexmethod to calculate the devel-
opment level of a smart city. The comprehensive index method can be divided into a
linear weighted model, multiplicative evaluation model, and multiplicative mixed eval-
uation model. The linear weighted model can be used to calculate the samples with
relatively balanced importance of each evaluation index, little difference in index value,
and a weak correlation of each index.

SDI =
n∑

i=1

Wi(

m∑

j

WijPij) (1)

where SDI is the value of smart city development level index, n is the number of clas-
sifications for SDI, m is the number of indicators for the category i index of SDI, Wi

is the weight of the category i index in the overall index while
n∑

i=1
Wi = 1, Pij is the

dimensionless value of the j-th index of the i-th index, and Wij is the weight of index j

in index i while
m∑
j=1

Wij = 1.

2.2 Dimensionless Data Processing

The preprocessing of the indicator system data is dimensionless. To make the indicators
comparable, a threshold method was used to pre-process the original indicator data.
After the threshold method is used for transformation, the data will all fall within the
range of 0–1, and the data comparison is relatively obvious. Threshold calculation is
divided into two cases:

If the value distribution of the indicator sample is relatively uniform, and the data is
not significantly different, the general formula is used for calculation:

Zi = Xi − Xmin

Xmax − Xmin
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where Zi is the dimensionless pre-processed value, Xmin is the minimum threshold, Xmax

is the maximum threshold, and Xi is the raw data of each indicator of the assessment
index system.

If the value of each indicator sample in the indicator system is significantly different,
it can be calculated using a logarithmic method to eliminate the effect of the large data
difference on the final value. The calculation formula is as follows:

Zi = lgXi − lgXmin

lgXmax − lgXmin

3 Evaluation of Smart Hangzhou Development Index

3.1 Construction of the Smart City Assessment Index System

Since the smart city assessment index system has not been formally formed, and con-
sidering the availability of data, this paper reconstructed the Smart Development Index
(SDI) based on the Beijing smart city development index (SCDI) [4] and European
smart city indicator system [2, 3, 5–7] to measure the smart city development level of
Hangzhou. The SDI index constructed in this paper also uses the IDI index as the basic
basis and adds some indexes in combination with the latest smart city construction and
it considers four aspects: environmental support, infrastructure, intelligent application,
and development effect. The specific indicators are as follows (Table 1):

3.2 Determination of the Threshold

For continuous annual evaluation, the evaluationmodel andmethod required to be estab-
lished must meet the requirements of sustainability and comparability of the evaluation
results. In the mid-to-long-term continuous evaluation of the smart city development
level, this article determines the minimum and maximum thresholds for each evaluation
index with reference to national mid- and long-term development planning target values
and international advanced levels.

There are two types of thresholds: for relative indicators, the minimum threshold
is determined to be zero, and the maximum threshold is determined with reference to
international advanced levels. For absolute indicators, the minimum threshold can be
determined with reference to the minimum value of the base period, and the maximum
threshold is referenced to the target value of the indicator.

3.3 Calculation of Indicator Data Weights

Based on the research on the significance of the four secondary indicators to the over-
all index, the relatively important intelligent application index and development effect
index are given an average weight of 30%, and the environmental support index and
the infrastructure index are given 20% respectively. For the four-level specific indicators
under the two-level indicator, the internationally-used average weight method is adopted
[4].
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Table 1. Smart city development level indicator system

First-level indicator Secondary
indicators

Tertiary indicators Fourth level indicators

Smart city
development index

Environmental
support index

Technology investment The proportion of
scientific research funds
to regional GDP

Regional economic
development level

Per capita output value

Smart innovation
ability

Education index

Invention patent
applications per million
people

The proportion of
employees in the
tertiary industry

Infrastructure
index

Broadband network
construction level

Number of internet
broadband access users

Smart terminal
popularity index

Internet-connected
phone ownership rate

Computer ownership
rate

TV ownership rate

Intelligent
application index

Smart government
services

Comprehensive
application level of
government websites

Digital residential life Residents’ online
shopping consumption

Networked enterprise
operations

Online retail sales as a
percentage of total
merchandise sales

Development
effect index

Living standard Economic income per
capita

Information level Proportion of
information industry
output value to regional
GDP

3.4 Calculation of Smart Hangzhou Development Index

Based on the Hangzhou smart city development level evaluation system, this study
selects the relevant index data of Hangzhou city from 2012 to 2018 (data sources are
Hangzhou Statistical Yearbook and Zhejiang Internet Development Report) to calculate
and evaluate the development level of smart Hangzhou (Table 2).
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Table 2. Calculation results of Hangzhou SCDI index and sub-index

2018 2017 2016 2015 2014 2013

SCDI index 0.876 0.814 0.707 0.599 0.529 0.457

Environmental support index 0.829 0.714 0.678 0.601 0.508 0.475

Infrastructure index 0.886 0.891 0.812 0.667 0.641 0.643

Intelligent application index 0.929 0.868 0.705 0.604 0.553 0.436

Development effect index 0.847 0.776 0.660 0.546 0.443 0.344

3.5 Analysis of Evaluation Results

As a leading city in China’s informatization and digitalization, Hangzhou, China, has
been using digitalization and intelligence to drive technology, management, service,
and industrial innovation over the years. The development of smart Hangzhou has the
following characteristics:

1) Hangzhou’s smart cities are generally in the stage of accelerated improvement.
Among them, the fastest development occurred between 2015 and 2017, increasing
by 11 points each year. After that, the growth rate slowed down slightly. Calculated
at the slowest growth rate, the total SCDI index of Hangzhou will also reach 1.0 (the
target value of 1.0) by 2020, indicating that the construction goals of Hangzhou’s
smart cities can be fully achieved through hard work.

2) Smart applications, development effects, and environmental support havemade rapid
progress, and infrastructure has progressed steadily.

• The construction of smart city infrastructure refers to network construction, and
it is the key foundation and guarantee for smart cities to play a role. The level
of infrastructure in Smart Hangzhou is not low in 2013. From 2013 to 2018, the
infrastructure classification index of Hangzhou has improved, especially from
2015 to 2017 increased by 11.3 points.

• The environmental support classification index is a comprehensive index reflect-
ing the level of scientific and technological investment, regional economic devel-
opment, and relevant talents in smart cities. In the past 6 years, the index of
environmental support in Smart Hangzhou has improved significantly with 35
points increase.

• The smart application classification index reflects the degree to which mobile
technology is applied by various departments in the smart city, and is the core part
of the smart city evaluation index system. From 2013 to 2018, the acceleration
rate and change trend of this index ranked second among the four categories,
which reflected that the smart application growth in Hangzhou is relatively ideal.

• The development effect classification index reflects the final objectives of smart
development, that is, to achieve sustainable urban development through intelli-
gent management and operation. Such indicators mainly reflect the promotion of
smart cities to the economic structure and the improvement of residents’ quality
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of life. Surprisingly, the development effect index of smart Hangzhou has been
improved the most with 50 points increase in 6 years.

3) In recent years, Hangzhou has increased its investment in science and technology
and focused on supporting the development of the information economy industry,
including e-commerce, mobile Internet, digital content, software and information
services and so on. Not only have they become the main engine of economic devel-
opment, but they have also tremendously promoted the efficiency and convenience
of the government and the people, and realized service upgrading and consumption
upgrading.

4 Conclusion

This paper used the development index method to measure the overall construction level
and development trend of Smart Hangzhou. The evaluation results are basically con-
sistent with the current status of Hangzhou, indicating that this method can effectively
measure the development level of smart Hangzhou. The construction of smart Hangzhou
is highly concerned by the government and the information industry, and the infrastruc-
ture construction is further improved. Smart cities should forma sustainable development
model. In the future, the construction of Smart Hangzhou should concentrate on people’s
livelihood, comprehensively improve the application level and construction effective-
ness of smart Hangzhou, accelerate the formation of industrial clusters, and strengthen
Hangzhou’s comprehensive competitiveness. At the same time, the smart construction
of small and medium-sized cities around Hangzhou should be promoted to accelerate
the process of intelligentization in the Yangtze River Delta.
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Abstract. Deep convolutional neural networks (DCNNs) have become
the state-of-art methods for semantic segmentation of very high-
resolution remote sensing imagery nowadays. However, the downsam-
pling and upsampling stage in encoder and decoder components have
caused inaccurate localization of objects, especially at boundaries. To
mitigate this spatial inaccuracy, we propose boundary enhanced net-
work for improved semantic segmentation based on the state-of-art
DeepLabV3+ network to reinforce the object class boundary information
by jointly learning semantic segmentation and edge detection. Prelimi-
nary results demonstrate that our method improves the state-of-the-art
network of DeepLabV3+ in overall accuracy, mean F1 score, and IoU
score at a high level on the two famous ISPRS 2D Semantic Labeling
datasets, indicating it is an effective method for semantic segmentation
of very high-resolution remote sensing imagery.

Keywords: Boundary enhancement · Semantic segmentation ·
Multi-task learning · Deep convolutional neural networks

1 Introduction

Semantic segmentation is the task of assigning a class label to each pixel of an
input image, which has been applied to remote sensing imagery of the urban area.
In recent years, deep convolutional neural networks (DCNNs) such as FCN [13],
SegNet [2], U-Net [16] and DeepLab [5] demonstrated much improved perfor-
mance for semantic segmentation. Built upon pooling and downsampling oper-
ations, DCNNs often face inaccurate segmentation of objects, especially at the
boundaries [3,14]. To mitigate this issue, a number of techniques that extend
DCNNs have been developed, e.g., skip connections [13], max-pooling indices
reusing [2], and atrous convolution [4]. However, boundary location is more criti-
cal in remote sensing image analysis and needs to be retained in the segmentation
results [14,20].

To address this problem, Marmanis et al. [14] used object class boundaries to
train an edge detection network Holistically-Nested Edge Detection (HED) [18]
c© Springer Nature Singapore Pte Ltd. 2020
X. Yuan et al. (Eds.): ICUIA 2020, CCIS 1319, pp. 172–184, 2020.
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and the predicted boundaries were then used as a supplementary input for the
ensemble semantic segmentation network of FCN and SegNet. Liu et al. [11]
trained a multi-task network based on HSNet (hourglass-shaped network [12])
for both semantic segmentation and edge detection. Class boundaries were used
as extra supervision to guide the boundary prediction from the encoder compo-
nent and decoder component of the semantic network separately. Cheng et al. [7]
adopted a similar strategy based on SegNet, but combined the boundary pre-
diction from both components as a whole. The semantic prediction result was
further refined with edge regularization. All these methods rely on early seman-
tic segmentation networks and some model is complex [11]. Alternatively, Xu
et al. [19] used an image filter to enhance edges for the input image before
feeding into ResUnet [21] and then applied a guided filter [9] to fine-tune the
network output for building extraction. This method does not reinforce edge
learning inside the network, which limits its performance. Despite the improve-
ment, the predicted boundaries are still blurry with edge enhancement according
to the authors. The guided filter further to sharpen the result could not handle
complex scenes such as tree occlusion, blurry, irregular boundaries, and more
accurate methods are needed [19].

In this paper, we present improved semantic segmentation with boundary
enhancement based on an advanced network. We use object class boundaries
as extra supervision, and adapt the state-of-the-art semantic segmentation net-
work of DeepLab V3+ [6] with boundary enhancement structures upon both
encoder and decoder components to simultaneously learn semantic segmenta-
tion and edge detection. Preliminary results demonstrate that we have improved
the overall accuracy and mean IoU (Intersection over Union) of the state-of-art
DeepLabV3+ from 90.41% to 90.60% and 74.60% to 75.76% respectively on Vai-
hingen Dataset, as well as 90.98% to 91.19% and 78.07% to 79.12% on Potsdam
Dataset. It also outperforms another state-of-the-art network of PSPNet [22] on
these two famous ISPRS 2D Semantic Labeling datasets.

We organize the rest of this paper as follows: Sect. 2 introduces related work,
Sect. 3 describes the proposed method in detail, Sect. 4 presents the results and
the comparison with other methods, Sect. 5 provides the conclusion and future
work.

2 Related Work

Semantic segmentation networks usually extend image classification models by
incorporating a decoder process to restore the original image resolution for pixel-
wise classification. While pooling and downsampling are useful for image classifi-
cation, these operations are unsuitable for segmentation where spatial accuracy
is expected [4,5]. To address this issue, Long et al. [13] proposed Fully Con-
volutional Network (FCN) to introduce middle-level features from the encoder
component using skip connections. The class scores derived from these features
were then integrated with simple summation in the upsampling process. Badri-
narayanan et al. [2] proposed SegNet to store max-pooling indices at the encoder
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stage, which were reused at the decoder stage to upsample corresponding fea-
tures at those indices more accurately. Ronneberger et al. [16] proposed U-Net
to introduce low-level features to corresponding decoder component levels using
skip connections. The fine-grained features were concatenated with high seman-
tic features at the same level for upsampling. Chen et al. [4,5] proposed series
DeepLab especially the advanced DeepLabV3+ [6] to apply atrous convolution
at the last few layers of the encoder component to replace downsampling for
better localization, while the expensive memory cost preventing the usage on
more layers.

To improve the semantic segmentation of remote sensing images, Marmanis
et al. [14] supplemented the input of the semantic segmentation networks with
class boundary prediction. An edge detection network HED (Holistically-Nested
Edge Detection [18]) was trained with class boundaries (boundaries between
different class regions) using satellite image and DSM image (with height infor-
mation) together to predict pixel-wise class boundary likelihoods. The boundary
prediction was then used as an additional input to make class boundaries explicit
for the ensembled semantic segmentation network of SegNet [2] and FCNs [13].
Liu et al. [11] introduced a multi-task semantic network to learn both semantic
segmentation and edge detection by sharing features using HSNet (hourglass-
shaped network [12]). The edge loss reinforced structures predicted class bound-
aries from two levels of the encoder component and decoder component sep-
arately by convolution after upsampling the features, then the edge loss from
each component was added to the semantic loss as the total loss to optimize the
entire network. Cheng et al. [7] used a similar strategy by applying a parallel edge
detection network for jointly learning semantic segmentation and edge detection
for sea-land-ship segmentation. They proposed FusionNet (based on SegNet [2])
to perform dimensionality reduction first then upsample features from two levels
of the encoder component and three levels of the decoder component together
to predict the class boundaries. The boundary prediction was further used to
refine the final result with edge regularization. These methods are built upon
early semantic segmentation networks while the model for [14] is complex. Dif-
ferent from the above methods learning class boundary prediction, Xu et al. [19]
explored an image filter using an image processing technique to enhance edges in
the input images for building extraction. As the improved results still had blurry
boundaries, they further applied a guided filter [9] which is edge-preserving to
smooth the salt-and-pepper noise for the output. The guided filter relies on a
window size parameter and a hard classification threshold which are problematic
to set and selected by compromisation. It could not precisely deal with certain
situations such as tree occlusion while missing some blurry irregular boundaries,
which requires more accurate methods [19].

3 Method

Our proposed network consists of two parts: a semantic segmentation network
and boundary enhancement structures for both encoder and decoder compo-
nents. The semantic segmentation network predicts the probability of each pixel
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with respect to all semantic classes; the boundary enhancement structures pre-
dict the probability of each pixel being class boundary or not. Boundary pre-
diction is generated from the encoder component and decoder component sepa-
rately, by sharing features with the semantic segmentation network. With class
boundary labels during training, boundary loss is then derived and added to
semantic loss to jointly optimize the whole network for both semantic segmen-
tation and edge detection task, similar as [11]. Each loss is a cross-entropy loss.

We use labels of class boundaries (boundaries between different class regions)
to learn edge detection, and these labels are simply computed by the gradient
from semantic segmentation ground truth (we use Canny edge detector to get
class boundaries in binary values). The two tasks are closely related, and learning
in one task would help to better align the features spatially, which benefits the
other task as our final goal. Our network architecture is shown in Fig. 2 and
explained below.

Fig. 1. The original DeepLabV3+ network.

3.1 Semantic Segmentation Network

We adapt the state-of-art DeepLab V3+ [6] model as the semantic segmentation
network and ResNet-101 [10] pre-trained on ImageNet [8] as encoder component
to gradually extract abstract features from the input image. Atrous convolution
is used at the last few layers of the encoder component with different atrous rates
for semantic information to avoid downsampling while having different fields-of-
view, which is named Atrous Spatial Pyramid Pooling (ASPP). To recover fine
spatial details for pixel level output, DeepLab V3+ applies a simple decoder
module, which incorporates a branch of low level features from the encoder
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Fig. 2. Our boundary enhanced network. (Color figure online)

component by upsamping (default factor of 4) the semantic output from ASPP
to the same resolution first and then performing concatenation. The features are
then refined with a few convolutions (3×3) before another upsampling (factor of
4) to the input image resolution for final prediction. The original DeepLab V3+
network architecture is shown in Fig. 1. The cross-entropy loss for the semantic
output is defined as

Lsemantic = − 1
N

N∑

i=1

M∑

c=1

yi,c · log(pi,c) (1)

where i denotes each pixel i in the training images with total N pixels for total
M classes, pi,c denotes the predicted probability of pixel i being class c and yi,c
is a binary indicator of whether the ground truth label of pixel i is of class c
(return 1 for true and 0 otherwise).

3.2 Boundary Enhancement Structure

However, the large factor for downsampling and upsampling stage in both com-
ponents could lead to inaccurate localization of objects especially pixels near
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boundaries, and therefore degrade the final pixel-wise output. To mitigate this
issue, we propose boundary enhancement structures (red blocks in Fig. 2) for the
state-of-art semantic segmentation network of DeepLabV3+ to help the localiza-
tion of objects. It builds upon the encoder component and decoder component
separately to reinforce the boundary information to each of them, by explicitly
forcing them to learn the boundary prediction. We select three levels of features
generated from the first three levels of convolutional layers before downsam-
pling in encoder component for more levels of information (compared to [7,11]),
to perform dimensionality reduction (by 1 × 1 convolution to 32 channels) and
upsampling to the original resolution first, then concatenate these level of fea-
tures followed by convolution (3×3) and softmax classification, similar as [7]. We
follow the same procedure for the decoder component, except that we select two
levels of features: 1) the feature results after incorporating low-level features from
the encoder component followed by convolution refinement; 2) the features from
ASPP output. The ground truth of the class boundary map for each training
image is just in binary values (indicating whether being class boundary or not),
and calculated from the gradient of the semantic segmentation ground truth (we
use Canny edge detector). With class boundary labels, the encoder boundary
loss and decoder boundary loss can then be derived and added to semantic loss
to form the total loss, which is used to optimize the whole network. The original
cross-entropy loss for the boundary output from each of the encoder and decoder
component is defined as

Lboundary = − 1
N

N∑

i=1

yi · log(pi) + (1 − yi) · log(1 − pi) (2)

where i denotes each pixel i in the training images with total N pixels, pi denotes
the predicted probability of pixel i being class boundary and yi is a binary
indicator of whether the ground-truth label of pixel i is class boundary (return
1 for true and 0 otherwise). This is just a special case for the multi-class cross-
entropy when class number equals to two. Then the total loss can be formulated
as

Ltotal = Lsemantic + λ · Lencoder boundary + λ · Ldecoder boundary (3)

with λ equals to 2 to emphasize the boundary loss for both encoder and decoder
components.

4 Results

4.1 Dataset and Experiment Setting

We evaluate our network for semantic segmentation of remote sensing imagery
on the famous ISPRS 2D Semantic Labeling Vaihingen dataset1 and Potsdam
dataset2. The challenging Vaihingen dataset consists of 33 very high-resolution
1 http://www2.isprs.org/commissions/comm3/wg4/2d-sem-label-vaihingen.html.
2 http://www2.isprs.org/commissions/comm3/wg4/2d-sem-label-potsdam.html.

http://www2.isprs.org/commissions/comm3/wg4/2d-sem-label-vaihingen.html
http://www2.isprs.org/commissions/comm3/wg4/2d-sem-label-potsdam.html
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Infrared-Red-Green (IRRG) images from a small village of Vaihingen in Germany
with many small buildings. Image size is 2500 × 2000 on average with a spatial
resolution of 9 cm. Potsdam dataset consists of 38 very high-resolution IRRG
images (extra RGB images are not used) from a typical historic city of Potsdam
in Germany with large building blocks. Image size is 6000 × 6000 on average
with a spatial resolution of 5 cm. Six classes are defined for both datasets as
impervious surfaces, buildings, low vegetation, tree, car, and clutter/background.
For the Vaihingen dataset, 16 images are made as combined training/validation
data, leaving the rest as official testing data. For the Potsdam dataset, 24 images
are made as combined training/validation data, leaving the rest for testing. We
select images 5, 7, 23, 30 for validation, and the rest 12 images for training
from the Vaihingen dataset following the method in [15]. We select image 2 11,
4 12, 6 7, 7 8 for validation and the rest 20 images for training from Potsdam
dataset following [17]. Quantitative results are computed on the official testing
data while qualitative visualization is made on validation data (quantitative
results are computed using official eroded ground truth, which is obtained with
a circular disc of 3-pixel radius to erode the ground truth boundaries, to ignore
the uncertain border definitions).

We use an image patch size of 512×512 for training and testing as the whole
image is too large to fit the GPU memory. We adopt the framework from [1]
following almost the same setting but with a stride of 64 and 128 for the two
datasets respectively to test overlapping patches, and average the overlapping
prediction for the whole image to improve prediction near borders and uncertain
areas. We use a large patch size to incorporate large context for classification
and a small batch size of 8 to fit multi-GPU training. Experiment settings are
as follows: momentum 0.9, weight decay 0.0005, initial learning rate 0.01 for our
added edge components, and 0.005 for all the rest, all reduced by a factor of
10 at 25, 35, and 45 epoch (in total 50 epochs). We randomly crop 256 patches
from every training image for one epoch. Data augmentation is random vertical
and horizontal flipping. Training is done on 4 Tesla K80 GPU.

4.2 Evaluation and Discussion

We compare our network with state-of-the-art networks of DeepLabV3+ [6] and
PSPNet [22], as well as FusionNet* (the close implementation of [7]) on Vaihin-
gen and Potsdam testing data. For evaluation, we use F1, OA (overall accuracy),
as well as IoU (Intersection over Union) and mean IoU (over all classes). F1 mea-
sures both precision and recall, while precision measures correctness, and recall
measures completeness (TP denotes True Positive, TN denotes True Negative,
FP denotes False Positive, FN denotes False Negative).

Precision =
TP

TP + FP
, Recall =

TP

TP + FN
, (4)

F1 = 2 · Precision · Recall

Precision + Recall
(5)
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While overall accuracy only considers pixel correctness but not class spatial
alignment, IoU (intersection over union) on the other hand calculates the over-
lapping ratio of prediction and ground truth with respect to the union of them
for one class. It measures how close the prediction aligns with the ground truth
spatially, which is very important to evaluate objects localization for semantic
segmentation. Mean IoU calculates the average of IoU scores over all classes. To
perform well, the IoU score for each class needs to be high, not just dominating
classes.

IoU =
Area of Overlap

Area of Union
, mean IoU =

1
N

N∑

i=1

IoUi (for N classes) (6)

Quantitative results of F1, mean F1 score, OA (overall accuracy) as well as
IoU and mean IoU score are shown Tables 1, 2, 3 and 4. Qualitative results are
shown from Fig. 3 to Fig. 4. From left to right are the original satellite image,
ground truth, and the prediction of each method respectively on validation image
as well as the legend.

Table 1. F1 score on ISPRS Vaihingen official test dataset.

Model Imp Building Low Veg Tree Car Clutter Mean OA

FusionNet* [7] 86.16% 90.78% 77.66% 84.31% 67.83% 44.22% 75.16% 88.97%

PSPNet [22] 87.56% 91.98% 78.84% 84.98% 75.19% 58.01% 79.43% 90.31%

DeepLabV3+ [6] 88.07% 92.04% 78.65% 85.15% 73.07% 57.71% 79.11% 90.41%

Ours 88.45% 92.33% 78.73% 84.80% 73.62% 63.49% 80.24% 90.60%

Table 2. Intersection over Union (IoU) on ISPRS Vaihingen official test dataset.

Model Imp Building Low Veg Tree Car Clutter Mean IoU

FusionNet* [7] 83.57% 88.46% 69.70% 79.51% 63.35% 28.76% 68.89%

PSPNet [22] 85.96% 90.67% 71.64% 80.66% 74.96% 42.51% 74.40%

DeepLabV3+ [6] 86.20% 90.95% 71.51% 81.14% 74.60% 43.23% 74.60%

Ours 86.88% 91.36% 71.53% 80.86% 74.45% 49.47% 75.76%

For quantitative results of the Vaihingen dataset, from Table 1 to Table 2
we can see that DeepLabV3+ outperforms FusionNet* in every aspect by a
large margin, ranking top 1 for high overall accuracy and also top 1 for mean
IoU score (without considering our method), indicating it is the state-of-the-art
method with accurate localization of objects. And our method further outper-
forms DeepLabV3+ in almost every aspect (except for tree class and car IoU
score with a very small difference). It makes more accurate pixel prediction, espe-
cially for impervious surfaces (from 88.07% to 88.45%), building (from 92.04% to
92.33%), and clutter/background (from 57.71% to 63.49%), with overall accuracy
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improved from 90.41% to 90.60%. Our method also makes closer alignment with
ground truth, surpassing DeepLabV3+ in almost every IoU score, especially for
impervious surfaces (from 86.20% to 86.88%), building (from 90.95% to 91.36%),
and clutter/background (from 43.23% to 49.47%), with mean IoU improved from
74.60% to 75.76% by a large margin, indicating our boundary enhancement is
effective. Our method also outperforms the state-of-the-art network of PSPNet
in most aspects similarly.

From qualitative results in Fig. 3 we can see that all methods perform well in
general for the majority of the buildings. FusionNet* could not handle well the
large buildings on the top left corner, as well as being blurry or missing partially
the large building in the middle left. DeepLabV3+ has large improvements for
the top corner building as well as the buildings along the road. PSPNet could
not fully recognize the building on the top corner and the building along the
road in the middle, cutting it into half. Our method improves DeepLabV3+ for
the top corner building significantly to complete recognition.

Table 3. F1 score on ISPRS Potsdam official test dataset.

Model Imp Building Low Veg Tree Car Clutter Mean OA

FusionNet* [7] 88.11% 92.66% 80.25% 83.44% 83.48% 43.10% 78.51% 88.43%

PSPNet [22] 89.81% 94.50% 83.49% 85.74% 84.30% 54.67% 82.09% 90.99%

DeepLabV3+ [6] 90.10% 94.35% 83.46% 85.45% 80.96% 57.43% 81.96% 90.98%

Ours 89.93% 94.47% 83.49% 85.85% 84.34% 57.69% 82.63% 91.19%

Table 4. Intersection over Union (IoU) on ISPRS Potsdam official test dataset.

Model Imp Building Low Veg Tree Car Clutter Mean IoU

FusionNet* [7] 84.32% 90.10% 73.36% 75.62% 89.68% 28.87% 73.66%

PSPNet [22] 87.80% 93.30% 77.79% 80.12% 90.59% 39.96% 78.26%

DeepLabV3+ [6] 87.73% 93.16% 77.95% 79.93% 86.90% 42.75% 78.07%

Ours 87.87% 93.44% 77.87% 80.34% 92.54% 42.67% 79.12%

For quantitative results of the Potsdam dataset, from Table 3 to Table 4 we
can see that DeepLabV3+ again outperforms FusionNet* in almost every aspect
by a large margin, and ranking top 2 with a small difference from PSPNet
(without considering our method), indicating it is a highly competitive method.
Our method improves DeepLabV3+ in every aspect (except impervious surfaces
with a small difference) at a high level, with overall accuracy improved from
90.98% to 91.19%. Our method also makes closer alignment with ground truth,
surpassing DeepLabV3+ in almost every IoU score, especially for building (from
93.16% to 93.44%), tree (from 79.93% to 80.34%), and car class (from 86.90%
to 92.54%), with mean IoU improved from 78.07% to 79.12% by a large margin,
indicating our boundary enhancement is effective. Our method also outperforms
the state-of-the-art network of PSPNet in every aspect.
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(a) Input image (b) Ground truth (c) FusionNet*

(d) PSPNet (e) DeepLabV3+ (f) ours

Fig. 3. Results of deep neural networks on Vaihingen validation image

From qualitative results in Fig. 4 we can see that all methods perform well
in general for the majority of the scene. FusionNet* could not handle well the
large background class in the middle, as well as the top and bottom buildings.
PSPNet has even worse misclassification for the top buildings. DeepLabV3+
has improvements but the misclassification of the top buildings still exists. Our
method improves DeepLabV3+ to generate perfect buildings while keeping the
background well classified.

From both datasets, we observe consistent and obvious improvements for
the classes with well-defined boundaries (e.g, man-made object classes), but not
that consistent for vegetation classes since they have fuzzy boundaries, which is
similarly indicated by [14].
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(a) Input image (b) Ground truth (c) FusionNet*

(d) PSPNet (e) DeepLabV3+ (f) ours

Fig. 4. Results of deep neural networks on Potsdam validation image

5 Conclusion

In this paper, we propose improved semantic segmentation with boundary
enhancement based on DeepLabV3+, the state-of-art semantic segmentation
network. We propose boundary enhancement structures for each of the encoder
and decoder components. We reinforce the object class boundary information
to different levels of features in both components, by jointly learning seman-
tic segmentation and edge detection. By doing that, we force the features with
better spatial alignment to mitigate the inaccurate localization caused by down-
sampling and upsampling in both encoder and decoder components. From both
quantitative and qualitative results, we can see that the improvements of our
method are consistent and obvious, and our method outperforms the rest with
better prediction accuracy as well as spatial alignment with ground truth, indi-
cating our method is effective for semantic segmentation of very high-resolution
imagery in remote sensing application.

Future work may include more complex enhancement structure (e.g., incor-
porating more level of features, more skip connections), better ways of feature
upsampling (e.g., object masks). Unsupervised and weakly supervised methods
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may also be incorporated to explore more data to make better boundary predic-
tion and semantic classification.
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Abstract. Object detection is an important and challenging problem in
computer vision. It has been widely applied in many vision tasks, such
as object tracking, image segmentation, action recognition, etc. With
the rapid development of deep learning, more state-of-the-art object
detection methods based on deep learning with some modifications have
effectively improved the detection performance. This paper comprehen-
sively reviews object detection methods in the recent five years based
on deep learning from object detection framework, including significant
advances of the backbone network, multi-scale learning, data augmenta-
tion. Finally, we investigate the performance of typical object detection
algorithms on popular datasets MS-COCO, PASCAL-VOC, and point
out the existing problem for further research.

Keywords: Object detection · Deep learning · Backbone network ·
Multi-scale learning

1 Introduction

Object detection is one of the most fundamental tasks in computer vision. It
plays an important role in many applications, such as object tracking [1], image
segmentation [2], action recognition [3], etc. In recent years, object detection has
been pushed forward by the success of deep learning techniques to a research
highlight. Numerous research progresses on object detection have endlessly been
achieved. It is necessary to provide researchers with timely reviews to guide
future research on object detection.

Many reviews about object detection have been published. These reviews
sum up all kinds of object detection methods from different research perspec-
tives and under specific application scenarios. Wu [4] systematically reviews
recent advances in object detection with deep learning, including detection com-
ponents, learning strategies, applications, and benchmarks. Zhao [5] pays more
attention to the typical generic architectures of object detection with progress
and useful tricks. Their work also reviews several specific applications, such as
salient object detection, face detection, and pedestrian detection. Li [6] provides
c© Springer Nature Singapore Pte Ltd. 2020
X. Yuan et al. (Eds.): ICUIA 2020, CCIS 1319, pp. 185–193, 2020.
https://doi.org/10.1007/978-981-33-4601-7_19
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a comprehensive review of generic object detection from 300 research contri-
butions, from the aspects of detection frameworks, object proposal generation,
feature representation, context modeling, etc. Jiao [7] provides an overview of
the traditional and new applications and some new branches of object detection.

This paper focuses on the new advances of generic object detection in the
recent five years, reviewing the research works of deep learning-based object
detection. The paper aims to give a comprehensive review in various aspects of
object detection, including object detection framework, significant advances of
the backbone network, multi-scale learning, data augmentation. In addition to
this, we investigate datasets and evaluation of classical object detection algo-
rithms in recent years and we thoroughly analyze their performance.

The rest of the paper is organized as follows: The object detection framework
is listed in Sect. 2. Then significant advances in various aspects of object detection
are in Sect. 3. The evaluation method of object detection and the comparison
of various performances are in Sect. 4. Finally, we conclude and discuss future
directions in Sect. 5.

2 Object Detection Framework

Deep learning-based object detection frameworks usually can be divided into two
categories: two-stage detectors and single-stage detectors. Two-stage detectors
first generate a sparse set of proposals locations and then region classifiers as
the next step. Single-stage detectors directly make a categorical prediction of
objects at each location along with cascaded region classification as the same
step.

2.1 Two-Stage Detector

The Two-stage detectors include the following two processes: one is to propose
the candidate boxes, and the other is to make the decision of classifications using
multiple feature maps at the top of the network. The most representative two-
stage object detectors are the R-CNN [8] series, including fast R-CNN [9], faster
R-CNN [10], and Libra R-CNN [11].

R-CNN applies CNNs to bottom-up region proposals in order to localize
objects, generate a rich hierarchy of image features by supervised pre-training
and domain-specific fine-tuning. Fast R-CNN employs a new training algorithm
that fixes the disadvantages of R-CNN and SPPnet to improve training and
testing speed while also increasing detection accuracy. Faster R-CNN presents
Region Proposal Networks (RPNs) for more efficient and accurate region pro-
posal generation, for RPNs can generate higher quality region proposals than
Fast R-CNN for detection. Libra R-CNN integrates IoU-balanced sampling, bal-
anced feature pyramid, and balanced L1 loss. Thanks to its overall balanced
design, Libra R-CNN significantly improves the detection performance.
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2.2 Single-Stage Detector

The single-stage target detection networks are integrating the two tasks of gen-
erating candidate boxes and providing the final classification of the input image
as a whole process. The advantage of this framework is that it greatly improves
the detection speed. The representative networks of single-stage are SSD [12]
and YOLO [13], YOLO9000 [14], YOLOv3 [15], YOLOv4 [16].

SSD is a fast single-stage object detector for multiple categories, which dis-
cretizes the output space of bounding boxes into a set of default boxes over
different aspect ratios and scales, and uses multiple feature maps at the top of
the network to achieve improved performance. YOLO [13] takes object detec-
tion as a regression problem to predict bounding boxes and class probabilities
directly from input images in one evaluation. YOLO pushes the application of
object detection in real-time. But the first Yolo has poor position accuracy in
small object detection. The later YOLO [14–16] make improvements on YOLO
in positioning accuracy and detection speed, not only to general goals but also
to small object detection. YOLOv4 [16] develops the previous object detection
model and summarizes the influence of state-of-the-art Bag-of-Freebies and Bag-
of-Specials methods of object detection during the detector training. So it is
faster and more accurate than other detectors.

3 Review of Significant Advances

3.1 Backbone Networks

Deep learning networks bring a revolutionary breakthrough in object detection
rather than just obvious improvements in performance on large databases. Their
success results from training an effective backbone network on large labeled
images. The most representative backbone networks used in object detection
tasks are as follows.

VGG [17] modifies some parameters of the ConvNet architecture and
increases the depth of the network by adding more convolutional layers with
using very small (3 × 3) convolution filters in all layers. With the emergence of
the convolutional neural network, image recognition has developed rapidly.

ResNet [18] uses a residual learning framework to lighten the training net-
works, which rebuilds the layers as learning residual functions with reference to
the layer inputs, instead of learning unreferenced functions. These residual net-
works are easier to optimize and can gain accuracy from considerably increased
depth. ResNet has lower complexity even if it has deeper layers, compared with
VGG.

SpineNet [19] is the scale-permuted model instead of the scale decreased
model, which provide two major improvements on backbone architecture: One
is that SpineNet can retain spatial information as it grows deeper, the other,
the connections between feature maps should be able to go across feature scales
to facilitate multi-scale feature fusion. It is a good backbone architecture design
for tasks requiring simultaneous recognition and localization.
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EfficientNets [20] is a family of models with a new baseline, obtained by
neural architecture search. This model firstly uses a simple and effective coeffi-
cient to quantify the relationship among all three dimensions of network width,
depth, and resolution. Benefited from this balancing network depth, width, and
resolution, EfficientNets achieve much better accuracy and efficiency than the
previous backbone network.

CSPNet (Cross Stage Partial Network) [21] splits the gradient flow to make
propagated gradient information through different network paths have a large
correlation difference. CSPNet can greatly reduce the amount of computation,
and improve inference speed as well as accuracy, so it can relieve the problem that
previous networks require heavy computations, help people with cheap devices
to enjoy the result of the backbone networks.

3.2 Multi-scale Learning

Neck refers to the fusion of features of the above different scales, with the pur-
pose of generating multi-scale features with both high semantic information and
accurate location information, and improving the ability of the model to detect
targets of different scales.

FPN Network. The traditional method of extracting multi-layer features is
the image pyramid, which is an effective but conceptually simple structure to
interpret images with multi-resolution. By changing the scale of the image, the
image layer by layer is compared to a pyramid. The higher the level, the smaller
the image, and the lower the resolution. We can also extract features from the
feature pyramid by using the convolutional network, but this will greatly increase
the operation time and require more memory for operation. Therefore FPN in
2017 was put forward, the author through the bottom-up, namely network to
process before, top-down, upsampling is used, the results of the sampling on the
transverse connection is will and bottom-up generation feature of the same size
of the map to merge, and the characteristics of different resolutions is a figure,
FPN today is still used in many networks, such as Faster RCNN, Mask RCNN,
DSSD [22], etc.

There are also some problems with the classical FPN network. For exam-
ple, multi-scale characterization improves the detection effect of the deMulti-
scale learning network, but at the same time makes it impossible for the multi-
scale features to be fully utilized by the network. Therefore, AugFPN [23] is an
improvement on the classical FPN structure. AugFPN innovation lies in three
of the components, respectively is Consistent Supervision: narrow the features
before fusion of different scale, the semantic gap between Residual Feature Aug-
mentation: analysis on the characteristics of Residual enhance extraction rate
constant of context information, reduce the information loss Feature map is
on the highest pyramid level, Soft ROI Selection: adaptively learn better ROI.
AugFPN’s innovations make up for FPN’s shortcomings. At present, a new fea-
ture pyramid structure called NAS-FPNnas [24] is proposed. The author makes
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full use of Neural architecture search with reinforcement learning and trains a
controller to select the best model structure in a given search space through
intensive learning.

SPP and ASPP Networks. The traditional neural network requires the input
of a fixed size of the image, which requires the resize of the image before it is
introduced into the network. As a result, the image information changes. To
solve this problem, SPP [25] and ASPP [26] are proposed.

SPP extracts features from blocks of different sizes, respectively 4× 4, 2× 2,
and 1 × 1. Put these three grids on the following feature map, and you can get
21 different Spatial bins. From these 21 blocks, each block extracts a feature, so
as to extract the 21-dimensional feature vector. The entire process is completely
independent of the size of the input, so you can handle candidate boxes of any
size.

The ASPP parallel samples a given input by atrous convolution at differ-
ent sampling rates. Compared to the conventional convolution operator, atrous
convolution can obtain a larger size of the receiving field without increasing the
number of kernel parameters. ASPP proposed to connect the feature maps gen-
erated by atrous convolution under different expansion rates in series, so that
the neurons in the output feature map contain multiple accepting field sizes,
encoding the multi-scale information, and finally improving the performance.

3.3 Data Augmentation

Training for a neural network often requires the support of thousands of pictures,
and the more data, the better the experimental effect. However, this often does
not occur in large data sets, which leads to a new field of data enhancement.
MixUp [27] multiplies and superimposes two images at different coefficient ratios,
and then adjusts the label using those superimposed ratios. With CutMix [28],
it is to overlay the cropped image onto a rectangular area of other images and
resize the label according to the size of the mixed area. The random erase [29] and
CutOut [30] can randomly select rectangular areas in the image and populate
them with a random or complementary value of zero. In addition, style transfer
GAN [31] is often used for data enhancement, which can effectively reduce the
texture deviation of CNN learning.

4 Evaluation and Databases

Average Precision (AP) is the common metric to evaluate the detection preci-
sion, defined as the average detection precision under different recalls, usually
evaluated in one class. The mean Average Precision (mAP) refers to the average
score of AP across all classes, which is used as an evaluation metric for many
object detection datasets.
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A number of well-known datasets for object detection have been provided in
the past years [32] MS-COCO and PASCAL-VOC [32] are the most represen-
tative datasets for generic object detection. We investigate the performance of
typical object detection algorithms with different backbone network on popular
datasets MS-COCO, PASCAL-VOC. The results are shown Table 1 and Table 2.

Table 1. Detection results on the VOC 2007 test-dev dataset of some typical methods

Model Backbone mAP (%) # of stage Detection speed (fps)

RCNN [8] VGG16 66 Two 0.5

Fast RCNN [9] VGG16 70 Two 7

Faster RCNN [10] VGG16 73.2 Two 7

Faster RCNN [10] Resnet101 76.4 Two 5

YOLO [13] Darcknet19 66.4 One 45

SSD [12] VGG16 77.1 One 46

YOLOv2 [14] Darcknet19 78.6 One 40

YOLOv3 [15] Darcknet53 33 One 51

DSSD321 [22] Resnet169 78.6 One 9.5

DSSD513 [22] Resnet169 81.5 One 5.5

Soft Sampling [33] VGG16 79.3 Two –

R-FCN-3000 [34] Resnet101 80.5 Two 30

Table 2. Detection results on the MS-COCO test-dev dataset of some typical methods

Model Backbone mAP (%) # of stage Detection speed (fps)

Mask RCNN [11] Resnet101 33.1 Two 4.8

YOLO9000 [14] Darcknet19 78.6 One 40

FPN [35] Resnet50 35.8 Two 5.8

NAS-FPN [23] Resnet50 44.2 Two 92.1

Cascade RCNN [23] Resnet101 42.8 Two –

D-RFCN + SNIP [36] DPN-98 48.3 Two 2

TridentNet [37] Resnet101 48.4 One –

5 Conclusion

In recent years, deep learning-based object detection has developed rapidly.
Detection accuracy and high precision in real-time systems are the ultimate goals
of object detection. This paper provides a detailed review of object detection in
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recent five years, covering object detection framework, significant advances of the
backbone network, multi-scale learning, activation function, data augmentation.
Although significant advances in this domain have been achieved recently, there
is still much room for further development. Finally, we propose several promising
future directions, such as the interpretability of convolution, the combination of
the actual mobile terminal, the balance of accuracy and speed.
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Abstract. Agricultural news usually describes objective facts, and its
subjectivity is weak. Conventional sentiment analysis methods which can
get high accuracy by definite sentiment trend are difficult to apply to the
agricultural news filed. We propose a simple yet effective framework that
allows us to accurately analyze the sentiment of Chinese Agricultural
News. The basic idea is to create a dictionary of a positive and negative
sentiment of agricultural news as prior knowledge and construct a senti-
ment classification model with a joint emotion-subject model (JST) and
the dictionary. The practical merits of our approach are demonstrated
in real-world datasets.

Keywords: Agricultural news · Sentiment classification · JST model

1 Introduction

Increasingly, people engage in information acquisition on the Internet by the
online news, and understand the current situation through network news, express
their opinions and emotions through comments. However, the large number and
Continuous propagation of news, which makes it difficult to systemically extract
and analyze valuable information to objectively evaluate the accuracy of news
and make timely responses only by browsing and reading. Especially in the field
of agriculture, the sentiment analysis of relevant news is more important. China
is a largely agricultural country, the sentiment analysis and trend tracking of
agricultural hot events have a great impact on agricultural development. Under-
standing the emotions in news content can help decision-makers to analyze public
opinion tendency, and deal with public opinion emergencies in time. Meanwhile,
the public can understand the development of relevant events in time and identify
the authenticity of the information. Therefore, automatic recognition of positive
and negative sentiment expressed in agricultural news has important theoretical
and practical value.
c© Springer Nature Singapore Pte Ltd. 2020
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Sentiment analysis [12] is often called opinion mining [1] or tendentious-
ness analysis, which is mainly a process of analysis, induction, and reasoning of
sentiment in subjective texts. The core issue of text sentiment analysis is senti-
ment classification. Generally, it can be divided into three categories according
to the granularity of classification: binary classification (positive and negative),
multi-classification (more fine-grained classification, which can reflect the differ-
ent intensity of news sentiment). In this paper, we use a binary classification
method to classify the sentiment of agricultural news, because of its weak sub-
jectivity.

We propose an effective framework, which aims at classifying the sentiment
of agricultural news via their prior knowledge. We aim to improve the accuracy
of sentiment analysis of agricultural news, by combining a joint emotion-subject
model with a sentiment dictionary that indicates the prior knowledge. Our exper-
imental evaluation shows that our implementation can efficiently improve the
accuracy of sentiment classification of agricultural news.

The rest of this paper is organized as follows: Sect. 2 reviews the related
work on methods for risk assessment. Section 3 presents our proposed method
in details. Section 4 discusses our experimental results. Section 5 concludes this
paper with a summary.

2 Related Work

Sentiment analysis is an important part of natural language processing, which is
a qualitative and quantitative computation process of the opinion, emotion, atti-
tude of the entity in text [2,8]. It plays an important role in comment screening
classification, opinion mining, user classification and clustering, public opinion
prediction, and so on. From the surveying of recent related works, sentiment anal-
ysis can be classified into two categories: supervised and unsupervised methods.

Supervised sentiment analysis methods are mainly constructing an appro-
priate classification and prediction model of sentiment analysis, by using some
machine learning methods to analyze and train the text with emotional mark-
ers. Pang et al. [10] studied the sentiment classification accuracy of three
machine learning methods, Naive Bayesian, maximum entropy, and support vec-
tor machine, with a film review dataset, and shows that the accuracy of the
support vector machine was the best and reached 80%. Chaffar and Inkpen
[3] compares the sentiment classification effects of decision trees, naive Bayes,
and support vector machines on document and sentence levels text, and proves
that SVM is more accurate. Mullen and Collier [7] integrate the support vector
machine method with various feature selection methods, shows that different
features have a great influence on sentiment classification. Supervised sentiment
analysis methods have to train classifiers with a large number of training samples,
and the process of manually marking training samples is time-consuming and
laborious, which limits the application of supervised sentiment analysis methods.

Unsupervised sentiment analysis methods are based on the discrimination of
sentiment tendency at the level of words and phrases, then weight the sentiment
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polarity of each word or sentence to get the final sentiment tendency. Hu and
Liu [4] judges sentiment of viewpoint sentences from the polarity of sentiment
words. Firstly, establish the positive and negative sentiment word seeds man-
ually, and then determine the sentiment polarity of new words by synonymy
and near meaning. By calculating the mutual information between words and
sentiment word seeds, Turney [11] gets the sentiment of words and then judges
the sentiment of sentences according to the average semantic tendency of words.
He et al. [5] designs a maximum entropy model based on the LMR template
to recognize Chinese sentiment words, which assembles words, word position,
and sentiment polarity into training features of the maximum entropy model to
recognize the sentiment of all the words in the corpus. Unsupervised sentiment
analysis methods lack in-depth analysis of the sentiment relationship of poten-
tial topics and related topics. However, assembling sentiment elements into topic
models can better analyze the sentiment. Lin and He [6] assembles a sentiment
layer into the LDA model and constructs the JST model, which becomes the
main method of sentiment classification for news text.

But for the agricultural news, especially with the weak subjective sentiment,
the accuracy of sentiment classification of the JST model needs to be improved.
Therefore, this paper designs an algorithmic framework integrating JST and
a sentiment dictionary to improve the accuracy of sentiment classification of
agricultural news with insignificant subjective sentiment.

3 Proposal Method

3.1 JST Model

JST model is a probability modeling framework based on LDA [9]. It consists of
four levels, which add the sentient level between the document and topic level of
the LDA model, and can carry out sentiment analysis and topic extraction from
document text. The framework diagram of the JST model is shown in Fig. 1.

Fig. 1. Framework diagram of JST Model.
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In a corpus C, there are N documents, i.e., C = {D1,D2, . . . , DN}, each of
documents consists of n words, Di = {Wi1,Wi2, . . . ,Win}, the number of differ-
ent topics is S, and the number of different sentiment is L. For each document
Di, select a distribution about documents, πD, which is a polynomial distribu-
tion drawn from the Dirichlet distribution with a parameter of γ, πD ≈ Dir(γ).
For each sentiment label Lj under document Di, select a distribution about top-
ics, θD,l, which also follows a polynomial distribution and is extracted from the
Dirichlet distribution with a parameter of α, θD,l ≈ Dir(α). For each word in
document Di, select a sentiment tag and a topic, and select a word from the word
distribution which is defined by the topic and sentiment tag. The classification
performance of JST is close to the best performance of machine learning, but it
saves a lot of annotation jobs. One way to improve the accuracy of sentiment
classification is to introduce a sentiment dictionary as prior knowledge.

3.2 Sentiment Dictionary

In order to improve the accuracy of sentiment classification of agricultural news
text, we introduce a positive and a negative dictionary as the prior knowledge
of the JST model. The steps of making dictionaries are as follows:

1. Manually mark the positive and negative sentiment of agricultural news col-
lected from Agricultural Information Network of China1.

2. Divide the agricultural news that’s labeled into two parts, one is positive, the
other is negative news.

3. Respectively select 80% news from the two labeled news for training to obtain
word frequency statistics, and then select Top-K as the positive and negative
dictionary of agricultural news by further preprocessing.

There are 500 positive words and 400 negative words in the dictionary, as shown
in Figs. 2.

)b()a(

Fig. 2. Examples of the negative sentiment dictionary (a) and the positive sentiment
dictionary (b) of agricultural news.

1 http://www.agri.cn.

http://www.agri.cn
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3.3 JST Model Combined with Prior Knowledge

The implementation of the algorithm is as follows:

1. Analyze and serialize the words in agricultural news text, and then fit them
into a dictionary V .

2. Initialize three matrices: πdl (document-sentiment), θdlz (document-
sentiment-topic), and φlzw (sentiment-topic-words).

3. Iterate the following steps M times:

(a) Select a word in the document, meanwhile compare the word with the
positive and negative sentiment dictionary of agricultural news. If this
word can correspond with the words in the sentiment dictionary of agri-
cultural news, it will be assigned the corresponding sentiment label and a
topic label; otherwise, it will be given a sentiment label and a topic label
randomly.

(b) Calculate the probability of word Wi according to the following equation
when the topic label is k and the emotion label is j:

p(zt = k, lk = j|w, zt, lt, α, β, γ) ∝ (Nwjk)t + β(Njkd)t + α(Nkd)t + γ

(Njk) + vβ(Ndd)k + α(Nd)t
(1)

(c) According to the probability, re-select a topic label and a sentiment label
for the word.

(d) Update the three matrixes πdl, θdlz, and φlzw.
(e) Repeat until all words in the document have been processed.

4 Experiments

4.1 Dataset and Experiment Settings

The dataset consists of 11055 agricultural news data from the Agricultural Infor-
mation Network of China, as shown in Fig. 2. Figure 3 shows a part of prepro-
cessed agricultural news data by word segmentation, removing stop words, de-
duplication, and other preprocessing operations.

Three evaluation metrics are introduced to quantitatively measure the accu-
racy of the JST model combined with prior knowledge, Paccuracy, Naccuracy,
Waccuracy, which represent the accuracy of positive, negative, and entirety sen-
timent classification separately:

Paccuracy =
Np

Nnp
(2)

Naccuracy =
Nn

Nnn
(3)
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(a) (b)

Fig. 3. (a) Raw data from agricultural news and (b) preprocessed data.

Waccuracy =
Na

Nna
(4)

In Eq. (2), |Np| represents the number of positive agricultural news with cor-
rect classification, |Nnp| represents the number of all positive agricultural news
in the corpus. In Eq. (3), |Nn| and |Nnn| indicate the number of negative agri-
cultural news with correct classification and the number of negative agricultural
news in the corpus, respectively. |Na| and |Nna| represents the number of agri-
cultural news with correct classification and the total number of agricultural
news in the corpus, respectively. A higher value of Paccuracy, Naccuracy, and
Waccuracy indicates the higher the accuracy of the model.

4.2 Knowledge Graph-Based Semantic Retrieval

The JST model has three parameters α, β, γ, and we set their values as follows:

α = 50/Num. of Topics

β = 0.01

γ = 0.01

Since α is determined by the number of topics, the number of topics has a
significant effect on the accuracy of the JST model. We show this effect through
the following experiments.

Firstly, we set the number of topics to 1, 5, 10, 15, 20, 25, 30, and analyze
the changes in the accuracy of three models:
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Table 1. Accuracy of various JST model classifications (number of topics is five).

Method Paccuracy Naccuracy Waccuracy

JST model without prior knowledge 56.69% 42.69% 49.69%

JST model with prior knowledge 57.39% 44.31% 50.85%

JST model with agricultural prior knowledge 64.43% 51.72% 58.07%

(a) JST model without prior knowledge

(b) JST model with prior knowledge

(c) JST model accuracy with agricultural prior knowledge

Fig. 4. Accuracy of JST models.



204 C. Wang et al.

– JST model without prior knowledge, the original model is proposed by Lin
and He [6].

– JST model combining a priori knowledge, which combines with general sen-
timent dictionary, such as ‘HowNet’2 and ‘NTUSD’3.

– JST model combining agricultural a priori knowledge, which introduces the
positive and negative sentiment dictionaries about agricultural news created
in Sect. 3.2.

It can be seen that the classification accuracy of the JST model combined
with agricultural prior knowledge is higher than that of the other two models
from Fig. 4. When the topic number is 5, the effect of sentiment classification of
agricultural news is the best, as shown in Table 1.

5 Conclusion

In this paper, we construct a sentiment dictionary for Chinese agricultural news
and improve the JST model by introducing this sentiment dictionary as prior
knowledge. These improvements greatly increase the accuracy of the sentiment
classification of Chinese agricultural news.

As the agricultural sentiment dictionary trained in this paper is limited in
scope and depth, we will further expand this dictionary. At the same time,
combining with other different sentiment classification methods, further improve
the accuracy of sentiment classification of Chinese agricultural news.
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Abstract. The frequent occurrence of “black flying” and illegal invasion
make it necessary to identify radar target tracks. Existing research on
the radar flight target mainly focuses on the target identification. Exist-
ing research on the recognition of target track types ignores the impact
of outliers in the track data and the small number of labeled data on
the target track type recognition performance. In this paper, we pro-
pose a target Track Recognition algorithm based on a Semi-Supervised
approach for few-labeled radar target track data with outliers (TRSS).
We first remove the outliers and fill in the missing track points caused
by the outlier removal. We then extract five basic flight features (BFFs)
and an advanced flight feature (AFF) from the track data to obtain a
strong recognition flight feature combination (SRFFC). Finally, a semi-
supervised generative adversarial network (SSGAN) model is constructed
to classify flight target tracks using SRFFC as the input. Simulation
results show that the proposed algorithm TRSS can effectively improve
the accuracy, precision, and recall performance of target track type
recognition.

Keywords: Radar · Target track recognition · Generative Adversarial
Network (GAN)

1 Introduction

The rapid development of aviation technology makes aircraft widely used. How-
ever, frequent “black flight” incidents and illegal invasion impose a great threat
to personal privacy and facilities [2,7]. Radar can obtain the flying target infor-
mation such as the distance, speed, and orientation of flying targets, which facil-
itates the detection and monitoring of flying targets [8].
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under Grant 2018YFB2000505 and the National Natural Science Foundation of China
under grant 61806067.
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There is extensive research on flying target recognition using radar data [3,
4,6,9,12,14,15]. In recent years, deep learning technology has been gradually
applied to the field of radar target recognition. A model for high-resolution
range profile (HRRP) target recognition was proposed to discover target regions
through the recurrent neural network (RNN) and attention mechanism [13]. A
method based on t-distribution random neighbor embedding and discriminating
depth belief network (DDBN) was proposed for radar HRRP target recognition
to solve the problem of imbalanced HRRP data [10].

The existing research on radar flight targets mainly uses spectrum infor-
mation in radar echoes, polarization characteristics, and high-resolution range
profiles to realize the recognition of target attributes and types. Note that the
track of the target can reflect the intention and mission of the target. For exam-
ple, when the radar detects that the target is in S-maneuver, the target may be
avoiding the threat; when the radar detects that the target is circling, the target
may be executing surveillance and detection tasks. The classification and recog-
nition of the target track types can help us to understand the target intention
and reduce the occurrence of “black flying” and illegal invasion.

There is little literature on radar target track recognition. An algorithm based
on the convolutional neural network (CNN) was proposed in [1] to classify the
radar target track data. However, the radar data are prone to kinds of noises such
as recorder system errors, electromagnetic interference, and random interference
during the acquisition of track data, which results in the existence of outliers
in the radar target track data. These outliers hinder the in-depth processing
and analysis of track data. The negative impact of outliers on the target track
recognition is ignored [1]. Meanwhile, it is difficult to label a large amount of
target track data, and hence how to use a small amount of labeled data is also
a key to the correct target track recognition.

In this paper, we propose a target Track Recognition algorithm based on a
Semi-Supervised approach for few-labeled radar target track data with outliers
(TRSS). The main contributions of this paper are as follows.

We investigate the problem of flying target track recognition based on few-
labeled radar target track data with outliers. We propose a target track recog-
nition algorithm TRSS based on SSGAN. First, aiming at the outliers exist-
ing in the radar target track data, an outlier recognition method based on the
improved Letts criterion is adopted to identify and eliminate outliers in the
track; a missing data point filling method based on the improved linear interpo-
lation is used to fill the missing data. We first remove the outliers and fill in the
missing track points caused by the outlier removal. We then extract five basic
flight features (BFFs) and an advanced flight feature (AFF) from the track data
to obtain a strong recognition flight feature combination (SRFFC). Finally, a
semi-supervised generative adversarial network (SSGAN) model is constructed
to classify flight target tracks using SRFFC as the input. The simulation results
show that algorithm TRSS can effectively improve the accuracy rate, precision,
and recall performance of target track type recognition.
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2 Problem Description

A radar target point reflects the flying target information at a certain time,
including distance, azimuth, flight altitude and observation time, etc. A radar
target track consists of a series of radar target points in a period of time. Since
each point is detected at a specific time, the radar target track can be regarded
as time-series data.

Each point in the original radar target track data contains 4 attributes:
distance, azimuth, height, and time. Distance is the space distance from the
point to the radar; azimuth denotes the angle that the x-axis rotates clockwise
to the projection point of the target in the x-y plane with the radar being the
coordinate origin, the true north direction being the y-axis, and the true east
direction being the x-axis. The interval between adjacent points on the same
track is 1 s.

We divide the radar target tracks into four types: line, arc, S-maneuver,
and circle. We assign a label to each track type. Specifically, the label of line-
type, arc-type, S-maneuver, and circle-type is 1, 2, 3, and 4, respectively. A
track consisting of target points and the label of the track constitute a complete
labeled radar target track data, which is as follows:

p1 (γ1, θ1, ϕ1, t1) , p2 (γ2, θ2, ϕ2, t2) · · · pN (γN , θN , ϕN , tN ) , L (1)

For the few-labeled radar target track data with outliers, we process the out-
liers in the target track, mine BFFs and AFF in the target track data, determine
SRFFC, and then build an SSGAN model to conduct the target track recogni-
tion.

3 Algorithm

In this section, we propose a radar target track recognition algorithm based on
SSGAN (TRSS) to recognize flying target track types on the basis of few-labeled
radar target track data with outliers.

Algorithm TRSS consists of two modules: the outlier processing module and
the target track recognition module. In the outlier processing module, the outliers
are removed and the missing points are filled in. In the target track recognition
module, we analyze the basic flight features and advanced flight features of
the flight data, and we then extract a combination of strong recognition flight
features, which are input to a constructed SSGAN to achieve the target track
recognition.

3.1 Outlier Processing

The outlier processing module includes two stages: outlier recognition and miss-
ing point filling. In the outlier recognition stage, we use the outlier recognition
method based on the improved Letts criterion to identify and remove outliers.
In the missing point filling stage, the missing point filling method based on the
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improved linear interpolation is used to complete the filling of the missing points
after removing the outliers.

Stage 1. Outlier recognition based on the improved Letts criterion.

According to Letts criterion, when the target data follows a normal distribu-
tion, the probability that the residuals between the target data and the mean fall
within 3 times the standard deviation, i.e., [−3σ, 3σ], is more than 99.7%. It can
be considered that the target data that falls outside of the region is an outlier.
In the original radar target track data, the probability of data residuals falling
within [−3σ, 3σ] is different. If the Letts criterion is used directly, the recognition
effect will be confused. Therefore, we propose an outlier recognition algorithm
based on the improved Letts criterion. We adjust the standard deviation times
a factor kσ, and we introduce a reference index to determine kσ: Fluctuation
constraint degree (FCD) which is the angle between the spatial straight lines
between two points before and after the target point.

Assuming target track T includes N points p1(γ1, θ1, ϕ1, t1), p2(γ2, θ2, ϕ2, t2),
· · · , pn(γn, θn, ϕn, tn), the process of identifying and removing the outliers in the
track data based on the improved Letts criterion is as follows:

Step 1: Convert each point pi ∈ T to the point in the space rectangular
coordinate system. The track data obtained after the conversion is
p1(x1, y1, z1, t1), p2(x2, y2, z2, t2), · · · , pn(xn, yn, zn, tn).

Step 2: The least square method is used to fit (x1, x2, · · · , xn), (y1, y2, · · · , yn),
and (z1, z2, · · · , zN ) to obtain the fitted datasets (x̂1, x̂2, · · · , x̂n),
(ŷ1, ŷ2, · · · ,ŷn), and (ẑ1, ẑ2, · · · , ẑn). Calculate the absolute value sets
dxT = (dx1, dx2, · · · , dxn), dyT = (dy1, dy2, · · · , dyn), and dzT =
(dz1, dz2, · · · , dzn) of the difference between the real data and the cor-
responding fitted data.

Step 3: The K-S test is used to test the normal distribution of dxT , dyT , and
dzT . If there is a set of data that do not meet the normal distribution,
we perform a logarithmic operation on the data.

Step 4: Calculate the mean dxT , dyT , dzT , and the residual of the data in dxT ,
dyT , and dzT . We then get the residual sets rxT = (rx1, rx2, · · · , rxn),
ryT = (ry1, ry2, · · · , ryn), and rzT = (rz1, rz2, · · · , rzn).

Step 5: The data in rxT , ryT and rzT are compared with kσi(i = 1, 2, · · · , n)
times the standard deviation σdxT

, σdyT
and σdzT

of the corresponding
sets dxT , dyT and dzT . kσi of the first two points and the last two
points of each track are set as 3 by default. If |rxi| > kσi · σdxT

or
|ryi| > kσi · σdyT

or |rzi| > kσi · σdzT
(i = 1, 2, · · · , n), the corresponding

point is classified as an outlier and removed.

Stage 2. Missing point filling based on the improved linear interpolation.

After identifying and eliminating the outliers, the missing points will appear
in the track data, so it is necessary to fill in the missing points. Linear interpo-
lation is a common interpolation method used for data filling. However, when
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the point that needs to be interpolated is in the position where the direction
of the track changes greatly, it is difficult to fit an accurate point using linear
interpolation. Therefore, we propose a missing point filling algorithm based on
the improved linear interpolation.

It can be known from the above analyses that the spatial position of the
point is related to the fluctuation of the track segment where the point is located.
Assuming that the spatial right-angle coordinate values of the forward and back-
ward points of a missing point on the time sequence are pa(xa, ya, za, ta) and
pb(xb, yb, zb, tb), respectively, the process of filling in the missing point using the
improved linear interpolation method is as follows:

Step 1: The predicted coordinates of the two interpolation points pâ and p
̂b are

calculated by using pa and pb as reference points, respectively.
Step 2: The weighted average of pâ(xâ, yâ, zâ) and p

̂b(x̂b, ŷb, ẑb) is used to obtain
the interpolation point pab, where weights wâ and w

̂b of pâ and p
̂b are

determined by the ratio of the time elapsed from pa to pi and pi to pb,
respectively. The closer the time interval is, the greater the weight is.

Step 3: The interpolation point p
̂ab(x ̂ab, y ̂ab, z ̂ab) is calculated by the linear inter-

polation method, and pab(xab, yab, zab) is weighted and used as the
padding value of pi. Weights wab and w

̂ab of pab and p
̂ab are related to

the FCD. As the point’s FCD increases, w
̂ab increases and wab decreases.

3.2 Target Track Recognition

In the target track recognition module, we extract five BFFs from the target
track data. An SSGAN model is constructed to select the SRFF that con-
tributes the most to the target track recognition among the BFF, and the AFF is
extracted from the BFFs to improve the performance of the target track recog-
nition. We then combine AFF and SRFF to get SRFFC as the input of the
SSGAN model to achieve the target track recognition.

Stage 3. Extraction of the BFFs.

Multiple features appear during the target flight. When the target flies, its
flight features change, and the difference of flight features under different track
types may be significant. For example, when the track is a circle, the flight
direction of the target is always changing, and the speed is usually maintained
stable. Therefore, by analyzing the flight features which are calculated from the
original radar target track, we can achieve more accurate recognition of the
track types. We call these features as BFFs. Five BFFs are used in this paper,
including distance (the Euclidean distance between two points), velocity, and
acceleration, turning angle (the angle between the line connecting two points
and the north direction), and direction.
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Stage 4. Selection of the SRFF.

The accuracy of target track recognition using different BFFs is different. We
use BFFs as the input of the SSGAN model and get the recognition results. We
denote the BFF which obtains the highest recognition accuracy as SRFF and
select the BFF with the highest track recognition accuracy, i.e. the turning angle,
as the SRFF. The constructed SSGAN model will be introduced in Stage 7.

Stage 5. Extraction of the AFF.

We extract the AFF from the BFFs to further improve the performance of
track recognition. Normally, the turning angle of the target during a straight
flight will not change as frequently as that during circling, and the turning angle
of each point is stable, so the fluctuation of the turning angle of adjacent points
is small and close to 0. When the target is performing S-maneuver, the turning
angle of adjacent points will show periodic fluctuations. Therefore, we extract the
fluctuation value of the turning angle of adjacent points (TF) from the turning
angles of the points in the target track and use TF as the AFF.

Stage 6. Combination of the SRFFC.

We combine SRFF and AFF to obtain a strong recognition flight fea-
ture combination (SRFFC) which is used as the input of the SSGAN
model for target track recognition. Assuming that the SRFF vector is
A(a1, a2, · · · , an) and the AFF vector is B(b1, b2, · · · , bm), the SRFFC vector
is (a1, a2, · · · , an, b1, b2, · · · , bm).

Fig. 1. The SSGAN model.

Stage 7. Construction of the SSGAN model.

We build an SSGAN [11] model to achieve accurate recognition of the target
track with only a small amount of labeled data. The constructed SSGAN model
is shown in Fig. 1.
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4 Performance Evaluation

4.1 Simulation Setup

In this section, we simulate the original radar target track data set of multiple
flying objects monitored by a single radar [5]. The data set contains the data
of the four types mentioned above, and each type of track has 5000 data items.
The number of labeled data for each type is 100. The monitoring period of each
target track is 10s, and the time interval between the points is 1s; that is, each
target track is composed of 10 consecutive points. Each track point includes 4
types of attributes: distance, azimuth, height, and time. Each track contains 1
to 3 random outliers. We use stratified sampling to choose 70% of the data to
compose the training set, and the remaining 30% of the data are set as the test
set.

Both discriminator and generator of the SSGAN model use Adam optimizer.
The optimizer parameters β1 and β2 are set as 0.9 and 0.99, respectively. The
learning rate is initialized as 0.001, and the batch size is set to 100. We use
three performance metrics commonly used in deep learning classification tasks to
evaluate the performance of the proposed algorithm TRSS: Accuracy, Precision,
and Recall.

4.2 Model Validation

Experiment Results. We investigate the performance of flight track type
recognition versus different feature combinations. The simulation results are
shown in Table 1.

Table 1. Recognition performance of different flight features and feature combinations

Feature Distance Velocity Acceleration Turning angle Direction Distance+Tf

Accuracy 0.943 0.944 0.852 0.948 0.739 0.903

Precision 0.945 0.940 0.890 0.921 0.694 0.877

Recall 0.929 0.939 0.855 0.944 0.735 0.881

Feature TF Velocity+TF Acceleration+TF Turning angle+TF Direction+TF

Accuracy 0.933 0.929 0.856 0.988 0.772

Precision 0.955 0.928 0.857 0.988 0.764

Recall 0.926 0.928 0.842 0.987 0.772

It can be seen that SRFFC achieves the best performance among all the
feature combinations, showing that the SRFFC is effective in target track recog-
nition. Compared with the use of turning angle or TF alone, SRFFC improves
the results in terms of all the performance metrics, which demonstrates that the
AFF and BFF can promote each other to improve the recognition performance
and the AFF can effectively improve the track recognition performance.
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Comparison to Benchmarks. We investigate the performance of the proposed
algorithm TRSS against the CNN-based approach and RNN-based approach.
The simulation results are shown in Table 2.

Table 2. Recognition performance of different algorithms

Algorithm CNN RNN TRSS

Accuracy 0.826 0.972 0.988

Precision 0.792 0.973 0.988

Recall 0.818 0.973 0.988

We can observe that the performance of algorithm TRSS is significantly
better than that of the two benchmark algorithms. When there is only a small
amount of labeled data, TRSS greatly improves accuracy, precision, and recall
performance. CNN extracts the features from the track data through convolution
operation for recognition, and RNN considers the features of the track data in
the time domain. However, the impact of outliers on recognition is ignored, so
the performance of the two benchmark algorithms is worse than that of the
proposed algorithm TRSS.

5 Conclusions

In this paper, we proposed a radar target track recognition algorithm (TRSS)
based on SSGAN for few-labeled radar target track data with outliers. The
algorithm consists of a outlier processing module and a target track recognition
module. In the outlier processing module, we adopted the outlier recognition
method based on the improved Letts criterion to identify and eliminate outliers
in the track, and we used the missing point filling method based on the improved
linear interpolation to realize the accurate filling of the missing points. In the tar-
get track recognition module, we introduced 5 BFFs and extracted an AFF from
the BFFs. We then selected the SRFF from the BFFs and combined the SRFF
with the AFF to obtain the SRFFC which is input into the constructed SSGAN
model to achieve accurate target track recognition with a small amount of labeled
data. The simulation results showed that the proposed algorithm TRSS could
effectively improve the accuracy, precision, and recall performance of the target
track recognition.
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Abstract. The active balancing control is important to suppress rotor
vibration. However, there is an unavoidable delay in active balancing con-
trol of high-speed time-delay rotor system. Therefore, eliminating time
delays is significant. In this paper, the integral transformation term is
introduced to transform the dynamic model of time-delay rotor system
into a dynamic model of rotor system without time delay. Based on the
linear quadratic optimal control method, the influence of weight matrix
Q and R is discussed. Moreover, the active balancing control law of time-
delay rotor is designed. Then the simulation model of time-delay rotor
control system is established in the Matlab. And we set up the exper-
imental platform to carry out the experiment. The results show that
the time-delay rotor online active balancing control method proposed in
this paper can effectively suppress the vibration of the time-delay rotor
system under different time-delay.

Keywords: Active balancing control · Linear quadratic optimal ·
Time-delay · Vibration control

1 Introduction

The vibration of the rotor system is the key to the stability of the rotating
machinery [1,2]. The active balancing control can reduce the vibration of rotor
system without stopping the rotor [3]. Active balancing control is an important
method to suppress rotor vibration [4]. The traditional active balancing control
method often ignores the time delay in the balancing process. In fact, the slight
time delay will also lead to the reduction of the control efficiency during the
automatic balancing process [5,6]. Seriously, the time-delay rotor system may
be unstable and cause a major accident [7,8]. Therefore, it is of great significance
to take the time-delay into account in the design of active balancing control of
rotor system.

For online automatic balance delay control system, domestic and foreign
scholars have conducted a lot of research. Zheng H et al. studied the active
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longitudinal vibration control, derived the frequency response function of the
disturbance and control channels by using the quadruple parameter method,
and analyzed the active control effect by numerical simulation [9]. Saeed et al.
employed the nonlinear time-delay position-velocity feedback controller to con-
trol the system lateral vibrations, and showed how to harness the time-delays
to reduce the oscillations of the system without affecting its stability [10]. Wang
et al. accomplished the uncertainty quantification analysis under aleatory and
epistemic uncertainties, and used a new hybrid time-variant reliability index to
judge the safety levels for controlled structures [11]. Hu et al. designed a new
rotor dynamic vibration absorber, and applied an on-off control method based
on speed to reduce the vibration in time-delay rotor systems [12]. Zhang et
al. proposed a robust predictive control model for positive delay systems with
uncertainty and interval uncertainty [13].

However, the feedback control of time-delay systems is mainly applied in the
structural vibration. It is very difficult to identify the stability characteristics
of complex time-varying systems and achieve accurate solutions for nonlinear
multi-degree-of-freedom systems with time-delay. In fact the time-delay problem
in the rotor system cannot be ignored in the design of control law. Thus this
paper proposed an active balancing control method for time-delay rotor based
on LQR control, and the model is verified through a series of experiments.

2 Materials and Methods

2.1 System Dynamic Model

The rotor active balancing control system generally includes a rotating speed
sensor, a vibration sensor, an active balance controller and an actuator, as shown
in Fig. 1. The vibration sensor and the rotating speed sensor acquire the vibration
signal caused by the rotor imbalance and the rotating speed signal of the rotor,
and transmit the signal to the active balance controller [14]. The active balance
controller analyses and processes the input signal to calculate the control output
signal, which can drive the actuator to suppress the imbalance and the vibration.

The dynamic model of the time-delay rotor system consists of a rotating
shaft, rigid discs and bearings that do not take into account mass. The mass
of the rotor disc is m, the stiffness of the rotating shaft at the centre point is
k, the damping coefficient of the time-delay rotor system is c, and the rotating
angular velocity of the time-delay rotor system is ω. The rotating angle is α.
Assuming that S point is the geometric centre of the disk, the axis of rotation
passes through the geometric centre of the disk, and the centre of mass G of the
rotor deviates from the geometric centre of the rotor, resulting in an eccentricity
of S. The line connecting the AB lines is the z axis, and the disc is at O points.
The centrifugal force of the disc caused by imbalance is Fr, the elastic restoring
force of the elastic shaft is Fk, the damping force Fz is opposite to the moving
direction of the rotor. The damping force is proportional to the absolute speed
of the rotor. The space orthogonal coordinate system of the time-delay rotor
system is established by taking the straight line of the initial position of Fc as
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the x -axis and the y-axis simultaneously perpendicular to the x -axis and the
z -axis.

Fig. 1. The schematic of active balancing control system

When the time-delay rotor system rotates at an angular velocity ω, the
dynamic equations of the rotor in both directions of x -axis and y-axis are as
follows: {

mẍG + kx + cẋ = 0
mÿG + ky + cẏ = 0 (1)

where mẍG, mÿG are the centrifugal force component generated on the x-axis
and y-axis respectively in the process of rotor rotation. If the coordinate of G
point is G(xG, yG), the coordinates of S point is S(x, y), and the coordinate
relationship between the disc centroid G and the geometric centre S can be
obtained: {

xG = x + e cos α
yG = y + e sin α

(2)

By taking the Eq. (2) into the Eq. (1), it can be written as:
{

mẍ + cẋ + kx = me(α̇2cosα + α̈ sinα)
mÿ + cẏ + ky = me(α̇2 sin α − α̈ cos α) (3)

When the rotor runs at a steady speed (i.e. the rotor rotates at a constant
speed),α̈ = 0, α̇ = ω,and α = ωt , Eq. (3) can be simplified as:

{
mẍ + cẋ + kx = meω2 cos ωt
mÿ + cẏ + ky = meω2 sinωt

(4)

The above dynamics Eqs. (4) of time-delay rotor system can represented as
matrix form:

MẌ + CẊ + KX = Fr (5)
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Where mass matrix M =
(

m 0
0 m

)
, damping matrix C =

(
c 0
0 c

)
, stiffness

matrix K =
(

k 0
0 k

)
, centrifugal force vector Fr =

(
meω2 cos ωt
meω2 sin ωt

)
, vibration of

rotor X =
(

x
y

)
.

During the active balancing control of the rotor, the controller drives the
actuator to generate an active balancing control force Fc that acts on the time-
delay rotor system.

MẌ + CẊ + KX = Fr + Fc (6)

Due to the inevitable time lag τ of the control signal transmitted to the actuator
process, the active balance control force with time-delay is introduced into the
dynamic equation of the time-delay rotor system:

MẌ + CẊ + KX = Fr(t) + Fc(t − τ) (7)

Equation (7) is equivalent to Eq. (8):

Ẍ + M−1CẊ + M−1KX = M−1Fr(t) + M−1Fc(t − τ) (8)

Convert Eq. (8) to state space, the state space equation can be expressed as:
{

Ż(t) = AZ(t) + B1u(t − τ) + Bpup(t)
Y (t) = DZ(t)

(9)

Where Z(t) =
(

X(t)
Ẋ(t)

)
=

(
x y ẋ ẏ

)T, A =
(

0 I
−M−1K −M−1C

)
, B1 = Bp =(

0
M−1

)
, u(t− τ) = Fc(t− τ), up(t) = Fr(t), Dis the output matrix, Y (t)is the

output.

2.2 Transformation of Dynamic Model of Time-Delay Rotor System

Since the state equation of the time-delay rotor system contains time-delay τ ,
in the rotor active balancing control process, the active balancing controller will
input energy to the time-delay rotor system when the system does not need
energy. That will reduce the efficiency of active balancing control and even lead
to the instability of the rotor system [15,16]. Considering that it is relatively
difficult to directly design the control law of the time-delay rotor system, in
order to eliminate the influence of time-delay τ on the active balance control
system, the following transformation is introduced [17]:

E(t) = Z(t) + Γ (t) (10)

where Γ (t) represents the integral term associated with τ ,

Γ (t) =
∫ t

t−τ

e−A(s−t)e−AτB1u(s)ds
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By solving Eq. (10), we have

Ė(t) = Ż(t) +
[∫ t

t−τ
e−A(s−t)e−AτB1u(s)ds

]′

= Ż(t) + A
∫ t

t−τ
e−A(s−t)e−AτB1u(s)ds + e−AτB1u(t) − B1u(t − τ)

(11)

Combining the state space Eq. (9), we have

Ė(t) = AE(t) + Bpup(t) + e−AτB1u(t) (12)

Finally, the state space equation of the time-delay rotor system without time-
delay can be obtained as:

{
Ė(t) = AE(t) + Bu(t) + Bpup(t)
H(t) = DE(t)

(13)

where E(t) = (x̂, ŷ, ˆ̇x, ˆ̇y)T is the state variable of the transformed time-delay
rotor system, H(t) is the output vector of the time-delay rotor system, A =(

0 I
−M−1K −M−1C

)
, B = e−AτB1, Bp =

(
0

M−1

)
, D is the output matrix of

the control system.

2.3 Design of LQR Active Balancing Control Law

The optimal control algorithm is widely used in the field of active vibration
control [18,19]. Linear quadratic control can obtain the optimal control law of
state linear feedback, which is conducive to the realization of closed-loop optimal
control. Furthermore, linear quadratic control can keep the error near zero with
the minimum energy cost. Therefore, the linear quadratic optimal control theory
is used to design the active balancing control law for time-delay rotors. According
to the theory of optimal control method, the external excitation term of the time-
delay rotor system can be ignored at first. When designing the optimal control
law, we introduced a performance index of optimal control. The linear quadratic
optimal performance index function of the system is given:

J =
1
2

∫ t1

t0

[ET(t)QE(t) + uT(t)Ru(t)] (14)

where Q and R are the positive definite gain matrix of the state variable and
the semi-positive definite gain matrix of the input variable, t0 and t1 are the
start time, the end time of active balancing control respectively. We set t0 = 0,
t1 = +∞.

The optimal control is to solve the optimal control law u(t). The design of
state feedback controller G is to minimize the performance index function J of
the linear quadratic optimal control for the given system. The linear quadratic
optimal control law is obtained as:

u(t) = −GE(t) (15)
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Among them, G = R−1BT P (t), p(t) is the solution of Riccati equation. Riccati
equation is expressed as:

− PA − AT P + PBR−1BT P − Q = 0 (16)

The Riccati Eq. (16) is to obtain the feedback matrix G of the controller. Thereby
the key of design the linear quadratic optimal control law is to select the appro-
priate weight matrix Q and R, and a linear quadratic optimal control law is
designed by choosing appropriate weight matrices Q and R.

3 Results and Discussion

3.1 System Simulation Model

In order to verify the correctness and superiority of the online active balancing
control method for time-delay rotor. The simulation experiments are carried
out. The method proposed in this paper is mainly aimed at the medium-high
speed rotor system. Thus in the experiment, the rotor speed is selected to be
3000r/min, other parameters are taken from empirical values to more accurately
simulate the actual working conditions. The relevant parameters of the rotor
system are shown in Table 1.

According to the parameters of the above time-delay rotor system, take τ =
0.01s as an example, the parameter matrix in the state space equation of the
time-time-delay rotor system can be obtained, as shown below:

A =

⎛
⎜⎜⎝

0 0 1 0
0 0 0 1

−1333.333 0 −0.1333 0
0 −1333.333 0 −0.1333

⎞
⎟⎟⎠ , B =

⎛
⎜⎜⎝

−0.0007 0
0 −0.0007

0.6663 0
0 0.6663

⎞
⎟⎟⎠ ,

Bp =

⎛
⎜⎜⎝

0 0
0 0

0.6667 0
0 0.6667

⎞
⎟⎟⎠ ,D =

(
1 0 0 0
0 1 0 0

)

Table 1. Related parameters of the time-delay rotor system

Disc quality m = 1.5 kg

Bending stiffness of the rotor k = 2000N/m

Damping coefficient of the time-delay rotor system c= 0.2 Ns/m

Eccentricity of the rotor e = 0.002 m

Rotor speed n= 3000 r/min

Time-delay of the time-delay rotor system τ = 0.001 s or τ = 0.01 s
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Based on the state space equation of the original time-delay rotor system,
the integral transformation method is introduced to calculate the state space
equation without time- delay. Since the vibration of the time-delay rotor system
in the x-axis and y-axis direction is similar, we focus on the vibration in the
x-axis direction, and the simulation model of the active balancing control of the
time-delay rotor system is established.

3.2 Step Response Results and Discussion

Generally speaking, for the control system, step input is the most severe working
state of the control system. If the control system can satisfy the control perfor-
mance requirement under the action of step input, the control system can still
satisfy the control performance requirement under the action of other signals.
Thereby we select the step input as the input signal in the case of τ = 0.001s
for the simulation experiment. In order to study the influence of weight matrix
Q and R on the active balancing control system of time-delay rotor, we select
different weight matrix Q and R, and calculate the state feedback matrix G,
then the step response of the control system is obtained. The open-loop step
response of the time-delay rotor system is shown in Fig. 2.

Fig. 2. Open-loop step response of time-delay rotor system

The weight matrix in this paper is selected separately,

Q = α

(
K 0
0 M

)
= α

⎛
⎜⎜⎝

2000 0 0 0
0 2000 0 0
0 0 1.5 0
0 0 0 1.5

⎞
⎟⎟⎠ ,

R = β

(
1 0
0 1

)

where α and β are undetermined coefficients. Assuming that the weight matrix
R is invariant, the influence of the weight matrix Q of the rotor control system is
discussed. Figure 3 shows the step response of the time-delay rotor system when
α is 0.1,1,10 and 100 respectively.



222 J. Xu et al.

Fig. 3. Step response of time-delay rotor system with different α when time-delay
τ = 0.001 s

Assuming that the weight matrix Q is invariant, the influence of the weight
matrix R of the rotor control system is discussed. Figure 4 shows the step
response of the time-delay rotor system when β is 0.1,1,10 and 100 respectively.

From Fig. 3 and Fig. 4, it can be seen that when the weight matrix Q is larger,
the time for the control system to reach stability decreases, but the steady-state
error increases. When the weight matrix R is larger, the time for the time-delay
rotor system to reach stability increases. Thus we combine the above simulation
results about the weight matrix Q and R, and carry out several simulation
experiments.

Further in order to simulate the actual situation of time-delay rotor system,
we add the centrifugal force into the model. Combined with the simulation results
of Q and R, the control feedback matrix is obtained by multiple simulation
verification, then the appropriate weight matrix is selected. We set the rotational
speed n = 3000r/min, when the model of the time-delay rotor system without
active balancing control force, the time domain figure of the vibration in the
x-axis direction of the rotor is shown in Fig. 5(a).

Firstly, assuming that the rotor system does not contain time-delay, the linear
quadratic optimal control law is introduced to design the linear quadratic optimal
control law of the rotor system, and the simulation results are shown in Fig. 5(b).

Then assuming that the rotor system are with some different time-delay,
the linear quadratic optimal control laws of the time-delay rotor system are
calculated respectively. The vibration control process of the time-delay rotor
system are obtained when τ = 0.001 s and τ = 0.01 s, as shown in Fig. 6. The dif-
ferent simulation results with different time-delay conditions are also compared
in Table 2.
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Fig. 4. Step response of time-delay rotor system with different β when time-delay
τ = 0.001 s

Fig. 5. Vibration time domain of rotor system

As can be seen from Fig. 6, the initial vibration of the time-delay rotor system
is 2.03 mm, and the target balanced vibration is 0.5 mm. After active balancing
control, when there is no time-delay in the active balancing control process, the
time for the control system to reach the balance state is 5.2 s. When there is a

Table 2. Comparison of simulation results

Time-delay condition Initial vibration Balanced vibration Balancing time

τ =0 s 2.03 mm 0.5 mm 5.2 s

τ = 0.1 s 2.03 mm 0.5 mm 6.4 s

τ = 0.01 s 2.03 mm 0.5 mm 8.5 s
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Fig. 6. Control process of the time-delay rotor system

time-delay τ = 0.001 s in the active balancing control process, the time for the
control system to reach the balance state is 6.4 s. While there is a time-delay
τ = 0.01 s in the rotor active balancing control process, the time is 8.5 s.

Therefore, the proposed active balancing control method can be applied not
only to the case of small time delay, but also to the case of large time delay.
The control effect is similar to that without time delay. That is to say the linear
quadratic time-delay rotor active balancing control method in this paper can
achieve satisfactory vibration control effects under different time-delay.

4 Conclusions

In this paper, the active balancing control method for the time-delay rotor system
is proposed. The dynamic model of the time-delay rotor system with time-delay
is established, and the integral transformation term is introduced to transform
the time-delay rotor system dynamics model into a dynamic model without time-
delay. Then, according to the linear quadratic optimal control theory, the active
balancing control law of time-delay rotor is designed. Moreover, the influence
of weight matrix Q and R on the design of control law is discussed. Finally, in
order to verify the correctness of the proposed method, the simulation model of
time-delay rotor control system is constructed in Matlab. Meanwhile, we set up
the experimental platform to carry out the experiment. The results show that
the method can effectively suppress the vibration of the time-delay rotor system
under different time-delay.
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Abstract. At present, with the further development of network technology, the
Internet of things is gradually developing. The development of the Internet of
things technology establishes the correlation between things promotes the sharing
of object resources and information on a global scale, facilitates the adjustment and
upgrading of industries, and promotes the further development of China and even
the global economy. In order to promote the further development of the Internet
of things, many researchers began to explore the integration of the Internet with
other high-end technologies. In this case, RFID information began to gradually
enter the field of the Internet of things. RFID technology, as a new non-contact
radio technology, is an important foundation for the further development of the
Internet of things. However, we must realize that there are still some problems in
the application of RFID information in the era of the Internet of things, and further
research is necessary. This paper first gives an overviewof the concept andworking
principle of RFID information, and with the help of weight function algorithm,
carries out experiments on RFID information security, analyzes the main security
problems affecting the application of RFID information in the era of the Internet
of things, and puts forward relevant Suggestions on this basis. Finally, it analyzes
the specific application of RFID information in the era of Internet of things.

Keywords: RFID information · The Internet of Things ·Weight function
algorithm · Application research

1 Introduction

With the continuous progress of network technology, the world has changed greatly.
Network technology not only promotes the independent development of the virtual world
and the real world but also promotes the continuous integration between the two [1]. At
present, with the emergence and maturity of 5G, artificial intelligence, VR, and other
related network technologies, many researchers begin to study the Internet of everything,
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which is what we now call the Internet of things. The so-called Internet of things is based
on things and realizes the organic connection between things with the help of network
technology [2, 3]. At present, the application of the Internet of things has been gradually
extended, and it has been applied in public security, environmental monitoring, logistics,
and other aspects, and the era of the Internet of things has come [4]. The Internet of
things can produce higher economic benefits than the traditional management method
and continuously promote the upgrading and adjustment of industrial structure, which
is the new point of China’s future economic development. At the same time, we must
also realize that the development of the Internet of things has also encountered many
problems, among which the most significant is the problem of object recognition and
data processing [5, 6]. After a lot of research, researchers found that RFID information
can better solve this problem. This technology can automatically identify and manage a
variety of objects and devices in different states. In particular, its label link can realize
the uniqueness of object identification and fast analysis and processing of data, which
is highly consistent with the establishment of standards for the Internet of things [7, 8].
However, there are still some problems in the application of RFID information in the
Internet of things era, so it is particularly important to conduct in-depth research on the
application of RFID information in the Internet of things era [9].

At present, RFID information has gradually become the most critical link in the
development of the Internet of things. In order to make RFID information better applied
in the Internet of things era, domestic and foreign experts and scholars have conducted
in-depth research on RFID information, which mainly focuses on the security of RFID
information, the applicable standards of RFID information, and the development trend
of RFID information. On this basis, they have also proposed a series of theories to
improve RFID information [10, 11]. However, through comparative analysis, it is found
that these studies focus on RFID information itself, without considering its specific
application environment. Therefore, these studies lack certain applicability. From this
perspective, there are certain theoretical gaps in this study [12, 13].

In order to fill this theoretical gap, this paper first gives an overviewof the concept and
working principle of RFID information, carries out relevant RFID information security
experiments with the help of a weight function algorithm, analyzes the main security
problems affecting the application of RFID information in the era of the Internet of
things, and puts forward relevant Suggestions on this basis [14, 15]. Finally, it analyzes
the specific application of RFID information in the era of the Internet of things. On the
one hand, it promotes the deep integration of the Internet of things andRFID information,
and on the other hand, it provides a certain theoretical basis for future research on related
aspects.

2 Method

2.1 Overview of RFID Information

The full name of PFID is radio frequency identification technology, which embodies
the application of automatic identification technology in the development of radio tech-
nology. With the help of some high-level technology, this technology can automatically
identify and manage a variety of objects and devices in different states. Radio frequency
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identification (rfid) technology is a non-contact two-way communication by means of
radio frequency, so as to realize the identification of related things and the exchange of
data. Rfid technology is mainly composed of two parts. The first part is an electronic
tag, which is mainly used for data storage. The second part is a reader, whose main
function is to read data. The time sequence of the coupler is used to realize the mutual
communication between the reader and the electronic tag, which is not directly related
to each other, mainly for the purpose of exchanging energy and data. At the current level
of technology, RFID is mainly divided into three frequency bands: low frequency, high
frequency, and UHF. Each frequency band is applied on different occasions. The prin-
ciple of RFID is as follows: first, the radio frequency card enters a fixed magnetic field.
By means of the antenna’s transmitting signal reader, the corresponding induction cur-
rent will be generated. When the energy concentration reaches a certain level, the radio
frequency will be activated. In this case, the rf card can realize information transmission
with the help of the embodiment in the card, and the central background information
system can receive the sent information and process it to a certain extent with the help
of logical operation. At present, with the gradual maturity of radio technology, RFID
technology has been continuously developed.

2.2 Weight Function Algorithm

In RFID technology, in order to realize accurate object identification, relevant data
security space must be established first. Data security space is a kind of security space
established according to data protection in data transmission, which is the key to accurate
object recognition. In the data security space of RFID information, the security weight
between two adjacent vertices p and q can be expressed by f(p, q). The specific formula
is as follows:

fi(p, q) = |Ii(p) − Ii(q)| (1)

Where, Ii(p) represents the security value of the space point p to be matched in
the security space of I, while fi(p, q) represents the weight value of the other adjacent
vertices p and q in the security space of I. The edge detection is realized by means of
the representation of the object points with prominent changes and the edge structure
data of the object is obtained. This kind of edge structure data is an important standard
to detect the security of RFID information transmission and plays an important role in
improving the data transmission effect. The weight function formula S(p, q) between
two adjacent vertices p and q is as follows:

F(p, q) = α • √
f (p, q) × g(p, q) + f (p, q) and S(p, q) = exp(− F(p, q)

σ
) (2)

Where, the main function is to adjust the proportion of data information and data
edge information in the weight function, and represents the safety weight adjustment
coefficient.

3 RFID Information Security Experiment

RFID system mainly consists of the following three parts, which are tags, readers, and
data processing, each of which involves the security of information transmission. RFID
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information security involves all kinds of data and is closely related to the final iden-
tification result. Therefore, it is necessary to carry out relevant experiments on RFID
information security to find out its specific security problems and ensure the security
application of RFID information in the era of the Internet of things, so as to promote the
further development of the era of the Internet of things.

This paper carries out simulation experiments on RFID information with the help of
the Matlab 2012 system. The experimental objects mainly include tag, reader, and data
processing, and test the probability of the occurrence of security problems in these three
links, and calculate with the above algorithm. Three different application types in the
Internet of things era were selected, and 10 experimental samples were selected for each
type. After calculating the security probability of the three aspects of the system, the
link with the highest weight of the security problem is found out, and then the security
problem of the link is analyzed in detail, so as to obtain a relatively comprehensive data
result. On this basis, the paper puts forward some suggestions to solve the problem of
RFID information security.

4 Discuss

4.1 Security Problems and Counter Measures of RFID Information Application

Through the above RFID information security experiment, we can draw a conclusion:
there are still many security problems in the application of RFID system information,
which affect the further application of RFID information, and the main problems mainly
appear in the tag part of the RFID system. The specific experimental data are shown in
Table 1 and Fig. 1 below. The data in the figure is the result of the author’s experimental
arrangement.

From Fig. 1, we can find that in the three components of RFID information system,
the RFID information application problem is most likely to occur in the tag, which is
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Fig. 1. RFID information application security analysis
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Table 1. Label risk and safety data

Risk categories Risk index

Security risks Data privacy 45.63%

Location
confidentiality

23.17%

Data tamper risk 38.54%

Data risk problem The data
obtained

12.17%

The data
decoding

13.69%

Data interference 27.38%

*Data came from the in-depth analysis of financial data in
the experiment

mainly caused by the limitations of the tag itself. Because of the low cost of the label
itself, it does not have sufficient capacity to deal with risks, so the label part is most
prone to security problems. From the related data of label risk and security in Table 1,
we can find that there are three major risk problems in labels, namely, the confidentiality
of data and location and data tampering. Among them the most main security problem
is the data security problem, because of the difficulty of data storage, often face to be
cracked, interference and intercept, and other risks.

These security risks affect the application of RFID information in the era of the Inter-
net of things, so relevant measuresmust be taken to reduce the risk. The countermeasures
mainly include the following aspects: first, adopt a hierarchical protection strategy to
protect label data; Second, it takes the form of killing tags so that the data can never be
read again. Third, encrypt confidential data. As long as this can effectively ensure its
security issues, continue to expand the scope of application of RFID information.

4.2 Application of RFID Information in the Internet of Things Era

(1) The specific application of RFID information on the Internet of things
The Internet of things covers three layers: the perception layer, the network layer,
and the application layer. These three layers contain a wide range of contents, the
most important ofwhich is the information collection content. It has beenmentioned
above that RFID is the automatic identification of objects in various states with the
help of radio frequency signals, so as to achieve the acquisition of data. Therefore,
RFID information is fully applicable to data collection on the Internet of things. At
present, the country has gradually established a pilot of the Internet of things based
on RFID information, and the application of RFID information in the era of the
Internet of things has gradually shifted from the original closed-loop application to
open-loop application, promoting the continuous integrity of the industrial chain of
the Internet of things. At the same time, due to the outstanding technical advantages
of RFID information itself, it can realize high efficiency and repeated reading and
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writing of information, whichmakes the electronic tag information in the Internet of
things unique, and “things” in the Internet of things become unique. Based on this,
RFID information is more widely used in various areas of the Internet of things,
including item tracking, real-time monitoring of items, smart furniture, and so on.

(2) Object to object interconnection mode based on RFID information
Based on the RFID information and correct interconnection model is with the
aid of RFID and advanced intelligent sensing device to establish a connection
between different objects, and then through the network transmission, transmit the
information related to the background of the information processing center, so as
to establish a connection between people and things, content, and content of the
intelligent network, so as to achieve global information sharing items at any time.
Only by means of RFID information can the complete establishment of the Internet
of things be promoted, and the unique representation and personification of objects
in the world can be realized, which has a profound impact on people’s production
and life.

5 Conclusion

In the era of the Internet of things, efforts are made to establish the interrelation between
things and promote the real-time sharing of goods information around the world. The
Internet of things (IoT) is a new subject generated under the development of economy
and network technology. It is a highly intelligent network system developed by the
comprehensive application of various high and new technologies. Among them, RFIP
technology plays an irreplaceable role in the development of IoT and is also an important
basis for the realization of IoT. Therefore, to strengthen the research on the application
of RFIP information in the Internet of things and to find a scientific application approach
to promote the sustainable development of the Internet of things, we must pay enough
attention.
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Abstract. As a result of the relaxation of restrictive policies and preferential
fiscal and taxation policies, a large number of private capitals have entered the
financial field, and local quasi-financial institutions have been greatly developed.
Local financial institutions are a useful complement to formal finance, which plays
an irreplaceable role in the market environment of structural financial mismatch
in our country. However, the financial risk still exists because of its dissociation
from financial supervision.With economic growth, the investment risk assessment
model of financial institutions is constructed. The supervision of financial institu-
tions and the main problems in investment risk assessment are analyzed. Through
statistical regression analysis, the variable correlation analysis model of invest-
ment risk assessment of financial institutions is established. An expert database
for the evaluation of investment risk data of financial institutions under economic
growth is established. The recommended values of confidence of investors in finan-
cial institutions under economic growth are constructed. The information fusion
processing is carried out based on the evolutionary method of adaptive global sur-
plus regression analysis. The prediction and evaluation of the investment risk of
financial institutions are realized. The empirical results show that the confidence
level of investment risk assessment of financial institutions is higher and the accu-
racy of evaluation is better when the model is used to carry out the investment risk
assessment of financial institutions under economic growth.

Keywords: Economic growth · Financial institutions · Investment risk
assessment

1 Introduction

With the development of new Internet financial technology, third-party payment plat-
forms such as P2P, Yu’e Bao, WeChat Pay have emerged, which accelerates the process
of “financial disintermediation”. This kind of light asset-heavy service relying on Inter-
net technology has caused a serious impact on traditional financial business. Considering
the loss of users and the pressure of market competition, traditional commercial banks
began to strengthen the application of blockchain technology and enhance the layout of
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Internet finance [1]. In the transformation process from a planned economy to a market
economy, financial control is carried out, which imposes different constraints on the state
sector and the non-state sector. This kind of “financial dualism” leads to the mismatch
between the supply of state-owned financial funds and the credit demand of private
enterprises, which distorts the allocation of financial resources and produces structural
financial mismatch. Financing difficulties Small and medium-sized enterprises are no
way out of the dilemma. At the same time, it also creates a huge development space for
private finance, especially the development of quasi-financial institutions [2].

According to the Circular on strengthening Shadow Banking, issued by the General
Office of the State Council in early 2014, the definition of “a credit intermediary that
does not hold a financial license and has insufficient supervision” is a quasi-financial
institution in practice [3]. Generally, subjects such as microfinance companies, financing
guarantee companies, pawnshops are included. They differ from the traditional financial
institutions significantly in their modern finance, the particularity of the regulatory body,
and folklore. Its business has the nature of finance,which reflects the financial innovation;
its supervisory power lies in the local government, not the “one line and three meetings”;
its capital source is mostly private capital. To a certain extent, quasi financial institutions
have solved the problem of financing difficulties of private enterprises such as small and
micro enterprises and self-employed enterprises, and have effectively made up for the
shortcomings of traditional financial institutions and the market vacancies left behind.
Although its scale is smaller, its stakeholders are narrower, and it is less likely to produce
systemic financial risks, but due to the relevant legal norms, government supervision and
industry self-discipline are lacking, and the barriers to entry of quasi-financial institutions
are too low, and professional management is weakened [4–7].

As a useful supplement to formal finance, the local financial institution plays an
irreplaceable role in the market environment of structural financial mismatch in our
country. However, because of its dissociation from financial supervision, the financial
risk still exists. The investment risk assessment model of financial institutions under
economic growth is constructed. The variable correlation analysis model of investment
risk assessment of financial institutions under economic growth is constructed based on
statistical regression analysis and the sample regression analysis [8].

From the formal point of view, quasi-financial institutions and financial systems
operate independently of each other, and the degree of direct correlation is not strong.
However, there are many kinds of recessive connections between quasi-financial institu-
tions and financial systems in actual operation, and potential risks are constantly accumu-
lated and difficult to identify. In the absence of an effective coping mechanism, the risks
of quasi-financial institutions are easily transmitted to the financial system. Moreover,
with the further development of quasi-financial institutions, the connection with banks
is bound to increase, and the channels of risk transmission will increase accordingly.

In the front end of the formation of private finance, we should strengthen manage-
ment, introduce a variety of mechanisms, promote the standardized operation of private
finance, and strictly examine and approve the quasi-financial institutions to be set up
because they do not have a “financial license” but are engaged in the financial business.
Not included in the scope of the national financial regulatory authority. Thus, although



Analysis of Investment Risk Assessment Model of Financial Institutions 235

quasi-financial institutions have developed for many years, their regulatory problems
have never been properly addressed.

2 Design and Implementation of Risk Assessment Model

2.1 Statistical Information Collection

To assess the investment risk of financial institutions under economic growth, the infor-
mation processing algorithm is used to collect and analyze the prior data of the investment
risk of financial institutions. The explanatory variable model and the control variable
model for investment risk assessment of financial institutions are established, with the
ratio of market value to book value, the ratio of assets to liabilities, the ratio of cash
flow, and the mode of financing structure as the constraint parameters. Based on the
regression analysis of investment risk statistics of financial institutions, the univariate
economic sequence of investment risk of financial institutions is constructed by using a
vector feature reconstruction method for {xn}. A differential equation is used to express
the investment risk of financial institutions, the information flow model is expressed as
follows:

xn = x(t0 + n�t) = h[z(t0 + n�t)] + ωn (1)

Where, h(.) andωn are themultivariate quantitative value function and the observation or
measurement error of the economic sequence of investment risk of financial institutions,
respectively [9].

Through correlation analysis of financing methods, the big data analysis model of
investment risk assessment of financial institutions is established. In the context of asym-
metric information, the evolution sequence of xn → xn+1 in the investment risk clas-
sification space is obtained, which reflects the evaluation and evolution model of the
economic sequence of investment risk of financial institutions. On the other hand, the
descriptive statistical sequence zn → zn+1, z(t) → z(t + 1) of the investment risk of
financial institutions is obtained as well. The phase-space reconstruction trajectory of
the series is expressed as follows:

X = [s1, s2, . . . , sK ]n = (xn, xn−τ , · · · , xn−(m−1)τ ) (2)

Where, K = N − (m − 1)τ , represents the orthogonal eigenvector of the economic
sequence of investment risk of financial institutions, τ is the statistical characteristic
sampling delay of investment risk of financial institutions, m is embedded dimension,
and si = (xi, xi+τ , . . . , xi+(m−1)τ )

T is a set of scalar sampling sequences. Combining
static tradeoff theory andfinancing priority theory, the paper evaluates the investment risk
of financial institutions quantitatively. Assuming that the historical data of descriptive
statistics of investment risk of financial institutions are expressed as {xi}Ni=1, the time
and quantity of funds with the financing financial model is matched, the expression of
the grey model of elastic financial analysis for investment risk assessment of financial
institutions is expressed as Eq. (3):

dz(t)
dt

= F(z) (3)
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In the comparison of financial elasticity values, if the embedded dimension is over
2 times the attraction dimension, the descriptive statistical analysis method is used to
implement the dynamic early warning and venture capital assessment of the investment
risk of financial institutions. The investment risks of financial institutions mainly refer to
financial risks and operational risks. Internal control factors are themain factors inducing
the investment risks of financial institutions. The supervision function of financial insti-
tutions is more dispersed, which is not conducive to coordinated management. The local
government should concentrate on the management of financial institutions in a single
department to establish a horizontal and vertical organizational structure of all-round
financial supervision and establish reasonable management objectives and evaluation
criteria [10]. Secondly, take the Financial Supervision Office as the core, construct the
omni-directional supervision organization system to form the supervision joint force
of the whole province. Establish local financial supervision centers at the local level
and county level, joint various industry departments such as the Banking Regulatory
Commission and the Insurance Regulatory Commission, t, and guide trade associations
and other industry management institutions to strengthen self-restraint and establish a
long-term communication and cooperation mechanism. Thirdly, gradually establish and
improve the financial analysis and monitoring information system, the financial stability
coordination mechanism, the financial risk coordination, and prevention mechanism,
and the financial emergency handling mechanism.

2.2 Assessment and Prediction of Investment Risk of Financial Institutions

By using big data analysis method, set I = {
i|si ≥ sj, ∀sj ∈ S1

}
, the characteristic

distribution of total assets is obtained by si = (x1, x2, . . . , xn), where i ∈ I . On this
basis, the total asset turnover rate of financial institutions under-investment risk can be
calculated by Eq. (4):

f (x1) = f (x2) = . . . = f (xn) = f ∗ (4)

Using symbolic Overinv regression analysis and descriptive statistical analysis, the
finance degree si ∈ s∗ of investment risk of a financial institution is obtained. Under
constant cash holdings, the transfer probability of risk assessment of financial institutions

can be expressed as pij(k) = p
{
Aj
k+1/A

i
k

}
≥ 0, then:

pij(k) = p
{
Aj
k+1/A

i
k

}
=

∑

sc∈S2
p
{
Cl
k/A

i
k

}
p
{
Cl
k+1/A

i
kC

l
k

}
(5)

When i ∈ I , j /∈ I , from the investment risk assessment of financial institutions, the
output is expressed as follows:

p
{
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i
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l
k

}
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∑
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}
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l
k

}
(6)
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By using the sample regression analysis method of total sample statistical analysis,
the expert database of investment risk data evaluation of financial institutions under
economic growth is established, and the recommended value of confidence degree of
financial institutions under economic growth is extracted [11]. And carry on the informa-
tion fusion processing to extract the financial institution investment risk data association
rule characteristic quantity is:

0 ≤ pk+1 ≤ pk −
∑

i/∈I

∑

j∈I
pi(k)pij(k) ≤ pk ≤ 1 (7)

According to the quantitative regression analysis of the main factors involved in the
financial market, the linear fitting formula for assessment of investment risk of financial
institutions is expressed as Eq. (8):

pnewid =
{
pid + m()(Xmax − pid ) if m() > 0
pid + m()

(
pid − Xmin

)
if m() ≤ 0

(8)

The economic game theory and regression analysis method are adopted to assess the
investment risk of financial institutions, and the objective function of the optimization
evaluation is obtained as Eq. (9):

minimize
1

2
‖w‖2 + C

n∑

i=1

(ξi + ξ∗
i )

subject to yi − (w
′
�(xi) + b) ≤ ε − ξi

(w
′
�(xi) + b) − yi ≤ ε − ξ∗

i

ξi, ξ
∗
i ≥ 0, i = 1, 2, · · · , n;C > 0 (9)

Through the global optimization of the investment risk sequence of the financial
institution, we obtained the global extremum Gd

best(t) and individual extreme Gd
best(t).

Using the mean square error estimation method, the optimal output value of investment
risk assessment of financial institutions is obtained:

⎧
⎪⎪⎨

⎪⎪⎩

Vd
i (t + 1) = W · Vd

i (t) + C1 · R1 · (Pd
best(t) − Pd

i (t))

+ C2 · R2 · (Gd
best(t) − Pd

i (t))

Pd
i (t + 1) = Pd

i (t) + Vd
i (t + 1)

(10)

Where, Vd
i (t), Vd

i (t + 1) represent the capital structure, Pd
i (t), Pd

i (t + 1) represent
investment scale. The realization process of the model is shown in Fig. 1.
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Fig. 1. Implementation flow of investment risk assessment model for financial institutions

3 Empirical Analysis and Testing

To verify the performance of this method in investment risk assessment of financial
institution, the simulation experimentwas carried out by using simulation software SPSS
14.0 andMatlab 7 with the data sources selected from 10, 000 enterprises’ financial data.
Of the 3072 sample observations used in this paper, the lowest leverage ratio was 0.71,
and the proportion of enterprises with leverage not exceeding 20 percent was 6.45. In
this paper, the residual error of an enterprise expected investment expenditure model
constructed by Richardson is 1488 and 1584, accounting for 48.44% and 51.56% of the
total, respectively. From the aspect of an inefficient investment, the mean value of the
overinvestment group is 0. 049,which is higher than the total 0.047 and the underinvested
0. 046, indicating overinvestment was more serious than underinvestment. In terms of
residual debt capacity and cash holdings, the average value of the over-investment group
is higher than the overall average. According to the above empirical analysis model
description, the investment risk predictionoffinancial structure is implemented, as shown
in Table 1.
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Table 1. Prediction evaluation model

Variable Enterprise profit level Risk index Size Financial elasticity group

SC 1 0.434*** 0.541 0.232

PC 0.4334** 1 0.432 0.436

Size 0.323 0.433 1 0.743**

MB 0.654 0.322 −0.654 1

ALR 0.543** 0.343** −0.353 −1.3443

Profitability 0.654 0.143 0.432*** 0.322

Age 0.454* 1.344 0.232 0.156***

Table 1 shows that the average actual asset-liability ratio of underinvested enterprises
is higher than that of target assets and liabilities, and there is excessive debt financing.
The financial elasticity of over-investment enterprises is higher than that of underinvested
enterprises, which indicates that firms with better flexibility tend to overinvest, while
enterprises with low financial elasticity tend to underinvest. On this basis, the investment
risk assessment is implemented, as shown in Fig. 2.

Fig. 2. Prediction results of risk assessment

As shown in Fig. 2, the proposedmethod increased the confidence level of investment
risk assessment of financial institutions as well as the accuracy of evaluation.
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4 Conclusions

The investment risk assessment model of financial institutions under economic growth
is constructed. The supervision of financial institutions and the main problems in invest-
ment risk assessment are analyzed. The variable correlation analysis model of invest-
ment risk assessment of financial institutions under economic growth based on statistical
regression analysis and the sample regression analysis. An expert database for the eval-
uation of investment risk data of financial institutions is established, the recommended
values of confidence of investors in financial institutions under economic growth are
constructed, the information fusion processing is carried out, based on the evolutionary
method of adaptive global surplus regression analysis, the prediction, and evaluation
of investment risk of financial institutions are realized. the proposed method increased
the confidence level of investment risk assessment of financial institutions as well as
the accuracy of evaluation. This method has good application value in investment risk
prediction of financial institutions.
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Abstract. In recent years, with the improvement of the people’s living
conditions and the arousal of consumers’ consciousness, the problem of
Agricultural Product Quality Safety becomes a hot topic that more and
more people pay attention to. This paper presents a safety risk assess-
ment model for agricultural product quality and safety. The effectiveness
and feasibility of applying neural network models to Risk Assessment are
analyzed. Aiming at the problems of the disappearance of gradients in
traditional recurrent neural networks when stretching the length of the
network, an improved recurrent neural network algorithm is proposed.
It can predict the risks better, and finally, achieve the purpose of pro-
viding a solid foundation for improving the agricultural product quality
and risk early warning system in the future, thereby effectively reducing
food safety risks.

Keywords: Risk assessment · Recurrent neural network · Adaptive
Computation Time · Gated Recurrent Unit

1 Introduction

With the continuous improvement of living standards, people’s requirement for
food has changed from the “quantity” to “quality”. However, because of the
restriction of the level of productivity, management capability, and technology
development as well as other factors, there are still many alarming issues in the
food safety field. In recent years, the food safety incidents and the infant food
nutrition and safety issues indicate that food safety has become worse and worse
in China [1–3], which has drawn great attention and controversy from all walks
of life and has accelerated the development of agricultural product quality and
Safety Risk Assessment to some extent. Facing the increasingly serious crisis
of agricultural product quality and safety, the government and people realize
that post-event punishment is not as good as precautionary measures, quantita-
tively evaluate potential risk factors that endanger agricultural product quality
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and safety, analyze the possibility of causing harm to human bodies, and pre-
vent emergencies of agricultural product quality and safety to strengthen the
comprehensive quality of handling emergencies has become a hot research topic.

Therefore, this paper explores the structure, feasibility, and effectiveness of
the traditional recurrent neural network algorithm. Then, an Agricultural Prod-
ucts Risk Assessment Model Based on Enhanced RNN is put forward, using the
improved neural network model to assess and predict the quality and safety risks
of the agricultural products, to achieve the purpose of scientifically predicting
the quality of agricultural products.

The rest of this paper is organized as follows: Sect. 2 reviews the related
work on methods for risk assessment. Section 3 presents our proposed method
in details. Section 4 discusses our experimental results. Section 5 concludes this
paper with a summary.

2 Related Work

Agricultural product quality risk assessment needs to try all means to assess the
possibility of adverse impacts on human health for risk sources. Compared with
developed countries, there are more farmers in China, complex agricultural con-
ditions, and weak awareness of agricultural product quality and safety, leading to
hazard exposure evaluations. The related research is not comprehensive enough
and lacks the key technologies and methods of independent innovation. In 2010,
Zhang Dongling et al. [4] studied the extraction of latent variables of agricul-
tural product Risk Assessment based on the evaluation data of vegetable export
demonstration bases in Shandong Province and used factor analysis method as
a research method to apply an ordered multi-class logistic regression model to
risks. Bai et al. [5] and others used the exposure evaluation method to establish
a risk study of aflatoxin on the quality and safety of agricultural products and
established related risk indicators. Yang et al. [6] researched pesticide residues
and carried out joint and domestic pesticide exposure Risk Assessment work.
Ma [7] put forward suggestions to improve the agricultural product quality and
safety Risk Assessment system based on the quality and safety status of agri-
cultural products such as fruits in China and Shanxi. Tian et al. [8] conducted
experiments using sample data of 721 producers in typical vegetable growing
areas of facilities and built a naive Bayesian classification model to conduct Risk
Assessments of the lack of comprehensive prevention and control of plant dis-
eases and insect pests in vegetable growers. However, despite the promulgation
of laws and regulations on the quality Risk Assessment of various agricultural
products since the 21st century, standards for related technologies and a Risk
Assessment system suitable for China’s national and agricultural conditions have
been continuously established, but they are not mature enough.
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3 Risk Assessment Model Based on Enhanced RNN

3.1 RNN Network

The structure of the recurrent neural network (RNN) [9] is to imitate human
brain neurons. There are many neurons in the entire network, and each neuron is
connected. Because of this, it can be applied to the research of Risk Assessment.
When there are many risk factors, each problem is affected by many factors, and
there are still mutual influences between the risk factors, so we use a neural net-
work to simulate the human brain and apply it to Risk Assessment. Traditional
methods It is difficult to be efficient and accurate when conducting evaluations.
Furthermore, considering that the production process of agricultural products
is a continuous process, timing is mainline in the entire production process, and
there is also an interaction between each state, but the traditional BP neural
network [10,11]. The relationship between the time series states is not reflected
in the training process of the model. During the training process, the correction
of the weight values of the connections is only based on the current training
state, which has more or fewer defects. RNN solves this problem well.

The biggest difference between RNN and traditional neural networks is the
perceptron in the network, which introduces the concept of time. The output of
the current time is affected by two factors, one is the input of the current time,
and the other is the previous The time output is, in popular terms, that the
entire network can well combine past information to affect the current output.
The RNN model is shown in Fig. 1 and the right side of it is shown in Fig. 2.

Fig. 1. Recurrent neural network.

The input unit of the RNN is recorded as {x0, x1, . . . , xt, xt+1, . . .},
and the output unit is recorded as {y0, y1, . . . , yt, yt+1, . . .}, and each RNN
includes a layer or multi-layer hidden units. The hidden units are denoted as
{s0, s1, . . . , st, st+1, . . .}. The hidden units of the RNN are the most important
places in the entire network. The quality of a network depends mainly on the
hidden layer. Figure 2 shows a recurrent neural network developed into a fully
connected neural network. The training algorithm of the recurrent neural net-
work is BPTT. Its algorithm principle is the same as the BP algorithm, and it
is mainly divided into the following three steps:
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Fig. 2. Recurrent neural network timeline expansion.

1. Forward calculation of the output values of all neurons.
2. Calculate the value of the error term δj of each neuron inversely.
3. Calculate the gradient of each weight.
4. The gradient descent algorithm is used to update the weights.

3.2 Risk Assessment

There is a long-term dependence problem on RNN [12]. It is discussed from the
characteristics of the RNN algorithm. As the number of hidden layers increases,
the activation function of neurons is a tanh function and sigmoid function. After
performing differentiating multiple times, after the above two activation func-
tions are differentiated, a value of 0 is easy to appear, then the gradient of this
layer will disappear, which is not meaningful for the training and learning of the
neural network. So long short-term memory networks (LSTM) [13] solved this
problem well. The LSTM model is a new neural network algorithm based on the
recurrent neural network and improved by setting several gate units, which is
good at solving long-term dependence problems.

Studies on the structure of deep neural networks in recent years have shown
that as the depth of the network changes, the number of layers increases, the
learning effect of the entire network will become better. If you look at the algo-
rithmic characteristics of the recurrent neural network, when the number of
layers increases, considering that the function value of the sigmoid function is
close to 0 after multiple differentiation, the entire network may eventually have
a very small gradient value [14]. The effect will decrease; using the tanh function
as the activation function, when the hidden layer exceeds 5 layers, the compu-
tational cost of the entire network will increase. Therefore, it is proposed to use
adaptive calculation times (ACT) [15,16] to increase the depth, that is, in each
learning process, by learning the same batch of data multiple times on the state
S, the number of repeated learning is increased to increase the complexity of
the neural network. The structure of the ACT-based recurrent neural network
is shown in Fig. 3.

After the input signal is passed to the ACT-RNN, the difference from the
previous RNN is that after the signal is passed to the hidden layer at time T,
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Fig. 3. The structures of ACT - RNN.

it will be divided into several signals and passed to the same state function.
As shown in the figure above, it is divided into 4 signals. Passed to 4 identical
state functions [17]. Assume that a threshold is set in advance, we set the total
termination weight value to 1 and subtract the termination weight value of each
step in turn and make a judgment until the remaining threshold value is less
than ε and stop. The core of the algorithm is to calculate the sum that needs
to be accumulated by stopping the probability sum of the neurons, as shown in
Fig. 4:

Fig. 4. ACT-RNN single step structure.

It can be seen from Fig. 5 that during the calculation of the RNN, the inter-
mediate state S is shared in all steps, and the improved RNN is almost equivalent
to the original RNN, except that each state and output calculation is extended
to a variable number of intermediate updates. The arrow in contact with the box
indicates the operation applied to all units in the box, and the arrow leaving the
box indicates the sum of all units in the other box. In the rectangular box in the
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figure below, the model processes the input signal N times. After processing, the
weighted summation is the final output, which virtually increases the compu-
tational complexity of the entire neural network [18]. The traditional recurrent
neural network does not have a rectangular structure in the figure, but it and
the two algorithms of adaptively calculating the number of RNN still process
the data on the time series.

Fig. 5. RNN computation graph And RNN computation graph with adaptive compu-
tation time.

3.3 ACT-GRU Model

The general RNN calculation formula is:{
st = S(st−1,Wxxt)
yt = Wyst + by

(1)

In the ACT-RNN model, N(t) represents the number of updates in step
t, and defines the hidden state sequence (St1, . . . , S

N(t)
t ) and output sequence

(y1
t , . . . , y

N(t)
t ), the formula is as follows:

snt =
{

S(st−1, x
1
t ), n = 1

S(sn−1
t , xn

t ), otherwise
(2)

where xn
t = xt + δn,1 is a binary mark increment at time t, which can identify

repeated inputs or repeated calculations for the same input. In order to determine
how many update calculations are to be performed on each input, we have

hn
t = σ(Whsnt + bh), (3)

where h is halting.
The activation value of the halting neuron is used to determine the halting

probability. The calculation formula is as follows:

pnt =
{

R(t), n = N(t)
hn
t , otherwise

(4)
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If n is less than N(t), then p is the probability of the current calculation
method. If n is equal to N(t), then p is the remaining probability value R(t).

N(t) = min(n′ :
n′∑

n=1

hn
t ≥ 1 − ε) (5)

R(t) = 1 −
N(t)−1∑
n=1

hn
t (6)

where ε is a constant and, in our experiments, it is set to 0.01.
However, the multi-layer LSTM network model has a large amount of cal-

culation, because there are more gate control units in the LSTM. Therefore,
this article chooses a variant form of the LSTM GRU (Gated Recurrent Unit),
which retains all the gates required by the LSTM. The characteristics of the
RNN are retained to ensure that they will not be lost during long-term prop-
agation. There is not much difference between GRU and standard LSTM. One
of the purposes of using LSTM is to solve the accumulation of gradient errors
in the deep network of the RNN. Zero or gradients soar to infinity [19]. How-
ever, the structure of the GRU is simpler. It has one less gate control unit than
LSTM. From a calculation point of view, this reduces several matrix multipli-
cation operations. GRU can save a lot of time when the training data is large,
which is virtually reduced time complexity [20]. Therefore, this article uses the
ACT-packaged GRU (ACT-GRU) as the training model for experiments. The
flowchart of our method is shown in Fig. 6.

Fig. 6. ACT-GRU algorithm flowchart.
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4 Experiments

This article divides the quality and safety of agricultural products into 4 levels,
which are excellent, good, medium, and poor, which can be represented by 1-
4. This paper uses the GRU neural network of multi-layer ACT as a model to
train the LSTM neural network and conducts multiple experiments in LSTM,
GRU, and ACT-GRU to analyze the experimental data of three different network
models.

The data in this article comes from the base of the cooperative unit XX
Network Technology Co., Ltd. The agricultural products in this article take the
yellow peaches of Fuxiangyuan yellow peach cultivation base in Suzhou City,
Anhui Province as the research object, and take the heavy metal indicators and
pesticide indicators in the source risk as examples based on the collection of soil
data in the test field and the pre-processing of later experimental data, taking
heavy metals in the soil as an example, a comparison table of heavy metals and
early warning risks and early warning levels is listed, as shown in Table 1.

Table 1. Heavy metal index and warning level.

Heavy metal type Standard limit (mg/kg) Heavy metal content C (mg/kg) Warning level

Lead ≤0.1 0 < C ≤ 0.1 a

0.1 < C ≤ 0.2 a+

0.2 < C ≤ 0.3 a++

C > 0.3 a+++

Cadmium ≤0.05 0 < C ≤ 0.05 a

0.05 < C ≤ 0.1 a+

0.1 < C ≤ 0.15 a++

C > 0.15 a+++

Arsenic ≤0.05 0 < C ≤ 0.05 a

0.05 < C ≤ 0.1 a+

0.1 < C ≤ 0.15 a++

C > 0.15 a+++

Mercury ≤0.01 0 < C ≤ 0.1 a

0.1 < C ≤ 0.2 a+

0.2 < C ≤ 0.3 a++

C > 0.3 a+++

In Table 2, after pesticides are sprayed, the yellow peaches are tested for
pesticide residues after a growth cycle, and the corresponding pesticide residue
and risk warning level comparison table is listed.

This experiment applies the same test data to two neural networks, LSTM
and GRU. Comparing the two algorithms, the experimental results are shown
in Figs. 7 through 9.

From the above results, only a single LSTM neural network is used, and the
accuracy and convergence rate of the prediction is slightly lower than the GRU
neural network. In the actual measurement process, the running time of the GRU
is shorter than the training time of the LSTM. This is precisely because the GRU
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Table 2. Pesticide residue index and warning level.

Pesticide type Standard limit (mg/kg) Heavy metal content C (mg/kg) Warning level

Metalaxyl ≤0.5 0 < C ≤ 0.5 a

0.5 < C ≤ 1 a+

1 < C ≤ 1.5 a++

C > 1.5 a+++

Rogor ≤1 0 < C ≤ 1 a

1 < C ≤ 2 a+

2 < C ≤ 3 a++

C > 3 a+++

Chlorothalonil ≤0.5 0 < C ≤ 0.5 a

0.5 < C ≤ 1 a+

1 < C ≤ 1.5 a++

C > 1.5 a+++

Chlorpyrifos ≤1 0 < C ≤ 1 a

1 < C ≤ 2 a+

2 < C ≤ 3 a++

C > 3 a+++

Mancozeb ≤5 0 < C ≤ 5 a

5 < C ≤ 10 a+

10 < C ≤ 15 a++

C > 15 a+++

Myclobutanil ≤0.5 0 < C ≤ 0.5 a

0.5 < C ≤ 1 a+

1 < C ≤ 1.5 a++

C > 1.5 a+++

reduces the number of gates and reduces training time. Combining the three, we
found that the effect of using ACT-GRU is the best, both in terms of convergence
rate and accuracy. It proves that in each round of training, increasing the number
of calculations of the same batch of data can achieve better results.

Fig. 7. LSTM loss function and accuracy curve.
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Fig. 8. GRU loss function and accuracy curve.

Fig. 9. ACT-GRU loss function and accuracy curve.

5 Conclusion

There is a problem that can not be ignored is strengthening the quality and safety
management of agricultural products and improving people’s food. Establishing
an effective early warning mechanism for the quality and safety risks of the pro-
duction of agricultural products at the source is especially important to promote
the rapid popularization of high-quality agricultural products. Therefore, based
on the above contents, this paper analyzes the current and domestic scholars’
research on Risk Assessment methods and summarizes the advantages and dis-
advantages of Risk Assessment Methods. It proposes the application of neural
network algorithms to agricultural product quality and safety Risk Assessment
and analyzes the application of recurrent neural networks to risks evaluate the
feasibility and effectiveness of the research work and applies the improved RNN
to the Risk Assessment model. However, the disadvantage of the improved RNN
is that the relative cost of calculation times and the number of prediction errors
become very sensitive to the influence of the penalty factor. Therefore, an impor-
tant direction of future work is to find a method to automatically determine and
adjust the balance between accuracy and speed.
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Abstract. Communication base stations are spread all over the country.Manually
managed communication base stations are not only inefficient but also waste a lot
of manpower and financial resources. To improve the management and mainte-
nance level of communication base stations, according to the actual requirements
of environmental monitoring of communication base stations, the monitoring sys-
tem is determined to be composed of remote monitoring units, server end, and
client end. The MQTT protocol is chosen as the backbone protocol of the sys-
tem architecture, and the wireless network is used to realize data communica-
tion between each other. Using embedded technology, a remote monitoring unit
including multiple ZigBee node modules are designed to detect the environmen-
tal temperature and humidity, smoke, UPS voltage, image, and other parameters
of the base station. These data are transmitted to the gateway through the mod-
ule and then transmitted to the server through the coordinator. Server database
management program to achieve monitoring data records, historical data queries,
user management, and other functions. Android Studio is used to design the client
program, which provides real-time data viewing, control command sending, and
other functions, meeting the requirements of client data input and output pro-
cessing. The results show that the system is stable, reliable, and suitable for the
environmental monitoring and management of communication base stations.

Keywords: Communication base station · Remote monitoring ·MQTT
protocol ·Wireless network

1 Introduction

With the rapid development of communication technology, the number of communi-
cation base stations is also growing significantly. The operation environment of base
stations will directly affect the stability of the equipment operation [1]. At present, man-
ual inspection is still used in many small and medium-sized base stations to control the
monitoring room environment, which is not only inefficient but also unable to find the
potential danger in time [2]. Based on ZigBee technology, a real-timemonitoring system
for the base station environment is designed in this paper, which enables the operation
and maintenance personnel to remotely view the working conditions, real-time images,
and environmental parameters of each base station monitoring equipment anytime and
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anywhere through the mobile client. This system not only greatly reduces the work-
load of base station maintenance personnel, but also improves the reliability of system
operation and realizes the scientific management of the base station.

2 System Overview

2.1 Working Principle

ZigBee can be used as a communication medium in the system to transmit and receive
field data [3]. The architecture of the communication system is shown in Fig. 1. Access
control systems and monitoring systems are regarded as ZigBee nodes, and each node
is connected to a ZigBee gateway. ZigBee gateway can be connected to a remote server
through the network to realize information transmission [4]. The server is deployed in the
cloud server to store and forward the received information. The mobile client obtains the
required information and control through communication with the server. MQTT (Mes-
sage Queuing Telemetry Transport) is a client-server based messaging publish/subscribe
transport protocol [5]. This monitoring system uses this protocol to realize the mutual
transmission of messages.

Fig. 1. System architecture

2.2 Main Functions of the System

This system mainly implements functions such as access control, environment monitor-
ing, UPS power monitoring, and so on.

(1) Access control system: After reading the data, the program will call the remote
transmission interface, verify the information, and then control the electromagnetic
lock to open or close.When themachine roomdoor is detected to be open, record the
patrol personnel number and time, andupload the data to the service end.At the same
time, start the timing subroutine. When the timing is over, the controller controls
the electromagnetic lock to automatically close the door. When the electromagnetic
lock is detected to be damaged, the alarm subroutine and camera control program
are called to transmit the alarm information and image information to the mobile
phone client through the remote transmission interface.
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(2) Environmental monitoring system: it mainly realizes the functions of temperature
and humidity collection, smoke concentration collection, air conditioning control,
personnel intrusionmonitoring, camera control, UPS power supplymonitoring, and
upload the collected parameters to the server.

(3) Mobile client: the mobile client mainly communicates with the server to realize
the functions of temperature and humidity presentation, remote control of access
control switch, video image presentation, UPS power and power display, remote
control of air conditioning startup, and so on.

3 System Hardware Composition

CC2530 is selected as the main control chip in the environmental monitoring system
of communication base station, which is connected with a temperature and humidity
module, smoke detection module, a human body detection module, electricity detection
module, air conditioning switch, access control switch, and RFID module [6, 7]. The
hardware wiring of each environment parameter acquisition of the remote monitoring
module is shown in Fig. 2.

Fig. 2. Hardware wiring

Among them, the temperature and humidity module is used to detect the temperature
and humidity inside the base station; the smokemodule is used to detectwhether there is a
fire inside themachine room; the human body detectionmodule is used to detect whether
there is an illegal invasion in the machine room; the electricity quantity monitoring
module is used to detect the power of UPS power supply to ensure the normal operation
of themachine room; the air conditioner switch is used to turn onor off the air conditioner;
the door switch is used to open the door of the machine room when the user swipes the
card; RFID module detects whether someone swipes the card.
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4 System Design

4.1 Coordinator Programming

The coordinator receives the data collected by each monitoring unit and uploads it to the
server. Meanwhile, it sends the instructions from the client to realize the control of air
conditioning and access control switch. According to the requirements of the operating
environment of the base station, onlywhen the temperature and humidity collectionmod-
ule and the air conditioner work together can the equipment in the computer room work
in a suitable environment. The sensor uploads the regularly collected data to the coordi-
nator, and the coordinator data processing module judges whether the current ambient
temperature and humidity exceed the threshold value. If they exceed the threshold value,
the corresponding equipment will be started to keep the environment in a stable range,
and the data information will be uploaded to the client in real-time. The operation and
maintenance personnel can view or conduct a manual intervention in real-time.

The software design adopts TI’s ZigBee protocol stack, on which the secondary
development is carried out [8, 9]. After the coordinatormodule is powered on, the ZigBee

Start

Chip initialization

Device configuration

Create device table

Create scheduled task

Accept data

Server request data

Transmit data to terminal

Yes

Receive terminal data

No

Yes

Analyze terminal data and
Update to server

End

No

Fig. 3. The coordinator control flow
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protocol stack initializes the CC2530 chip and configures it as coordinator mode. The
flow of the coordinator control program is shown in Fig. 3.

4.2 Program Design of Monitoring Unit

After the coordinator module is powered on, the ZigBee protocol stack initializes the
CC2530 chip and configures it as a terminal mode. Create the task that the terminal sends
data to the coordinator regularly after initialization. The control flow of the monitoring
unit is shown in Fig. 4.

Start
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Create scheduled task

Collect environmental data 
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Coordinator request data

Receive terminal data

Yes

Coordinator control data

No

Yes

Control device and return data

End

No

Fig. 4. Monitoring unit control flow
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5 Design of Client

The system adopts C/S architecture [10], and uses Android studio to design client pro-
gram [11], which is used to receive the data transmitted by the server and present the
real-time data of the system. Users can adjust andmonitor the running state of the system
through client operation. The client starts from the user login verification, verifies the
user’s identity, and realizes the password memory function to avoid repeated login in a
short time. After the successful login, the authority of the camera and the list of devices
can be authenticated, and the parameters of each device can be viewed and the switches
of the corresponding devices can be controlled. Configure the corresponding tools in the
client and import the corresponding development package.

5.1 Implementation of Client Interface

The client data is transmitted through MQTT protocol, and the server provides an API
interface for app calling, including user management interface, device module manage-
ment interface, and historical data recording interface. The user management interface
is responsible for user registration and login management. The equipment module man-
agement interface is used to add, delete, check, and modify equipment. The history
record interface manages the historical information of the equipment, so as to facilitate
the statistics and display of the historical status of the corresponding equipment.

5.2 Implementation of Client Real-Time Display Module

In order to realize the real-time display of environmental parameters on the client-side, it
is necessary for each sensor to upload the collected data regularly. Where, the length of
the environment parameter type stype is four bits, and the definition is shown in Table 1.
Data is the content of data, the length is three bits, and it is not enough to fill with 0.
According to the different types of stype, the sensor types can be distinguished.

Table 1. The definition of the environment parameter type

Stype Message

Temperature temp

Humidity humi

Smokescope smok

Human Proximity Switch prox

Routing Inspection rfid

UPS Power upsd

After the sensor uploads the measured information to the server, the server distin-
guishes each device according to the type of uploaded message, analyzes the value of
the environment parameter, and displays the result in the client. Hikvision camera is
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selected for monitoring. After the SDK is initialized, the device list can be obtained. The
deviceSerial and CameraNo of the device can be found in the returned EZDeviceinfo
array for real-time video monitoring. The environmental parameter values and video
monitoring display interface of the base station are shown in Fig. 5.

Fig. 5. The display of environmental parameters

5.3 Realization of Real-Time Control Module

The implementation of the control module is similar to the real-time display module.
The ctype length is four bits. By defining the type of ctype, as shown in Table 2, you can
determine the instruction type. Data: it is a control signal with three digits in length. If
it’s not enough, fill it with 0. On: 100, off: 000.

Table 2. The definition of the control parameter type

Ctype Message

Entrance Guard door

Air Conditioner aric

Press the access control or air conditioning control button on the client to send out the
corresponding message information, and the server receives the information to control
the switch of the corresponding equipment. The software presentation is shown in Fig. 6.
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Fig. 6. The display of control buttons

6 Conclusion

Amonitoring and management system of the base station is designed in this paper based
on ZigBee technology and mobile client. According to different monitoring require-
ments, all the functions of the base station environment monitoring, equipment control,
access control management, remote operation guidance can become true in this system.
The application of a certain operator shows that the system not onlymeets themonitoring
and management requirements of the base station but also improves the work efficiency
of the base station management.
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