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Preface

In recent decades, more and more attentions are paid to modelling and simulation
(M and S) to investigate complex systems in various sectors and areas for the
requirements of the quick reaction to innovations and improvements. As for the
increasing competition, higher demand of quality, lower cost, shorter lifecycles,
more complexity and variety of the systems, it is obvious that M and S has been a
powerful tool in identifying the bottlenecks and hidden potentials of the systems,
verifying the effectiveness of the proposed strategies and evaluating the managerial,
operational and control plans.

This book is the collection of 46 papers from the Second International
Symposium on Simulation and Process Modelling (ISSPM 2020) held online on
29 and 30 August 2020 in Shenyang, China.

ISSPM 2020 was convened by Liaoning Association of Automation, China and
jointly organized by Shenyang JianZhu University (SJZU) and the Northeastern
University (NEU), Shenyang, China. It was sponsored by the University of the
West of England, UK, and Arizona State University, USA. It was supported by the
International Journal of Simulation and Process Modelling (IJSPM), International
Journal of Information Systems and Supply Chain Management (IJISSCM) and
Henryton Science and Technology Company Limited, Shenyang, China.

ISSPM 2020 provided a forum for scholars, researchers and practitioners
interested in the modelling and simulation of business processes, production and
industrial processes, service and administrative processes, and public sector pro-
cesses to develop the theory and practice of simulation and process modelling.

The symposium invited professors and scholars from well-known universities to
exchange and share their experiences, present research results, explore collabora-
tions and to spark new ideas with the aim of developing new projects and exploiting
new technology in these fields, and bridge theoretical studies and practical appli-
cations in all science and engineering branches.

At the symposium, three distinguished professors were invited to give keynote
speeches; they were Prof. Kornel Ehmann, from the Northwestern University, USA;

xv



Emeritus Prof. Bernard Zeigler, from the University of Arizona, USA; and
Prof. Qianchuan Zhao, from Tsinghua University, China. They gave speeches on
“Modelling of Hybrid Multi-scale Manufacturing Processes”, “Theory of Modelling
and Simulation: computational support for systems of systems design and testing”,
and “Energy Efficient Building Control Strategies in a Multi-Agent Framework”,
respectively. And also, at the symposium, Dr. Mengchu Huang, from Springer
Nature, Shanghai, China, was invited to give a talk on “Publishing from a Springer
Book Editor’s Perspective”; and Dr. Shan Bai, from Karlsruhe Institute of
Technology, Germany, was invited to give invited talk on “Modelling a Decision
Support System for Risk Management of COVID-19”. Their speeches and talks
addressed the state-of-the-art development and the cutting-edge research topics in
both theory and practical application.

This edition of ISSPM 2020 covers a wide range of research areas in modelling
and simulation of manufacturing and production processes, supply chains, trans-
portation and traffic systems, built environment, smart city, smart building and
smart home, energy systems and automation, COVID-19 transmission and impact,
performance optimization through simulation.

The papers in this volume are categorized into five tracks in simulation and
process modelling as follows:

1. Theory, Methodology and Application of Modelling and Simulation,
2. Modelling and Simulation of Manufacturing and Production Processes,
3. Transportation and Traffic Systems,
4. Smart City, Smart Building and Smart Home, and
5. Automation, Identification and Robotics.

For the well-known reason, ISSPM 2020 was greatly affected by COVID-19, it
was postponed from August 1 and 2, 2020 to August 29 and 30, 2020, and it was
forced to be moved from onsite to online. The organization committee of the
symposium made a great effort and tried every means to promote the event, and we
received tremendous support from various sources. Therefore, on behalf of the
organizing committee of ISSPM 2020, I am very thankful to the Editor-in-Chief
of the Springer Series on Advances in Intelligent Systems and Computing (AISC)
and the staff from the Springer who have supported and helped to bring out the
Proceedings of the Second International Symposium on Simulation and Process
Modelling; I am grateful to the keynote speakers, Profs. Kornel Ehmann, Bernard
Zeigler and Qianchuan Zhao, and the invited talkers, Drs. Mengchu Huang and
Shan Bai, who shared their research and professional experience at the symposium;
Last but not least, I would like to express my heartfelt thanks to the authors to
contribute the results of their research work to the symposium and the reviewers
who anonymously gave their full support in reviewing the papers submitted to the
symposium in time.
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It is expected that the papers in this volume will stimulate further research and
development in simulation and process modelling, and the readers will get great
help from this volume of AISC series on advancements in simulation and process
modelling.

Symposium Website: http://conf.neu.edu.cn/isspm/index.html

Shenyang, China Feng Qiao
Executive Chair of ISSPM 2020
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of Modeling and Simulation



Modeling a Decision Support System
for Risk Management of COVID-19

Shan Bai

Abstract A decision support system that performs a comprehensive analysis on
risks of the COVID-19 pandemic and its subsequent medium- and long-term impacts
is highly desirable, especially in view of the still ongoing pandemic in the world.
This paper focuses on the modeling process of such a decision support system. The
modeling process includes the following steps: generating appropriate strategies that
suit the specific situation concerned, where each strategy is composed of measures
and each measure consists of a static (textual) part relating to the contexts abstracted
from existing literature via techniques inspired by natural language processing and
a dynamic part adapted by using scenario planning method and agent-based simu-
lation; generating utility-based recommender based on soft systems methodology
and recommending the Top-N strategies to the group of stakeholders based on
the scores of the strategies using multiple-criteria decision analysis method. The
proposed model is highly flexible in that it recommends appropriate strategies in
respect of the various scenarios concerned and may thus be applied to various types
of risk management.

Keywords Decision making · Risk management · Ontology-based text
summarization · Scenario planning · Soft system thinking · Agent-based
simulation · Recommender system · COVID-19

1 Introduction

The COVID-19 pandemic has plunged the whole world into a crisis of unprece-
dented scope and scale, so that most countries engage in a collective endeavor to
tackle the dramatic impacts of the pandemic. To mitigate relative damages to public
health, economy, and society, adequate strategies shall be adopted at each stage of
the pandemic. In the past months, extensive progress has been made in predictions
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of infected cases and in assessments on the effectiveness of intervention strategies.
Artificial intelligence (AI) has made significant contributions to coping with the
COVID-19 pandemic [1], including modeling its spread process and forecasting the
infected cases. For example, a modified stacked auto-encoder model was used in [2]
to forecast in real time the COVID-19 confirmed cases across China, and a hybrid AI
model for COVID-19 infection rate forecastingwas proposed in [3], which combined
the epidemic susceptible infected model, natural language processing (NLP), and
deep learning tools. For further applications of AI against the COVID-19 pandemic,
please refer to [1] and references cited therein.

This paper relates to a general framework for establishing the decision-making
system that performs a comprehensive analysis on risks of the COVID-19 pandemic
and its subsequent medium- and long-term impacts. The current work focuses on the
modeling process of such a system. The process involves gathering appropriate infor-
mation for creating possible measures, and searching from the so created possible
measures for the proper combination of measures to figure out the most efficient
intervention or mitigation strategies against the outbreak of the pandemic.

Section 2 discusses gathering appropriate information, i.e., summarizing existing
measures from available literature, which amounts to collecting and analyzing the
corresponding textual resources, using information technology. In this paper, we
focus on how to make use of document summarizing, which is an NLP technique, to
prepare the measures for a special target from hundreds of documents, wherein simi-
larity search is performed inorder to retrieve similarmeasures to the queries. Section3
is devoted to determining the most efficient intervention or mitigation strategies from
the measures prepared in Sect. 2, wherein soft systems methodology (SSM) is used
to describe the problem situation that participants in a group play decision-making
roles and rank various scenario-based strategies. Moreover, agent-based modeling is
applied to predict the performance of measures which reflects how practical needs
are met, wherein the parameters in the corresponding solver are inspired by those in
the compartmental model in epidemiology. Finally, the conclusions of the paper are
presented in Sect. 4.

2 Generation of New Strategies

This section tackles the generation of new strategies for concrete situations in which
no existing appropriate strategies are available. Generally speaking, one strategy
consists of a plurality of measures, where each measure may be divided into a
static/textual part and a dynamic part. The static part relates to contexts that are
abstracted from documents, while the dynamic part is adjustable to meet the require-
ments in view of the situation concerned. In this paper, the dynamic part will be
adapted using scenario planning method and agent-based simulation.
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2.1 Textual Description of Measure

Since February, many institutions have developed lots of measures to prepare for
and respond to the pandemics and published them in a large volume of documents.
However, it is not so easy for a stakeholder confronted with a specific scenario to
identify the optimal measures from hundreds of documents due to various writing
styles and structures. Therefore, how to efficiently extract information from texts in
multiple resources is the first important task for constructing appropriate measures
specifically designed for the stakeholder. This task can be completed in the following
steps: (a) extracting sentences from the original text by identifying important sections
thereof and generating them verbatim; (b) based on the extraction, interpreting, and
examining the text using advanced techniques from NLP to generate a new shorter
text that conveys the most critical information from the original text.

Here, the technique from automatic text summarization [4] is utilized, which can
give an overview of all relevant literature data needed. The key points of all the
documents are comprehended to deliver summaries to each document. The ontology
of the measures in all the documents is concluded, and thus, a graph database for
text searching is generated.

We take one example from Ref. [5], where the recommendations in the case of
mild severity are given as follows:

• Patients should be instructed to self-isolate and contact COVID-19 information
line for advice on testing and referral.

• Test suspected COVID-19 cases according to diagnostic strategy, isola-
tion/cohorting in:

– Health facilities, if resources allow;
– Community facilities (e.g., stadiums, gymnasiums, hotels) with access to rapid

health advice.

• Self-isolation at home according to WHO guidance.

The presence of a domain ontology is key to summarization, which represents
all concepts of the organization. The ontology includes entities and relations. The
semantic representations are not only simple words, but also relations that can be
semantically typed, e.g., “isolated by,” in order to express interrelations between
concepts.

As illustrated in Fig. 1, the abstractive summarization of measures in documents
can be graphically represented such that the nodes of the graph represent entities of
these sentences, while the edges, i.e., the lines that connect the nodes, indicate the
relation (or e.g., action) between the entities. The nodes, the edges, and properties
of the nodes that are information associated with the nodes constitute ingredients
of the graph database. One goal of the research in the generation of the textual
part of measures is to create an onto base, which is a repository that comprises
Web ontology language (OWL) ontological entities, so that domain-relevant OWL
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Fig. 1 Ontology-based concept map of the example introduced in Sect. 2.1

ontologies present in the onto base can be extracted and transformed into their equiv-
alent resource description framework (RDF) structures [6]. More details about the
ontology model will be reported in the future.

Usually, the measures stored in the database may not be appropriate in view
of a concrete application scenario, which requires that the system shall be capable
of generating new measures based on experience data. To fulfill this requirement,
the efficient searching machine shall be introduced, which can return a proper set of
measures that are relevant to the query for newmeasures. Furthermore, to improve the
quality of the search, it is necessary to define a suitable similarity function between
query and entities. The query is described by the domain ontology for matching
measures and the search aims to identify the sets of measures stored in the graph
database that contains nodes similar to the cluster of query words. The semantic simi-
larity function can be divided into two categories, local and global similarity, where
local similarities are aggregated to a global similarity.Various definitions of similarity
functions were reviewed and categorized in both syntactic and semantic relationships
in [7]. The searched similar measures are essential to solving the retrieval problem,
one of pattern recognition problems. In addition, a domain adaptation framework for
the knowledge retrieval system is under development. The newmeasures can be used
in the next step as the textual part and then enlarged in view of the specific scenario
by adding dynamic attributes.

2.2 Scenario Planning Method for Generating Dynamical
Measures

The dynamic attributes of the measures can be generated by, e.g., scenario planning
method [8], which concerns planning based on systematic examination of the future
by picturing plausible and consistent images of that future, while scenario describes a
certain topic or issue about the future. The process of developing and using a number
of contrasting scenarios explores the consequences of future uncertainty surrounding
a decision. In the present work, instead of reducing to 2–3 scenarios like the standard
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Fig. 2 Tree structure of the example introduced in Sect. 2.1

approach, the number of scenarios will not be limited because of the processing
capability of computer simulation.

Given a scenario and several (protection) targets in query, similar measures can
be retrieved from the database by the method introduced in the previous subsec-
tion, and revised so as to generate new proper measures. The comprehensive list of
new measures is utilized to create the respective scenario-based baseline strategies.
The tree structure of the example introduced in Sect. 2.1 is shown in Fig. 2. Other
structures, e.g., network structure, can also be implemented in accordance with the
specified requirements.

Up to now, themeasures are described statically, that is, in terms of textual illustra-
tions of entities, relationships, and actions. In the next step, we introduce dynamical
structures into the measures by modeling mathematically. For example, “Patient
isolated at home” can be interpreted to be “The number of contact persons for each
patient reduces to be nomore than the number of his/her family, the average of which
being, e.g., 2.” Therefore, in one epidemic model, the modified SEIRDmodel in [9],
the parameter, “the number of contact persons”, can be set to be a random number
in the range of, e.g., [0, 5] obeying the Gaussian distribution.

The dynamic attributes can be adapted according to the requirements of the
scenario. For example, one category of the mitigation measures, which is considered
efficient and has been widely adopted, is to reduce the number of contact persons.
In the scenario of mass gathering, the measure can be to reduce the number of
participants to be less than 1000, or 500, or 100, depending on the risk scores [10].

With a view to epidemic models, there are other dynamic attributes that can be
introduced into the measures. It may relate to the affected people, for example, the
population of the affected people, the number of the contact persons for each affected
people, and so on.

2.3 Estimator of Scenario-Based Strategies

Asmentioned above, the scenario-based baseline strategy is a comprehensive combi-
nation of measures. However, the effect of one strategy cannot be always simply a
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linear combination of the effect of each constituentmeasure,which is a characterizing
feature of a complex system due to the potential interdependence of the constituents,
i.e., measures in the context. Taking this characterizing feature into account means
that we shall create the estimation model for the effectiveness of the whole strategy
instead of each constituent measure, which can be realized by agent-based modeling
(ABM) [11, 12]. ABM is currently used in social science to describe and understand
the dynamics of social and economic systems because the system under considera-
tion is composed of interacting agents; and the system exhibits emergent properties,
that is, properties arising from the interactions of the agents that are driven by a set of
rules which govern the agents’ behavior [13]. ABMcan be considered as a bottom-up
approach that relies on interacting agents to build system behavior or properties. It
consists of an environment in which interactions take place and a number of agents
whose behavior is defined by a basic set of rules and by characteristic parameters.
The states of agents and their relations with one another are changing through time.
These collective changes in state can be considered a process, which can interact
with any relevant external component and alter the environment. An example of
the estimator of the intervention strategy was given in [9]. The spatial ABM was
introduced in the background of a small city where the agents refer to citizens.
Compared to those existing ordinary differential equation models, the spatial ABM
model specially describes the willingness for population to move and introduces a
sub-model to illustrate the occupancy of the hospital beds. The intervention strate-
gies can act directly on individuals, and the effectiveness of these strategies could
be assessed by comparing the simulation results with/without these strategies. The
idea in [9] can be generalized so as to accommodate more complicated situations.

3 Generating a Utility-Based Recommender

In order to implement such a decision-making process that the strategies prepared in
Sect. 2 are selected as recommendations to a group of stakeholders, the underlying
paradigm for system thinking that is intrinsically related to the modeling process
has to be determined, wherein the paradigm is characterized by the degree to which
there is agreement on the different purposes among various stakeholders, tolerance
of uncertainty, and uncertainty in the amount of data required [14, 15].

In this section, we consider the design of the recommender, which is the system
for the recommendation of strategy, in view of soft systemsmethodology (SSM). The
SSMaims to solve the soft problem,which is involved in complex situations such that
there are divergent views about the definition of the problem. It is a process-oriented
approach for channeling debate about situations characterized bymessy ill-structured
problems with multiple perspectives [16, 17]. Furthermore, effective use of SSM
requires a situation where participants have sufficient time to share with and learn
from each other and have a high enough level of trust to discuss their preferences and
requirements openly. To intervene in such situations, the debate is undertaken among
participants. After initial appreciation of the problem situation, the evaluation of the
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strategy for participants is performed individually. By discussions and exploration
of these concerning issues, the participants can arrive at common decisions based on
consensus over what kind of changes may be systemically desirable and feasible in
the situation.

Since the recommendation for proper strategy is often requested by a group of
decisionmakers,many aspects related to the group, for example, the size of the group,
the relationships among themembers, etc., shall be considered in order to choose and
design optimal group recommender approach. On the other hand, the group of deci-
sion makers can actively choose strategies instead of only passively accepting those,
which is also a remarkable feature of soft system thinking. The decision makers in a
group may have conflicting preferences, so that after generating recommendations to
every group member individually, these recommendation candidates are aggregated
together into a recommendation list intended for the whole group [18].

The aggregationmethod can be based on the scores of strategies by usingmultiple-
criteria decision analysis (MCDA) method [19]. Let S = (

Sj
)
, j ∈ {1, 2, . . . ,m} be

the strategy withm attributes, P = (Pik)(i ∈ {1, 2, . . . , n}, k ∈ {1, 2, . . . , r}) be the
preference values of n group member w.r.t. r criteria. Therefore, the member-based
utility is the score of the strategy for each member, defined as a kind of weighted
sums of evaluations of alternativesUi = ∑m

j=1 w
′
j ·

∑r
k=1 wk · E(Pik, Sj ),where the

weights of criteria are wk > 0 and satisfy
∑r

k=1 wk = 1. The weights of attributes
are w′

j > 0 and satisfy
∑m

j=1 w
′
j = 1. The definition of the functional E , which

acts on the preference values and the attributes of strategies, depends on the detailed
requirements from the problem to be solved. The scores of the strategy for individual
decisionmakersUi are aggregated in order to solve conflicting preferences and obtain
one score for the group, which is the utility for the group. The utility-based ranking
will be taken, so that the final recommended strategies should represent interest of
the whole group. In detail, the group ranks the final scores of the strategies and then
gets the ranking of the strategies. The Top-N strategies in the ranking list are the
ultimate recommendations.

4 Conclusions

This paper presented the modeling process for developing a decision support system
for strategy recommendation. The modeling process consisted of generating new
measures by extracting relevant existing strategies from the literature using tech-
niques inspired by NLP and creating the scenario-based baseline strategies based on
the collections of these measures to meet the stakeholders’ particular requirements
and the addition of dynamical attributes with the aid of agent-based simulation,
and constructing a utility-based recommender that selects the Top-N recommended
strategies from the generated new strategies. The proposedmodel is highly flexible in
view of the diverse situations that the decision makers are confronted with, as it will
help them figure out the appropriate strategies that meet their concrete requirements
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in the same framework. Therefore, the proposed model may be applied to various
types of risk management.

In the recommender proposed in Sect. 3, the strategies were selected by ranking.
Alternatively, they may also be voted, which has a structure that is similar to polls.
There is a decisive aspect in voting since a group or a community decides on which
alternative should be chosen, i.e., there is clear pragmatics of the decision outcome.
One implementation for modeling and simulation of a voting process was shown in
[20] in the situation that after negotiation, there is no strategy agreed on by most
negotiation participants as the best strategy, which is the special case of N = 1 for
Top-N strategy. Therefore, the strategies, e.g., which get high total scores (the sum
of the scores overall participants) were used for voting.

The code implementation of the proposed decision support system, wherein the
recommender may be designed to select the strategies by either ranking or voting,
is under investigation. We hope to report on the progress along this direction in the
near future.
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Research on the Numerical
Representation of Stock Linkage
Prediction

Chi Ma, Shaofan Wang, Shengliang Lu, and Guojing Han

Abstract In this paper, time series of numerical correlations and morphological
similarities are analyzed. It is proposed to combine the correlation coefficient with a
time-weighted dynamic time warping (DTW) distance to emphasize timeliness as a
stock linkage numerical formula. Therefore, the problem of finding the connection
relationship between stocks can be converted into a numerical representation problem
of stock linkage, and a stock linkage prediction optimizedmodel based on long short-
term memory (LSTM) can be established. At the same time, in order to improve the
prediction performance of the LSTM model for the time series of stock intercon-
nection values, wavelet transform and denoising autoencoder are used to denoise
and reconstruct the input samples, thereby achieving more accurate prediction and
analysis of stock linkage.

Keywords Stock linkage · Long short-term memory · Numerical representation ·
Dynamic time warping · Optimized model

1 Introduction

The stock linkage [1] common phenomenon is that stock market trends are highly
correlated over time and have similar stock price fluctuation curves. Effectively
finding stock linkages helps investors avoid certain investment risks and improve
portfolio efficiency [2]. Because there are many factors that affect the stock price
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trend, it is difficult to explain the stock price-related phenomena, and it is even more
difficult to formulate a unified analysis and evaluation standard [3].

In general, the mining can be divided into related networks based on the textual
information of related mining [4] or based on volume and price time series data [5,
6]. Scholars have awarded that financial time series data exhibit certain time-varying
characteristics [7]. In the financial field, such complex data cannot be handled by
traditional data mining models [8]. However, the development of neural network
technology, especially deep learning, can alleviate these problems to some extent [9,
10]. Cheng S H settled the inventory classification problem through neural networks
and decision trees [11]. Dixon M et al. described the application of deep neural
networks to predict the direction of financial market movements [12]. Akita et al. put
forward long short-term memory (LSTM) and paragraph vectors to predict finan-
cial time series [13]. Deep learning models for different application scenarios and
research tasks are currently being designed in different areas [14, 15].

2 Numerical Representation of Stack Linkage

Stock linkage is a numerical standard used to describe the extent of a stock link. In the
actual application, the linkage between stocks is reflected not only in the numerical
correlation of the stock series, but also in the tendency similarity. Therefore, we
put forward a new formula. This equation shows improved continuity and delay
consideration of the stock linkage phenomenon.

2.1 Stock Relevance Based on Pearson Correlation
Coefficient

Pearson correlation coefficient is used to quantitatively represent the possible linear
correlation between fixed-distance continuous random variables. It is given by
Eq. (1).

ρx,y = cov(X, Y )

σxσy
= E((X − μX )(Y − μY ))

σxσy
= E(XY ) − E(X)E(Y )√

E
(
X2

) − E2(X)

√
E

(
Y 2

) − E2(Y )

(1)

where cov(X,Y) is the covariance between variables X and Y.σx, σy are the standard
deviation of variables x and y, respectively. μX, μY are the means of variables x and
y, respectively. E(X) is the expectation for variable x.

The coefficient is usually used to calculate the correlation of the time series of
stock prices and describe the stock links. In the short-term analysis of stock price
fluctuations, it can achieve good results. Considering the stock market volatility,
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we chose the time series data of the Shanghai and Shenzhen 300 Index as market
environment variables. This partial correlation coefficient is given by Eq. (2) as
follows.

γi j(h) = γi j − γihγ jh√
1− γ 2

ih

√
1− γ 2

jh

(2)

where γij(h) represents the partial correlation coefficient of stocks i and j after control-
ling market environment variable, h. γih represents the simple correlation coefficient
between stock and environmental variables.

2.2 Stock Linkage Based on DTW

DTWminimize the cumulative distance between two time series to seek the optimal
alignment path between them. Not only can DTW process time series of different
lengths, it can also fold and twist times to align corresponding peaks or valleys at
different times [16].

The DTW algorithm calculates the distance di, j between different elements of the
time series of length m and n and then calculates the minimum cumulative distance
Di, j to establish the distance map D. It is given by Eq. (3) as follows.

Di, j = di, j +min
{
Di, j−1, Di−1, j , Di−1, j−1

}
(3)

i = 2, . . . ,m

j = 2, . . . , n

The initial conditions in the equation are set as follows:

D1,1 = d1,1 (4)

D1, j =
j∑

p−1

d1,p j = 1, . . . , n (5)

Di,1 =
i∑

q−1

dq,1 i = 1, . . . ,m (6)

This study adds the first exponential smoothing method to the DTW algorithm. It
is given by Eq. (7) as follows.

Di, j = adi, j + (1− a)min
{
Di, j−1, Di−1, j , Di−1, j−1

}
(7)
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i = 2, . . . ,m

j = 2, . . . , n

As shown in Eq. 7, the influence of the weighting coefficient and the recent shape
on the calculation of the similarity between the stock price time series is proportional.
In this study, a = 0.98.

2.3 Numerical Algorithm of Stock Linkage

Considering the properties of Pearson partial correlation coefficient and time-
weighted DTW similarity, the linear combination of the above two numerical
expressions yielded more stock linkage indicators.

By Eq. (8), the time-weighted DTW distance of the time series is converted into
DTW similarity, si, j . Then, it can be linearly combined with the Pearson partial
correlation coefficient, γi, j(h), to obtain the numerical expression of the linkage that
considers the stock market environmental factor h, as shown in Eq. (9).

si, j = 1

1+ di, j
(8)

ci, j = α1 · si, j + α2 · γi, j(h) (9)

3 Establishment of Stock Linkage Prediction Model Based
on Optimized LSTM

In this study, we use trading scales and stock prices as characteristics of stocks to
build the attributes of the input time series based on the LSTM model.

3.1 Construction of Training Samples

Combine the time series data of two stocks by using the difference construction
method. The time series structure of the sample is shown in Fig. 1.

In Fig. 1, the stock feature time series is listed as columns, with each row being an
input sample at a particular time. Each sample contains multiple feature dimensions
that correspond to linked values. The training output is the linkage value at the next
moment after the end of the period, which has dimension 1.
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Fig. 1 Structural diagram of input sample time series

3.2 Structural Design of Optimized LSTM Model

The stock linkage forecasting task designs a model structure that reflects relevance
and independence. To deal with noise in financial time series, after input, the noise
reduction processing layer is configured, including the corresponding noise reduction
autoencoder module or wavelet transform module. It is as shown in Fig. 2.

4 Experimental Results and Analysis

4.1 Experimental Preparation

Considering the influence of the number of layers and hidden units in the LSTM
module on the prediction results of the model, in the following experiments of stock
link prediction, all prediction models are based on the two-layer LSTM module.
Meanwhile, this study selects the time window size of 20 days and the time-weighted
DTW distance with the largest co-directional volatility as the numerical expression
of the stock linkage.
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Fig. 2 Prediction model network structure diagrammable

4.2 Experimental Results

Three different types of comparative experiments were conducted in this study to
verify the predictive performance of the optimized LSTM model for numerical time
series of inter-stock linkage.

The first set of experiments used basic reference models such as autoregres-
sive integrated moving average (ARIMA) statistical models and traditional LSTM
models.

The second set of experiments includes comparative models that use wavelet
transform technology. It includes the deep bidirectional LSTM (DB-LSTM) models
and deep bidirectional ARIMA (DB-ARIMA). Among them, the DB4 wavelet is
used as the basis.

The third set of experiments uses automatic encoder to reconstruct input sequence.
It includes the stacked denoising autoencoder (SDAE)-LSTM model [17].

In this study, the dataset was split by year, and 20% of the end-of-year trading
day data was used as a test set to validate the performance of the predictive model.
The final experimental result is the average of five repeated experiments each year.
Table 1 shows the results of comparative experiments on the prediction models.

Table 1 shows that the performance of the predictive model is improved by the
noise reduction of the input samples.By theDBnoise reduction, the predictionRMSE
of ARIMA and LSTM models are reduced by 35.86% and 41.67%, respectively.
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Table 1 Comparison of errors in prediction models

Models Root mean square error
(RMSE)

Mean square error
(MSE)

Mean absolute error
(MAE)

LSTM 0.156 0.028 0.123

ARIMA 0.555 0.308 0.493

DB-ARIMA 0.356 0.127 0.317

DB-LSTM 0.091 0.009 0.075

SDAE-LSTM 0.138 0.019 0.113

Optimized LSTM 0.074 0.006 0.059

Through the SDAE noise reduction, the RMSE of the LSTM model is reduced
by 11.54%. Although the quality of the SDAE-LSTM model has improved, the
generalization ability has declined due to the increase in network complexity. In the
optimized LSTM model, the input samples are reconstructed through a simplified
structure. The smoothing trend features and the new reconstructed feature sequence
acquired by the wavelet transform are used as training material for the model, which
gives relatively improved prediction performance. Compared with the RMSE of the
DB-LSTMandSDAE-LSTMmodel, theRMSEerrors of the optimizedLSTMmodel
are reduced by 18.68% and 46.38%, respectively.

5 Conclusion

This paper proposed an optimized LSTM model based on the LSTM model and the
numerical sequence of stock linkage, combining noise reduction autoencoder and
wavelet transform module as the noise reduction processing layer. It could be seen
from the comparison experiment that the optimized model had better prediction.
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Research on Teaching Method of EDA
Simulation Design Based on Numerical
Calculation

Yuanyuan Deng, Zhijun Gao, and Zhuhan Wang

Abstract Nowadays, the globally integrated circuit industry is developing rapidly.
With the progress of information technology, an integrated circuit has become a new
pillar industry in China. EDA technique is the development of modern electronic
design, which must be grasped by a modern electronic engineer. More and more
electronic information courses choose EDA simulation design as the course content.
Numerical analysis theory and computational geometry are the most widely used
theoretical and technical methods among various EDA technology tools. In this
paper, the numerical analysis method is applied to the teaching research of EDA
designmethod. By applying the numerical calculation teaching content into the EDA
simulation design teaching content, students’ ideas are broadened, their innovation
ability will be improved, and China’s talent building process of in the integrated
circuit industry can be completed. It will also cultivate students’ practical ability and
train them to have a strong level of innovation and scientific research.

Keywords EDA simulation design · Numerical calculation · Teaching method

1 Introduction

Integrated circuit industry is the foundation of the information technology industry,
and it is also a national strategic, fundamental, and leading industry. Nowadays,
electronic design automation (EDA) simulation design method [1] is one of the most
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important cornerstones of the IC industry. The teaching content of information tech-
nology speciality in colleges and universities has strong theoretical and engineering
practicality [2]. Its task is to provide the necessary basic theory and experimental
skills for cultivating applied qualified students. Now theEDA technology has become
an important means of digital electronic technology system design [3]. Almost all
science and Engineering (especially electronic information) colleges and universi-
ties have set up EDA simulation design method courses. The teaching of technology,
electronic technology, and numerical science calculation method should be better
integrated to improve students’ ability of critical thinking and expansion, which
requires construction, reform, and practice in many aspects.

Due to the late start of China’s integrated circuit industry, the independent innova-
tion ability of integrated circuit design of enterprises is relatively weak. Traditional
digital electronic technology experiments use small- and medium-sized integrated
circuits to carry out experiments, but there are often some technical and technolog-
ical problems in the operation process. In the teaching process of EDA technology,
it can make students understand the related principle and working process of the
circuit visually by simulating the experimental process and then letting the students
carry out the experiment after the simulation verification. Through the deep inte-
gration of numerical calculation modeling technology in college teaching, students’
independent thinking ability can be cultivated. In addition to that, the diversity of
teaching methods can be improved and the independent innovation ability of China’s
integrated circuit design can be fundamentally improved enhanced. As a result, the
development of China’s integrated circuit industry can be accelerated. Strengthening
the development of core technology provides strong support and guarantee.

2 The Reason for Integrating Numerical Calculation
Method into EDA Teaching

The numerical calculation method is an instrumental, methodological, and marginal
subject, and it has become an important means of modern scientific development
with theoretical research. It focuses on the close combination of theory and prac-
tice. It has the characteristics of pure mathematical abstraction along with extensive
application and highly technical practical experiment [4]. The mathematical model
derived in the practical application cannot easily get an accurate solution. So we will
ignore some simple factors and transform the complex nonlinear model into a linear
model which can obtain an accurate solution, which makes the development of elec-
tronic technology play a greater role. Especially in the research of EDA development
direction, numerical calculation method has played a great role.

The numerical calculation method is the basis of applied mathematics. Through
the establishment of a mathematical model, it is closely related to mathematics.
The mathematical calculation method is applied in various fields of science and
technology in various forms. The numerical calculation method and its theory and
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software realization for solving various mathematical problems by computer are
studied. Generally, we guide students to solve problems in three steps in teaching:

(1) Establish the mathematical model according to the actual problems;
(2) The numerical calculation method is given by the mathematical model; and
(3) Program the algorithm according to the calculation method.

Nowadays, EDA development covers a wide range of technologies, including
circuit diagram simulation and debugging [5], design rule checking/layout versus
schematic (DRC/LVS) physical verification, logic programming and simulation, the
establishment of a basic unit library, logic synthesis and automatic layout and routing,
timing analysis and optimization design, etc. They all involve the application of
numerical analysis modeling method. In Fig. 1, we can see the EDA development
technology involving numerical calculation. In the teaching content of EDA design
technology, there is a lot of principle analysis, formula derivation, data calculation,
and the content is relatively abstract and difficult to understand. At the same time,
it also needs certain mathematical knowledge as the basis. But it is often because
of the lack of knowledge of numerical calculation methods that students generally
feel more difficult in building methods, and teachers and students often spend a lot
of time and energy, but the result of students’ learning is not very ideal. One of the
most important reasons is that students do not have a good grasp and understanding
of numerical calculation methods.

In order to solve the above problems in the teaching of electronic technology and
to better apply the advanced EDA to the teaching of electronic technology at the
same time, we need to start from many aspects, combining the numerical calculation
method with EDA. The study of technology [6] infiltrates into all aspects of teaching.
In the process of simulation design, the theoretical knowledge of numerical analysis
modeling is introduced to optimize the design of the model continuously, so as
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to cultivate students’ independent thinking and independent innovation ideas. It is
helpful for students to understand the EDA simulation design method thoroughly.

3 Teaching Method of Integrating Numerical Calculation
into EDA Simulation Design

EDA simulation design method is a subject that has a wide range of disciplines.
Taking analog/digital /hybrid IC design as an example, in the traditional teaching
methods, circuit simulation is the most important link in circuit design. It can help
us analyze the circuit performance [7], to adjust the circuit parameters according
to the simulation results to meet the design requirements. But at present, simulation
programwith integrated circuit emphasis (SPICE)method is used formost simulation
software of analog circuit, based on the functions and usages of various SPICE simu-
lators that are similar. Therefore, with the increasing complexity of modern analog
circuit devices and the increasingly advanced technology, the number of resistor
capacitance (RC) devices encountered in post-simulationwill increase exponentially.
Under this condition, the teaching of numerical calculation method is discussed [8].
It is particularly important to bring in the content, because with the rapid increase of
the scale of the matrix to be solved, the simulation time is significantly prolonged.
As a result, in the SPICE simulation process, many advanced commercial SPICE
software, such as Alps, appear. Usually, various methods are used to improve the
running speed, and a variety of numerical calculation [9] acceleration technologies
is integrated to improve the simulation performance. For example:

(1) Parallel computing technology
The calculation of different submatrices is allocated to multiple CPUs or even
integrated into multiple servers for parallel computing. The simulation perfor-
mance is improved by comprehensively utilizing the computing power of multi-
core and evendistributed systems.However, thismethodoften requires very high
specification background backend hardware.

(2) Merge Technology
Using simple circuit combination, linear correction, and other technologies to
reduce circuit nodes and matrix size.

(3) RC reduction technology
For the post-simulation circuit, RC device reduction is carried out under the
premise of satisfying the accuracy, including frequency domain reduction and
time domain reduction.

(4) Bypass technology
When the matrix elements are not updated after a tran time step, it is not
necessary to calculate the matrix repeatedly, but to modify the results by linear
interpolation.

(5) Homomorphism Technology
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Several modules with the same structure and similar voltage share the same
Jacobian matrix of the submatrix, which is solved only once. Small differences
between other modules are corrected by linear interpolation.

(6) Multiple rate
According to the working frequency, the circuit is divided into high-frequency
module and low-frequency module. The high-frequency module has less time
step, while the low-frequency module has a larger time step.

In the teaching process of EDA method, we found that SPICE simulation is the
process of establishing and solving a series of partial differential equations according
to the circuit netlist. These partial differential equations [10] are established by the
device parameters and basic equations defined in themodel. Through the above simu-
lation process, a large number of partial differential equations can be established. In
SPICE simulation, tran simulation(transient simulation) is the most time consuming
and the most critical. The main purpose of simulation is to calculate all net voltage
and node current at each time. When the nonlinear equations solved by students are
too large, then in the teaching method, we introduce the method of numerical calcu-
lation to intervene in the tran simulation process. Generally, the steps of solving tran
simulation are shown in Fig. 2.

(1) Because there are many parameters of partial differential equations, it can be
regarded as a large matrix with high dimension. Then, the large matrix can be
cut into several small matrices by using matrix calculation method.

(2) Although the size of each small matrix is reduced, the dimension is still very
high, but the approximate solution cannot be obtained. We call this process
convergence.

(3) The solutions of the small matrix are synthesized to generate the solution of the
total large matrix at each time point.

In the teaching of circuit simulation, it only involves the process of circuit
construction and analog design, while the concept of numerical calculation is the
method and process of solving approximate solution of mathematical problems by
digital computer, and the discipline composed of related theories. The generalized
numerical calculation includes matrix numerical calculation, numerical calculus,
solution of partial differential equations, optimization theory, computational geom-
etry, calculation, etc. However, it is well known that the results obtained by numerical
calculation are discrete, so there is a certain error with the accurate value, which is the
main difference between the numerical calculationmethod and the traditional analyt-
ical method. In introducing EDA technology to students, we usually use Newton iter-
ation method, interpolation method, and Rayleigh difference quotient method [11]
to solve partial differential equations in SPICE simulation.

In solving the convergence of matrix, we often use Newton iteration method in
SPICE simulation design teaching [12]. Generally, Newton iteration method is used
to solve the differential equation considering one-dimensional matrix.

F(x) = y, solving the approximate solution xk
the function f (x) will unfold at xk , we will get
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f (x) ≈ f (xk) + f ′(xk)(x − xk) (1)

then the approximate solution

xk+1 = xk − f (xk)

f ′(xk)
, k = 0, 1, . . . , n (2)

Finally, the excellent results are obtained xk+1, | f (xk+1)| < tol, the above results
are applied to SPICE residuals, the residual error of net voltage and node current in
the circuit is expressed as:

Vtol = absvtol + reltol ∗ Vmax (3)
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Itol = absitol + reltol ∗ Imax (4)

As mentioned above, absvtol, absitol, and reltol are set outside the program (the
accuracy of SPICE simulationwill correspond to different setting values), whileVmax

and Imax refer to the maximum net voltage and the maximum node current of all nets
in the circuit at each time.

In the correction of numerical calculation, the approximate value obtained in each
calculation may be different. For example, in 32B system, the maximum bit width
that a double byte DWORD variable can quantify is 32B.When it is used to represent
a continuous physical variable, it will cause quantization error at least less than the
absolute value represented by the last one bit, which is in a large number of complex
iteration process when the error is amplified, it will be infinitely enlarged, and the
final result will be affected. One of the most typical examples is that after the error
is amplified, the parameter will fluctuate continuously with time.

The process of oscillation may affect the accuracy of circuit simulation design,
because when the test circuit has external oscillation excitation, this small numerical
oscillation phenomenon will be amplified by the circuit phenomenon, resulting in
more obvious oscillation results. But through the tran simulation under the optimized
numerical calculation method, we find that after the introduction of the Newton
iteration method, we get better results in the output voltage and current.

4 Conclusion

In the new generation of integrated circuit design, students are required to have a
stronger ability of multidisciplinary, comprehensive application, and practical inno-
vation. From the introduction of this article, we can understand that the learning
of numerical calculation methods provides important ideas and methods for the
construction of EDA design methods and plays an important role in students’ use
and in-depth understanding of EDA design methods. It has become the core of
modern electronic design. The current situation has put forward deeper and higher
requirements for the teaching and scientific research of electronic courses in colleges
and universities. Then, the teaching content and emphasis of traditional electronic
technology should be changed accordingly. Development is the future direction of
teaching development, but also the focus and breakthrough of electronic teaching.
Therefore, it is necessary to continuously update the teaching mode and method in
the teaching content. Integrate more advanced and cutting-edge knowledge and tech-
nology into the teaching practice. Cultivate students’ self-learning ability, practical
ability, and innovative ability, so as to make the trained students to have stronger
social competitiveness, truly achieve the social needs and use for the society.
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Sub-pixel Edge Contour Detection
Algorithm Based on Cubic B-Spline
Interpolation

Jianzhao Cao, Ruwei Ma, Renning Pang, and Yuanwei Qi

Abstract Itwas proposed, in this paper, an algorithmbasedonmachinevision to deal
with the problems of low efficiency and large error in profile detection of industrial
steel plates. The image filtering operation is used to remove the noise of the steel
plate picture, and a method for judging the image filtering effect is proposed. And an
image segmentation method combining OTSU and Canny algorithm is designed to
achieve dynamic segmentation of steel plate images to obtain the best segmentation
effect. In order to fit steel plates with head and tail deformation or camber, a sub-pixel
edge fitting method based on cubic B-spline interpolation was proposed to obtain
the sub-pixel coordinates of steel plate contour, which provides data basis for crop
shearing. The experimental results show that this method has high detection speed
and precision and can meet the actual production needs.

Keywords B-spline · Sub-pixel edge · Profile detection · Crop shearing

1 Introduction

In themodern steel plate industry, due to the production process restrictions and order
requirements, steel plates are often cut. Steel plate cutting is an important process
for the production of steel plates of contract dimensions and is also the main means
to improve the success rate of steel plates [1]. Therefore, how to improve cutting
efficiency and reduce the loss of the cutting process has become an urgent problem
to be solved in increasing the production capacity of steel plates. In order to solve
this problem, on the one hand, it is necessary to improve the shear accuracy of the
steel plate, and on the other hand, it is necessary to establish an efficient shear model
for precise guidance.

The accuracy of steel plate cutting is highly dependent on the precision of contour
recognition. At present, most domestic factories usemanual detection or contact steel
plate contour detection [1, 2]. These two methods have low detection accuracy, low
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efficiency, and high cost. In recent years, the contour detection algorithm based on
machine vision has been widely used in industrial production. Its non-contact, low
cost, and high degree of automation make it have great development potential in the
steel industry. At present, machine vision inspection has been widely used in surface
quality detection [3], material tracking [4, 5], billet recognition [6], and other fields.

The common contour detection algorithms use first-order and second-order differ-
ential operators for edge positioning [7]. The first-order differential operator is simple
to calculate, but the anti-noise ability is weak, and it is easy to detect the false edge.
The second-order differential operator emphasizes the abrupt change of image gray
rather than the region with slow change of gray and has stronger edge positioning
ability. The positioning accuracy of the above operators is all at the pixel level.
In order to meet the requirements of high precision, we need to further subdivide
the detected edge, so the image sub-pixel detection is introduced. There are three
existing sub-pixel edge detection algorithms: moment method, interpolationmethod,
and fitting method [8, 9]. The interpolation method has high computational effi-
ciency. Although it is easily affected by noise, the image processing operation before
detection can reduce noise well. Qu et al. [10] proposed an edge detection method
combining Zernike moment operator and Sobel operator to extract sub-pixel coordi-
nates. Breder et al. [11] proposed to use global B-spline model to estimate sub-pixel
edges and remove Gaussian noise very well. Jin et al. [12] used b-spline curve three
times to detect the lung tumor and fitted the tumor edge well. Chen et al. [13] solved
the UAV path planning problem by using the curve B-spline curve.

Based on the above analysis, a sub-pixel edge contour detection algorithm based
on cubic B-spline interpolation is proposed to obtain the sub-pixel edge position of
steel plate.

2 Steel Plate Image Preprocessing

Due to the harsh environment in the steel productionworkshop, poor camera shooting
conditions, on-site moisture, dust and CMOS imaging equipment, etc., will cause
interference to image. If the contour calculation is directly performed, these inter-
ferences will also participate in the extraction of the required features. Resulting in
excessive calculation errors, or inability to extract relevant features, so the image
should be preprocessed.

2.1 Image Filtering

Image filtering can remove noise very well, and common filtering algorithms can be
divided into spatial filtering and frequency domain filtering [14]. Spatial filtering is to
directly process image data on pixel coordinates, while frequency domain filtering is
to first transform images from spatial domain to frequency domain and then transform



Sub-pixel Edge Contour Detection Algorithm Based on Cubic … 31

into the spatial domain after processing. Considering the execution efficiency and
required resources, the spatial domain filtering algorithm is selected in this paper.

This paper uses three spatial filtering methods: mean filtering, median filtering,
and Gaussian filtering to process the original image. In order to better compare the
quality of the three filtering methods, choose the filtering algorithm that is more
suitable for this paper. In this paper, a simple image filtering evaluation standard is
established; that is, a horizontal line horizontal line is drawnat the sameposition of the
steel plate, the pixel of the horizontal line is the x-axis, and the corresponding second-
order grayscale derivative is the y-axis to establish the image grayscale derivative
coordinate system. The comparison effect of the three filtering methods is shown in
Fig. 1.

The part of the original image with large grayscale changes is likely to be the edge
part of the steel plate image, so it should be retained. In the middle is the steel plate
itself, and the fluctuation can be regarded as noise, so it should be eliminated. It can

(a) The original image (b) The Median Filter Image 

(c) The Mean Filter Image (d) The Gaussian Filter Image

Fig. 1 Comparison effect of spatial filtering method
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be seen from the comparison that the effect of median filtering is relatively good, so
this paper chooses median filtering to filter out noise.

2.2 Edge Algorithm Based on Canny Operator
and Threshold Segmentation

The image threshold segmentation method [15] is to classify each pixel in the image
according to the difference in grayscale characteristics between the target in the
image and the surrounding background by selecting an appropriate threshold, thereby
separating the target from the background area separate, extract, and convert the
image from a complex grayscale image to a simple binary black and white image.

Due to the complexity of the actual production environment and the automatic
requirement of steel plate processing, a single threshold value cannot be used for
threshold segmentation. Instead, a dynamic threshold value should be used to enhance
the adaptability of the algorithm to different environments. This paper choosesOSTU
[16], which is σ 2(T ) binarization algorithm based on global adaptive threshold.
According to the grayscale characteristics of the image, the algorithm proposes that
when the segmentation effect is the best, the contrast between the foreground region
and the background region should be the largest, and the standard used in the algo-
rithm to measure the contrast between the two regions is σ 2(T ). The greater σ 2(T )

between the two regions, the greater the difference between the foreground region
and the background region of the image calculated by this threshold. The calculation
of σ 2(T ) is as follows:

σ 2(T ) = ωA(μA − μ)2 + ωB(μB − μ)2 (1)

where μA is the gray mean of the foreground image; ωA the ratio of the number of
pixels in the region to the total number of pixels in the image.μB the grayscale mean
of the background image, and its ratio is ωB . Calculate different σ 2(T ) by constantly
adjusting the value of T.

In order to verify the image segmentation effect of OSTU, the evaluation method
established in this paper is similar to the image filtering algorithm. A horizontal line
is drawn at the same position of the steel plate with different brightness. And the
pixels on the horizontal line are taken as theX-axis, and the corresponding gray value
is taken as the Y-axis to establish the image gray-level coordinate system. The OSTU
processing effect of different image brightness is shown in Fig. 2.

It can be seen from Fig. 2 that OSTU algorithm has better treatment effect on steel
plates with different surface brightness.

The edge detection of the image is based on the discontinuity of image gray level
change and quantifies the gray change rate of each pixel field based on the criterion
that thefirst derivative of the image at the edge is the extremevalue or the zero crossing
of the second derivative. Its purpose is to find the point of grayscale mutation in the
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Fig. 2 OSTU algorithm processing results of different image

image. The Canny edge detection operator is still widely used because of its excellent
detection effect and the optimal performance of step edge-shaped affected by white
noise [17]. Traditional Canny requires manual input of high and low threshold. The
method of determining high and low threshold in Ref. [18] in this paper takes the
global threshold T calculated by OSTU algorithm as the high threshold in the double
threshold of Canny operator, and half of T as the low threshold. The effect diagram
of steel plate edge detection is shown in Fig. 3.

It can be seen from Fig. 3 that the edge detection algorithm based on Canny
operator and threshold segmentation has a better effect on the contour detection of
steel plate. The accuracy of Canny edge detection is pixel level. In order to meet the
increasing requirements of precision in industry, it is necessary to adopt sub-pixel-
level edge detection algorithms.

(a) The Original Image (b) The Canny Edge
 Detection Image

Fig. 3 Renderings of Canny edge detection
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3 Sub-pixel Edge Contour Detection Algorithm Based
on Cubic B-Spline Interpolation

Due to the process, the steel plate produced may have head and tail deformation and
sickle bending deformation. For deformed steel plates, straight lines cannot be used
to directly fit the contour, and a more flexible third-order curve is needed to better fit
the edges.

3.1 B-Spline Curve

The core idea of cubic B-spline is to replace higher-order polynomials with piecewise
lower-order polynomials by continuous joining. A B-spline interpolation curve of
order N is as follows:

P(u) =
n∑

i=0

pi Ni,k(u) (2)

where pi is the coordinate of the control point, and the edge pixel obtained by Canny
edge detection is used here. Ni,k(u) is the basis function, i is the number of nodes,
and k is the degree of the basis function.

The third-order B-spline is sufficient to describe the full shape of the steel plate
and to fit the edge contour well, taking into account the complexity of the steel plate
bending shape in the field environment. Each curve of a cubic B-spline requires four
control points, and each curve is a Bessel curve. The basis function expression is as
follows:

N0,3(u) = 1

6
(1− u)3

N1,3(u) = 1

6
(3u3 − 6u2 + 4)

N2,3(u) = 1

6
(−3u3 + 3u2 + 3u + 1)

N3,3(u) = 1

6
u3 (3)

Substituting (3) into (2) shows that the expression of cubic B-spline is as follows:

P(u) =
n∑

i=0

pi Ni,3(u) = pi N0,3(u) + pi+1N1,3(u) + pi+2N2,3(u) + pi+3N3,3(u),

i = 0, 1, 2, . . . , n (4)
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3.2 Edge Detection Procedure and Experimental Results

The detailed steps of the Sub-pixel edge contour detection algorithm based on cubic
B-spline interpolation are as follows:

(1) The gray value of pixel coordinates of the steel plate edge was detected by
Canny edge. The gray value corresponding to some edge pixel points is shown
in Table 1.

(2) The cubic B-spline interpolation algorithm was used to interpolate the data to
obtain the continuous edge gray distribution.

(3) Each piecewise interpolation function is calculated according to cubic B-spline
interpolation algorithm formula. The interpolation curve is shown in Fig. 4.

(4) Take the second derivative of the function, find the second derivative of both
sides of the edge point, and get the sub-pixel coordinate value chart, as shown
in Table 2. According to the coordinate value, the entire steel plate profile has
been determined.

Table 1 Edge gray distribution

Abscissa of pixel Xi 296 259 233 44 60 88

ordinate of pixel Yi 282 283 312 70 56 39

Gray value Zi 24 37 54 29 35 61

Fig. 4 Cubic B-spline interpolation

Table 2 Sub-pixel coordinates

Sub-pixel abscess Xi 296.002 259.994 233.977 44.5457 60.0846 88.8285

Sub-pixel ordinate Yi 282.858 283.195 29.3844 70.5348 56.1174 39.4053
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4 Conclusions

This paper proposes a sub-pixel edge contour detection algorithm based on cubic
B-spline to detect steel plate contour. There are two innovations in this paper: First,
a method for judging the effect of image filtering is proposed. The filtering effect
is judged by drawing a horizontal line on the same position of the steel plate and
selecting parameters to establish an image grayscale derivative coordinate system.
Secondly, the contour fitting of the steel plate that may be deformed is carried out
through the cubic B-spline to better fit the contour and calculate the corresponding
sub-pixel coordinates to provide data basis for the shearing of the deformed part of
the steel plate. This algorithm can well meet the actual environment’s requirements
for efficiency and accuracy and is of great significance for achieving rapid and high-
precision steel plate contour detection.
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Spectrum Sensing Algorithm Based
on Random Forest in Dynamic Fading
Channel

Zhijun Gao and Xin Wang

Abstract Efficient utilization and energy saving of spectrum is a crucial technology
in 5G, and spectrum sensing is an important foundation and core of efficient utiliza-
tion of spectrum resources. At present, good results have been achieved for spectrum
sensing in Gaussian channels, but in dynamic fading channels, due to fading and
multi-path transmission factors, the spectrum sensing performance is poor. To solve
this problem, this paper first proposes a perceptive system model under dynamic
fading channel, and on the basis of this model, a spectral sensing algorithm based on
the random forest is proposed. The algorithm extracts the fading amplitude gain, the
energy value of the received signal, and the characteristic parameters of the signal
cycle spectrum in the scene of the dynamic fading channel as the sample parameters
to construct the random forest and then senses and classifies the constructed random
forest signals to determine the state of the channel occupancy.

Keywords 5G · Spectrum sensing · Dynamic fading channel · Random forest

1 Introduction

5G is a new generation of the mobile communication system for the development
needs after 2020, which has received extensive attention and research from enter-
prises, research institutes, and universities around the world. Considering that the
current shortage of spectrum resources makes the development of wireless commu-
nication seriously restricted, how to efficiently use the limited spectrum resources
is an urgent problem to be solved in 5G research [1]. Spectrum sensing provides an
important basis for solving this problem and is a new technology that is expected to
alleviate the problem of spectrum resource depletion and low utilization. Currently,
spectrum sensing technology can be divided into three methods: Energy Detection
(ED), Matched Filter Detection (MFD), and Cyclostationary Detection (CD) [2].
The energy detection method is simple and easy to operate, and the computational
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complexity is low, so it has been applied inmany kinds of research. Unfortunately, the
performance of energy detection is poor under low SNR [3]. Cyclic stationary feature
detection can distinguish the non-coherent stationary noise signal energy from the
received signal, and it has good robustness and noise resistance to the detection of
unknown noise variables, so it can be applied to spectrum sensing problems in various
noise environments. However, this algorithm has a high computational complexity
[4]. The matched filter detection method can achieve higher processing gain and
shorter detection time. However, this method needs to obtain the prior information
of the primary user signal in advance. If the information is not accurate enough, then
the performance of matching filter detection will be greatly affected. Besides, there
must be an independent matching filter for each primary user receiver [5].

In recent years, many researchers have studied spectral sensing methods and
achieved good results. In [6], Ahmed et al. proposed a GUESS algorithm with low
complexity and communication overhead to realize efficient collaboration between
sub-users and reduce the impact of network changes on perceived results. In [7],
Ganesan et al. proposed a distributed collaboration spectrum sensing strategy based
on the distance between secondary users and primary users and matched each
secondary user based on the distance between secondary users and primary users,
thus improving the overall perception performance.With the development ofmachine
learning, scholars have begun to use machine learning methods to solve the problem
of spectrum perception. In [8], a feature-based automatic modulation type classifi-
cation algorithm is proposed by using the high-order cumulant as the recognition
feature. These results improve the spectral sensing performance of Gaussian chan-
nels with high SNR to some extent. But in dynamic fading channels, the spectral
sensing performance is poor due to fading and multi-path transmission factors.

In order to solve the above problems, this paper proposes a spectrum sensing
algorithm based on random forest in dynamic fading channel. The contributions of
this paper are as follows:

• A sensing system model in dynamic fading channel is proposed. For any channel,
whether the channel state is idle or not can be reduced to a binary hypothesis
testing model;

• In the dynamic fading channel, the fading amplitude gain ak , the received signal
energy value yn, the mathematical expectation, and variance of the signal cyclic
spectrum characteristics are extracted as the sample parameters to construct the
random forest; and

• The constructed random forest signals are perceived and classified to determine
the channel occupancy state.

The remainder of the paper is organized as follows. In Sect. 2, system model is
described. The proposed algorithm is investigated in Sect. 3 and is well validated
with simulation in Sect. 4. The concluding remarks are made in Sect. 5.
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2 System Model

2.1 Primary User Status Model

For secondary users, their perception of whether the channel is occupied, that is,
whether there are primary users in the channel, can be summarized as a binary
hypothesis testing model.

{
H0 : y(t) = n(t)
H1 : y(t) = s(t) + n(t)

(1)

Under this model, the main user energy and can be expressed by the following
formula.

Ey =

⎧⎪⎪⎨
⎪⎪⎩

M∑
i=1

n2i , H0

M∑
i=1

(ai xi + ni )2, H1

(2)

where M represents the number of sampling points in T s; channel noise n is the
Additive White Gaussian Noise (AWGN), which means that value is 0, and variance
is σ 2. H0 and H1 correspond to the presence and absence of primary user signals in
the detected frequency band, respectively.

The main goal of spectrum sensing is to judge hypothesis testing by receiving
signals and finally determine whether there is a primary user signal in the current
detection cycle. The traditional ED spectrum sensing method sets the threshold
according to certain criteria and compares the received signal energy with the
threshold value to obtain the decision result. However, in time-varying fading chan-
nels, the variation of channel gain with time will undoubtedly greatly increase the
difficulty of threshold determination, thus significantly reducing the spectrumsensing
performance in practical applications. In view of this, this paper not only takes the
received signal energy as the sensing parameter, but also introduces other sensing
parameters to obtain more accurate results.

2.2 Dynamic Fading Channel Awareness System Model

In this paper, it is assumed that time-varying fading channels are subject to Rayleigh
time-slowing fading characteristics; that is, the probability distribution of random
channel gain is Rayleigh distribution.

f (a) = a

σ 2
R

exp

(
− a

2σ 2
R

)
, a ∈ [0,∞) (3)
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where a represents channel gain, and σ 2 represents variance of Rayleigh distribution.
The channel gain is divided into K discrete states (K ≥ 3). If [vK , vk+1) is used to
represent the boundary value of theK-th discrete state channel gain, then the channel
gain corresponding to that state can be defined as follows.

ak =
∫ vk+1

vk
a f (a)da∫ vk+1

vk
f (a)da

, k = 0, . . . , K − 1 (4)

According to the main user’s working state model and the main user’s energy and
expression, the dynamic fading channel awareness system model proposed can be
expressed as

⎧⎨
⎩

Si = f (si )
ak = h(a),

yn = g(a, si , ni )
n = 0, . . . , N − 1 (5)

where Si represents the state of the primary user at time i, and the migration is carried
out according to the specific state function F(·). si represents the signal transmitted
by the primary user at time i, when the primary user signal does not exist, that
is, when the authorized frequency band is free, Si = 0; when there is a primary
user signal, Si = 1. ak represents the amplitude gain of fading channel at time K,
which is updated according to the specific state transfer functionH (·). For cognitive
users, their perceived signal yn is the energy sum of the sampled signal in a specific
observation time window, as shown in Eq. (2). When there is no primary user signal,
the perception signal yn obeys the center chi-square distribution with M degree of
freedom, yn ∼ χ2

M ; when there is the perception signal yn obeys the non-center chi-
square distributionwithM degree of freedom, yn ∼ χ2

M(K ), its non-center parameter
K = M(akxk)2.

3 The Proposed Algorithm

Based on the perceptive systemmodel of dynamic fading channel in Sect. 2.2, a spec-
trum sensing algorithm based on random forest is proposed. The algorithm extracts
fading amplitude gain, energy value of received signal, and characteristic parameters
of signal cycle spectrum in the scene of dynamic fading channel as sample param-
eters for constructing random forest and perceiving and classifying the constructed
random forest signals.

If the received signal has multiple cycle frequencies, then the cycle spectrumwith
the maximum energy is taken as S(k). S(k) obeys the Gaussian distribution.

{
H0 : S(k) ∼ N

(
0, σ 2

0

)
H1 : S(k) ∼ N

(
μ, σ 2

0 + σ 2
s + σ 2

sn

) (6)
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Cyclic spectrum characteristics can be characterized by mean and variance of
Gaussian distribution; that is, when there is no main user signal, the mean value of
characteristic parameters corresponding to S(k) is 0, and the variance is σ 2

0 . When
there is a primary user, the mean value of characteristic parameters corresponding to
S(k) is μ, and the variance is σ 2

0 + σ 2
s + σ 2

sn .
According to the above system model and the analysis of cyclic spectrum param-

eters, the amplitude gain of fading channel ak , the energy of perceptive signal yn, and
the mean and variance of Gaussian distribution that can reflect the characteristics
of cyclic spectrum are obtained as sample parameters. When the primary user does
not exist, the corresponding eigenvector is x0 = (

ak0, yn0, 0, σ 2
0

)
. Otherwise, the

corresponding eigenvector is x1 = (
ak1, yn1, μ, σ 2

0 + σ 2
s + σ 2

sn

)
.

3.1 Random Forest Algorithm

Samples are generated according to the eigenvectors of the presence and non-
presence of the main user, and the sample set G is formed. Using the samples in
G, the random forest is constructed, and the details of the random forest algorithm
are described as following.

Random forest by Leo Breiman (2001) proposed a classification algorithm, which
uses bootstrap resampling technology to repeatedly randomly extract N samples
from the original training sample set N to generate a new training sample set training
decision tree, and then generate M decision trees to form a random forest according
to the above steps. The classification ability of a single tree may be very small, but
after a large number of decision trees are randomly generated, a test sample can
select the most likely classification through the classification results of each tree.
The process of random forest is as follows:

1) N samples were selected from random samples;
2) K features are randomly selected from all the features, and a decision tree is

built based on these features for the selected samples;
3) Repeat the above two steps m times to generate m decision trees and form a

random forest;
4) For new data, after each tree decision, the final vote to confirm which category.

3.2 Dynamic Fading Channel Sensing Algorithm Based
on Random Forest

According to the construction process of the random forest in algorithm 1, the
constructed random forest is used to realize the perception of the occupying state of
the primary user signal to the channel.
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Dynamic fading channel sensing algorithm based on random forest called DFCS-
RF is proposed in this section

The fading amplitude gain, energy value of received signal and characteristic
parameters of signal cycle spectrum are extracted in the H0 and H1 respectively.
According to these parameters, positive and negative samples are generated, in which
positive samples correspond to the channel state in H1 and negative samples corre-
spond to the channel state in H0. Then, according to the process of the random forest,
the random forest is constructed and used to classify and detect the samples.

4 Simulation Results

In this section, simulation results of detection performance of spectrum sensing
method inRayleigh fading channel are given.Wefirst conduct simulations to compare
the performance of detection probability (Pd) under ourDFCS-RFalgorithmwith two
classic algorithms, sensing algorithm based on Support Vector Machine (SVM) and
ArtificialNeuralNetwork (ANN).BPSKandOFDMare used as primary user signals.
ANNadoptsBPneural networkwith two input nodes, ten hidden layer nodes, and two
output nodes. SVM classifier adopts cross-validation method, C = 50, σ = 0.875.
The number of random forest decision trees is K = 100.

It is shown, in Fig. 1, that the comparison of detection rates of the proposed
algorithm, ANN algorithm and SVM algorithm for BPSK signal under different
SNR environments. As can be seen from the figure, when the SNR is −15 dB, the
detection rate of the proposed DFCS-RF algorithm is 0.87, and that of the ANN
and SVM algorithms is 0.58 and 0.69, respectively. The detection rate of DFCS-RF
algorithm is 29% higher than that of ANN algorithm and 18% higher than that of
SVM algorithm. When SNR is −20 dB, the detection rate of DFCS-RF algorithm,
ANN algorithm, and SVM algorithm is 0.73, 0.31 and 0.43, respectively. Compared
with ANN algorithm and SVM algorithm, the detection rate of DFCS-RF algorithm
is improved by 42% and 30%, respectively.

Figure 2 shows that when OFDM signals appear, the detection rate of each
algorithm is analyzed, and the detection rate of the proposed DFCS-RF algo-
rithm decreases from 0.96 to 0.73 with the decrease of SNR. The detection rate
of ANN algorithm decreased from 0.85 to 0.36. The detection rate of SVM algo-
rithm decreased from 0.89 to 0.50. The detection rate of the proposed algorithm is
significantly higher than that of the comparison algorithm.

The above results show that the proposed DFCS—RF algorithm has good detec-
tionperformance, the algorithmcan effectively extract the characterizationof primary
user signal characteristics of four parameters as sample parameter, and by using the
random forest factors such as noise has the very good tolerance, not easily seen fitting
phenomenon, etc., and thus effectively to achieve the dynamic spectrum sensing
under the fading channel.
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Fig. 1 Probability of detection of the proposed algorithm versus ANN, SVM, and DFCS-RF
algorithms for BPSK

Fig. 2 Probability of detection of the proposed algorithm versus ANN, SVM, and DFCS-RF
algorithms for OFDM
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5 Conclusions

Spectrum energy saving is a crucial issue in 5G development. Based on spectrum
energy saving, this paper proposes a random forest-based spectrum sensing algorithm
for spectrum sensing under the scenario of dynamic fading channel. Based on the
sensing system model of the dynamic fading channel, fading amplitude gain, energy
value of received signals, and characteristic parameters of signal cycle spectrum in
dynamic fading channel scenes are extracted as sample parameters for constructing
randomforest in the algorithmandperceived and classifiedby the constructed random
forest. Simulation results show that the proposedDFCS-RF algorithm in the dynamic
fading channel has good perceptive performance.
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A Study on Escape Path Planning
of Multi-Source/Multi-Sink for Public
Buildings

Yi Zhang, Tianqi Liu, Chi Wang, and Chenlei Xie

Abstract With the development of urbanization and the rise of commercial center,
the complex internal structure of public commercial buildings and the high density
of people make the evacuation of people more aimless, and accurate path planning
plays an important role in escape and evacuation. Dijkstra algorithm can only satisfy
the single point to single point shortest path planning situation and cannot actually
solve the shortest path planning problem with many source points and sink points.
Thus, this paper studies the shortest path of escape with multi-source/multi-sink,
and proposes an improved Dijkstra algorithm, which can solve the shortest path
planning task of escape from multi-source point to multi-sink point and has fast and
efficient characteristics of the original Dijkstra algorithm, thus improving the escape
efficiency of personnel. In the end, this paper simulates the improved algorithm using
the data of different distribution density of different people. The experimental results
show that the proposed algorithm ismore practical for the shortest path planning from
multi-source to multi-sink under the condition of relatively dispersed personnel.

Keywords Dijkstra algorithm ·Multi-source/multi-sink (MSMS) · Algorithm
optimization · Path planning

1 Introduction

With the development of economy, the volume and function of buildings are
increasing, and the structure is becoming more and more complex. Nowadays, large
buildings often carry a large number of people who engage in various kinds of work
for a long time. It is worrying that the complexity of the structure of the building
makes the personnel in the interior often unable to move to a safe place in time

Y. Zhang · C. Xie (B)
Anhui Province Key Laboratory of Intelligent Building and Building Energy Saving, Anhui
Jianzhu University, Hefei, China
e-mail: 1033904749wc@gmail.com

T. Liu · C. Wang
School of Electronic and Information Engineering, Anhui Jianzhu University, Hefei, China

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Y. Li et al. (eds.), Advances in Simulation and Process Modelling,
Advances in Intelligent Systems and Computing 1305,
https://doi.org/10.1007/978-981-33-4575-1_6

47

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4575-1_6&domain=pdf
mailto:1033904749wc@gmail.com
https://doi.org/10.1007/978-981-33-4575-1_6


48 Y. Zhang et al.

when they encounter emergency disasters such as fire, thus causing certain casual-
ties. Therefore, in order to reduce or even avoid such a thing, we need to design a safe
evacuation algorithm strategy, so that in the event of an emergency, the relevant insti-
tutions can conduct timely and effective path guidance to a large number of people
in the building according to the algorithm strategy, so that people can evacuate in the
shortest time through a safe route.

For the research about the path selection strategy, the Dijkstra algorithm [1] refers
to the idea of greedy algorithm, which the source node traverses each node in the
search graph until it reaches the target node, so that the shortest path from the source
node to each node including the target node in the graph is obtained. And because
Dijkstra algorithm ismore usable and accessible,many scholars, based on the original
algorithm, have proposed their own ideas about how to use or improve the Dijkstra
algorithm. Gbadamosi and Aremu [2] noticed that sometimes finding the shortest
path could cost huge energy, so they modified the Dijkstra algorithm by entailing a
specially designed text file to get the alternate routes. And by comparing with the
classical algorithm, the outcome of the new method was more effective. Deng, et al.
[3] discussed how to properly use the Dijkstra algorithm under an uncertain envi-
ronment, especially when the parameters are all fuzzy. And by adopting the graded
mean integration representation of fuzzy numbers, they successfully improved the
classical Dijkstra algorithm, and got a good outcome. And Fusic, et al. [4] also tried
to implement Dijkstra algorithm in the mobile robot to let it find the most efficient
path under the complicated environment. They modified the parameters of Dijkstra
algorithm and adopted V-REP simulation software, the results were inspiring, and
this proposed method could be used for path planning of robots. In this paper, we
will discuss a new method to deal the multi-source point to multi-sink point problem
by improving the Dijkstra algorithm.

2 Dijkstra Algorithms and Building Models

2.1 Dijkstra Algorithm

Dijkstra algorithm is proposed by Edsger Wybe Dijkstra in 1959 to find the shortest
path of single point to single point [5], which is mainly used to solve the problem of
finding the shortest path between vertices in directedweight graph. The algorithmhas
been used to build the intelligent fire evacuation system [6]. In addition, the algorithm
adopts greedy algorithm strategy, which means that each time it will traverse to the
node, which has not been visited, with the least distance from the source node, then
one round of traversal is terminated. This will be repeated until searching to the sink
point. According to the weight of the edge connected between vertices, the value
of the distance between each vertex, which has been traversed, and corresponding
source node is stored or updated, which can be used to update the “backtracking” of
the weights.
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The basic idea of Dijkstra algorithm is that first supposing a formula, named
G = (V, E), where G is used to represent a weight graph, which there are some
connected edges, vertexes allwith positiveweights in it, andV E are used to represent
the vertex set and the edge set, respectively. Then, dividing V into two groups, one
group is named as S, where S is the vertex set that storing the node whose shortest
path to the source node has been found, and the source node is represented as V0.
At the beginning, there is only V0 in S, which can uses the formula, S = {V0}, to
represent. Then, a new vertex, whose shortest path to V0 has been obtained, is added
to S after each traversal. This loop will be continued until all vertexes in G are added
to S, and if there are n nodes, the algorithmwill have the n rounds. The other group is
named asU , whereU is the vertex set that used to store the node whose shortest path
to V0 has not been found, which can uses the formula, U = {V1, V2, V3, . . . , Vn}, to
represent, which also means that all vertexes except V0 are in U at the beginning.
During each traversal, the length of the distance from each vertex in U to V0 is
arranged in an increasing order, and the vertex which has the smallest length will
be selected to join S. In addition, each vertex corresponds to one particular length
weights, which uses Vk to represent. And for one vertex in U , if it is found that the
weights obtained from the previous rounds are greater than those obtained from the
current traversal, then the number of the weights will be updated. The algorithm also
stipulates that the length corresponding to each vertex in S set is the shortest distance
from the source node to each of them. And the length corresponding to each vertex
in U is the current shortest distance from the source node to each of them, which is
determined only by the current conditions.

2.2 Building Mathematical Model Construction

Building a reasonable mathematical model is the prerequisite for the effective evac-
uation simulation. The core of the algorithm is how to choose the optimal path to
reduce the evacuation time, and it should also limit the number of people. However,
only the length weight of the edge is defined in the original Dijkstra algorithm, the
edge, or saying corridor in fact, usually has the limited ability of carrying people.
For that reason, based on the original length weight, we define the capacity weight
to form the binary weight of the edge. In addition, we also adopt the method of
two-dimensional model to find the path in the form of topological map. This map
consists of nodes and edges, where nodes represent rooms, exits, etc., and edges
represent corridors, passage, etc. To better clarify things in the map, we define some
parameters. First, Npi is the position of a vertex, named i , which can also represent its
coordinate, (xi , yi ). And Ci j is used to represent the capacity of path, which means
themaximum number of simultaneous evacuees allowed in the path from i to another
vertex, named j .W and f p are used to represent the adjacency matrix of all the path
and the position of fire points, respectively. nk means the number of people now
still in the fire point, named k. T is the total time consumed by the completion of
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the evacuation. And v is the average speed of evacuees. And at the beginning of the
algorithm, we will initialize all these parameters, and the process is shown in Fig. 1.

Fig. 1 Flowchart of parameters’ initialization
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3 Improved Dijkstra Evacuation Path Algorithm Design

3.1 Multi-Source/Multi-Sink Design

Typically, buildings have multiple emergency exits. And whether these buildings
are used for office operations or commercial catering, people in them will not just
gather in one place, but often disperse in many areas [7]. Therefore, when there is an
emergency happening in the building, people in many internal areas all will need to
be evacuated. In that case, both exits of building and internal areas with many people
are more than one, so we need to consider a situation named multi-source/multi-sink
(MSMS) [8]. And this paper designs an evacuation algorithm for MSMS building
emergency based on Dijkstra algorithm, using Dijkstra algorithm to plan the shortest
path. Dijkstra algorithm uses traversal as the way of searching, the shortest distance
from the source point to the target node in the topology which can be found after one
round. So at the beginning of our algorithm, the shortest path from each source point
to each sink point is found by multiple calls of the Dijkstra algorithm, then these
paths are sorted to find the shortest path out. By constantly looking for the shortest
path, the personnel can be quickly allocated at the same time in order to make full
use of the escape path, so as to solve the MSMS evacuation problem.

3.2 Algorithm Designed

Considering that the original algorithm used alone can only deal with the path
searching problem of single point to single point, which cannot really meet the
needs of evacuation in real life. So we take “using more escape paths in the shortest
time” as the main idea of our algorithm. And this algorithm is implemented by two
modules, which are first round of allocation and second to N round of allocation.

(1) First round of allocation
In the actual process, if the path allocation is used properly, there will be a higher
probability that the all people can be allocated at once.
First we need to judge whether there is still at least one path that is accessible
to exits and whether there is still a person who needs to escape at the fire point.
And if so, we will call Dijkstra algorithm to traverse the path between each
fire point and exit to find the shortest path. Then the minimum capacity of the
whole path, which uses Cmin to represent, will be allocated, and the Ci j and
Wwill be updated. Finally, until all paths are occupied or all personnel have
been evacuated, the first round is over. The specific process is shown in Fig. 2:

(2) Second to N round of allocation
Because there might be too many people in the building, the allocation cannot
be down just in the first round. Therefore, we need to design second to N round
to evacuate people. And first, we need to release the path capacity consumed by
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Fig. 2 First round allocation flowchart

the path which takes up the least escape time among all the paths allocated in
the first round, and we use Ptmin to name it, and add the evacuation time to the
time list. Then theW , path capacity and remaining number of fire points will be
updated, and the same process as in the first round of the evacuation will also be
continued. At last, either iteration will end when the exits are all not accessible,
and then, the algorithm will enter the next round or the algorithm is over and
outputs the evacuation time when there are no remaining personnel at the fire
points. The specific process is shown in Fig. 3.
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Fig. 3 Second to N round of allocation

4 Simulation Study and Performance Analysis

4.1 Simulation Scenario Description

In order to test the practicability of the algorithm, this simulation selected a commer-
cial market as an example.1 The mall has six safety exits and several internal areas.
As the layout is complex, like that all kinds of stores, counters, corridors are mixing
together, whichmakes the recognition very difficult, so in the topologymap construc-
tion, we selected 17 internal typical areas, representing as nodes, and 38 paths to carry
out the simulation of the algorithm [9]. The specific topology is modeled in Fig. 4:
(circular nodes are internal regions and square nodes are emergency exits).

Under the condition that the algorithm can basically realize the evacuation of
people in buildings, in order to further verify the performance of the algorithm, we
have carried out the tests on different population density distribution with different

1The simulation study of this research work has been conducted with approval obtained from the
owner of one market in Fuyang, China.
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Fig. 4 Simulation building topology

number of people. And we also adopted the basic Dijkstra algorithm, which uses
the way of single source to single sink, to compare with the improved algorithm
under the same distribution. And the main focus of these tests are comparing the
performance of above two algorithms under the different conditions and judging
the influence of the difference in population density distribution on the simulation
results. In addition, this paper designs two situations of crowd concentration and
crowd dispersion, and simulates the evacuation process under the condition that the
total number of evacuees is 180, 300, and 450, respectively.

In addition, in order to make the simulation of the evacuation algorithm be more
realistic, this algorithm is preset in the following conditions:

(1) The location of the fire point and the distribution of the escape personnel are
always initialized in a disorderly and random manner to ensure that the evacuation
results are not affected by the regular distribution of the personnel;

(2) This algorithm is defined as a simulated evacuation drill. In the case of simula-
tion, it is easier for people to calm down, thus avoiding the possibility of making
thewrong choice. In addition, the simulation drillmakes peoplemore likely to follow
the route planning made by the algorithm, so as to better test algorithm performance;

(3) In the evacuation simulation, the relevant personnel need to be evacuated in
the form of trot to reduce the impact of the travel speed on the overall evacuation
completion time. Taking into account the different physical fitness of individuals, so
the speed of people in this simulation will take a fairly average value of 2 m/s, and
evacuees, on the same round, in the same path will act together at the same time.
After the path has been determined, the time required for the evacuation is obtained
by subtracting 2 m/s from the path length.
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4.2 Simulation Results

When the final result is output, each path determined in each round is shown by
outputting a topology path selection diagram. The total output of the three simula-
tions is 76 graphs, because of the limited space, here only random displaying of the
distribution under the number and density of various people. The simulation results
are shown in Figs. 5 and 6.

Fig. 5 Second time of allocation in the first round with 180 people in the state of dispersion and
the fifth time of allocation in the first round of 180 people in the state of concentration

Fig. 6 Second time of allocation in fifth round with 300 people in the state of concentration and
the tenth time of allocation in the first round with 450 people in the state of concentration
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Fig. 7 Performance comparison of MSMS algorithm and Dijkstra algorithm

4.3 Simulation Performance Analysis

Both the improved algorithm and the basic algorithm conducted simulation tests in
the MATLAB. And the results are shown in the form of a statistic chart as in Fig. 7
(the improved algorithm is named as MSMS algorithm).

From the chart, we can clearly see that theMSMS algorithm performsmuch better
than the basic Dijkstra algorithm under different conditions. And by computing all
the records, which records of MSMS algorithm are, respectively, 66.184 s, 60.000 s,
47.000 s, 37.621 s, 30.000 s and 18.028 s, and the records of Dijkstra algorithm are,
respectively, 90.000 s, 191.962 s, 122.127 s, 146.446 s, 64.185 s, and 43.762 s, we
concluded that the performance of MSMS algorithm is improved by 154% than
the basic Dijkstra algorithm.

And by comparing the total evacuation time of the tests, which use the MSMS
algorithm, we find that the performance of the MSMS algorithm designed in this
paper is more outstanding and excellent in the state of dispersion, so it is more
suitable for the evacuation in buildings with people in the state of dispersion.

5 Conclusion and Prospect

This paper improves theDijkstra algorithm from some aspects. First, the shortest path
from each source point to each sink point can be obtained by calling multiple times,
and then, the shortest path in the global sense can be obtained by sorting. Second, the
paths in the graph all have the corresponding carrying capacity. Therefore, except
the basic weight of the edge length, the algorithm also defines the weight value of
path capacity according to the actual situation and adopts the method of minimum
capacity. Finally, the suitable paths are selected by twomodules named the first round
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of allocation and the second to N round of allocation, so as to solve the multi-source
point to multi-sink point personnel escape route planning problem. At the same time,
this paper selects a shopping mall as the modeling object and simulates the actual
path selection and output of the algorithm under different personnel distribution,
and finally draws the conclusion that the improved algorithm designed in this paper
has better performance under the condition of disordered dispersion of personnel
distribution.

The current research in this paper focuses on the algorithm improvement of the
theoretical model, and fails to add the unstable factors caused by the subjective
blindness of the crowd and the environmental interference factors of the integrated
buildings of business and residence buildings. Therefore, it is necessary to consider
the prediction of crowd behavior model [10] and the simulation of complex commer-
cial and residential environment in the future research to make the algorithm more
in line with the needs of real life.
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Design of 3D Building Model Based
on Airborne LiDAR Point Cloud

Maohua Liu, Manwen Li, and Jiahua Liang

Abstract Airborne LiDAR is a new technology that can quickly obtain high-
precision 3D information on the ground and ground objects. The accurate 3D spatial
coordinate information and DSM data it obtains provide a new and effective obser-
vation method for the establishment of a smart city 3D model. How to obtain useful
terrain information and feature information, and to study the application of point
clouds in the construction of smart cities is a problem we need to solve. According to
these problems, we propose a method for building extraction and 3D reconstruction
using LiDAR point clouds. First, we process the airborne laser point cloud and then
fit the roof plane by clustering the roof plane point cloud, and finally determine the
outer boundary of the roof and the boundary of each plane, and use the boundary
to obtain the three-dimensional coordinates of each corner of the roof to reconstruct
three-dimensional model of the building. In addition, it explores the design methods
and operations of different building 3D models and compares the effects of the two
modeling methods.

Keywords Airborne LiDAR · 3D modeling · Point cloud

1 Introduction

Cities are the areas with the most frequent production and living activities. With the
acceleration of the construction of smart cities inChina, the changes and development
of cities are also changingwith each passing day [1]. Buildings as urban infrastructure
are themost critical landmark information for cities, and they are also the basic spatial
data information required for the construction of smart cities and other projects
[2]. Traditional two-dimensional plane information can no longer meet people’s

M. Liu · M. Li
School of Transportation Engineering, Shenyang Jianzhu University, Shenyang, China

J. Liang (B)
Shenyang Geotechnical Investigation and Surveying Research Institute Co., Ltd., Shenyang, China
e-mail: hyukcici@163.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Y. Li et al. (eds.), Advances in Simulation and Process Modelling,
Advances in Intelligent Systems and Computing 1305,
https://doi.org/10.1007/978-981-33-4575-1_7

59

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4575-1_7&domain=pdf
mailto:hyukcici@163.com
https://doi.org/10.1007/978-981-33-4575-1_7


60 M. Liu et al.

needs, and city three-dimensional data, especially three-dimensional building data,
is becoming more and more important [3]. How to obtain the high-precision digital
elevation model data and building model of the required target area quickly and in
large quantities is the focus of current research.

The LiDAR system has a wide range of applications. It can directly obtain the
3D coordinate information of the surface points of the target object through the
observation data such as position, angle, and distance to realize surface extraction
and 3D scene reconstruction [4]. It can be used in urban construction, cultural relics
restoration, forestry planning, and other fields [5]. The obtained LiDAR point cloud
contains rich natural and artificial feature information, mainly including vegetation,
buildings, roads, green spaces, and other features [6]. How to extract the building
information we need from the numerous laser point clouds has been a hot spot
of research. Vosselman and others at Delft University in the Netherlands used 3D
Hough transform to obtain a plan image of a building to achieve the purpose of
three-dimensional reconstruction of the building [7]. Li Shukai and others used DSM
combined with images to extract the building borders, which were implemented in
three steps, followed by laser ranging point analysis, shadow analysis, and building
boundary reconstruction [8]. Liang Xinlian uses a split-based minimummean square
error line segment approximation method to extract building contours from discrete
LIDAR data. This experiment will study the method of building 3D modeling [9].

3D building modeling is divided into four sub-modules: building point cloud
extraction, roof patch segmentation, building model, and automated modeling. First,
the point cloud data is spliced, cropped, and denoised. Then, the building point cloud
extraction, roof patch segmentation and other steps are performed, and finally the
building ismodeled.Anothermethod is to import the processed point cloud intoRevit
software after initial processing of the data. Use window family and door family to
manually construct 3D models of buildings, and import external family for detailed
building modeling.

2 Airborne LiDAR Point Cloud Processing

In order to construct a three-dimensional model of a building, a series of processing
must be performed on the acquired point cloud data, such as point cloud denoising,
filtering, and building point cloud extraction [10].

2.1 Point Cloud Denoising

In the process of acquiring point cloud data, due to the defects of the scanner
itself, environmental interference and other factors, the point cloud often contains
many noise points. The process of removing these noise points is called point cloud
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denoising [11]. The effective value and noise of the point cloud have similar charac-
teristics. The effective value reflects the unique characteristics of the target surface,
but the noise is useless interference information.When dealing with actual problems,
it is difficult to accurately identify the effective value and noise. Therefore, in the
process of processing point cloud data, it is very important to maintain the unique
characteristics of the target information. We need to identify the noise in time and
then reduce it. In the experiment, we use a denoising algorithm based on the statis-
tics of the local spatial distribution of the point cloud and mark the points with large
differences between the local point density and the overall point density as noise
points and remove them.

2.2 Point Cloud Filtering

Filtering is an important part of LiDAR point cloud preprocessing. Its purpose is
to separate ground point cloud and non-ground point cloud, so as to provide data
sources for data post-processing such as obtaining DEM and digital elevationmodels
[12]. The main idea of morphological filtering is to use the corrosion and expansion
operations in mathematical morphology to remove the higher point cloud in the point
cloud and retain the lower point cloud to achieve the purpose of extracting ground
points. After filtering, the results are ground point cloud and non-ground point cloud
are shown in Figs. 1 and 2.

3 3D Modeling of Buildings

Three-dimensional building modeling includes four sub-modules: building point
cloud extraction, roof patch segmentation, building model construction, and auto-
mated modeling. First, we perform initial processing such as splicing, cropping, and

Fig. 1 Ground points after
processing
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Fig. 2 Non-ground points
after processing

point cloud denoising on the point cloud data. Then we perform point cloud filtering,
building point cloud extraction, roof patch segmentation and other steps, and finally
model the building.

3.1 Building Point Cloud Extraction

Use normal vector to detect non-ground point data for building wall point cloud
data. Vegetation points are removed by the intensity of the point cloud and the angle
between the normal vector and the Z-axis, and then non-ground point data clustering
and ground point data interpolation [13]. Finally, the separation of the building roof
point cloud is by separating the building area and height information, and the results
are shown in Figs. 3 and 4.

Fig. 3 Ground point clouds
and non-ground point clouds
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Fig. 4 Building point clouds

3.2 Roof Patch Split

There are two methods of roof patch segmentation for building point cloud, the
normal vector method and the RANSACmethod. Generally, the normal vector distri-
bution of the roof patch point cloud is consistent [14]. The normal vector method
uses this feature to segment the roof patch. The parameter setting options and specific
thresholds can be set in combination with data and prior knowledge. RANSAC is
an effective and robust estimation algorithm, which has a certain inhibitory effect
on noise points, and can better segment the roof patches in the building point cloud
data. This method is to find the best-fitting plane through repeated iterations. After
clustering, the segmented roof patches are obtained. Segmentation results are shown
in Figs. 5 and 6.

Fig. 5 Normal vector
segmentation result
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Fig. 6 RANSAC
segmentation result

3.3 3D Modeling

To process the results of the above process, first extract the boundary point clouds
of the two layers, respectively, then extract the boundary line and the ridge line, and
regularize, then construct the roof polygon, and finally combine the ground elevation
to obtain the building model; the result is shown in Fig. 7.

4 3D Modeling with Revit

Using the Revit2019modelingmethod is to perform the initial processing of the data,
and build the 3D model of the building manually by manual methods, and perform
finemodeling of the building by using thewindow family, door family, and importing
external family of the building.

Fig. 7 Building model result
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Fig. 8 Elevation results

Fig. 9 Result of establishing coordinate system

4.1 Grid and Elevation Establishment

Construct grids and elevations, as much as possible to establish an elevation for each
floor plan, which is convenient for subsequent construction of the model, and can
be fine-tuned to make the elevation line coincide with the floor plan. The result is
shown in Fig. 8.

By moving and rotating functions, the corner of the building is placed at the
intersection of the grid, one side is attached to the grid, and the point cloud of the
building edge is placed parallel to the grid. The final result is shown in Fig. 9.

4.2 Construction of Building Exterior Walls, Floors,
and Roofs

Select the “wall” function key to draw a line along the outer contour of the building
point cloud to draw a closed geometry. Each side can be fine-tuned to make the outer
wall line coincide with the building point cloud contour line and set the wall height
to the previously established. At all levels of elevation, the walls of the building are
completely drawn. Select the function key “floor” to start building the floor, pick up
the building exterior wall line to automatically generate the floor.
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Fig. 10 3D view of exterior
wall results

Fig. 11 3D view of roof
results

Select the function key “roof” to start building the roof, pick up the exterior wall
line of the building, and control the bottom elevation, the bottom offset from the
elevation, and the roof slope through the constraint function. After the adjustment is
correct, click OK to automatically generate the roof. The results of wall and roof are
shown in Figs. 10 and 11.

4.3 Construction of Building Doors and Windows

By loading the family, selecting the appropriate doors and windows, and selecting
the function key “window” to start building doors and windows, and by changing the
type attributes to change the doors and windows to the appropriate size, the result is
shown in Fig. 12.
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Fig. 12 Door and window
construction results

4.4 Building 3D Model Results

In the experiment, the method used in the previous experiment was used to process
the denoising, filtering, and classification of the point cloud data, and the required
point cloud data of the target building has been extracted. Taking the building point
cloud as the research object, the Revit software is used to construct the 3D model
of the building based on manual operation. The model results are shown in Figs. 13
and 14.

However, the roofs of complex and irregular buildings are mostly polygonal or
curved, and the relationship between the edge of the roof of the building and the
direction of the main axis of the building is not fixed. It may be neither parallel nor
perpendicular to each other. In the existing building 3Dmodel construction methods,
somemethods are defaulting that each edge of the roof of the building is perpendicular
or parallel to the direction of the main axis of the building. For a building that is
completely asymmetrical, it cannot be determined. Direction, and for most irregular
and complex roofs, the edges are not necessarily parallel or perpendicular to themain
direction.

The structural structure of buildings in real life is generally cumbersome.The basic
building 3D model construction method can never meet the needs of 3D modeling
of most buildings in life. Considering that there are many irregular and complicated

Fig. 13 Right view of the
3D model
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Fig. 14 Stereo view of 3D
model

building roof shapes in real life, based on the basic building 3D model construction
method, a method that can construct a complex 3D building model is redesigned.

5 Conclusions

In the 3D building model construction experiment, the airborne LiDAR point cloud
is the main research object. It analyzed the characteristics of the data obtained by the
airborne LiDAR system and used a series of LiDAR point cloud data filtering and
classification methods for processing. Finally, it carried out the research on building
extraction and 3D modeling based on LiDAR point cloud. The main conclusions are
as follows:

1. Taking the extracted building roof point cloud as the research object, a 3D
building reconstruction method based on LiDAR point cloud is proposed. By
clustering the roof plane points, fitting the roof plane, determining the outer
boundary of the roof, and the boundary of each plane, so as to obtain the three-
dimensional coordinates of each corner of the roof to reconstruct the three-
dimensional model of the building. Experimental results show that this method
not only reconstructs simple and regular buildings better, but also reconstructs
buildings with complex roof planes and irregular structures.

2. Comparing the two experiments, the three-dimensional model of the building
constructed by fitting the roof and then modeling method mentioned in the paper
has better roof effect, lower side accuracy and can be automatically modeled, but
it depends more on computer hardware configuration and point cloud data. No
resultswhen running.The3Dmodel of the building inRevit2019 is finemodeling,
and the accuracy of the roof side is not much different. Manual modeling is not
required. The model can be adjusted according to the needs, which is more
suitable for the mass production of simple models.
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Research on the Connection Performance
of SMA Pipe Coupling for Sports
Equipment

Xudong Yang, Fan Gu, Yuyu Zhang, and Yuhan Jiang

Abstract Based on the constitutive relation of shapememory alloy (SMA) proposed
byAuricchio and Taylor, a numerical simulation studywas carried out on the connec-
tion performance and the functional failure mechanism of SMA pipe coupling, and
the effect of interference magnitude, the wall thickness of SMA connector on the
stress distribution and tensile strength was investigated. The simulation result shows
that with the increase of interference magnitude, the Mises stress of the SMA pipe
coupling increases accordingly, as well as the ultimate pullout load increases. With
the increase of the wall thickness of SMA connector, the Mises stress of the SMA
connector decreases, whereas the Mises stress of connected steel pipe increases.
Furthermore, it is suggested that the gradual internal chamfer should be machined
at both ends of SMA connector to alleviate the stress concentration. To improve the
connection performance and the tensile strength of SMA pipe coupling, it should
take into consideration concurrently to the increase of the wall thickness and the
length of the SMA connector to avoid the yield failure of steel pipe.

Keywords Shape memory alloy · Pipe coupling · Connection performance ·
Constitutive relation · Numerical simulation

1 Introduction

In the early 1940s, Olander discovered the shape memory effect in Au-Cd alloy for
the first time, after that scholars successively discovered the shape memory effect
in Cu-Sn alloy and Cu–Zn alloy. At present, with the advantaged characteristics
of shape memory effect, super-elasticity, fatigue resistance, corrosion resistance,
high damping, and high resistance, the shape memory alloy (SMA) has been widely
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Fig. 1 Application of titanium alloy in sports products

applied in the fields of aerospace, civil engineering, machinery, medicine, bioengi-
neering, sports equipment, and so on [1–5]. According to statistics, 16–20% of the
total titanium alloy is used in sports and leisure products, becoming the third largest
application market of titanium alloy, such as golf clubs, tennis rackets, badminton
bats, fencing masks, sprinting shoe nails, climbing tools, diving suits, fishing tackle,
tent poles, racing parts, and so on, as shown in Fig. 1.

Some sports products make use of titanium alloy on its characteristics of high
strength, lightweight, and super-elastic properties, such as titanium alloy golf clubs
with lightweight can improve golfer’s hitting ratio and hitting distance significantly,
the titanium alloy handle applied on tennis rackets and badminton bats can increase
the instantaneous inertia force and striking force effectively, and racing bike parts
produced by titanium alloy can reduce the weight and wind resistance concurrently.
On the other hand, some sports products make use of titanium alloy on the shape
memory effect. For example, the mechanical vibration of automobile gearbox occurs
at elevated temperature due to the different thermal expansion coefficient of each gear,
SMAgasket on the driving shaft can provide elastic recovery force constantlywith the
increase of temperature, which can improve the fastening force and reduce running
noise. For another example, the traditional automotive oil pipe joint usually adopts
welding technology, and the corrosion protection layer on the inner surface near the
welding seam is easy to fail at elevated temperature. As an alternative product, SMA
automotive pipe coupling can effectively avoid corrosion leakage, and the shape
memory effect guarantees it good connection performance at elevated temperature.

At present, scholars mainly concentrate on the perspective of metallography
and microstructure and have carried out the studies of SMA on the evolution
of microstructure, phase transformation, magnetization behavior, shape memory
behavior, and its influence factors such as annealing time and transformation temper-
atures. [6–11]. With the characteristic of shape memory effect and recovery driving
force, Ni–Ti SMA and Fe–Mn–Si SMA are beginning to be used in pipe coupling of
sports automobile and airplane [12]. Comparatively, from the point of macroscopic
mechanical, the researches on the connection performance of SMA pipe coupling
is insufficient. Zhang et al. [13, 14] and Gu et al. [15] carried out experimental and
numerical researches on the connection performance of SMA pipe coupling and
proposed the influence of wall thickness and inner diameter on the radial compres-
sive stress of SMA pipe coupling. Jin et al. [16] studied the influence of predeforma-
tion temperature on the recovery performance of Ni–Ti–Nb SMA pipe joint. Chen
et al. [17] conducted numerical research on the relationship of Ni–Ti–Nb SMA pipe
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Table 1 Geometric parameters of SMA pipe coupling model

SMA pipe
connector

Outer
diameter/mm

Inner
diameter
/mm

Wall
thickness/mm

Inner diameter
before
expanding/mm

Prestrain/%

41.2 37.1 2.0 1.5 1.5

Connected
steel pipe

Outer
diameter/mm

Inner
diameter
/mm

Wall
thickness/mm

Fit
clearance/mm

Interference
magnitude
/mm

36.78 34.78 1.0 0.160 0.115

coupling between radial stress, tension force, and temperature. Due to the complexity
of the constitutive relation of SMA, the research on the connection performance of
SMA pipe coupling was mainly conducted by experiment. In this paper, based on the
constitutive relation of SMA proposed by Auricchio and Taylor [18], the numerical
research was investigated on the stress distribution and failure mechanism of SMA
pipe coupling, in order to provide the theoretical reference to the optimization design
of SMA connector.

2 Numerical Model of SMA Pipe Coupling

According to the geometric parameters in Table 1, the numerical model of SMA pipe
coupling was developed, and the axisymmetric solid element CAX4R was adopted
for representing SMA connector and connected steel pipe. Due to the axisymmetric
characteristics of the SMA pipe coupling, the generatrix model was adopted to estab-
lish.According to the constitutive relation of SMAproposed byAuricchio andTaylor,
the SMA material parameters were evaluated as shown in Table 2 and Fig. 2, where
EM and EA are the elastic modulus of martensite and austenite, respectively. At the
reference temperature, σ S

TL and σ E
TL are the starting critical stress and the ending crit-

ical stress in the process of tensile loading, respectively, σ S
TU and σ E

TU are the starting
critical stress and the ending critical stress in the process of unloading, respectively,
and σ S

CL is the starting critical stress in compressive loading process.

3 Connection Performance Analysis

3.1 Stress Distribution Analysis

When two steel pipes and SMA connector were assembled together, the SMA
connector was heated to the predefined temperature of 600 °C. With the process of
reversemartensitic transformation, SMAconnector deforms to its original dimension
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Fig. 2 Setting in ABAQUS of the material parameters and hyper-elastic parameters of SMA

and makes two steel pipes connect together as a whole. The Mises stress distribution
nephogram of SMA pipe coupling can be obtained, as shown in Fig. 3.

According to the symmetry of SMA pipe coupling model in axial direction, the
semi-structure in axial direction was selected as analysis object, and the radial stress
nephogram and the circumferential stress nephogram of SMA pipe coupling are
shown in Fig. 4. It can be seen that the radial stress of SMA connector is distributed
evenly along the axial direction and decreases gradually along the radial direction
from inner surface to outside surface, and the radial stress of connected steel pipe is
distributed evenly along the axial direction and increases gradually along the radial
direction from inner surface to outside surface. The circumferential stress distribu-
tions of SMA connector and connected steel pipe are evenly both in axial direc-
tion and radial direction, and their absolute values vary within the range of [134.7,
146.5 MPa] and [275.8, 302.3 MPa], respectively. In addition, the stress concen-
tration phenomenon occurs in the contact area near the ends of SMA connector,
where the radial stress of interaction is about−25.2 MPa, and the absolute values of
circumferential stress of SMA connector and connected steel pipe reach 146.5 and
302.3 MPa, respectively. As is known that SMA connector and connected steel pipe

Fig. 3 Mises stress distribution nephogram of SMA pipe coupling

(a) The radial stress distribution                          (b) The circumferential stress distribution 

Fig. 4 Stress nephogram of the semi-structure of SMA pipe coupling
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are thin-walled circular tube structure, the absolute value of its circumferential stress
is much greater than that of radial stress according to Lamè formula [19].

3.2 Connection Performance and Influence Factors

Pullout load was exerted on the end of steel pipes, the relation between load and
displacement is as shown in Fig. 5, and the radial stress nephogramof SMAconnector
is as shown in Fig. 6. It can be seen that the axial displacement of SMA pipe coupling
is proportional to the pullout load in the initial stage of axial tension, and there
is no sliding occurrence between SMA connector and steel pipes, which means
that the axial displacement of SMA pipe coupling is completely caused by elastic
deformation.When the pullout load reaches the ultimate value, sliding between SMA
connector and steel pipe occurs leading the axial displacement increases rapidly.With
the increase of axial displacement, the friction area between SMAconnector and steel
pipes decreases gradually, leading to the decrease of pullout load.

Fig. 5 Relation between
load and displacement

Fig. 6 Radial stress
nephogram of connector
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Five numerical models of SMA pipe coupling were developed with difference
interference magnitude of 0.065, 0.115, 0.165, 0.215, and 0.265 mm, respectively,
andother geometric parameters being the sameas those inTable 1.With the difference
interference magnitude, the stress nephogram of SMA pipe coupling could be gotten
as shown inFig. 7. It can be seen that the stress concentration occurs in the contact area
near the ends of SMAconnector. The absolute value of the radial stress at this location
was extracted, and the relation between the maximum absolute value of radial stress
and the interference magnitude could be obtained, as shown in Fig. 8. In addition, the
relation between the ultimate pullout load and the interference magnitude could be
investigated as shown in Fig. 9. It can be seen that with the increase of the interference
magnitude, the maximum absolute value of radial stress and the ultimate pullout load
increase accordingly.

Similarly, five SMApipe coupling numerical models were establishedwith differ-
ence wall thickness of SMA connector of 1, 2, 3, 4, and 5 mm, respectively, and the
relation between the maximum absolute value of radial stress and the wall thickness
of SMA connector, the relation between the ultimate pullout load and the wall thick-
ness of SMA connector could be obtained as shown in Figs. 10 and 11. It can be
seen that with the increase of the wall thickness of SMA connector, the maximum
absolute value of radial stress and the ultimate pullout load increase accordingly, as
soon as the circumferential stress of steel pipe increases whereas the circumferential
stress of SMA connector decreases simultaneously.

 
(a) Radial stress nephogram of SMA connector with different interference magnitude. 

 
(b) Radial stress nephogram of steel pipe with different interference magnitude.

Fig. 7 Radial stress nephogram of SMA pipe coupling with different interference magnitude
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Fig. 8 Relation between the maximum value of radial stress and the interference magnitude

Fig. 9 Relation between the ultimate pullout load and the interference magnitude

4 Conclusions

Based on the constitutive relation of SMA proposed by Auricchio and Taylor, the
numerical simulation research on the connection performance of SMA pipe coupling
was carried out, and numerical simulation result shows the conclusions as follows.

1. The stress concentration phenomenon occurs in the contact area near the ends of
SMA connector, and the gradual internal chamfer should be machined at both
ends of SMA connector to alleviate the stress concentration.
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Fig. 10 Relation between the max. value of radial stress and the wall thickness of connector

Fig. 11 Relation between the ultimate pullout load and the wall thickness of connector

2. Under the action of pullout load, in the initial stage, the axial displacement of
SMA pipe coupling caused by elastic deformation is proportional to the pullout
load.

3. When the pullout load reaches the ultimate value, the axial displacement of
SMA pipe coupling increase rapidly caused by frictional sliding between SMA
connector and steel pipes. With the increase of the axial displacement of SMA
pipe coupling, the friction area decreases gradually, leading to the decrease of
pullout load accordingly.

4. The increase of the wall thickness of SMA connector is equivalent to the increase
of the relative stiffness of SMA connector, which will lead to the decrease of the
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Mises stress of SMA connector and the increase of the Mises stress of steel
pipe. Therefore, in the process of the design of SMA pipe coupling, to improve
the tensile strength of SMA pipe coupling, it should take into consideration
concurrently to the increase of thewall thickness and the lengthofSMAconnector
to avoid the yield failure of steel pipe.
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A New Shingling Similar Text Detection
Algorithm

Peng Li, Tianling Qiao, Yongxing Guang, and Lan Zhang

Abstract Since the traditional Shingling algorithm removes duplicate text in
Chineseweb pages, the amount of data that needs to be processed is particularly large,
the efficiency of the algorithm is low. In this paper, a new text duplicate checking
algorithm is constructed by changing the traditional Shingling algorithm. The mean-
ingless dummywords are deleted in the text. Then the text is segmented according to
semantics. Finally, the text similarity calculation formula is used to calculate the text
similarity. The above work focuses on removing meaningless words from the text. In
this way, the calculation rate of text similarity can be improved, and the accuracy of
the text query and the complete query rate can be improved. The simulation results
show that the algorithm is simple and feasible and has good text similarity calculation
effect and certain advantages.

Keywords Space vector model · Text detection · Shingling algorithm · Word
segmentation

1 Introduction

With the popularization of computers and the rapid development of the network, the
number of Internets and various electronic documents has increased at an unprece-
dented rate, and theway people acquire knowledge has undergone profound changes.
In the face of such a huge ocean of knowledge, it’s very important to quickly find
relevant information. If there is no effective organization and extraction method, the
average user may take a longer time to find the information he wants than the infor-
mation itself. Text similarity means that two or more texts a measurable parameter of
the degree of matching between the two, if the similarity is large, indicating that the
text-similarity is high, and conversely the text similarity is low. For text clustering,
information retrieval, web page deduplication, text classification and many other
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fields, the effective calculation problem of text similarity is the key to information
processing.

Shingling algorithm is used to calculate the similarity of two documents [1–3].
The core idea of this algorithm is to transform the file similarity problem into the set
similarity problem. When the document contains a large amount of data, the system
overhead is high if similarity processing is performed on all shingle. In addition, due
to the complex semantic andgrammatical structure ofChinese text,when the common
text similarity algorithm is used to classify specific Chinese text, the accuracy rate
often fails tomeet the requirements of relevant applications. To solve these problems,
an improved Shingling (New Shingling) algorithm is proposed in this paper.

2 Text Similarity Detection Algorithm

2.1 Space Vector Model

In the late 1960s, the space vector model (VSM) was proposed by Salton et al.
It is a kind of algebraic model and a widely used model [4]. The basic idea is:
Assume that words are not related to words, the text is represented by a vector,
each dimension corresponds to a separate word, then (w1, w2, w3, . . . wn) each
entry a corresponding weight wi , where the documentation dk available vector
(w1, w2, w3, . . . wn) representation. Document similarity meter in vector space
model:

sim (dk × dp) =

n∑

i=1
wki × wpi

√∑n
i=1 w2

ki ×
√∑n

i=1 w2
pi

(1)

where wki and wpi are words ti in dk with dp. The weight of n is the dimension of
the vector. The premise of the vector space model is to assume that the words are
not related to each other, but this assumption is unrealistic because there is often a
semantic correlation of the words.

However, in terms of many research methods based on VSM words are used as
feature items. In the actual context, the relationship between words often appears
“skew”, which is difficult to meet the orthogonal assumption. The use of word gran-
ularity will lead to low accuracy of text classification, which will affect the reliability
of calculation results [5].
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2.2 Shingling Algorithm

Shingling is mainly to find roughly the same documents, that is, the same content,
except for changes in format, minor modifications, signatures, and logos. It can also
find that one document is “substantially contained” in another. First, the concept of
mathematics is used to strictly define what is called “approximately the same”: The
similarity between A and B of two documents is a number between 0 and 1, so if
this number is close to 1, then the two documents are “approximately the same.”
The definition of inclusion is the same as this. The similarity and inclusion between
two documents is calculated, and only a few hundred bytes of sketch are reserved
for the two documents. Sketch’s calculation efficiency is relatively high, and it has a
linear relationship with the size of the document in time, and given two sketches, the
calculation of the similarity and inclusion of the corresponding documents is linearly
related to the size of the two sketches in time [6–9].

The algorithm treats the document as a sequence of words. First, it uses word
to analyze it as a series of tokens, ignoring small details such as format, HTML
commands, and case. Then it consists of document D and the substring of the token.
The set s(D,W ) is connected [10].

The adjacent substrings in D are called shingles. Given a document D, define its
w-shingling s(D,W ) as all the different shingles of size W in D. For example, (a,
rose, is, a, rose, is, a, rose) the 4-shingling of is the set: {(a, rose, is, a), (rose, is, a,
rose), (is, a, rose, is)}.

Given the size of the shingle, the similarity r between the two documents A and
B is defined as

r(A, B) = s(A) ∩ S(B)

s(A) ∪ S(B)
(2)

Therefore, the similarity is a value between 0 and 1, and r(A, A) = 1, i.e., a
document is 100% similar to itself [11–13].

Given a shingle size W , U is the set of all shingles of size W . Without loss of
generality, U can be regarded as a set of values. Now set a parameter, for a set

W ⊆ U , definition Mins(W ) for

Mins(W ) =
{
A set of the smallest elements in W : |W | > s
Others

(3)

“Minimum” in formula (3) refers to the numerical order of the elements inU and
defines Modm(W ). A set of all elements in setW divisible by m.

Theorem: let π : U → U U is a random arrangement selected uniformly by U ,
F(A) = MINs(π(S(A))), V (A) = MODm(π(S(A))), F(B), V (B) are also

defined, then

|MINs(F(A) ∪ F(B)) ∩ F(A) ∩ F(B)|
MINs(F(A) ∪ F(B))

(4)
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This is an unbiased estimate of the similarity of A and B

|V (A) ∩ V (B)|
|V (A) ∪ V (B)| (5)

From above (3) and (4), we can select a random arrangement, and then keep a
sketch for each document, which consists only of F(D) and V (D). Only through
these sketches, we can estimate the similarity or inclusion of any pair of documents
without the original file. In the system of text, the sketch method is generated as
follows:

1. Remove the HTML format of the document and convert all text to lowercase;
2. The size of shingle is 10;
3. Use the improved 40-bit fingerprint function based on robin fingerprints to

arrange randomly; and
4. Select the shingle by taking the remainder of the modulus, and choose the value

of the dividend of the modulus as 25;

Specific steps to apply this algorithm to the entire network include:

1. Obtain documents on the Internet;
2. Calculate the sketch of each document;
3. Compare the sketch of each pair of documents to see if they exceed a certain

similarity threshold; and
4. Cluster similar documents.

Shingle refers to a group of adjacent ordered words in the document. The
shingling-based algorithm requires that a series of shingles are selected from the
document, and then the shingles are mapped to the hash table, one shingling corre-
sponds to a hash value, and finally, the same shingling in the hash table is counted.
Amount or ratio is used as a basis for judging text similarity. Many references are
commonly used single-based algorithms, such as reference. To achieve large-scale
document detection, researchers have adopted different sampling strategies to reduce
the number of shingled taken to compare.

2.3 Analysis of Shingling Algorithm

The Shingling algorithm is very simple, but it is impractical to be implemented
simply. The size of the 30,000,0000 HTML and text document collections grabbed
from the Internet is to be tested. O

(
1015

)
This pairwise comparison is obviously not

feasible. The amount of input data has great limitations on the design and algorithm
of data structure. Each document in the data structure requires 4 M. Each document
requires an 800-byte sketch. The calculation of each document in microseconds
takes a total of 8 h. If the algorithm has random hard disk access or page activity, it
is completely infeasible.



A New Shingling Similar Text Detection Algorithm 87

In the algorithm design in the text, a simple method is used to deal with the
problem of large data volume: segmentation, calculation, and merging. The data is
separated into blocks, each block is calculated separately, and then the results are
merged. The size of the block is selected, which can be done inmemory. The result of
the merge is simple but very time-consuming, because it involves I/O operations. A
single merge is a linear level, but all operations require log(n/m), so the complexity
of the whole process is O(log(n/m)).

Although the Shingling algorithm has a good mathematical basis and can give
strict and accurate proofs, it is difficult to achieve because the intersection cost of
calculating documents is too large. As a result, the original algorithm was improved
by supershingle and sketching documents.

Heintze [14] selected Shinglings with the smallest Hash value and removes
frequently occurring shingles. Bharat [15] selected shingles with a hash value of 25,
and selects up to 400 shingles per document. Broder [16] combined multiple shin-
gles to form a supershingle and calculates the similarity of documents by comparing
the hash value of supershingle. Although the supershingle algorithm has a smaller
calculation amount, Broder found that it is not suitable for the detection of short
documents. Fetterly regarded five consecutive occurring words as one shingle, each
document samples 84 shingles, and then combined these shingles into six supershin-
gles; documents with two identical supershingles are considered as documents with
similar content.

3 An Improved Shingling Text Similarity Detection
Algorithm (New Shingling)

As in Chinese, real words in text often recognize the nature of text, such as nouns,
verbs, adjectives, etc., while some functional words in text, such as prepositions,
prepositions, conjunctions, etc., often have no effect on the category characteristics
of the recognized text, that is, words that have nomeaning in determining the category
of text. If these functional words that are not meaningful to the text category are used
as text feature words, they will bring a lot of noise, directly reducing the efficiency
and accuracy of text classification. Therefore, when extracting text features, consider
removing these function words that are not useful for text classification. Nominally,
nouns and verbs are the most expressive features of the text category, so we can only
extract nouns and verbs from the text as the first character words in the text.

On the other hand, for the problem of taking one piece of n Chinese characters
in the text, in principle, the selection of word pieces is not divided in principle; it
seems that it is possible to take several Chinese characters as one piece. But in fact,
the appropriateness of the selection of slices directly affects the calculation of text
similarity. There are too many Chinese characters in the phrase, although the amount
of calculation is reduced, the accuracy may be reduced, such as “I love you Beijing.”
And “Beijing I love you.” The text means the same. But if you use four words as a
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segment, I love you Beijing {I love you north, love you Beijing}; Beijing I love you
{Beijing I love, Beijing I love you}; in fact, the meaning is totally different. Thus,
the choice of word fragments is very important. Conversely, if the word fragments
are too small, it will also cause the problem of inaccurate calculation.

New Shingling similar text detection algorithm implementation steps are as
follows:

1. What can identify the textuality is often the real words in the text, such as nouns,
verbs, adjectives, etc. Some function words in the text, such as interjections,
prepositions, conjunctions, etc., do not contribute to the category characteristics
of the identified text. Thesewords havenomeaning indetermining text categories.
Therefore, the function words in the text must be removed. Function words such
as also, all, from, to, same, follow …

2. According to the Chinese language lexicon, the sentence is divided into one
word, two words, or three words. According to the divided words, the words are
divided into blocks. According to the meaning of the words, the block is divided
into more than the Shingling algorithm. It is more feasible for each N character
to take a word. According to the division of the meaning of words, the text can
be divided into more practical, more accurate and meaningless words, so as to
improve the similarity of the text, improve the degree of accuracy. According to
the properties of common sub-sequences, the solution of the longest common
sub-sequences can be obtained recursively. The formula is as follows:

LCS
(
Xi ,Y j

) =
⎧
⎨

⎩

∅ if i = 0 or j = 0
LCS

(
Xi−1,Y j−1

) ∩ xi if xi = y j
longest

(
LCS

(
Xi ,Y j−1

)
,LCS

(
Xi−1,Y j

))
if xi �= y j

(6)

whereas sequences X = (x1, x2, . . . , xn), Y = (y1, y2, . . . , yn), Xi ,Y j is the words
blocks.

3. According to the calculation, the number of completely identical shingle:

(a) Calculate the total shingle number of the twodocumentsminus the consistent
shingle number. This step uses Eq. (2).

(b) Calculate the result of the number of consistent singles divided by the result
of the number of inconsistent singles. This step uses Eq. (4).

4. According to the similarity between texts, follow-up work such as specific text
classification.

r(A, B) = 2 ∗ length(SWAL(A, B))

length(A) + length(B)
(7)

where r is the text similarity, its value is 0 ≤ r ≤ 1, A and B are two texts.
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Table 1 Text set class

Computer
software
design

Medicine
and health

Astronomy
and
geography

Computer
image
processing

Artificial
intelligence

Entertainment
magazine

Military
world

18 8 13 10 13 11 7

4 Test Results and Analysis

4.1 Data Acquisition

Based on the theory of this article, the author made relevant experiments and selected
80 text collections. These texts are roughly divided into seven categories, including
computer software design, medicine and health care, astronomy and geography,
computer image processing, artificial intelligence, military world, entertainment
magazines. Their distribution is shown in Table 1.

4.2 Simulation Results

First, we need to pre-process textmessages, which are segmented of text and removed
from functionwords. Second, calculate theweight ofwords, select entrieswith higher
weights, and calculate the relevance of other terms to them to find potential feature
words that are highly correlated. Finally, according to the New Shingling algorithm
introduced in the article, it is rationally optimized to establish the feature vector of
the text.

By using the Shining algorithm and the New Shingling algorithm to calculate the
text similarity, the experimental results are as follows: Figs. 1, 2, 3, 4, 5, 6, and 7.

It can be seen from the above simulation results, the New Shingling algorithm
text similarity algorithm is superior to the traditional Shingling algorithm.

Fig. 1 Computer software
design text result
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Fig. 2 Medicine and health
text result

Fig. 3 Astronomy and
geography text result

Fig. 4 Computer
image-processing text result

Fig. 5 Artificial intelligence
text result
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Fig. 6 Entertainment
magazine text result

Fig. 7 Military world text
result

The purpose of the experiment was to compare the similarity of multiple texts to
find duplicate text. The steps involved include text segments, highweight word selec-
tion, potential feature word selection, feature vector model establishment, and text
similarity calculation. The text set used is relatively small, so the difference between
the two methods is not obvious. If the text set is large, the method is considered to
have more significant advantages in similarity accuracy.

The dash-dotted line is the fitting deviation curve of the OLS algorithm; the solid
line is the fitting deviation curve of the weed optimization algorithm.

5 Conclusions

A new method of text similarity calculation proposed by the author, compared with
the traditional text similarity calculation algorithm, uses a word meaning segmenta-
tion to express the characteristics of the text. It can not only simplify the calculation
method, but also improve the text similarity calculation accuracy. Experiments show
that the method is better than this method. In the future, according to the above short-
comings and the existing experimental results, the algorithm of this paper should be
further improved and applied to the text similarity search system, to improve the
efficiency of text retrieval.
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Kalman Consensus Filtering Algorithm
Based on Update Scheduling Scheme
for Estimating the Concentrations
of Pollutants

Rui Wang and Yahui Li

Abstract In this paper, a Kalman consensus filtering algorithm is proposed based
on the status updates scheduling scheme (US-KCF) to estimate the concentrations of
pollutants in the cabin. By introducing the concept of age of information (AoI), the
freshness of status updates and the average AoI of wireless sensor network (WSN)
are measured. Under the condition of network energy constraint, this paper designed
a status updates scheduling scheme to minimize the average AoI of the network by
selecting the status updates that need to be transmitted on the cluster head which can
improve the convergence speed and energy saving performance of KCF algorithm.
Simulation results show that compared with other consensus algorithms, this algo-
rithm can get the estimation value of the target state more quickly and capable of
reducing the network energy consumption effectively.

Keywords Average AoI · Schedule model · US-KCF modeling · Distributed
WSN · System simulation

1 Introduction

Distributed estimation algorithms in WSN are focused on the network system with
interferences. Distributed KCF algorithm is widely concerned because of its fast
convergence speed, high fusion precision, and strong robustness. In the case of packet
loss and path loss, Kalman consensus filtering algorithm is used to monitor the state
of the target systemwith a better estimation effect [1]. In practicalWSN applications,
the energy, bandwidth, information computing, storage, and other resources of sensor
nodes are limited. Therefore, how to reduce the system energy consumption becomes
the key to extend the service life of the network. In [2], it introduced the event
triggering mechanism into Kalman consensus filtering calculation and achieved the
goal of reducing the energy consumption of the network by reducing the number of
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consensus calculations during samplings. Although existing studies have solved the
problem of network bandwidth limitation to a certain extent, in the actual monitoring
of the target system (such as monitoring the concentrations of pollutants in the
cabin), the promptness of the estimated results is of great significance. If the current
estimated value cannot reflect the concentrations of pollutants in real time, it may
cause hazards such as delayed alarm. In terms of improving the real-time performance
of the monitoring system, many scholars have carried out the following researches:
In the embedded system, Zhou et al. [3] propose a status update scheduling scheme
to minimize the average AoI of the system, so that the system has the better real-time
performance. Tang et al. [4] built an asymptotic optimal truncated policy that can
satisfy the hard bandwidth constraint under the power limit. This policy realizes the
real-time update of user information by minimizing the average AoI of the system.
Talak et al. [5] study the relationship between the average AoI of the system and
the real-time performance, and simulations show that the smaller the average AoI
of the system, the better the real-time performance. Based on the above research,
in order to ensure that the distributed WSN can timely estimate the concentrations
of pollutants in the cabin under the energy restriction, a Kalman consensus filtering
algorithm based on the status update scheduling scheme is designed by minimizing
the average AoI of the system.

Themain contribution of this paper is to design a status update scheduling scheme
to minimize the average AoI of the system under the constraint of network energy.
Kalman consensus filtering algorithm based on this scheme can timely estimate
the concentrations of pollutants in the cabin and the algorithm is superior to other
consensus filtering algorithms in terms of consensus estimation and energy saving.

2 System Model

When using a distributed WSN to monitor the cabin pollutants concentrations, the
cluster head receives status updates from sensor nodes and fuse measurement values
of pollutants concentrations in a cabin with its neighbor nodes based on Kalman
consensus filter to obtain the consensus-estimated values. Then, the consensus-
estimated values are transmitted to the data center to judgewhether pollutants concen-
trations exceed bid. The topology diagram ofWSN is defined asG= (V,E,A), where
V = {v1, v2, · · · , vn} is the set of sensor nodes within a cluster, and E = V×V is
the set of edges between nodes. Define Ni represents the set of neighbor nodes for
the node i, i.e., Ni = {

v j ∈ V : (vi , v j ) ∈ E
}
. The state model of the target system

and the observation model of the sensor are [1]:

{
xi,k+1 = Akxi,k + Bkwi,k

zi,k = Hi,k xi,k + Fi,kvi,k
(1)
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where xi, k and wi, k represent the state vector and the process noise vector of the
target system, respectively. zi, k is the observation vector, and vi, k is the observed
noise vector of the sensors. Ak and Bk are the system matrices with appropriate
dimensions. Hi, k and Fi, k are the measurement matrix and the fault matrix that are
assumed to be invertible.

3 KCF Algorithm Based on Scheduling Scheme

The main content of this section has two parts: (1) Design a status update scheduling
scheme by determining which status updates (generated by the nodes within the
cluster) will be transmitted in the cluster headwith the goal ofminimizing the average
AoI of distributed WSN. (2) Let the status updates obtained under the above update
scheduling scheme participate in KCF algorithm to obtain the consensus-estimated
value of the concentrations of pollutants in the cabin.

Sensors: The sensors monitor the real-time status of the cabin and it can be assumed
that the sensor sends status updates to the cluster head based on a Poisson process
with rate λ. This assumption satisfies the M/M/1 queue mode [6].

Energy harvesting (EH): It can be assumed that the energy supply process obeys
the Poisson distribution with the parameter of η [7].

Transmit process: It can be assumed that the transmission service rate isμ following
the M/M/1 queueing system [8]. Therefore, the service (i.e., transmission service)
times follow an exponential distribution with μ, and 1/μ is the mean service time.

3.1 Status Updates Scheduling Scheme

Aiming at minimizing the average AoI of the network, a status update scheduling
scheme is designed to make the cluster head select or discard status updates to obtain
the status update sequence, Xi,k = {

. . . , xi,k, . . .
}
that needs to be transmitted.

According to [7], the average AoI (�) of network is determined by

� = η

(
1

μ
E[Y ] + 1

2
E[Y 2]

)
(2)

where Y is the time interval of two sequential transmission of updates (since the
energy arrival rate is fixed to η and the total transmission interval of updates should
be equal to the total arrival interval of energy units, the sum of Yi would be fixed to
n / η where n is the number of harvested energy units).
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According to the Cauchy inequality [9], the minimum value of the average AoI
can be obtained when Yi is close to the mean value of

∑n
i=1 Yi i.e. 1/η. At the same

time, the optimal updates xi can also be obtained by minimizing |Yi − 1/η|.

Algorithm 1 presents the updates scheduling scheme. The input includes the time
intervals {. . . T (xi ) . . .} of all updates {

. . . , xi,k, . . .
}
the time intervals {E1, E2,…,

En} of all the harvested energy units, the energy buffer capacity E and e is used to
indicate the number of harvested energy units in the energy buffer, η is the harvested
energy rate. The output returns the update which will be transmitted. For the arrived
update, it will be transmitted for two cases: (1) when the energy buffer is full; (2)
when energy is available and the current update minimizes |Yi − 1/η| based on the
time interval of the next update (marked as T (xnext)). Besides, if 7 is true, itx and e
are updated. For all the other cases, this update is discarded and itx is updated. Thus,
this scheduling scheme can effectively improve the convergence speed of the KCF
algorithm and reduce the bandwidth pressure.
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3.2 KCF Algorithm Based on the Updates Scheduling
Scheme (US-KCF)

The cluster head brings the state update {x1, x2, . . . , xm} (m < N ), which canmini-
mize the average AoI of the network into the KCF algorithm introduced in [1], which
not only can improve the convergence speed of filtering estimation and ensure the
real-time monitoring of pollutants concentrations in the cabin but reduce the energy
consumption of the network.

In addition, this paperwill consider the packet drop phenomenon. Binary variables
αi,k and βi,k are defined to describe the packet arrival process on cluster head node i at
time k.αi,k = 1 indicates the observed packet successfully received. Similarly, βi,k =
1 indicates that the communication packet was received successfully. Furthermore,
P

{
αi,k = 1

} = �1, P
{
βi,k = 1

} = �2. When considering the path loss of wireless
signal transmission, assume that θi j is the path loss rate between cluster head node i
and cluster head node j. Algorithm 2 introduces the calculation process of US-KCF.
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Input is status updates {xi , x2, · · · , xm} and output is the estimation values of the
pollutants concentrations.

4 Performance Analysis of the US-KCF Algorithm

The Monte Carlo method is used in the simulation process to carry out a large
number of independently repeated experiments. Using the statistical mean value of
each time, the error response of monitoring network is analyzed. By adopting the
following performance indexes given in Wang et al. [10].

Mean estimation error (MEE) and mean consistency error (MCE) are

MEEk =
√∑m

i=1 (eTi,k ei,k )
m ei,k = x̂i,k − xi,k , MCEk =

√∑m
i=1 (δTi,kδi,k )

m δi,k = x̂i,k −
∑m

i=1 x̂i,k
m

where k is the instantaneous time, and m is the number of updates.

In order to compare to the other method, ET-KCF algorithm in Wang et al. [2], the
paper selects the same parameters for US-KCF algorithm proposed in this paper.

The initial value is set as x0 = (10, 8)T and P0 = 8I2. Process noise and observed
noise are independent Gaussian white noise with covariance of 10i and 100i, respec-
tively, where i is the update index. The initial energy of each node is 8 J. The path
loss rate θi j between node i and j is 0.3, and the observed packet loss rate �1 and
communication packet loss rate �2 are 0.4. μ = 0.5, η = 0.4, λ = 0.8 (η < λ, s.t.
energy is not enough).

As shown in Fig. 1, when packet loss and path loss exist, the ET-KCF algo-
rithm is proposed in Wang et al. [2], and the US-KCF algorithm in this paper can
converge stably. Besides, the US-KCF algorithm can converge after about 100 steps
of sampling while the ET-KCF algorithm needs around 300 steps which can be seen
the superiority of the proposed algorithm in convergence speed.
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Fig. 1 Comparison of average estimation errors for different filters under packet loss and path loss
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Fig. 2 Comparison of average consensus error for different filters under packet loss and path loss

According to Fig. 2, the average consensus error performance of US-KCF is supe-
rior to the ET-KCF. At the same time, the US-KCF algorithm can achieve consensus
after about 200 steps of sampling while the ET-KCF algorithm needs around 400
steps which proves the superiority of the proposed algorithm in convergence speed
also.

Figure 3 is a comparison of energy consumptions between US-KCF algorithm
and ET-KCF algorithm. US-KCF consumes network energy after about 750 steps
of sampling, while ET-KCF consumes energy after about 200 steps. The simulation
results demonstrate that the US-KCF algorithm can reduce the bandwidth pressure
while ensuring the promptness and accuracy of the estimation algorithm.
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Fig. 3 Comparison of residual energy between two filtering algorithms



100 R. Wang and Y. Li

5 Conclusions

In this paper, a newKalman consensus filter algorithm based on an update scheduling
scheme is proposed to monitor the concentrations of pollutants in the cabin. Update
scheduling scheme is designed to minimize the average AoI of the system to enable
the US-KCF algorithm can obtain the consensus estimation value timely and accu-
rately with the influence of observed packet loss, communication packet loss as well
as the path loss in distributed WSN. Besides, the US-KCF algorithm can converge
quickly and reduce energy consumption to a certain extent because of the scheduling
scheme. Simulation results show that the algorithm has advantages in convergence
speed, consensus estimation performance and energy saving.
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Numerical Simulation of Welding
Quality of Reinforcement Framework
Under Different Welding Sequence

Shuwen Ren, Shizhong Chen, Zijin Liu, Zhongxian Xia, Yonghua Wang,
and Songhua Li

Abstract The reinforcement framework is welded by the closed stirrup and the
main reinforcement. The welding sequence of different welding points on the same
stirrup has an important impact on the welding quality of the reinforcement frame-
work. In order to optimize the welding sequence of reinforcement framework, the
three-dimensional finite elementmodel of reinforcement framework of sixmain rein-
forcement is established to simulate the maximum stress of reinforcement skeleton
under three different welding schemes (Scheme 1: welding the upper and lower four
welding points first and then welding the middle two welding points; Scheme 2:
welding the middle two welding points first and then welding the upper and lower
fourwelding points; Scheme 3: simultaneouswelding of sixwelding points) Residual
stress and strain are analyzed and compared to select the best welding scheme. The
results show that the residual stress mainly occurs at the solder joint after welding,
and the maximum stress value of the solder joint closest to the clamping end is
216.20 MPa. The thermal deformation caused by welding has little effect on the
overall size. Compared with Scheme 1 and Scheme 3, the reinforcement framework
welded under Scheme 2 has better welding quality.

Keywords Reinforcement framework ·Welding sequence · History maximum
stress · Residual stress · Strain

1 Introduction

The automatic weld-forming technology of reinforcement framework is a relatively
new technology in the forming and processing of reinforcement framework at this
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stage. Compared with the traditional framework forming and binding technology,
it has many advantages, such as lower cost and higher work efficiency, and has
gradually become the main processing method of skeleton forming [1, 2]. However,
from the point of view of welding technology, the two welded parts to be connected
are cylindrical surface with unsmooth surface, and the welding parts are in cross
lap state, and the contact area is small, so the solder joint is small, which belongs
to special spot welding. During welding, the welding heat effect caused by welding
heat source will produce welding thermal stress and thermal deformation, which
will affect the welding quality of skeleton to a certain extent. The process maximum
stress and welding residual stress will directly affect the tensile and shear properties
of the whole skeleton, and the welding thermal strain caused by welding heat will
affect the dimensional accuracy of the skeleton to a certain extent [3].

With the continuous development of computer technology, the method of using
numerical simulation to predict the residual stress in weldment has been widely
used. Xu et al. [4] conducted numerical simulation on the residual stress distribution
of CT70 continuous steel pipe under different welding parameters and found that
the residual stress of extrusion amount and welding power is inversely proportional,
while thewelding speed is proportional to the residual stress.Qiao andHan [5] carried
out simulation research on different shapes of plates and found that processing the
plates into U-shape can significantly reduce the residual stress and strain caused by
welding. The relationship between creep failure and residual stress of heat-resistant
steel was studied in [6, 7]. It showed that excessive residual stress leads to direct
failure ofwelded parts. However, the research on the stress and strain of steel skeleton
in the welding process is still lacking.

Based on the above research, aiming at the improvement requirements of the
existing steel frameworkwelding equipment, the equipment transformation is carried
out for the situation that the interference phenomenon of each welding joint will
appear in the space when six welding points are welded at the same time, and the
scheme of batch welding of six welding points on the same stirrup is proposed,
and the finite element analysis is carried out. Two improved welding schemes are
put forward: For Scheme 1, the upper and lower four solder joints are welded first,
and then the middle two solder joints are welded; for Scheme 2, the middle two
solder joints are welded first, and then the upper and lower four solder joints are
welded; and the original six points simultaneous welding is set as Scheme 3. Through
numerical simulation, the overall residual stress and deformation of the reinforced
framework after welding under the three schemes can be compared and analyzed,
and the optimized processing method is obtained.
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Fig. 1 Finite element model
of reinforcement joint
framework welding design

2 Modeling and Simulation Process Design

2.1 Establishment of Finite Element Model

The main components of reinforcement framework are main reinforcement and
stirrup. As shown in Fig. 1, in order to adhere to the actual reinforcement framework
specification, reduce the simulation calculation process and ensure the reliability
of the simulation results, and the framework model is designed to be composed of
six main reinforcements with length of 1 m and six stirrups (but only the first five
stirrups are welded, and the sixth stirrup is regarded as the observation object), and
the stirrup spacing is set as 150 mm. According to the characteristics of the whole
structure of the reinforcement framework, the model is divided into 69,333 elements
by tetrahedral meshing technology, and the grid independence is verified. Whether
the number of elements continues to increase or decrease, the final calculation results
are not affected. Therefore, considering the cost, time and accuracy of calculation
results, it is appropriate to divide the model into 69,333 units. The meshing of solder
joint is shown in Fig. 2.

2.2 Establishment of Analysis Step

According to the actual welding situation, the sequential coupling analysis method is
adopted, and the subroutine is used to move the input of body heat source. Since the
welding method of reinforcement framework is carbon dioxide protection welding,
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Fig. 2 Grid division of
solder

the moving speed of heat source in subprogram should be set as 0 m/s. Due to
the limitation of heat source applied by subroutine, only single coordinate point
can be input with heat source each time. Therefore, the subprogram is used for the
design simulation process to apply body heat source to single solder joint. From the
second simulation, the results of the previous simulation are used as the pre-defined
temperature field. For the whole welding process, each welding may be 2, 4, or 6
points at the same time. Therefore, when using the last simulation results as the
pre-defined temperature field in the same welding step, only one analysis step needs
to be set, and the last simulation results are applied to this analysis step as the pre-
defined temperature field. If two adjacent simulations of different welding steps are
performed, two heat transfer analysis steps need to be set in the first simulation of
the next welding step. The results of the previous simulation are applied to the first
analysis step as the pre-defined temperature field of the first analysis step, and the
setting is not transferred to the second analysis step, and the second analysis step is
set as the welding step to be simulated this time. Therefore, for the whole model,
a total of 30 times of temperature field simulation analysis are needed, and finally,
the temperature field simulation results on the whole reinforcement framework after
welding are obtained. After that, a static simulation is carried out. According to
the results of temperature field after welding, a static analysis step is set, and full
constraints are applied at one end of the six main reinforcements to simulate the
clamping of the equipment on one end of the skeleton during welding. The constraint
position is shown in Fig. 3. Finally, a static analysis step with a duration of 1 s is set
to simulate the state after clamping removal, and the constraints set in the previous
step are canceled in the analysis unit [8].
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Fig. 3 Clamping force
constraint

2.3 Heat Input

According to the different input methods of heat source, the heat source can be gener-
ally divided into concentrated heat source, plane distribution heat source and volume
distribution heat source. CO2 gas shielded welding is a kind of high-temperature
melting electrode produced by the contact between the weldment and the welding
wire. After the welding rod melts, it forms molten droplets and enters into the molten
pool under the influence of its own gravity and electromagnetic force, so as to fill
the welding seam. According to the characteristics of CO2 gas shielded welding,
the fixed-point surface heat source is input to the weldment, so the plane Gaussian
distribution heat source is selected as the heat source input form. Heat input is carried
out for each solder joint on the model, and the coordinates of different solder joints
are set in the subroutine to apply to the corresponding simulation [9]. According to
the available data, the heat flux density input formula of moving plane Gaussian heat
source is as follows:

q(r, x, y, z)=3ηU I

2πr2
exp

(
−3(z − vt)2

r2

)
(1)

Because the heat source will not move in the actual welding process, the velocity
v= 0m/s; ‘r’ is the action radius of the heat source, according to the actual measure-
ment, the solder joint radius r= 6mm; ‘q(r, x, y, z)’ is the instantaneous heat flux
density of any spot; the thermal efficiency can be selected as η= 0.6; the welding
current is I= 300A, the welding voltage is U= 25V; t is the welding time.
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2.4 Relationship Between Stress and Strain Caused
by Welding Heat

The heatingmodel of cantilever welding is analyzed. The initial welding temperature
is T0 and the length is L0. When it is heated to raise its temperature to T1, its length
will change to L1, then the free deformation is �LT :

�LT = L1 − L0 = αL0(T1 − T0) (2)

where α is the coefficient of thermal expansion of the material. The free deformation
rate εT is as follows:

εT=�LT /L0 = α(T1 − T0) (3)

However, when the weldment is blocked and cannot be completely deformed,
the deformation can only be partially realized, and the part that cannot be shown is
internal deformation. According to Hooke’s law, the stress and strain in the elastic
range meet the linear relationship:

σ=Eε = E(εe − εT ) (4)

2.5 Parameter Setting of Skeleton Material

In the process of finite element analysis, the setting of material parameters is a
crucial part, which directly affects the authenticity of simulation results. Especially
in the simulation of welding process, the thermal effect of welding process makes
the properties of materials change nonlinearly and transiently with the change of
temperature. The HRB400 steel bar used in this simulation belongs to low carbon
structural steel, and its physical property and mechanical properties can be obtained
as shown in Table 1. In addition to setting the material parameters of the skeleton,
there are some necessary parameters to be set, such as setting the ambient temperature
to 20 ºC, the thermal emissivity does not change with the temperature change and is
set to 0.7 [10].
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3 Analysis of Simulation Results

3.1 Comparison of Maximum Stress and Residual Stress
During Welding Process Under Different Welding
Schemes

According to the structural characteristics of the whole skeleton, the maximum stress
and residual stress at each point of the skeleton are studied and compared. As shown
in Fig. 4, the overall skeleton is ZOY plane symmetric, so only the stress values
of points on one side are collected in X direction. After welding, the main stress
concentration part of the skeleton should be at each welding point (in the actual
welding, the connection failure between stirrup and main reinforcement will occur
due to the process maximum stress or excessive residual stress). According to the
simulation results, it can be seen that the stress is mainly concentrated at the solder
joint, and there is a small stress distribution in the stirrup and other parts of the
main reinforcement, as shown in Fig. 5. The solder joint is divided into several
grid elements, and the largest maximum history variable unit is collected as the
reference point. According to the requirements, collect the solder joints of three
main reinforcement and stirrup on one side, a total of 15 points, marking the three
main reinforcement as ‘a’, ‘b’, and ‘c’ in sequence, and mark the solder joints on
each main reinforcement from left to right as number 1–5 solder joints.

From Fig. 6, it can be concluded that the maximum stress of the three main
reinforcements on one side is kept at 40–60 MPa except for number 1 solder joint.
The maximum stress is concentrated at number 1 solder joint, and the maximum
value is 216.20 MPa. By observing and comparing the characteristics of the values
of number 1 solder joint under the three schemes, the historical maximum stress
values of number 1 solder joint on main reinforcement ‘a’ and main reinforcement

Fig. 4 Location and
sequence number of
acquisition points
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Fig. 5 Residual stress distribution at solder joint

‘c’ of Scheme 1 and Scheme 3 reach 100 MPa+ and 200 MPa+, respectively, even
to the extent that the historical maximum stress values e of number 1 solder joint of
main reinforcement ‘c’ in Scheme 1 is 216.20 MPa, while that of Scheme 2 is only
202.00 MPa on main reinforcement ‘b’ the historical maximum stress values is the
minimum. Therefore, according to the collected historical maximum stress values of
each characteristic solder joint, Scheme 2 has the characteristics of optimizing the
historical maximum stress values at the solder joint.

The residual stress values of each characteristic solder jointwere directly collected
1 s after the constraintwas removed, and the following broken line diagramwasmade.

Observe and analyze the residual stress values of each characteristic solder joint
recorded in Fig. 7. Similarly, several solder joints with maximum residual stress are
studied and analyzed. In Scheme 1 and Scheme 3, the main reinforcement ‘a’ and the
main reinforcement ‘c’ have themaximum residual stress at the number 1 solder joint,
while, however, in Scheme 2, the maximum residual stress only occurs at the number
1 solder joint of main reinforcement ‘b’, and its value is smaller than the maximum
residual stress 210.2 MPa in Scheme 1 and 201.6 MPa in Scheme 3. Except for a
few maximum solder joints, the residual stress of other solder joints in each scheme
has little difference, which is less than 30 MPa. Moreover, the number of maximum
values in Scheme 2 is less, and the ratio of value to Scheme 1 and Scheme 3 is
also lower. According to the analysis of the residual stress at each welding spot, it is
shown that the residual stress of the whole skeleton after welding can be significantly
improved by adopting Scheme 2.
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 Main reinforcement a                                           Main reinforcement b   

Main reinforcement c 

Fig. 6 Comparison of maximum stress of solder joint on main reinforcement under three schemes

3.2 Comparison of Different Strain Under Different Welding
Schemes

To study the strain characteristics of the whole skeleton under different schemes, the
strain at the maximum strain point of each point on the skeleton is mainly collected.
According to the observation of the strain on a single stirrup, 4 characteristic points
are collected on one stirrup as the observation points of strain value, as shown in
Fig. 8, with a total of 20 recording points. They are numbered according to the
sequence from left to right and from top to bottom.

In order to observe the strain of the skeleton at each characteristic point under
each scheme, the collected data are made into a broken line chart, as shown in Fig. 9.
Compared with the values in Fig. 9, the strain of Scheme 1 is smaller than that of
Scheme 2 at each point, especially on the fifth stirrup, the value has a large deviation.
It can be seen that the strain of each point in Scheme 2 is the largest. According to
the above analysis, a smaller deformation can be obtained by adopting Scheme 1.
Therefore, according to the deformation obtained from the simulation, Scheme 1 is
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Main reinforcement a  Main reinforcement b

        Main reinforcement c 

Fig. 7 Comparison of residual stress of solder joint on main reinforcement under three schemes

the better one. This is in contradiction with the results of maximum stress analysis
and residual stress analysis.

3.3 Scheme Analysis and Selection

According to the analysis of the maximum stress and residual stress in the course, the
quality of the steel frame formed by welding is better under Scheme 2, the welding
dangerous points are less, and the residual stress at the welding joint is generally
small. However, according to the strain, the overall strain of the welded reinforce-
ment framework is smaller under Scheme 1. However, the quality after welding is
comprehensively compared from two aspects of stress and strain, inwhich the contra-
diction of large residual stress, small strain and small residual stress and large strain
appears. Therefore, it is necessary to continue to analyze the influence of strain char-
acteristics and stress on the quality of the overall skeleton, determine the primary and
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Fig. 8 Location mark of collection point on single stirrup

Fig. 9 Strain of each acquisition point
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Table 2 Strain extremum under each scheme

Extremum program U1Max,Min/(mm) U2Max,Min/(mm) U3Max,Min/(mm)

Scheme 1 0.21, −0.17 0.95, −0.10 0.60, −3.50

Scheme 2 0.19, −0.15 1.12, −0.10 0.30, −3.90

Scheme 3 0.29, −0.25 1.01, −0.10 0.64, −3.80

secondary relationship, and then select the scheme. The strain characteristics were
further analyzed, and the extreme values of skeleton strain components under each
scheme were collected, as shown in Table 2.

From the analysis of the data in the table, the size of each strain component
in each scheme shows �X < �Y < �Z , and the strain in X direction and Y
direction determines the change of cross-sectional area of skeleton. The change in X
direction shows that the deformation of Scheme 1 and Scheme 2 is smaller than that
of Scheme 3, and Scheme 2 is the smallest; the change in Y direction shows that the
deformation of Scheme 1 is smaller than that of Scheme 2; the main strain occurs in
Z direction, and the strain difference of three schemes is very small compared with
that of Scheme 3, which can be ignored.

In Y direction, the difference of strain between Scheme 1 and Scheme 2 is
0.17 mm, and the overall length of the skeleton is 1 m. Therefore, for the skeleton of
general length, the difference is the minimum, which has little impact on the overall
quality of the skeleton compared with the residual stress of 100 MPa. Therefore,
Scheme 2 is selected as the optimal scheme for welding.

3.4 Analysis and Discussion

According to the analysis results, there are many large residual stresses at the number
1 solder joint in each scheme. Therefore, the number 1 solder joint on the main
reinforcement ‘a’ in Scheme 1 is selected as the research point, and the historical
stress curve here is extracted. As shown in Fig. 10, the stress value of all the welding
joints on the stirrup where number 1 solder joint is welded is up to 76.21 MPa. The
value of the later stage is still increasing, which indicates that the heat input of the
later welding also has an effect on the stress value of the solder joint. Moreover, the
stress value of number 1 solder joint is much larger than that of the later solder joint
due to its very close distance to the clamping point, which indicates that the near-
point clamping results in greater stress. According to this phenomenon, a scheme can
be put forward. In the welding of the overall main reinforcement framework, the first
stirrup welded is designed as the preset stirrup, and it is removed from the overall
skeleton after welding. In this way, there will be no extremely dangerous parts in the
reinforcement skeleton, so as to ensure the quality of the whole skeleton.
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Fig. 10 Stress extraction
value at number 1 solder
joint

4 Conclusion

In this paper, the welding quality of reinforcement framework under three different
welding sequences are numerical analyzed and discussed, and the following
conclusions are drawn:

1. In the welding process, the welding spot and nearby heat affected zone appear
larger stress, and the stress of base metal is smaller;

2. In thewelding process of reinforcement framework, thewelding spot on the first
stirrup formedbywelding has greatwelding residual stress. Therefore, the first stirrup
in the reinforcement skeleton belongs to extremely dangerous type, the maximum
residual stress can reach more than 200 MPa after welding, and the mechanical
properties of steel bars in other parts are very poor;

3. In the welding process of reinforcement framework, the main direction of
skeleton deformation occurs in its length direction (i.e., Z direction of this simu-
lation). There is also a small amount of strain on the cross-section, which mainly
occurs in the parallel direction of the side with more stirrups (i.e., the Y direction in
this simulation process);

4. Through the comparison of the maximum stress and residual stress of the three
schemes, it is found that the residual stress of the welded joints of the reinforcement
skeleton is smaller than that of the first scheme, but the difference is smaller than
that of the overall skeleton size, and the influence can be ignored. Therefore, in the
comparison with the three schemes, Scheme 2 is selected as the optimal welding
scheme.
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Theoretical Study and Experimental Test
on Solenoid Actuator of Active Control
Mount

Fang-Hua Yao, Rang-Lin Fan, and Song-Qiang Qi

Abstract Solenoid active control mount is excellent in vibration isolation, but
the complex nonlinear relationship between electromagnetic force and exciting
voltage/current makes it difficult to be controlled. The nonlinearity in solenoid actu-
ator was studied by combining methods of theory, simulation, and experiment. Two
theoretical equations for electromagnetic suction on voltage/current were obtained,
then the equation with voltage was modified through electromagnetic simulation,
and the test data were used to get the fitted parameters in equation with current. The
results of simulation and theoretical calculation are consistent, and the fitted curve is
close to the test, indicating the two equations are reliable. This reveals the nonlinear
relationship between solenoid actuator and excitation andpromotes follow-up control
research.

Keywords Active control mount · Nonlinearity · Electromagnetic suction ·
Modeling · FEM · Automotive

1 Introduction

One of the main sources of vehicle vibration is the simple harmonic excitation of
different harmonic orders and amplitudes generated by automobile engine [1]. The
mounting between the powertrain and the frame can greatly reduce the vibration
transmitted from the engine to the frame. Due to immature production technology
and high price, activemount only appears in a few high-end cars.With the continuous
improvement of newmaterial technology and control level, activemountwill bemore
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and more popular [2, 3], so the research on active mount has practical engineering
value.

The solenoid-type active mount is composed of a solenoid actuator on the basis
of the traditional hydraulic engine mount (HEM). The actuator converts the elec-
tric energy into mechanical energy by using the unidirectional alternating suction
produced by the electromagnet when alternating voltage/current being applied to the
coil. These advantages of no permanent magnet, compact structure, wide frequency
band, and large displacement make solenoid actuator widely used in active vibration
control [4]. The principle of solenoid actuator is similar to electromagnet. Xiang et al.
[5] using finite element method to obtain accurate magnetic field calculation results.
The static and dynamic performance test of force and displacement type proportional
electromagnet can be completed automatically by computer, and the corresponding
performance index can be obtained [6]. In addition, according to the typical structure
of the toroidal electromagnet, Mei et al. [7] have derived the calculation equation
of the electromagnetic attraction of the circular ring electromagnet, which lays a
foundation for the research of solenoid actuator. This paper focus on the nonlinearity
of solenoid actuator in active force and input voltage/current.

2 The Structure of Solenoid Actuator

The structure of solenoid actuator is shown in Fig. 1. The actuator is formed by
the coil, armature (mover), upper yoke, lower yoke, coil cover, and conical air gap,
which can reduce the magnetic resistance, so that the magnetic flux generated by the
energized coil is less leaked, the suction force is enhanced, and the power efficiency
is improved.

The solenoid actuator is installed in the mount bottom case and incorporated with
the decoupling membrane. When the coil is electrified, a magnetic field is generated,
which produces a unidirectional suction on the mover; when the suction decreases,
the mover moves upward by the elastic restoring force of the decoupling membrane.

When engine is running, unbalanced reciprocating inertia force and unbalanced
overturning torque are transmitted to the frame end through the primary channel
of the active mount [8, 9]. The working principle of solenoid actuator is that the
coil generates alternating magnetic field through alternating current, which produces

Fig. 1 Solenoid actuator 3D
model: 1. Decoupling
membrane, 2. Ejector rod, 3.
Ejector rod nut, 4. Coil, 5.
Mount bottom case, 6.
Positioning spring, 7. Upper
yoke, 8. Sleeve, 9. Armature
(mover), 10. Lower yoke
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suction to themover fixed on the decouplingmembrane. The reaction force generated
by the movement of the actuator counteracts the force transmitted by the engine
to the frame end to reduce the vibration of the frame. Meanwhile, the dynamic
characteristics of the HEM are also changed by the electromagnetic force. The active
attenuating mechanism could be comprehended from the perspective of directly
reducing the force transmitted from the engine to the frame end by the actuator,
or from the perspective of changing the dynamic characteristics of HEM to harvest
good vibration isolation.

3 Modeling of Solenoid Actuator

According to the structure of the actuator in Fig. 1, the mechanical model is shown
in Fig. 2. The mathematical model of solenoid actuator is as follows:

m3 ÿ3 + c4(ẏ3 − ẏ4) + k4(y3 − y4) + c3(ẏ3 − ẏ5) + k3(y3 − y5) = 0 (1)

m4 ÿ4 + c4(ẏ4 − ẏ3) + k4(y4 − y3) − fa = 0 (2)

m5 ÿ5 + c5 ẏ5 + k5y5 + c3(ẏ5 − ẏ3) + k3(y5 − y3) + fa = 0 (3)

When the actuator works, in addition to the reaction force of electromagnetic
force, the elastic force and damping force of decoupling membrane are transferred
to the stator. Therefore, the net output force (positive upward) harvested on the stator
is as follows:

Fig. 2 Solenoid actuator
physical model 3y

3m

3k 3c
4y

4m

4k 4c

5

5y
F5m

5k 5c

af



122 F.-H. Yao et al.

F5 = − fa + c3(ẏ3 − ẏ5) + k3(y3 − y5) = −(m3 ÿ3 + m4 ÿ4) (4)

The equation shows that the force on the body end caused by the action of the
actuator is essentially the sum of the inertia force of the mass m4 of the mover, and
the massm3of the ejector bar, the decoupling membrane, and the attached liquid. The
sum of the inertia forces is used to counteract the force transferred from the primary
channel to the body end, so as to achieve the effect of vibration and noise reduction.

According to the mathematical model, the frequency response function (FRF) of
net output force F5 to electromagnetic force f a can be obtained, and the FRF curve
is obtained after the actual parameters of actuator in Table 1 are brought in, as shown
in Fig. 3.

Table 1 Solenoid actuator parameters

Parameter Name Value

m3 Mass of decoupling membrane/kg 0.266

m4 Mass of mover/kg 7.100 × 10–2

m5 Mass of stator/kg 0.4

k3 Dynamic stiffness of decoupling membrane/N·m−1 8.641 × 104

k4 Stiffness of mover/N·m−1 1.547 × 106

k5 Stiffness of stator/N·m−1 2.855 × 106

c3 Damping of decoupling membrane/N·s·m−1 19.5

c4 Damping of the mover/N·s·m−1 16

c5 Damping of the stator/N·m·s−1 5.000 × 102
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Fig. 3 Frequency response curve of actuator net output force to electromagnetic force
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Fig. 4 Actuator mode curve
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where M3 = m3s2 + (c3 + c4)s + (k3 + k4); M4 = m4s2 + c4s + k4

M5 = m5s
2 + (c3 + c5)s + (k3 + k5); C3 = c3s + k3;C4 = c4s + k4

It can be seen from Fig. 3 that the ratio of net output force to electromagnetic
force is 1 in the frequency band of 25–200 Hz, that is, the net output force and
electromagnetic force of the actuator are equal. Therefore, electromagnetic force
can be used to replace the active force. Thus, the required electromagnetic force can
be directly obtained by controlling the voltage or current to eliminate the vibration
of the engine. The frequency band meets the requirements of active engine mount.

In fact, the modal analysis was shown in Fig. 4, which shows that the low-
frequency peak value of the FRF in Fig. 3 is induced by the modal of the ejector rod,
the decoupling membrane and its attached liquid mass m3, and the mass m4 of the
mover on the elastic k3 of the decoupling membrane. The modal frequency of this
order is low, m3 and m4 vibrate in the same amplitude simultaneously, which was
shown in the first mode shape in Fig. 4; the other two orders, the modal of the stator
mass m5 on the foundation elasticity k5 and the modal of the mover mass m4 on the
ejector elasticity k4, are higher than 400 Hz, which is far away from the working
frequency band of the actuator.

4 Theoretical and Experimental Study on Solenoid
Actuator

The results of the previous sections show that, in the working frequency band of the
actuator, the active electromagnetic force f a acts on the frame end with equal reverse
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force F5, so as to attenuate the force transmitted from the passive channel to the
frame end, achieving the purpose of vibration reduction. The following contents will
study the relationship between the exciting current/voltage of solenoid actuator and
active electromagnetic force.

4.1 Study on the Relationship Between Electromagnetic
Attraction and Voltage/Current

The simplified structure of solenoid actuator is shown in Fig. 5. For the electromagnet
with conical surface [10], the air gap magnetoresistance is:

Rδ = 1

μ0 × 10−2
(
100πd2

c

4δsin2α
− 15.7dc

sin2 α
+ 75dc

) = 108(
0.139

δ
+1.452

) (6)

where α is cone angle, 45°; dc is outer diameter of mover, 26.5 mm; A0 is cross-
sectional area of air gap, 379.5 mm2; μ0 is air permeability, 4π × 10–7 H/m; Rδ is
air gap magnetoresistance, H−1; δ is air gap length, m.

When the coil is energized, a certain amount of magnetic flux is generated on
the magnetic circuit formed by the mover, upper yoke, lower yoke, and actuator
shell. According to the theory of electromagnetism, electromagnet suction is f =
107B2

0 A0
/
(8π), the premise that the core is not saturated, themagnetic field in theAC

electromagnet is also AC. if the AC magnetic field B0 = Bmsinωt, the instantaneous
value of electromagnetic attraction f , the maximum value Fm and the average value
F0 are, respectively:

f = 1

2
Fm − 1

2
Fm cos 2ωt (7)

Fm = 107

8π
B2
m A0 (8)

F0 = 1

2
Fm (9)

Fig. 5 Simplified model of
solenoid actuator: 1.
Armature (mover), 2. Coil, 3.
Outer shell, 4. Lower yoke
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Based on the relationship Φm = BmA0, and Ohm’s law of magnetic circuit ΦmRδ

= NIm, the relationship between the maximum suction force Fm and the maximum
current Im is:

Fm = 107

8π

N 2

A0

(
1

Rδ

)2

I 2m =
(
0.00639

δ
+ 0.06697

)2

I 2m (10)

where N is the number of coil turns, with a value of 150.
For AC iron core-coil circuit, the relationship between the effective value of

voltage U and the maximum magnetic flux Φm is U = 4.44 f N�m , combined
with Φm = BmA0, the relationship between the maximum suction force Fm and the
effective voltage U is as follows:

Fm = 107

8π

1

A0

(
1

4.44N

)2(U

f

)2

= 2132.1

(
U

f

)2

(11)

Accordingly, the relationship between the amplitude of electromagnetic suction
Fa and the maximum current Im and the effective voltage U is as follows:

Fa = 1

2
Fm=

(
0.001598

δ
+ 0.01674

)2

I 2m (12)

Fa = 1

2
Fm = 1066.05

(
U

f

)2

(13)

4.2 Simulation Analysis Based on Ansoft Maxwell

This paper mainly simulates the transient magnetic field of solenoid actuator. Based
on the actual structure and working principle of solenoid actuator, the simulation
model is established and analyzed by Ansoft Maxwell. The finite element model
(FEM) is shown in Fig. 6.

The relative permeability of the silicon steel sheet is 8000–10,000, the mover is
pure iron, and the coil turns are 150. The size of the air gap is adjusted by the position
of the actuator. When the air gap is 0, 2.5 and 5 mm, a voltage with effective value
of 5 V and frequency of 50 and 100 Hz, respectively, are applied to simulate the
magnetic induction strength, the magnetic flux generated at the air gap, the current
in the coil, and the amplitude suction force of the actuator are extracted.

The simulation results and theoretical calculation results show that the current,
magnetic flux,magnetic resistance, and electromagnetic force obtained by simulation
have large errors comparedwith the theoretical calculation results. The causes of large
error are analyzed as follows:
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Fig. 6 Actuator FEM

(1) When the magnetic resistance equation in electromagnet design manual is
applied to solenoid actuator, the actual structure between them is different, so the
theoretical calculated reluctance is smaller than the simulated reluctance, and the
simulation current is greater than the theoretical calculation current.

(2) There is magnetic flux leakage in the simulation process, which leads to
the simulated magnetic flux less than the theoretical calculation, so the simulated
electromagnetic force is less than the theoretical calculation.

In view of the fact that the electromagnetic force of theoretical calculation is
increased by 30% compared with the electromagnetic force of FEM simulation, to
sum up the error analysis and simulation results, Eq. (13) is modified as follows:

Fa,m = Fa

1.3
= 820.04

(
U

f

)2

(14)

The comparison between the calculation results by using the modified Eq. (14)
and the simulation results is given in Table 2. The modified results agree well with
the simulation ones, indicating that the calculation Eq. (14) of electromagnetic force
on voltage is reliable.

4.3 Experimental Test on Solenoid Actuator

The experimental test is carried out. When the actuator being activated, the force
sensor picks up the force transmitted to the frame end, and the current sensor picks
up the loading current.

The first group of tests: the current is used as the excitation, the effective current
remains unchanged, and the excitation frequency varies from 10 to 70 Hz. The test
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Table 2 Comparison of simulation and theoretical calculation after voltage equation correction

U/V f /Hz Φm/Wb Fa/N

0 mm

Theoretical results 5 50 1.502 × 10–4 8.204

Simulation result 5 50 1.529 × 10–4 8.195

Theoretical results 5 100 7.510 × 10–5 2.050

Simulation result 5 100 7.430 × 10–5 2.045

2.5 mm

Theoretical results 5 50 1.502 × 10–4 8.491

Simulation result 5 50 1.490 × 10–4 8.861

Theoretical results 5 100 7.510 × 10–5 2.123

Simulation result 5 100 7.780 × 10–5 2.212

5.0 mm

Theoretical results 5 50 1.502 × 10–4 8.323

Simulation result 5 50 1.589 × 10–4 8.841

Theoretical results 5 100 7.510 × 10–5 2.081

Simulation result 5 100 7.350 × 10–5 2.429

results of the maximum force and frequency under different current are shown in
Fig. 7. The maximum force is basically not affected by the frequency, which is
consistent with the theoretical result without frequency variable in Eq. (12), and is
also consistent with the simulation results of the frequency response curve in Fig. 3
reaching horizontal straight line after 25 Hz.

Considering that the theoretical Eq. (12) of electromagnetic suction on current
contains the air gap value δ between conical surfaces which is inconvenient to accu-
ratelymeasure. It can be seen fromTable 2when the air gap changes, the force almost

Fig. 7 Test curve of
maximum force and
frequency under different
currents

20 30 40 50 60 70
0

5

10

15

20

25

30

35

f / Hz

F m
 / 

N

 

 

1.5 A
2 A
2.5 A
3.5 A



128 F.-H. Yao et al.

Fig. 8 Comparing
calculation results with test
results after fitting
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remains unchanged at the same frequency. Therefore, the second group of tests can
be designed to fit the parameter δ of Eq. (12).

The second group of tests: the current is used as the excitation to which frequency
is fixed but the effective value is gradually increased from 0 to 5 A; the maximum
attraction force at multiple frequencies of 40 Hz, 50 Hz, 75 Hz, etc., were measured,
respectively.

Fitting the test data at multiple frequencies to obtain δ = 0.00460, it can be
substituted into Eq. (12) for calculation, and themaximum electromagnetic attraction
at 40Hz, 50Hz and 75Hz is comparedwith the test results as shown in Fig. 8. The test
curve is basically consistent with the equation calculation curve obtained after fitting
the parameters, indicating that the parameter fitting of δ is successful. Therefore, the
fitting value of δ can be directly used in Eq. (12), and the accurate electromagnetic
suction equation for current can be obtained as follows:

F0=1

2
Fm=1

2

(
0.00639

0.00460
+ 0.06697

)2

I 2m = 1

2
× 2.120I 2m = 1.060I 2m (15)

After obtaining Eq. (15), the problem that the required vibration isolation force
cannot be calculated even when the air gap value could not be measured when the
electromagnetic force is controlled by the current can be solved.

5 Conclusion

In this paper, the solenoid actuator is studied deeply, the frequency response curve
of the net output of the actuator to the electromagnetic force is obtained through its
mathematical and physical model. It is clear that the amplitude of electromagnetic
suction and net output force are equal in the working range of the actuator, so the
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vibration transmitted from the engine to the body end can be offset by controlling
electromagnetic suction.

Based on theoretical derivation, the electromagnetic attraction is studied. the
calculation equations of electromagnetic suction with respect to voltage / current
are obtained; electromagnetic simulation is carried out for the equation with voltage,
and according to the error analysis between the theoretical calculation results and
the simulation results, the equation is modified to make it close to the simulation
results; In addition, the parameters in the electromagnetic suction equation about the
excitation current are fitted through the test data. Finally, the simulation results are
consistent with the modified theoretical calculation results, and the fitting calcula-
tion curve is basically consistent with the test curve, which shows that the calculation
equation of electromagnetic suction of actuator about voltage / current obtained in
this paper is accurate.

In conclusion, the research method of combining theory, simulation, and exper-
imental test on solenoid actuator is effective and reveals the nonlinear relationship
between solenoid actuator electromagnetic suction and excitation voltage / current,
which lays a solid foundation for next research on the control strategy of solenoid
active control mount.
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Research on the Problems
and Countermeasures of Sustainable
Development of Green Building Economy
in China

Xuefeng Li and Lijuan Song

Abstract During the 13th Five Year Plan period, China’s economic development
has entered a new stage. “Green,” “low carbon,” and “ecology” in the construction
field have become the global development trend. Based on the development status
of green building economy in China, this paper expounds the meaning of green
building economy and analyzes the necessity of its development. Then, combined
with the current situation of China and developed countries, this paper summarizes
and analyzes the shortcomings of green building economic development in China.
Finally, through themethod of investigation and literature review, it gives the opinions
of sustainable development of green building economy. This paper has practical
significance.

Keywords Green building · Economy · Sustainable development

1 Introduction

In recent years, China’s construction industry has achieved rapid development.While
people pursue the maximization of economic interests, environmental protection is
gradually included in the category of considering the merits and demerits of build-
ings [1]. The practice of green building in China has also been steadily promoted (as
shown in Fig. 1). As can be seen from the figure, the green building area in China
was only 40 million square meters in 2011, and it has reached 1 billion square meters
in 2017. According to the data comparison, the growth rate of green building area
in China is obvious, and it has increased steadily year by year and has made grati-
fying achievements. However, because the development of green building in China is
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Fig. 1 Development of green buildings in China from 2011 to 2017

15 years later than that of developed countries, there are still many deficiencies. How
to promote sustainable development of green building economy is still a difficult
problem we need to explore [2].

2 The Meaning of Green Building Economy

The concept of green building was first proposed by American architect Paul in
the 1960s. It rose in China in the 1990s and has made rapid development during the
Eleventh Five Year Plan period [3]. Generally speaking, green building is to use envi-
ronmental protection materials and equipment in various activities of construction,
pay attention to the innovation of construction production technology, minimize the
damage to the ecological environment, and save natural resources and energy to the
greatest extent. In the process of planning, design, construction, operation, demoli-
tion or reuse, it puts forward high standards for architectural designers, managers,
and construction operators requirements. It improves the quality of architecture,
optimizes people’s living environment and working environment as a whole, and
realizes the harmonious coexistence of human and nature [4], which is an important
embodiment of sustainable development in China.

Green building economy is an innovative concept of sustainable development.
It is a building economy with comprehensive development and promotion of green
building construction as the core [5].
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3 The Necessity of Green Building Economic Development

With the continuous progress of society, the process of green and sustainable
urbanization has become an inevitable trend. The development of green building
economy promotes the development and utilization of new energy and the recy-
cling of resources, which plays an extremely good role in promoting the process of
urbanization [6].

The development of green building economy combined with ecological knowl-
edge aims to create a comfortable living environment with energy saving and
emission reduction, green and low carbon, create a good shopping experience for
consumers, and improve people’s quality of life. With the development of green
building economy, resource saving and comfortable living are complementary to
each other, showing the concept of people-oriented and sustainable development. It
is an important measure to promote the harmonious coexistence between human and
nature in China.

4 The Deficiency of Green Building Economic Development

4.1 Insufficient Government Support

The economic concept of green building economy was put forward relatively late
in China. At present, there are some deficiencies in the government’s cognition and
people’s recognition is not high. Based on this, China’s green building economy in
the rules and regulations, policies, legal system, and other aspects is not perfect, lack
of good development space, in China is still in the concept and idea of the primary
stage, compared with developed countries there is a big gap [7]. At the management
level, due to the lack of government attention, there is no specific and perfect law
to implement the protection of green building economy, resulting in a “cliff type”
situation. The enthusiasm of enterprises is difficult to mobilize because of the lack
of incentive measures, and there is no resultant force within the industry.

4.2 Less Practical Operation Experience in the Industry

There are many people in our country who think that green building must have
high cost, first-class ventilation, lighting and heating technology at the same time
[8]. Therefore, in the pursuit of the interests of the supremacy of the present, the
application of green building in China is still relatively narrow, promotion is also
concentrated in the city. Due to the lack of practical application, there is a lack of
advanced technology for guidance, which leads to a vicious circle in which theory
cannot be combined with practice. Enterprises cry for lack of capital and technical
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support, but high-end comprehensive talents will not rush to this industry. However,
green building is a broad concept, such as some buildings with folk characteristics
and perfect combination with nature, because it has the characteristics of low cost,
energy saving and environmental protection, and embracing nature, it is also regarded
as green building.

4.3 The Concept of Sustainable Development of Enterprises
is Insufficient

Due to the lack of basic constraints of relevant laws and regulations, many enterprises
in China’s construction industry simply pursue economic interests. Green buildings
are more like empty slogans of some enterprises, and the concept of sustainable
development has not been implemented in daily work [9]. The relevant national level
of publicity is not very good, incentive measures are not perfect, the concept of
sustainable development of enterprises has not been implemented, resulting in the
construction industry “bean curd residue” project, construction waste pollution of
soil and water.

4.4 The Evaluation Mechanism of Green Economy is
not Perfect

China’s green building is still in the primary stage of development, and the excessive
momentum of enterprises has led to some drawbacks in the green building economy.
For example, some real estate developers have single green space area, but consumers
have not satisfied with the green building in the later use process. The evaluation
mechanism of green building economy in China cannot adapt to the current social
development. So far, the mechanism is not perfect and cannot play an effective
role in evaluation. Therefore, it is difficult to ensure the accuracy, consistency, and
scientificity of the evaluation process [10].

5 Countermeasures for Economic Development of Green
Building

5.1 Increase Policy and Legal Support

Green building economic market is an indispensable part of China’s socialist market
economy, and China’s market economy has not yet formed a perfect system and
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mechanism. From the perspective of economic interests, some construction enter-
prises may ignore environmental protection. At this time, it is necessary for the
government to improve the understanding of green building economy, pay atten-
tion to the development of long-term economic interests, formulate corresponding
incentive measures, improve the enthusiasm of enterprises for innovation, increase
the media publicity, and escort the development of green building economy with
capital as the source power [11]. On the other hand, the government formulates
corresponding laws and regulations to prevent accidents in advance and prepare for
the rainy days. If the enterprises cause pollution, they should be severely punished,
so as to form an atmosphere in which laws must be followed and law enforcement
must be strict in the whole society.

5.2 Improve the Green Building Economic Evaluation
Mechanism

The development of green building economy in China has been for a period of time,
but it has not yet formed a perfect, scientific, and advanced evaluation mechanism
matching with China’s national conditions, which makes the promotion of green
building economy lack of extensive foundation, which is also one of the important
reasons why China’s green building economy lags behind the western countries
[12]. On the one hand, the government should develop a set of evaluation system,
and then upgrade and optimize it based on China’s national conditions, so as to
provide a professional basis for the development of China’s construction economy.
On the other hand, enterprises should scientifically carry out their work according
to the evaluation system, so as to make a virtuous circle of energy conservation and
environmental protection, actively contribute to sustainable development, and refuse
to focus on immediate economic interests and pick up small and lose big ones [13].

5.3 Cultivate Professional Talents

The development of green building economy is inseparable from the support of high-
tech. The state should strengthen the training of talents, accumulate more practical
operation experience through a large number of experiments and tests, and give play
to the core value of green building economy. We will increase financial support and
attract a large number of comprehensive talents who are proficient in the fields of
architecture, law and ecology to enter the green building economy industry. Inno-
vative technology is the key to eternal development. Enterprises should encourage
employees to innovate, actively organize staff training, give full play to the industry’s
technical strength, reward advanced employees, and form an enterprise culture that
encourages innovation [14].
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5.4 Learn Foreign Advanced Experience and Technology

At present, it is necessary to enhance the exchange of advanced experience and
technology with foreign countries. The development of green building economy in
China lags behind that of developed countries and lacks practical operation experi-
ence. It belongs to the development mode of learning from others’ experience and
exploring by ourselves. In this regard, the government should strengthen coopera-
tion and exchange, introduce technology, learn from the advanced experience and
technology of developed countries, promote the healthy, stable and long-term devel-
opment of green building economy in China, steadily build the environment of green
building, and finally realize win–win cooperation and mutual benefit [7]. Through
learning and exchange, the concept of developmentwill be deeply rooted in the hearts
of the people, and people’s attention will be raised. The social foundation will be
more solid, and the development of the industry will be longer.

6 Conclusion

Green building economy is the necessary trend of construction industry develop-
ment, which plays a key role in promoting sustainable development and harmonious
development betweenman and nature [15]. Comparedwith other countries, the devel-
opment of green building economy in China is relatively late, and it is still in the
primary stage in planning, design, construction, and so on. In the actual process,
the effect is not obvious, and there are still many deficiencies, which need further
research and exploration. With the progress of technology policy, the development
of green building economy in China will be better and better, which is a coordinated
project participated by the government and the people.

References

1. Wang, Z.Y., Qiu, F., Yang, W.S.: Solar water heating: From theory, application marketing and
research. Renew. Sustain. Energy Rev. 01(41), 68–84 (2015)

2. Teng, J.Y., Xu, C., Ai, X.J.: Driving structure modeling and driving strategies of green building
sustainable development. J. Civil Eng. Manage. 36(06), 124–137 (2019) (in Chinese)

3. Wang, Q.Q.: Review on development and standards for green buildings in China. Archit.
Technol.49(04),340–345(2018)(in Chinese)

4. Huang, L., Wang, J.T.: Review on research progress of green buildings operation management.
Constr. Econ. 36(11),25–28(2015)(in Chinese)

5. Huang,Q.R.: The main factors analysis on life cycle cost of green building. Constr. Manage.
Modernization(04),49–51(2008)(in Chinese)

6. Luo, J., Guo, Y.F., Huang, Y.: Analysis of green building industry chain and its social and
economic effects.Eng. Econ. 27(07),63–65(2017)(in Chinese)

7. Lu,B.B.:Analysis of the restricting factors in construction industry’s promoting and developing
green buildings. Eng. Econ. (02),81–85(2015)(in Chinese)



Research on the Problems and Countermeasures of Sustainable … 137

8. Xue, F., Shen, L., Qian, J.: Influential factors of green residential building’s incremental cost.J.
Civil Eng. Manage. 36(01),194–200(2019)(in Chinese)

9. Han, Y.Y., Shen, L.Y., He, B.: Analysis of the restraining factors in promoting the devel-
opment of green building based on ISM: a case study of Chongqing. Constr. Econ.
38(02),26–30(2017)(in Chinese)

10. Wang, F., Chen, L.Q.: The analysis of problems and countermeasure in green building economic
evaluation. Shanxi Archit. 41(09),225–227(2015)(in Chinese)

11. Wang, X.L., Du, Z.F.: Study on the development countermeasures of green building under the
low-carbon concept. Constr. Econ. 35(06),80–82(2014)(in Chinese)

12. Ke, S.L.: Research on improvement and perfection of evaluation standard for green construction
of building. Eng. Econ. 27(03),69–73(2017)(in Chinese)

13. Wang, X.W., Zheng, X.X.: Research on the evaluation of green core competitiveness of
construction enterprises. Eng. Econ. 27(07),57–62(2017)(in Chinese)

14. Guo, H.D., Zhang, Y.X., Zhang, H.Y.: Mechanism construction and optimization for coor-
dinated development of green building supply chain under the leadership of core enter-
prises.Constr. Econ. 40(11),79–83(2019)(in Chinese)

15. Ye, Z.D.: Study on themacroeconomic impacts of green buildings.UrbanDev. Stud. 10, 97–103
(2012). (in Chinese)



Research on the Balance of Automobile
Mixed-Flow Assembly Line

Qi Ge, Qianqian Shao, Yunfeng Zhang, and Siqi Zhang

Abstract Mixed-flow production technology is widely used by automobile manu-
facturers to cope with the fierce global competition. In order to improve the produc-
tion efficiency of the mixed-flow assembly line in the assembly workshop of an
automobile production company, the relevant parameters are determined. The 0–1
integer programmingmodelwith the smallest number as the objective function, linear
interactive and general optimizer (LINGO), is used to deal with the model and verify
the effect of the optimized balance scheme through FLEXSIM simulation software.
The simulation results show that the rearrangement of each station makes the mixed-
flow production line more stably, and the production efficiency is greatly improved,
which provides a corresponding improvement plan for the production decision of the
enterprise.

Keywords Mixed-flow assembly line · Simulation optimization ·
Commissioning · FLEXSIM

1 Introduction

As a State-owned key large-scale enterprise, automobile production has a large
number of international advanced technology and equipment, which realizes the
assembly of CNC machine tools and machining centers, automatic welding,
computer-controlled online measurement and standardized inspection. However,
there is still much room for improvement in the aspects of digitalization of workshop
manufacturing process and scientific production scheduling of assembly line.

There are two problems to be solved inmixed assembly line optimization: produc-
tion line balance problem and scheduling problem. Generally, a balanced decision
is made first, and then the ranking of production is carried out according to the
results of the balance. Taking the mixed-flow assembly line as the research object,
priority is given to the rational distribution of tasks among the mixed-flow assembly
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line workstations, and the uniform distribution of working time of each assembly
line workstation in mixed-flow production is realized, making the operation of the
assembly line in the mixed-flow production environment more stable and improve
the output efficiency.

Based on the actual demand of the enterprise to improve the production beat and
the real operation of the assembly line, combined with the balance theory, the math-
ematical model of the balance problem considering the mixed-flow production of
different products is constructed, and the stations of themixed-flow assembly line are
rearranged. In order to better solve the practical problems, the research results provide
a set of relatively complete balance optimization scheme of the mixed-flow assembly
line for the final assembly workshop, and give a reasonable solution and theoretical
guidance for the balance optimization of the production line, so as to improve the
production efficiency. Reduce production costs, so that the variety, output, working
hours, and labor load on the final assembly line to achieve a comprehensive balance.

2 Related Works

Boysen et al. [1] summarized the decision-making problems of parts logistics and
distribution in automobilemanufacturing industry and introduced the basic flow steps
of automobile parts logistics and the main characteristics of mixed-flow assembly
line logistics and distribution. Mohammed Alnahhal et al. [2] studied how to use
forward-looking information to control the fluctuation of logistics in mixed-flow
assembly line. Faccio et al. [3] considered the situation of multiple supermarkets
supplying an assembly line and established a mathematical programming model
to determine the number and location of supermarkets with the goal of minimizing
transportation cost andfixed cost. In addition,Dong et al. [4] also study the problemof
tractor scheduling in the case of tractor failure or the change of production sequence
in the mixed-flow assembly line of the material supermarket and put forward a
dynamic distribution strategy based on heuristics. Dong et al. [5] considered that
in the mixed-flow assembly line, due to the different supplementary lead time, the
change of production combination and the need to assemble different productmodels,
all these pose a challenge to the traditional Kanban optimization method, so a new
way to optimize the number of Kanban is designed in the literature. At the same time,
Faccio et al. [6] also study an example of the application of a supermarket material
distribution system driven by Kanban in the O-type assembly line.

In the current general research, the solution results cannot fully explain the various
problems encountered in real life, resulting in the application of the results which is
not high. In this paper, after the solution, the FLEXSIM software is used to simu-
late the results, which not only verifies the effectiveness of the overall optimization
scheme of the mixed-flow assembly line, but also improves the overall output effi-
ciency of the enterprise mixed-flow assembly line and optimizes the production
management process.
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3 Preliminary Balance Optimization of Production Line

Given the production time to solve the first kind of mixed-model assembly line
balancing problems to minimize the number of workstations (MMALBP-1), the
generalized mathematical programmingmodel for this kind of problem is as follows:

Assumptions: (1) Demanding in the coming year is predictable, non-random
demand;

(2) It is assumed that the number of assembly tools and the replacement timeduring
the replacement of assembly products are not taken into account in the mixed-flow
assembly line, the staffing is sufficient, and no buffer is set up; and.

(3) There are S stations on the mixed-flow assembly line, including a total of N
processes, to produce M varieties of products.

Notations:

T : the effective working time in a balance cycle;
M : the number of product types;
N : the total number of jobs;
S: the total number of stations;
Dm: the predicted market demand for each type of product, non-random demand;

D =
M∑

m=1
Dm : the total market demand;

C = T
D : the average production beat;

qm = Dm
D : the proportion of product type m in the total demand;

tim : the working time of the product m in the task i .

Decision variables:
xik : 0–1 variable

xik =
{
1, Indicates that job i is allocated to station k

0, Indicates that job i is not allocated to station k

AK : indicator variable of the station

AK =
{
1, Indicates that the k-th station is occupied

0, Indicates that the k-th station is not occupied

minJ =
S∑

k=1

Ak (1)

St:

S∑

k=1

xik = 1,∀k (2)
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S∑

k=1

k · xik −
S∑

h=1

h · x jh ≤ 0,∀(i, j) ∈ P(i, j) (3)

M∑

m=1

N∑

i=1

xik · tim · qm ≤ C,∀k (4)

k∑

i=1

xik ≤ N Ak(k ∈ S) (5)

xik ∈ {0, 1},∀i, k (6)

Ak ∈ {0, 1},∀k (7)

Selecting the minimum number of workstations as the objective function (1), on
the one hand, the reasonable distribution of workstations can reduce the number of
workstations, improve assembly efficiency, and at the same time, reduce the number
of assembly personnel and save labor costs.On the other hand, for themixed assembly
linewith numerous assembly processes, the balancemodel ofminimizing the number
of workstations is selected with a given production beat. It can realize the segment
balance of the complex large-scale mixed assembly line on the premise of ensuring
the consistent production beat of the mixed-flow assembly line, accelerate the speed
of solution, and make the solution of the theoretical model more practical. Constraint
(2)means that each process can only be arranged in aworkstation. Constraint (3) indi-
cates the sequence constraint of job tasks. Constraint (4) indicates that the weighted
load of each product on the workstation does not exceed the average production
beat; constraint (5) means that if any work has been assigned to the workstation, the
workstation must be turned on; constraint (6) and constraint (7) indicate that the task
assignment and whether the workstation is enabled are 0–1 variables.

4 Solution and Simulation

4.1 LINGO Solution

At this stage, there are 31 processes in the preloading section, and the specific timing
data are given in Table 1. T 1 is the measurement time value of the light truck basic
model, and the correction coefficient is 1, so the value of 1 is the normal time, the
light truck standard time T 2 is obtained from T 1 × (1 + 10%), the release rate is
10%, T 3 is the measurement time value of the medium and heavy truck basic vehicle
model, the correction coefficient and the relief rate are the same as the light truck,
the T 4 standard time is obtained by T 3× (1+10%), and T 5 is the weighted time of
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Table 1 LINGO solution results

Number Job number
(option 1)

Station time/s Job number
(option 2)

Station time/s

Pre-installed-1 1 406 1 406

Pre-installed-2 2 386 3 653

Pre-installed-3 3 653 2 386

Pre-installed-4 4, 5 700 4, 5 700

Pre-installed-5 6, 9 700 6, 9 700

Pre-installed-6 7, 8, 11 600 7, 10, 11 718

Pre-installed-7 10, 12, 15 615 8, 12, 15, 19 663

Pre-installed-8 13, 16, 17, 18, 19,
20, 21

597 13, 14, 20, 21 363

Pre-installed-9 14, 22 635 16, 17, 18, 22 703

Pre-installed-10 23, 24, 25 600 23, 24, 25 600

Pre-installed-11 26, 27 656 26, 27 656

Pre-installed-12 28, 29 718 28, 29 718

Pre-installed-13 30, 31 612 30, 31 612

each process. The calculation equation is shown in Eq. (8). The priority relationship
of each work time in the pre-installation section is shown in Fig. 1.

T 5 = T 2 × q1 + T 4 × q2 (8)

The LINGO 17.0 version is selected as the solving tool, and the error limit (Initial
Nonlinear Feasibility Tol) of the initial nonlinear feasible solution is set to 0.001.

The LINGO operation result of the preloading section is shown in Fig. 2.
Analysis results of preloading section optimization.

Fig. 1 Time measurement data of working procedure in preloading section
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Fig. 2 LINGO running result
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Smin=

⎡

⎢
⎢
⎢
⎢
⎣

∑ M

m = 1

(

Dm
∑ N

i = 1
t im

)

C × D

⎤

⎥
⎥
⎥
⎥
⎦

(9)

In the mixed-flow assembly line, the number of minimized workstations in the
ideal state can be estimated by Eq. (9). The minimum number of workstations in the
preloading section is 11, and the workstation set is set to 1–11. The LINGO solver
shows that there is no feasible solution, and there are no feasible solutions in 12
stations. Then, we continue to increase the number of workstations, and the feasible
solution of 13 workstations can be obtained after running the program for 11 min
and 58 s. At this time, it can be considered that the solution of 13 workstations is the
optimal solution to the balance problem of the preloading section.

Based on the LINGO software, two groups of schemes are set up, one group
brings in the weighted average time, the other brings in different kinds of homework
time, and the balance effect of the two groups is compared. Through the analysis of
the solution results of the two sections, this paper thinks that the difference between
the two data processing methods is limited to the solution difference of the iterative
process within the program (LINGO integer programming model default branch
and bound method to solve), and there is no difference between the advantages
and disadvantages. The allocation scheme of LINGO workstations in the preloading
section is given in Table 1, the station time is equal to the weighted time sum of each
job, and the result satisfies the constraint condition of job sequence.

Therefore, based on the solution results of the previous section, in the solution
process of the power section, it is divided into a power group (process 1–35) and
a power group (process 36–76) for solution. After the program runs, both stages
are obtained. The optimal solution is to minimize the number of workstations to 12
and 11, respectively. Based on LINGO’s optimization results and later analysis, the
balance optimization plan of mixed-flow assembly line is obtained as given in Table
2.

The power section contains 76 processes. For information on the detailed working
time and priority of work, please see Appendix 3. The scheme of this paper is a 0–1
integer programming model. After analyzing the model, it is found that the number
of variables in the power section is up to 1617, and the scale of the solution increases
rapidly. The scale of solving this kind of equilibrium problem LINGO should not be
too large, and the artificial intelligence algorithm is more suitable for solving large-
scale equilibrium problems and achieving better performance. Therefore, based on
the solution results of the previous section, in the process of solving the power section,
it is divided into power group 1 (process 1–35) and power group 2 (process 36–76).
On the one hand, it accords with the division of the actual production management
organization of the enterprise. It is beneficial to the balance adjustment in the later
stage, and on the other hand, it greatly speeds up the efficiency of solving the optimal
solution. After the program runs, the optimal solution is obtained, and the number
of minimized workstations is 12 and 11, respectively.
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Table 2 LINGO solution result

Number Job number
(option 1)

Station time/s Job number
(option 2)

Station time/s

Power-1 1, 2, 4, 5, 6 653 1, 3, 6 583

Power-2 3, 7, 8 667 2, 4, 5, 7, 8 737

Power-3 9, 11 685 9, 11 685

Power-4 10, 14 674 10, 12 744

Power-5 13, 15 657 14, 15 517

Power-6 12, 17, 18 579 13, 17, 18 649

Power-7 16, 21, 22, 25 719 16, 19, 23 693

Power-8 20, 24 746 20, 21, 22 701

Power-9 19, 23, 27 730 24, 25 738

Power-10 26, 28, 29, 30 707 26, 27, 28, 29, 31,
32, 33

732

Power-11 33, 35 652 30, 35 690

Power-12 34 472 34 472

Power-13 37, 38, 39 354 36, 37, 38, 39 635

Power-14 36, 40 723 40, 41 535

Power-15 41, 42, 43, 44 741 42, 43, 44 648

Power-16 45 494 45, 46, 47, 48, 49 603

Power-17 46, 47, 48, 49, 50,
52

685 50, 52, 53 707

Power-18 51, 53, 57 736 51, 54, 57 645

Power-19 54, 55, 56, 58, 60 603 55, 56, 58, 59, 60 695

Power-20 59, 61, 64 727 61, 62, 63, 64 706

Power-21 62, 63, 65, 66, 67,
68, 69, 72

692 65, 66, 67, 68, 70,
72, 73

586

Power-22 70, 71, 73, 75 729 69, 71, 75 724

Power-23 74, 76 540 74, 76 540

4.2 Simulation Study and Analysis

Use FLEXSIM to realize the dynamic simulation of the scene and analyze all kinds
of statistical data from the simulation output.

Since the assembly of a commercial vehicle requires many assemblies, parts,
and components, for the sake of simplicity, the assembly process of each assembly
workstation is represented by the assembly time of the vehicle on each workstation,
without modeling each specific assembly. There are 34 stations in the assembly
line optimization plan, including 12 stations in the preloading section (named as
preloading 1–12 in turn) and 22 stations in the power section (named power 1–22 in
turn). In the simulation scheme, the assembly line is arranged in the shape of “one,”
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Fig. 3 FLEXSIM simulation

and each station module is connected in series to form a complete assembly line.
The simulation model is shown in Fig. 3.

Under normal circumstances, the output of the simulation results is a total of
7046 vehicles, including 6342 light trucks and 704 medium and heavy trucks, with
an average time of 8.51 h per vehicle from going online to assembling and going
offline, although the output has increased compared with 5800 last year, but it has
not yet reached the expected maximum design capacity of 10,000 vehicles.

5 Conclusions

This paper constructed a 0–1 integer programming model of mixed-flow assembly
line balance with the optimal goal of minimizing the number of workstations, works
out established the optimization scheme of station assignment by using LINGO
software, and further adjusted and optimized the scheme by simulation software,
which showed the rationality and feasibility of the optimization scheme.

For this kind of manufacturing enterprises implementing mixed-flow production
mode, the research of this paper can make them realize the importance of balanced
production and provide a relevant theoretical basis for them to make reasonable deci-
sions according to the actual situation of their own enterprises. It also has certain
application and promotion value to other manufacturing enterprises. It is of great
significance to improve the overall efficiency of the assembly line, reduce WIP
between processes, and pursue synchronous production.
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Research on Scheduling Method
for Uncertainty of Hit Rate of Molten
Steel Based on Q Learning

Liangliang Sun, Tianyi Lu, Shuya Sha, Wanying Zhu, Qiuxia Qu,
and Baolong Yuan

Abstract Aiming at the problem of uncertain scheduling of molten steel hit rate
in the steel refining process, taking into account the multi-stage, multi-equipment,
and multi-constrained production process conditions of refining production and the
process of refining process due to the uncertainty of molten steel hit rate during
the refining process, in order to obtain a scientific and feasible approximate optimal
scheduling plan in a short period of time, the system state and system state transfer
rules of the steel production process are defined, and the randomevolution scheduling
optimization system model of steel production refining based on the discrete-time
Markov chain is established.At the same time, in the refining process scheduling opti-
mization problem, the complexity of the solution will increase exponentially with the
increase of the number of reprocessing processes, and a stochastic dynamic program-
ming algorithm based on heuristic simulation strategy and improved Q learning is
designed to solve the problem. Aiming at the uncertain scheduling problem ofmolten
steel hit rate under different process production paths, simulation experiments using
actual production data of a large domestic steel mill verify the effectiveness of the
proposed model and algorithm.

Keywords Production scheduling · Molten steel hit rate · Markov chain · Q
learning

1 Introduction

The typical steel production process includes iron making, steelmaking-continuous
casting, and rolling [1]. Steelmaking-continuous casting production is the bottleneck
of the entire steel production which includes three stages of steelmaking, refining,
and continuous casting. The refining stage consists of RH, CAS, KIP, and other
refining stations [2].

L. Sun (B) · T. Lu · S. Sha · W. Zhu · Q. Qu · B. Yuan
Faculty of Information and Control Engineering, Shenyang Jianzhu University, Shenyang, China
e-mail: swinburnsun@163.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Y. Li et al. (eds.), Advances in Simulation and Process Modelling,
Advances in Intelligent Systems and Computing 1305,
https://doi.org/10.1007/978-981-33-4575-1_15

149

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4575-1_15&domain=pdf
mailto:swinburnsun@163.com
https://doi.org/10.1007/978-981-33-4575-1_15


150 L. Sun et al.

As the refining process of the steelmaking-continuous casting intermediate link,
from the perspective of the process, the process undertakes the ironmaking produc-
tion process and closely follows the rolling production process, and its productivity
is weaker than other production processes [3], so it is considered to be steel produc-
tion bottleneck link; from the perspective of management level, not only Enterprise
Resource Planning (ERP) and Process Control System (PCS), but also the core link
of Manufacture Executive System (MES) [4]. In the refining stage, steel production
enterprises usually arrangemolten steel into refining equipment for different impurity
removal methods for production according to customers’ requirements for molten
steel composition. The steel scheduling in the refined production process is based on
the number of furnaces. According to the corresponding production process paths
obtained by different furnaces in different attributes of the batch planning process
in daily units, considering the constraints of the steelmaking-continuous casting
production process, select each types of refining equipment corresponding to the
production time of each furnace and the different equipment serial numbers under
the same type of refining equipment [5]. As the core link of steel production, the
steelmaking-continuous casting production process is disturbed by many uncertain
factors [6]. After the occurrence of the molten steel hit rate that does not meet the
standard with a high frequency occurs, it is necessary to determine the content of
sulfur, phosphorus, and carbon in the molten iron in the unit of the furnace after the
production of a certain equipment is completed at a certain stage. If the content of
the component meets the standard, the next process is processed according to the
established process path and static scheduling compilation rules; if the content of
the component does not meet the standard, the accurate content of the component
needs to be judged. However, due to the difficulty of guaranteeing the stability of
the molten steel component treatment with the furnace as the production unit in
the refining production equipment (RH type, CAS type, KIP type, etc.), the steel
hit rate may not reach the standard (the composition of molten steel from a certain
refining process in units of furnace times does notmeet the established requirements).
As a result, the molten steel needs to be returned to one or more of the previous
processes for refining. If a batch of refining occurs due to unqualified molten steel
quality, it will seriously affect the normal production of subsequent batches. As a
result, the refining production process cannot be produced in strict accordance with
the production scheduling plan formulated before production, which is difficult to
guarantee. The entire steelmaking-continuous casting production rhythm affects the
efficiency of steel production, increases the energy consumption of steel production,
and increases the use of personnel costs. To this end, this paper proposes a study on
the uncertain scheduling method of molten steel hit rate in the refining production
process to ensure the smooth progress of steel production.
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2 Scheduling Modeling

In general, when defining the system state of the refining production process
scheduling problem, it is necessary to consider the number of furnaces that the steel
production enterprise simultaneously performs refining production on the same set
of refining equipment, the production status of each furnace at a certain time, and the
number ofways for each refining process to complete the production task and the situ-
ation of each type of refining equipment being occupied at a certain time. According
to the above requirements for the definition of the status of the scheduling system of
the steel-refining production process, we assume that a steel production enterprise
simultaneously carries out D refining production tasks on the same set of refining
production equipment, and the completion of D refining production tasks requires E
types refining equipment, the number of each refining equipment is Hk(k ∈ {1 . . . E}
(which is a positive integer). The state of the refining production process scheduling
system is defined as follows:

X = [s1, s2, . . . , sD, q1, q2, . . . , qD, R1, R2, . . . ,RE , t]T (1)

where si is a positive integer, indicating the current refining production status of the
i-th heat, i ∈ {1, . . . , D}; qi is an integer which represents the number of ways to
complete production tasks in a refining production process of the i-th furnace; R j

represents the number of refining and processing equipment of the j-th type that
is not occupied at the current moment, and R j ∈ {

0, . . . , Hj
}
is a positive integer

( j ∈ {1, . . . , E}, j is a positive integer).
In general, before defining the execution status of the refining production process

in the refining production process, it must be ensured that at least one refining produc-
tion and processing equipment required to execute this refining production process is
available to execute this refining production process. According to the above require-
ments for the execution status of the production process in the refining production
process, we define the execution status of the production process in the refining
production process as:

U = [β1, β2, . . . , βD]
T (2)

where U represents the production execution state of each furnace process in the
refining production process; βi represents the execution state of a production process
of the i-th furnace, βi = 1 or 0, (i ∈ {1, . . . , D}, i is positive Integer), βi = 1 means
to execute a certain process of the i-th heat and βi = 0 means not to execute a certain
refining production process of the i-th heat.

During the refining production process, when a certain refining production process
within a certain furnace is started or the task of a refining production process is
completed, the state of the refining production process scheduling system will shift.
If in the same state of refining production scheduling system, the production task
of a production process of a certain batch of refining production is completed first,
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the state of refining production scheduling system will be transferred to the state of
temporary refining production scheduling system. We assume that the initial state of
the refining production scheduling system is:

x(0) = [1, . . . , 1, 0, . . . , 0, R1, . . . , RE , 0]T (3)

where x(0) represents the initial state of the refining production scheduling system; 1
represents the state of the production scheduling system where each furnace is ready
to perform the first refining process; 0 represents the completion of each furnace
performing the first refining process; R j ∈ {

0, . . . , Hj
}
, ( j ∈ {1, . . . , E}, j is a

positive integer, R′
j is a positive integer), which represents the number of the j-th

refining and processing equipment that is not occupied at the current moment.

x(0) = [1, . . . 1, 0, . . . , 0, R1, . . . , RE , 0]T (4)

Make reasonable arrangements for the refining equipment required for each
refining production and the start processing time of each refining production process
in each furnace. Therefore, in this paper, ‘the minimum sum of the waiting time of
the processing in each process of the refining production process’ and ‘the minimum
difference between the ideal opening time and the actual opening time of each furnace
in the steel-refining production process’ are taken as the optimization goals, with
‘the same refinement equipment handles adjacent furnaces at the same time without
conflicting furnaces’ as a constraint, and establishes the following mathematical
objective function, Q(x(k), u(k)) means that refining is performed in the refining
production state x(k). The starting processing time for processing by the produc-
tion action is u(k), where Q(x(k + 1), u(k + 1)) represents the set of all refining
production actions that can be selected for the refining production state x(k + 1). The
starting processing time for production, g(x(k), u(k), x(k + 1)) is the steel-refining
production action u(k) from the refining production state x(k) to the steel-refining
production. Time of state x(k + 1):

Min(Qx(k), u(k)) = αMinu(k+1)∈Ux(k+1)E[Q(x(k + 1), u(k + 1))]

+ (1 − γ )Q(x(k), u(k)) + γ {[g(x(k), u(k), x(k + 1)}
+ |Q(x(k), u(k)) − Ti | (5)

where MinQ(x(k), u(k)) represents the minimum processing time for the refining
production system to perform the refining production action u(k) in the refining
production state x(k); Q(x(k), u(k)) represents the processing time for the
current refining production system to perform the refining production action
u(k) in the refining production state x(k); g(x(k), u(k), x(k + 1)) represents the
time from the refining production state x(k) to perform the refining produc-
tion action u(k) for refining production to the refining production state x(k + 1);
Minu(k+1)∈Ux(k+1)E[Q(x(k + 1), u(k + 1))] means to perform the refining produc-
tion action u(k + 1) processing in the refining production state x(k + 1), the
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minimum value of the expected value of timemathematics; γ represents the discount
factor (γ ∈ {0, . . . , 1}); α represents the learning coefficient (α ∈ {0, . . . , 1});
|Q(x(k), u(k)) − Ti || means that the refining production system performs refining
in the refining production state x(k), the difference between the ideal opening time
of the production action u(k) and the actual opening time; Ti represents the furnace
i ideal opening pouring time (k ∈ {1, . . . , E}, i ∈ {1, . . . , D}, k and i are positive
integers), and the ideal opening time of furnace i needs to meet:

Ti > Tϕ + Tω. (6)

Tϕ represents the processing time of the heat on the refining equipment; Tω repre-
sents the sum of the waiting time of the adjacent processes of the heat on the refining
equipment. Through Eq. (5), the performance indexes ‘sum of waiting times of
refining production process heat in each process’ and ‘difference between the ideal
opening time and actual opening time of each heat in refining production process’
are converted into optimization goals, Next, another performance index, ‘processing
adjacent furnaces on the same refining equipment within the same time without
‘operation conflict,’ is converted into constraint conditions by Eq. (7).

Q(x(k + 1), u(k + 1)) > Q(x(k), u(k)) + g(x(k), u(k), x(k + 1)),

k ∈ {1, . . . , E}; i ∈ {1, . . . , D} (7)

In Eq. (7), g(x(k), u(k), x(k + 1)) is the refining production action u(k) from the
refined state x(k) to the refined state x(k + 1)’s production time.

3 Solution Methodology

The problem of refining production scheduling under the uncertain environment
of molten steel hit rate is a large-scale flow shop scheduling problem, which is to
solve the NP problem. Considering that the Q learning algorithm in reinforcement
learning has adaptive, greedy search, and can quickly search for the optimal solution,
but the traditionalQ learning algorithm has the disadvantage that it cannot accurately
select the next optimal state. Taking this problem into consideration, improvements
are made on the basis of the traditional Q learning algorithm. Iterative calculation
using the improved Q learning algorithm will save processing time in the refining
production stage, improve the efficiency of refining production scheduling, and be
able to better cope with actual refining production scheduling during the process,
and a sudden situation occurs that the steel composition cannot meet the production
requirements and need to be reprocessed. According to the scheduling mathematical
model built in this paper, a method for solving the uncertain scheduling problem
of molten steel hit rate in the refining production process using the improved Q
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learning method is proposed. The following is the procedure of improving the Q
learning algorithm.

Step 1: Define the state action pair of refining production process
(x(k), u(k)), x(k) represents the production state of each furnace in the refining
production stage, u(k) represents each furnace in the refining production stage for
the same kind of refining production and processing equipment selection status
(k ∈ {1, . . . , E} is a positive integer); and need to build a matrix of uncertain
molten steel hit rate in the refining production process, the refining production process
experience matrix R and refining production process learning matrix Q.

Step 2: Initialize the learning matrix Q of the refining production process and set
the learning coefficient α;

Step 3: Select the state action pair (x(1), u(1)) of the first refining process in the
refining production process as the initial state;

Step 4: Use the objective function formula to calculate;
Step 5: When refining production occurs on the same refining production equip-

ment at the same time for adjacent processes of different times, select the probability
by calculating the action, such as Eq. (8), arrange the order in which adjacent refining
processes of different furnace times enter the refining equipment for production

P(ai/St ) = Q(xk, uk)/
∑

j

Q(xk, uk) (8)

where Q(xk, uk) is the processing time matrix for production on the refining equip-
ment uk in the production state xk ;

∑

j
Q(xk, uk) means that in the j-th furnace

production state xk is selected in the refining equipment. The sum of the processing
time matrices of all the processes performed on uk , uk ∈ {U };

Step 6: Determine the update status of the learning matrix Qmatrix in the refining
production process. If the objective function is greater than 0, the learning matrix
Q in the refining production process is updated. Otherwise, it will go back to step
4 and use the selected next production state as the initial state to perform iterative
calculation using the objective function;

Step 7: Determine the convergence of the learning matrix Q in the refining
production process. The conditions for the learning matrix Q to converge are:

max
j

∣∣∣(Qi+1
j − Qi

j )/Q
i
j ≤ 1

∣∣∣.

Step 8: Obtain the learningmatrixQ for the condensed refined production process,
then the algorithm ends.

At end of improved Q learning algorithm, it enters the manual online decision-
making process, the dispatcher uses theQ learning algorithm to obtain the condensed
refined production learning matrix Q. The molten steel produced by each process
is individually selected according to the different production requirements of each
furnace:

u∗(k) = arg max
u(k)∈Ux(k)

Q(x(k), u(k)) (9)
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where u∗(k) represents the optimal refining production equipment selection state;
arg max

u(k)∈Ux(k)
Q(x(k), u(k)) indicates the state action pair that maximizes the value of

Q(x(k), u(k)).

4 Simulation Study

A steel production enterprise simultaneously undertakes three refining production
tasks with different process paths and furnaces. The equipment and corresponding
quantities used by the enterprise to complete this refining production task are: two
RH refining equipments, two KIP refining equipments, two LF refining equipments,
and one CAS refining equipment, and steel production enterprises simultaneously
undertake three different process paths for refining production flowcharts.

The improved Q learning algorithm solution strategy proposed in this paper is
used to verify and solve the problem of uncertain scheduling optimization of molten
steel hit rate in the refining production process of different process paths, and the
learning matrixQ of the convergent refining production process is obtained. When it
is necessary to carry out refining, the condensed refining production process learning
matrixQ is used formanual online decisionmaking to obtain a scientific and effective
scheduling plan.

Using heuristic strategy simulation, the refining production process, the furnaces
in each process have a small waiting time, and the small furnace production process
first enters the refining production equipment for production and the furnace process
with early opening time first enters the refining production equipment for production.
Each time 1000 simulations are performed, and 2000 refining production process
paths can be obtained. The simulation results are shown in Figs. 1 and 2.

In Figs. 1 and 2, the simulation strategy 2 is that the furnace process with the
early opening time first enters the refining production equipment for production. The
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Fig. 2 Simulation results 2
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simulation results are concentrated around the average production time of the refining
production process path and the refining production process path in the simulation
process. The average production time is 4.6 h ahead of simulation strategy 1.

5 Conclusion

This paper first describes the two performance indicators ‘the sum of thewaiting time
of the furnace process in each process is the smallest’ and ‘the deviation between
the ideal opening time and the actual opening time is small’; the Markov chain is
used to describe the hit rate of molten steel uncertainty, define the refining produc-
tion state, refining production process execution status, and refining production state
transfer rules; establish a scheduling optimization mathematical model for the uncer-
tain scheduling problem of molten steel hit rate in the refining production process.
Then, a solution strategy for the refining production scheduling problem under uncer-
tain environments of molten steel hit rate is proposed. First, the solution strategy is to
use heuristic strategy simulation to reduce the optimal process path selection range
and obtain the initialQ value of the iterative calculation of the subsequent improvedQ
learning method; second, using improved Q learning method to iteratively solve the
refining production scheduling problemunder uncertain environments ofmolten steel
hit rate. In order to overcome the problem that the traditional Q learning algorithm
cannot accurately select the optimal state action pair for each iteration calculation
when solving the scheduling problem, use the Pareto solution set optimization solu-
tion idea introduces the action selection probability; finally, manual online decision
making is used to obtain a scientific and feasible production scheduling scheme for
the refining stage under the uncertain environment of molten steel hit rate. At the
end of the paper, the solution strategy proposed in this paper is used to verify the
case of molten steel hit rate uncertain scheduling under different process production
paths. The verification results show that the proposed solution is feasible to solve
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the problem of scheduling optimization in the uncertain environment of molten steel
hit rate in the refining production process, which promotes the research of industrial
scheduling theory with the characteristics of large-scale mixed flow shop scheduling
problems.
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Research on Obstacle Factors of Project
Operation and Maintenance Based
on BIM Technology

Shengkai Zhao, Haiyi Sun, Zhe Huang, Ning Li, Mingze Guo, and Xiaohu Li

Abstract Building Information Modeling (BIM), as one of the emerging technolo-
gies in the development of the construction industry, is tried to be applied in the oper-
ation and maintenance of projects. The project operation and maintenance based on
BIM technology is limited by various obstacles and has not beenwidely promoted.By
reading relevant literature and combining with expert opinions, this paper has sorted
out 13 independent influencing factors from five dimensions of industry, economy,
policy, technology, and law. In this study, questionnaire survey and key interview
were used to obtain preliminary data. Principal component analysis has been used
to reduce the dimension of obstacle factors, and social network has been used to
further analyze the centrality of obstacle factors. The data analysis results show that
the deep influencing factors that hinder the operation and maintenance of BIM are
insufficient technology and lack of policies, while “supervision intensity,” “scientific
research support,” “compatibility,” and “integrity” are important factors that hinder
the development of BIM operation and maintenance. The results of this study can
provide effective reference for the promotion and development of project operation
and maintenance based on BIM technology, help improve the maintenance level of
building equipment, and promote the efficient and sustainable operation of intelligent
buildings.
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1 Introduction

The full life cycle of a project usually consists of four stages, including planning,
design, construction, operation, maintenance, and abolition. If the project cost is
planned according to four stages, the operation and maintenance stage usually
accounts for more than 80% of the total cost, far exceeding the use cost of other
stages. Thus, it can be seen that the efficient operation of project operation and main-
tenance can greatly save the use cost. With the continuous maturity of BIM tech-
nology in recent years, more and more researchers carry out in-depth research on
BIM operation and maintenance. So far, the idea of BIM operation and maintenance
has been applied in all aspects [1]. For example, BIM operation and maintenance
is applied to the space management of educational office buildings to enable users
to observe indoor facility layout and environment through three-dimensional layout
drawings [2]. A 3D data cube model is established based on BIM, and a new oper-
ation and maintenance data mining method is adopted to improve the data-driven
method of operation and maintenance management of large public buildings [3].
The bridge management system based on BIM technology realizes the collaborative
management of different users and provides a beneficial platform for themaintenance
and management of large bridges in China [4]. The management system of highway
tunnel facilities based on BIM specification greatly improves the productivity of
highway construction [5]. In spite of this, the BIMoperation andmaintenance system
is still being continuously improved. For example, the establishment of EBS codes
suitable for different stages of the project can greatly improve the compatibility
of BIM operation and maintenance system [6]. Establish BIM - LCA/lCC frame-
work for information integration and exchange in BIM environment, and overcome
functional limitations caused by lack of BIM semantic information [7]. Clarifying
the transformation mechanism between BIM and asset information model has also
become an indispensable requirement [8]. BIM operations exposed a lot of defi-
ciency in the process of practical application, the use of BIM operations reduced
for complex interior design accurate representation, but further increased the diffi-
culty of data processing [9], at the same time, the operational platform plus the
lack of information sharing, the lack of specific information collecting channel for
project and work [10], the compatibility and integration of BIM itself a limited devel-
opment of BIM operations [11], and transformation mechanism and classification
of BIM ops lack of unified standard, make different project information cannot be
Shared to use [12]. BIM-based information modeling has changed the working mode
of conventional information and created a new working mode that can change the
design and construction industry [13]. However, the research on BIM operation and
maintenance still needs to be further advanced, and energy management has become
the main direction of BIM operation and maintenance [14]. In view of the current
development status of BIM operation and maintenance, this study investigates and
studies its main obstacles from five dimensions, namely industry, economy, policy,
technology, and law and summarizes its biggest development weaknesses at present.
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The remaining part of this paper is organized as follows. In Sect. 2, it makes an
in-depth study of the principle of sample collection and sets up the obstacle factors
by referring to literature. In Sect. 3, it adopts principal component analysis to reduce
the dimension of obstacle factors and reduce the difficulty of data analysis. In Sect. 4,
the node centrality of obstacle factors is analyzed by adjacency matrix, and the social
network with obstacle factors as nodes is constructed. In Sect. 5, the conclusion is
drawn.

2 Research Strategy

2.1 Questionnaire Design

Scientific principle:When promoting the index systemof influencing factors of BIM
technology-based project operation and maintenance application, rational analysis
should bemade, combining theorywith practice, fully considering the characteristics
of passive buildings, so as to objectively reflect the actual situation of BIM operation
and maintenance application in all aspects.

Principle of feasibility: The selected evaluation indicators should be quantifiable
and easy to collect data, and evaluation procedures and work should be made as
simple as possible.

Principle of comprehensiveness: Through repeated comparison, themain factors
affecting BIM operation and maintenance are screened out.

2.2 Pre-survey and Improvement of the Questionnaire

In order to conduct a field test on the contents of the survey plan and understand
whether the survey work arrangement is reasonable, the team conducted a pre-
survey test on the questionnaire. The objects of this survey are designers, and real
estate developers from architectural design institutes involved in architecture-related
projects. This survey is conducted in the form of offline distribution, mainly for
architectural design institutes.

2.3 Obstacle Factors

Industry dimension: degree of emphasis, energy, data sharing.
Technical dimension: compatibility, coding system, integrity.
Economic dimension: research cost, training expenses, revenue cycle.
Legal dimension: laws and regulations, standardization.
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Policy dimension: supervision strength, scientific research support.
Technology, economics, policy, legal, and policy obstacles are set up sepa-

rately, among which obstacles indicators are defined in combination with labels.
For example, the compatibility is set as F4, and the survey results are analyzed by
principal component analysis in combination with the questionnaire data.

3 Data Analysis

In practical analysis, when theKaiser–Meyer–Olkin (KMO) statistic is above 0.8, the
effect of factor analysis is generally better. Through the analysis of the questionnaire
data in this paper, the KMO value was greater than 0.9 and passed the Bartley ball
test with a significance level of 0.00, indicating that the questionnaire had a good
structure and can be used for factor analysis (Table 1). The data of this table comes
from the analysis of online questionnaire.

3.1 Principal Component Analysis

Based on the questionnaire, the twomain components of the obstacle reduction factor
are obtained. The detailed meaning of indicators is shown in Table 2.

A1 = 0.655F1 + 0.626F2 + 0.738F3 + 0.493F4 + 0.699F5

+ 0.445F6 + 0.690F10 + 0.703F11 + 0.634F12

+ 0.721F13 (1)

A2 = 0.611F4 + 0.681F6 + 0.715F7 + 0.841F8

+ 0.766F9 ++0.356F12 + 0.327F13 (2)

The cumulative contribution rate of the extracted principal component was more
than 70%, component 1 was 60. 547%, and the total cumulative contribution rate
was 85. 756%.Principal component 1 for F1, F2, F3, F5, F10, F11, F12, F13. Principal
component 2 was more dependent on F4, F6, F7, F8, F9.

Table 1 Bartley ball test

KMO sampling suitability 0.912

Approximate Chi square 2828.884

Bartlett sphericity test Degree of freedom 186

Significant 0.000
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Table 2 Node degree centrality

Index Code name Barriers Degree NrmDegree

1 F1 Degree of emphasis 48.000 40.000

2 F2 Synergy 46.000 38.333

3 F3 Data sharing 58.000 48.333

4 F4 Compatibility 56.000 46.667

5 F5 Coding system 44.000 36.667

6 F6 Integrity 54.000 45.000

7 F7 Research cost 50.000 41.333

8 F8 Training expenses 34.000 28.333

9 F9 Revenue cycle 46.000 38.333

10 F10 Laws and regulations 54.000 45.667

11 F11 Standardization 46.000 38.333

12 F12 Supervision strength 62.000 51.667

13 F13 Scientific research support 62.000 51.667

4 Social Network Analysis

Different from the traditional data analysis, social network focuses on the analysis
of the relationship between variables and the impact on the whole network structure.
When the input variables are relatively small, the training of neural network is some-
times affected by the input order and has some defects. In order to improve the relia-
bility of data analysis, this paper USES social network to analyze the questionnaire
data again.

In this paper, the obstacle indexes that affect BIM operation and maintenance are
set as nodes of the social network, and the relevant parameters between each index are
set as connections of the neural network. By combining the questionnaire data and
using SPSS to analyze the correlation of the questionnaire indicators, BIM operation
and maintenance obstacle factors ([F1~F13]) adjacency matrix are obtained. The
adjacency matrix of obstacle factors is input into ucinet6 for data analysis. At the
same time, the network structure of BIM operation and maintenance is drawn by
using Netdraw software, as shown in Fig. 1.

4.1 Point Degree Centrality

The degree centrality of nodes can reflect the communication ability of nodes, the
concentration degree of network relations and the communication ability of factors.
The greater the point degree center of the factor node, the stronger the communication
ability of the node and the closer the connection with other nodes, which is conducive
to the construction of a stable network system. The point degree and center degree
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Fig. 1 BIM operation and maintenance obstacles network architecture

of obstacles to BIM + operation and maintenance platform promotion are shown in
Table 2.

According to the data analysis results in the table above, the center degree of
supervision and scientific research support is the highest, which is most closely
related to other indicators, followed by laws and regulations, scientific research cost,
data sharing, compatibility and integrity.

The center degree of the seven indexes is above 50, and the average relative point
degree is also higher than other indicators, indicating that these seven indicators have
a great influence on other indicators. The point degree of centrality only reflects the
influence of a single node, and the obstacle factors should be analyzed in combination
with other indicators.

4.2 Degree of Mediation Center

The degree of mediation center reflects that a node ACTS as an important medium
for other nodes to communicate with each other, helping other nodes to transmit
information. Based on the adjacency matrix, this paper analyzes the intermediary
degree of obstacles to BIM+ operation and maintenance platform promotion (Table
3).

According to the data analysis in the table above, the seven obstacle indicators of
scientific research support, integrity, compatibility, supervision, laws and regulations,
revenue cycle and research cost have the highest degree of intermediary centers with
strong ability to transmit information. The overall data shows that the overall degree
of intermediary center is not high, and it still needs to be analyzed in combination
with other indicators.
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Table 3 Node intermediary centrality

Index Code name Barriers Betweenness nBetweenness

1 F1 Degree of emphasis 2.929 1.408

2 F2 Synergy 2.929 1.408

3 F3 Data sharing 2.929 1.408

4 F4 Compatibility 2.929 1.408

5 F5 Coding system 2.652 1.270

6 F6 Integrity 2.652 1.270

7 F7 Research cost 1.634 1.004

8 F8 Training expenses 0.988 0.289

9 F9 Revenue cycle 0.934 0.273

10 F10 Laws and regulations 0.912 0.255

11 F11 Standardization 0.561 0.121

12 F12 Supervision strength 0.191 0.021

13 F13 Scientific research support 0.191 0.031

4.3 Proximity Centrality

Proximity centrality refers to the reciprocal of the sum of the shortest distance
between a node and other nodes in the network. The greater proximity centrality
is, the closer its relationship with a node is, the easier it is to establish a connec-
tion. The proximity to the center of obstacles in BIM + operation and maintenance
platform promotion is shown in Table 4.

Table 4 Node approaching centrality

Index Code name Barriers Farness nCloseness

1 F1 Degree of emphasis 22.000 96.623

2 F2 Synergy 22.000 96.623

3 F3 Data sharing 22.000 96.623

4 F4 compatibility 22.000 96.623

5 F5 Coding system 28.000 92.308

6 F6 Integrity 28.000 92.308

7 F7 Research cost 28.000 92.308

8 F8 Training expenses 28.000 92.308

9 F9 Revenue cycle 28.000 92.308

10 F10 Laws and regulations 28.000 92.308

11 F11 Standardization 28.000 92.308

12 F12 Supervision strength 36.000 85.714

13 F13 scientific research support 39.000 70.588
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Table 5 Identification of key obstacle indicators

Index Code name Barriers Point degree
centrality

Intermediary
centrality

Approaching
centrality

13 F13 Scientific research
support

48.000 2.929 96.623

6 F6 Integrity 46.000 2.929 96.623

4 F4 Compatibility 58.000 2.929 96.623

12 F12 Supervision
strength

56.000 2.929 96.623

According to the data analysis in the table above, the four indicators of scientific
research support, integrity, compatibility, and supervision are close to the maximum
centrality.

4.4 Identification of Key Obstacle Indicators Based
on Centrality Analysis

Combining the data analysis results of point degree centrality, intermediate degree
centrality and proximity degree, the key obstacle indexes were identified. The
selected key indicators are in the center of the network structure, which can effec-
tively maintain the stability of the network structure. The key indicators are shown
in Table 5.

According to the data in the table above, scientific research support, integrity,
compatibility, and supervision are the key obstacle indicators for the development
of BIM operation and maintenance. This indicates that the establishment of BIM
operation andmaintenance platform is especially inseparable from themacro-control
of the state, and active scientific and technological research can effectively promote
the development of BIM operation andmaintenance platform. Netdraw software was
used to conduct statistical analysis of the results as shown in Fig. 2.

As shown in Fig. 2 [F4, F6, F7, F9, F10, F12, F13], the larger the index nodes, it
means that these obstacle have a larger weight in the overall core and have a greater
impact on the entire network architecture. In network architecture, the connection
between each node represents the relevant parameters between each node, and the
deeper the connection, the greater the degree of correlation between the two.

5 Conclusion

According to the collected samples, the types of projects managed through BIM +
operation andmaintenance platform are limited, most of them are public places close
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Fig. 2 Analysis of key obstacle indicators

to people’s living needs, but seldom involved in the types of using advanced tech-
nology such as comprehensive pipe gallery, bridge, and tunnel. More than 80% of
the respondents think that the basic operation of BIM + operation and maintenance
platform ismore complex. Combinedwith the questionnaire data, this paper analyzes
the adjacency matrix of questionnaire data based on social network and analyzes the
centrality from three aspects: point centrality, intermediary centrality, and proximity
centrality. The three aspects of centrality analysis can take into account the individual
and the overall multi angle analysis. From the analysis data of point centrality, inter-
mediary centrality, and proximity centrality, it can be concluded that supervision,
scientific research support, integrity and compatibility are the main obstacle indi-
cators for the development of BIM operation and maintenance. The results of data
analysis show that the lack of policy and technology has great restrictions on the
promotion of BIM operation and maintenance platform.
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Simulation of Shenyang Pork Supply
Chain System Based on System
Dynamics Model

Qianqian Shao, Xiaojing Zhang, Yunfeng Zhang, and Siqi Zhang

Abstract In most of the leading research on pork supply chain (PSC) analysis, only
a certain part of PSC is studied qualitatively or quantitatively. While they analyze the
transmission of price in PSC, connection between price and operation of PSC has not
been established. In this paper, system dynamics (SD) and supply chain theory are
used to analyze the system behavior of PSC. Themodel takes into account the natural
elimination of slaughtered pigs during feeding and the perishable nature of pork as
fresh food. Based on the analysis of the logical relationship and data transfer between
the links of PSC, the SDmodel of Shenyang pork supply chain system is formulated,
and the corresponding flow diagram and the equations expressing the relationship
between variables are developed. The simulation experiments are designed with step
demand as the boundary condition of the system. The fluctuation trend of pork price
in Shenyang is analyzed, and the robustness of Shenyang PSC is further discussed.

Keywords Pork price · Pork supply chain · System dynamic

1 Introduction

As an important part of daily consumption, pork industry is closely related to people’s
life and economic development.With the development of economy, the pork industry
is gradually changing from retail farming and scattered related enterprises to large-
scale breeding management, processing, transportation, and sales. The concept of
pork supply chain (PSC) is gradually introduced for overall management with the
development of economy. Aiming at the lack of combining qualitative and quanti-
tative methods, the dynamic change and trend prediction of PSC are modeled and
analyzed. System dynamics (SD), as a qualitative analysis of correlation feedback
and a quantitative analysis of systemflowdiagrams, is suitable for analyzing complex
systems of PSC. At present, with the rapid development of logistics in China, the
research on SD applied to supply chain-related aspects in the existing literature
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focuses on cold chain logistics and inventory recently. A few literatures related to
PSC analyze the composition structure and nodes of supply chain. Therefore, based
on the existing supply chain literature, the PSC is modeled.

As a simulation method to analyze complex systems, SD has been widely used
in logistics and supply chain modeling and simulation with the increase of supply
chain level. Qiu andChen [1] put forward the dynamicmodels of dual-channel supply
chain inventory independent system, single-stage inventory cooperative system, and
multi-stage inventory cooperative system by using the theory and method of system
dynamics. These are used to study the characteristics of fresh agricultural products
dual-channel supply chain system. He and Liu [2] proposed an SD simulation model
for information transfer of aquatic product supply chain. Chen et al. [3] proposed
taking banana supply chain as an example, analyzed, and sorted out the composition
and characteristics of fresh agricultural products supply chain and drew the inventory
flow diagram of four-level supply chain. Hu and Liu [4] proposed to determine the
boundary of the supply chain system of fruits, vegetables, and agricultural products
in western Hunan based on risk factors, analyze the system structure, determine
the causal relationship between each subsystem, and finally build an SD model for
simulation. In order to analyze the influence of various factors on fresh agricultural
products logistics inventory, Wei and Liu [5] proposed to use SDmethod to establish
the flow chart of fresh agricultural products logistics inventory system and used
VENSIM software for simulation.

As a simulation method to analyze complex systems, SD has been widely used in
logistics and supply chain modeling and simulation with the increase of supply chain
level. The rest of this paper is organized as follows: Sect. 2 describedAcausal diagram
of the PSC. The dynamic model of PCS is established, and the main equations
are described in Sect. 3. Section 3 describes SD model of Shenyang PSC system.
Section 4 analyzes the simulation and robustness of Shenyang PSCmodel. The price
delay sensitivity analysis is also introduced. The last section provides conclusions
and future work.

2 PSC Causal Diagram

The causal cycle diagram is used to represent the feedback relationship between vari-
ables in the supply chain systemandqualitatively represents the behavior of eachnode
in the supply chain. This papermainly studies the PSC system and only focuses on the
inventory transfer and information transfer feedback between key nodes of the supply
chain, without considering other meat substitutes, breeding industry consumption,
feed cost, pig breeding capital quota, and other factors. In the simulation process,
there is a time lag between the purchase decision of pig farm and the supply of pig
from the upstream supplier. The cause-and-effect diagram of the PSC is shown in
Fig. 1.
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Fig. 1 PSC causal diagram

3 SD Model of Shenyang PSC System

3.1 Upstream Production Subsystem

The upstream production subsystem, as the upstream node, consists of two parts:
piglet inventory and slaughterhouse. Slaughterhouses are connected to downstream
pork suppliers, so the pigs slaughtered are affected by the productivity of the pork
suppliers. First, the supplier determines the supplier’s production demand based on
the supplier’s sales forecast. Then, production demand affects supplier productivity.
Finally, according to the supplier’s productivity feedback, the slaughterhouse will
supply production. In the real world, slaughterhouse orders need to be verified and
stocked, so they cannot be delivered immediately. Therefore, the supplier order cycle
is set. The main equations of pork supplier inventory subsystem are shown in Table
1.

Table 1 Main equations of pork supplier inventory subsystem

Sequence number Equation

1. Pig inventory = INTEG(Piglet intake –Slaughter capacity-Pig death,
Initial pig inventory)

2. Slaughterhouse stock = INTEG(Slaughter capacity-Abattoir inventory
reduction, Initial pig inventory)

3. Piglet intake = IF THEN ELSE((Expected piglets- Pig
inventory)/Cultivating delay ≤ 0,0,( Expected piglets- Pig inventory)/
Cultivating delay + Slaughter capacity)
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Table 2 Main equations of the wholesaler inventory subsystem

No Equation

1. Pork supplier inventory = INTEG(+Supplier productivity-Supplier delivery rate-Pork
supplier inventory quality rate change, Initial quantity of pork supplier inventory)

2. Supplier productivity = DELAY3(Supplier production demand, Meet slaughterhouse
order cycle time)

3. Supplier delivery rate = MIN(Pork supplier inventory, DELAY3(Wholesaler order,
transport delay))

3.2 Downstream Sales and Supply Subsystem

3.2.1 SD Model Analysis of Pork Supplier Inventory Subsystem

The slaughterhouse is the intermediary between the upstream supplier and the down-
stream wholesaler, whose demand information is also passed to the slaughterhouse
by order. After slaughtering pigs in the slaughterhouse, the slaughterhouse supplies
according to the wholesaler’s order. At the same time, the slaughterhouse should
also predict the demand of wholesalers and make replenishment in time. In reality,
due to the periodicity of pig fattening, slaughterhouses do not slaughter pigs at any
time, and they have the characteristics of periodic ordering. Therefore, the abattoir
order cycle is added into the factor. After ordering, the supplier needs to transport
the pigs, and there is a transportation time delay, so factor 1 of transportation delay
is set. In addition, considering that the slaughterhouses have the preparation time
after receiving the order from the wholesaler, the moving smoothing time of the
slaughterhouse is set. The main equations of the wholesaler inventory subsystem are
shown in Table 2.

3.2.2 SD Model Analysis of Wholesaler Inventory Subsystem

In reality, retailers have a large sales volume, but their inventory is small, so the
demand should be from wholesalers with certain storage conditions to order. As
the intermediate node between downstream retailers and upstream pork suppliers,
wholesalers need to consider the transportation delay and inventory adjustment time
in the process, so as to set the transportation delay factor. In addition, after receiving
the order from the retailer, the wholesaler prepares and transports the goods to the
retailer. Therefore, the ordering period of the wholesaler is set to express the mate-
rial and information delay in the transportation process. The main equations of the
wholesaler inventory subsystem are shown in Table 3.
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Table 3 Main equations of the wholesaler inventory subsystem

No Equation

1. Wholesaler inventory = INTEG(Supplier delivery rate- Wholesaler delivery rate-
Wholesalers change the quality of inventory, Wholesaler stock initial quantity)

2. Supplier delivery rate = MIN(Pork supplier inventory,DELAY3(Wholesaler order,
transport delay))

3. Wholesaler delivery rate = MIN(Wholesaler inventory,DELAY3(Retailer order, Meet
wholesaler order cycle time) + Reserve pork)

Table 4 Main equations of the retailer inventory subsystem

No Equation

1. retailer inventory = INTEG(+Wholesaler supply rate- Market demand rate- Retailer
inventory quality change, Retailer initial inventory)

2. Wholesaler delivery rate = MIN(wholesaler inventory,DELAY3(Retailer order, Meet
wholesaler order cycle time) + Reserve pork)

3.2.3 SD Model Analysis of Retailer Inventory Subsystem

The retailer is a downstream node connecting the terminal consumer demand of the
wholesaler, and the demand information of the retailer is transmitted to thewholesaler
by order. The wholesaler supplies goods according to the retailer’s order forecasts
the retailer’s sales and makes replenishment in time. In reality, after ordering, the
wholesaler needs to prepare and transport the products after receiving the retailer’s
order. There is a delay in transportation time, so the factor of satisfying the ordering
cycle of the wholesaler is set. The main equations of the retailer inventory subsystem
are shown in Table 4.

3.3 Price Response Subsystem

The price will affect the purchase intention of piglets, thus affecting the expected
piglet quantity. The price is mainly affected by the change in price and the expected
price. In the absence of external influence conditions, the expected price is affected
by the price effect coefficient, and the price change is affected by the price delay.
The main equations of the price response subsystem are shown in Table 5.

3.4 Global Flow Diagram of Shenyang PSC System

After analyzing the above upstream production subsystem, inventory subsystem
and price response subsystem of three nodal enterprises, a complete SD model of
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Table 5 Main equations of the price response subsystem

No Equation

1. Price = INTEG(Change in price, initial price)

2. Price effect coefficient = ABS(IF THEN ELSE(ABS(The ratio of expected to actual
inventory) < 3, The ratio of expected to actual inventory/3,RANDOM NORMAL(0.7, 0.9,
0.8, 4.4)))

Shenyang PSC system were obtained. The global system flow diagram is shown in
Fig. 2.

4 Simulation Study and Result Analysis

4.1 Simulation Study

After testing themodel, the simulation experiment was carried out on the PSC system
model. Set the simulation time step to 1 week and the simulation time to 100 weeks.
In this paper, we observe the change of inventory level under the condition of step
demand fluctuation. Through the analysis of the demand of Shenyang pork market,
this situation is a special holiday before and after the Spring Festival, the pork market
demand will suddenly increase. The simulation model assumes the consumer func-
tion in the pork market for the above situation and the related system dynamics
research on the supply chain inventory. The function is used for two simulations.

STEP function: STEP function describes the sudden increase of the initial value
to the final value, which can be used to represent the sudden increase of pork demand
due to special holidays in reality, and is an important situation for research.

4.2 Results and Analysis

(1) Simulation results output under STEP demand: in the condition of STEP demand,
1000 + ST E P(1800, 30) was input into the market demand formula, that is,
consumer demand increased by 1800 in the 30th week. The simulation output results
are shown in Fig. 3.

(2) Simulation results output under STEP demand: in the condition of STEP
demand, 1000 + ST E P(2000, 30) was input into the market demand formula, that
is, consumer demand increased by 2000 in the 30th week. The simulation output
results are shown in Fig. 4.

In Figs. 3 and 4, it shows that early step demand for flat demand fluctuations,
so prices fluctuate at first is in a stable state, when a step change, after a sudden
increase demand remains at a relatively high demand, the original inventory to meet
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Fig. 2 Global flow diagram of Shenyang PSC system

the sudden increase in demand, added a large number of products, one could be down
at the next higher level at the same time increase the order. However, due to the delay
of transportation and stock preparation, the original stock was in short supply after
the maximum supply was allowed, which led to a sudden increase in the price later.
By increasing the arrival of supplementary products to adjust the market, slow down
the price rising trend. Compare Fig. 3 with Fig. 4, it can be concluded that there is a
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Fig. 3 Inventory changes under step demand 1

Fig. 4 Inventory changes under step demand 2
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Fig. 5 Inventory changes under 200 weeks of simulation

significant improvement in both weeks around 80. However, the fluctuation of pork
supplier inventory in Fig. 3 is relatively large, while that in Fig. 4 is relatively small.
The results showed that when the demand for pork increased suddenly, the increase
of 2000 could reduce the inventory of pork suppliers and alleviate bullwhip effect.

By observing Figs. 3 and 4, it can be found that in the case of step demand, the
images of inventory levels at all levels and replenishment at all levels have obvious
fluctuations in the case of a sudden increase in demand, but with the increase in
time, the fluctuation amplitude begins to be significantly reduced compared with the
initial sharp oscillation. To further analyze this phenomenon, the simulation timewas
extended to 200weeks and 300weeks, respectively, for simulation, and the inventory
fluctuation in Figs. 5 and 6 are obtained.

Comparison of inventory changes after changing the simulation time, volatility
can be observed after a period of time, amplitude recovery from higher volatility
weakened until smooth, thus manifests the rapid growth in demand suddenly the
dangerous situation, system has a certain robustness, volatility, when the system can
adjust themselves in order to maintain the stability of the system.

5 Conclusion

According to design relevant suggested four-point optimization simulation results
for the optimization of supply chain, respectively, from the integration of simplified
nodes to reduce the bullwhip effect of cascade multilevel demand amplification and
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Fig. 6 Inventory changes under 300 weeks of simulation

distortion, to support the breeding reduce delay cultivation, and strengthen the coop-
erationmechanism to eliminate bullwhip effect brought by the information transfer is
not transparent and national reserve effectively on the application of the four aspects
of the meat.

The model in this paper is to simplify the nodal enterprises involved in the actual
PSC and extract the relevant nodal links that are obvious to the supply and demand
changes, so as to analyze the relationship between the supply and demand changes
and the price. However, part of the data used in the simulation is difficult to obtain
accurate values, which is mainly obtained through system debugging by referring
to relevant data and simulation, or through reasonable analysis based on the actual
situation. There are certain errors, which affect the accuracy of the model.
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Experimental Study on Grinding Surface
Roughness of Full-Ceramic Bearing Ring

Songhua Li, Kechong Wang, and Jian Sun

Abstract To solve the problems of low efficiency, high cost, and high difficulty of
full-ceramic bearing ring grinding machining, the effect of process parameters such
as grinding wheel grain size, grinding wheel speed, workpiece speed, grinding wheel
feed rate, and Z-axis oscillation rate on the value of ceramic ring surface roughness
Ra was studied by MK2710 NC grinding machine. The results show that grinding
parameters have different influences on the value of Ra. The value of ceramic ring
surface roughness Ra decreaseswith the grain size becoming smaller. As the grinding
wheel speed and workpiece speed increases, the value of Ra decreases. The value
of ceramic ring surface roughness Ra increases with the increase of grinding wheel
feed rate and Z-axis oscillation rate. The determination of the best grinding process
will provide the basis for full-ceramic bearing ring precision machining.

Keywords Bearing ring · Grinding parameters · Surface roughness · Single-factor
test · Engineering ceramics

1 Introduction

Engineering ceramics with lightweight, high strength, wear resistance, corrosion
resistance, high-temperature resistance, small coefficient of thermal expansion,
and other excellent properties [1–3] have been widely used in bearing manufac-
turing industry, aerospace, cutting tool, instrumentation, ceramic armor, biological
medicine, and other fields, and the material properties of bearing steels and engi-
neering ceramics are shown in Table 1. There is no doubt that engineering ceramics
have many advantages compared with bearing steel. However, it is hard and brittle,
which also cause a lot of trouble in processing and manufacturing [4]. Therefore, it
is of great significance to study the machinability of engineering ceramics to obtain
high-quality ceramic parts.
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Table 1 Performance comparison between bearing steel and engineering ceramics

Indicators Unit Steel SiC ZrO2 Si3N4

Density g/cm3 7.85 3.10–3.20 5.7–6.05 3.20–3.30

Coefficient of thermal expansion 10–6/K 10.0 4.0–4.8 7.0–10.5 3.1–3.3

Modulus of elasticity GPa 208 410–450 180–210 300–320

Poisson’s ratio – 0.30 0.14 0.30 0.26

Hardness HV 700 2100–2400 800–1500 1300–1800

Bending strength MPa 2400 350–450 900–1200 800–1000

Compressive strength MPa – 2250–3500 1000–3000 2000–3500

Bending toughness MPa·m1/2 25 3.5–4.5 8.0–10.0 5.0–7.0

Thermal conductivity W/m·K 30–40 150 2–3 29–35

Up to now, the main reason for restricting the wide application of ceramic mate-
rials is the high processing cost, in which the grinding processing cost accounts for
more than 80% [5]. Scholars worldwide have done a lot of research on engineering
ceramics, but there is little research on the grinding surface roughness of ceramic
bearing rings. Wu et al. [6] proposed a new surface roughness model for brittle mate-
rials based on a series of experiments on grinding of SiC ceramics, and their results
indicate that the predicted values of the model have the advantage of high goodness
of fit with the experimental results and satisfactory effect. Ma et al. [7] studied the
removal mechanism of hard–brittle material and developed a cutting force model of
hard–brittle material based on fracturemechanics. The results will reflect the fracture
removal process of brittle material. Wan et al. [8] created a finite element model of
silicon nitride grinding based on virtual abrasives, simulated the subsurface damage
depth, and analyzed the influence of the grinding parameters, such as the wheel
speed, workpiece speed, and grinding depth on the subsurface damage depth. It is
obvious that the research on high-efficiency and low-cost processing methods needs
further research in actual production.

For this purpose, this paper takes the outer ring of zirconia ceramic bearing as the
research object, and MK2710 NC grinding machine is selected for the experiment
to discuss the effect of processing parameters on the value of zirconia ceramic ring
surface roughness Ra.

In this paper, Sect. 2 describes the environment and equipment used for the exper-
iments, Sect. 3 provides an analysis and discussion of the results of the experiment,
and Sect. 4 shows the main conclusions obtained from the experiment. Hence, this
paper has a positive effect on the rational selection of process parameters, improving
surface quality and reducing production costs during the production and processing
of zirconia ceramic ring.
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2 Experimental Work

2.1 Experimental Materials and Conditions

In the grinding experiments, our research objects are zirconia ceramic outer rings,
which are provided by the Shanghai Institute of Ceramics of the Chinese Academy
of Sciences. The size of the zirconia ceramic ring sample is ϕ75 mm × ϕ63 mm ×
16 mm. Table 2 lists the main mechanical properties of the zirconia ceramics used
in the experiment.

In this experiment, resin-bonded diamond grinding wheels are used as shown in
Fig. 1, and its specifications are showed in Table 3. All experiments are carried out
under wet conditions, which is a 5% solution of water-based cooling of fluid. In
addition, the flow rate of grinding fluid is controlled at the level of 100 L/min.

Table 2 Performance of zirconia ceramic rings

Density (g
cm−3)

Elasticity
modulus
(GPa)

Thermal
expansivity
(10–6 K−1)

Poisson’s
ratio

Fracture
toughness
(MPa m½)

Hardness
(HRC)

Bending
strength
(MPa)

5.88 195 8.75 0.30 10.50 78 750

Fig. 1 Diamond grinding
wheel

Table 3 Performance indicators of the diamond grinding wheel

Indicators Value

Outer diameter (mm) 50

Thickness (mm) 5

Concentration (%) 100

Bond Resin
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Table 4 Parameters of the single-factor experiment

No. Grain size (#) Grinding wheel
speed (m/s)

Workpiece
speed (r/min)

Grinding wheel
feed rate
(μm/min)

Z-axis
oscillation rate
(mm/min)

1 40, 60/70,
80/100,
120/140,
140/170,
230/270, W20

35 100 20 600

2 80/100 20, 25, 30, 35,
40, 45, 50, 55,
60, 65

100 20 600

3 80/100 35 100, 200, 300,
400, 500, 600,
700, 800

20 600

4 80/100 35 100 4, 6, 8, 10, 12,
14, 16, 18, 20

600

5 80/100 35 100 20 100, 200, 300,
400, 500, 600,
700, 800, 900

2.2 Experimental Design

In order to investigate the effect of processing parameters of zirconia ceramic ring
on the value of surface roughness Ra, single-factor experiments are used to analyze
the influence of grinding wheel grain size, grinding wheel speed, workpiece speed,
grinding wheel feed rate, and Z-axis oscillation rate on the value of zirconia ceramic
ring surface roughness Ra. The parameters of the single-factor experiment are shown
in Table 4.

2.3 Experimental Apparatus and Measuring Instruments

Due to the good performances of the high-precision MK2710 NC grinder, it is
selected as our experimental platform. Its minimum resolution does not exceed
0.001 mm and the maximum grinding spindle speed can be up to 36,000 r/min.
Our experimental platform is shown in Fig. 2. As shown in Fig. 3, we can measure
the value of zirconia ceramic ring surface roughness Ra by the Surtronic 25 Taylor
Hobson roughnessmeasuring instrument, and themeasurement error does not exceed
0.001 μm. At the same time, we can use the Hitachi S-4800 Cold Field Emission
Scanning Electron Microscope to observe the surface topography of the zirconia
ceramic rings, which allows us to see more clearly.
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Fig. 2 Grinding experiment system

Fig. 3 Taylor Hobson roughness measuring instrument

In addition, a number of measures have been taken with data processing in order
to make our test results more accurate. Six sets of data are measured along the
circumference direction for each ceramic ring, and after deleting the maximum and
minimum values, the average of remaining four sets of data is the final experimental
result.
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Fig. 4 Effect of the grinding
wheel grain size on the value
of Ra
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3 Analysis of Experimental Results and Discussions

3.1 Effect of the Grinding Wheel Grain Size on the Value
of Ra

As can be seen in Fig. 4, the value of Ra decreases with the decrease of grinding
wheel grain size. At the initial stage, the roughness changes dramatically, but as
the decrease of grain size, the roughness changes tend to be flat, the surface rough-
ness gets decreased, and the surface quality becomes better. The reason for this
phenomenon is that the larger the grain size, the wider the scratches produced by
the grain on the surface, the greater the height of the grooves and bulges, and the
worse the surface quality. Furthermore, it can be clearly seen from Fig. 5 that there
are many visible grinding grooves on the grinding surface of the ceramic bearing
ring. And grinding wheel grain size is smaller, and grinding grooves are showing a
narrow, smooth state.

3.2 Effect of the Grinding Wheel Speed on the Value of Ra

The effect of grindingwheel speed on the value ofRa of ceramic bearing ring is shown
in Fig. 6. As can be seen in Fig. 6, the value of Ra decreases with the increase of the
grinding wheel speed. When the grinding wheel speed is up to 55 m/s, the grinding
wheel speed has little effect on the value of Ra of ceramic bearing ring and the value
basically tends to be stable. As is known to all, the maximum undeformed cutting
thickness of single grain decreases with the increase of the grinding wheel speed,
the grinding force of single grain gets decreased and specific grinding energy gets
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Fig. 5 SEM image

Fig. 6 Effect of the grinding
wheel speed on the value of
Ra
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increased. The proportion of plastic removal of the ceramic material gets increased
and the surface quality of the ceramic ring will become better [9, 10]. Therefore, the
grinding wheel speed can be increased in the grinding process, which will be more
conducive to improving the surface quality of the ceramic ring.
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Fig. 7 Effect of the
workpiece speed on the
value of Ra
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3.3 Effect of the Workpiece Speed on the Value of Ra

We can clearly see from Fig. 7 that the effect of the workpiece speed on the value of
Ra of ceramic bearing ring is not very obvious. But as the workpiece speed increases,
the surface roughness generally shows a slight downward trend. Compared with the
high-speed rotating grinding wheel, the workpiece speed has little effect on the test
results. However, with the continuous increase of workpiece speed, the scratches
produced by the abrasive on the surface of the ceramic ring become denser and
denser. Consequently, the roughness of ceramic bearing ring tends to decrease.

3.4 Effect of the Grinding Wheel Feed Rate on the Value
of Ra

The result shows that the value of Ra of ceramic ring generally increases with the
increase of the grinding wheel feed rate, and the variation of the value of Ra with
the grinding wheel feed rate is as shown in Fig. 8. When the grinding wheel feed
rate does not exceed 10 μm/min, the surface roughness is small and stable. With
the further increase of grinding wheel feed rate, the cutting thickness of single grain
is up to the critical cutting depth of plastic and brittle removal, thus the proportion
of brittle removal of the ceramic material gets increased [11]. As a result, surface
roughness increases sharply and it results in rapid deterioration of surface quality.
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Fig. 8 Effect of the grinding
wheel feed rate on the value
of Ra
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3.5 Effect of Z-axis Oscillation Rate on the Value of Ra

The variation of the value of Ra of zirconia ceramic ring is as shown in Fig. 9. We
can clearly see from Fig. 9 that the trend of Ra varies with the variation of Z-axis
oscillation rate. With the increase of Z-axis oscillation rate, the surface roughness
increases continuously. The reasons for this trend are as follows: when the Z-axis
oscillation rate is low, the scratches produced by abrasive on the surface of the ceramic
ring are dense and the value of Ra is small.With the continuous increase of the Z-axis
oscillation rate, the scratches on the surface of the workpiece becomemore and more
sparse, and the surface roughness increases significantly.

Fig. 9 Effect of Z-axis
oscillation rate on the value
of Ra
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4 Conclusions

During the grinding process of the zirconia ceramic bearing ring, the value of Ra
varied with processing parameters. The surface quality of zirconia ceramic ring was
closely related to the removalmode of surfacematerial. Hence, a reasonable selection
of grinding parameters could predict and control the surface roughness of zirconia
ceramic ring, which would be of great significance for production and processing.
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Research on Traffic Impact Assessment
of Project Under Construction Based
on TransCAD

Lei Zhang and Zhu Bai

Abstract Traffic impact assessment is to evaluate the potential effects of a particular
development on the traffic network in the affected area. It aims to test the interaction
degree of various traffic and discuss whether the new contradictions and the negative
effect of traffic are brought. This article first determined the basic parameters of the
traffic impact assessment. After determining the study area, the traffic flow of each
intersection within the scope of the study was counted, and the specific conditions
of the roads involved were investigated. On the basis of the data obtained from the
survey, TransCAD software was used in the estimation of The OD matrix to predict
the background traffic, and then superimposed the traffic volume to obtain the traffic
assignment result. Finally, a traffic impact assessment was carried out according
to the relevant regulations, and proposed relevant improvement measures for each
specific problem.

Keywords Traffic impact assessment · Estimation of OD matrix · Improvement
measures

1 Introduction

A traffic impact assessment is an evaluation of the potential impact that a particular
development’s traffic will have on the road network in its scope of impact [1]. The
study of the effect of new development on the current urban traffic is now a significant
topic in terms of sustainable development of urban traffic [2]. It was studied in [3,
4] the management and methods of urban road construction on road traffic impacted
area.

In terms of traffic impact assessment, after experiencing the climax of urban
construction and development from the 1920s to 1970s, the USA has carried out
relevant thinking on the construction of transportation facilities. By analyzing the
impact of construction projects on the road network and other traffic systems in
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the influenced regions of projects, the USA decided whether to modify its scale,
and from the middle of 1980s, it made a more in-depth and extensive study of
the traffic impact assessment system [5, 6]. To study the relationship between traffic
impact assessment and city construction,Chen et al. [7] summarized the traffic impact
assessment project development trend and characteristics by project count and scale,
geography position, and project type. In addition, TIA was applied in many fields,
such as incident management [8], moving work zone operations [9], etc. Kaparias
et al. identified and proposed relatedmodels andmetrics linking traffic characteristics
with traffic safety effect [10].

With this background of the research, this paper carries out research on TIA of
project under construction with TransCAD software, then the capacity and level
of service of each road are analyzed in detail. Finally, some useful measures are
proposed.

2 The Determination of Parameter

In this paper, the Yujingwan District in Shenyang, China, is regarded as the object,
which is located in the west of Hunnan District, the Olympic Sports Center to the
east, museums to the south, Changbai Island to the west, and Hun River to the north.
There are more than ten bus lines. Youth Avenue, Shenying Street, Hunnan West
Road, Danfu Expressway, Metro Line 2, and bus lines run through the city, and
Metro Line 9 is under construction. There are 21 intersections around the project, 22
open parking lots, 2main roads, 2 secondary roads, and 10 branches, totals 14 roads.1

The traffic is complex. Therefore, it is very reasonable to select this communities as
the research object.

According to Technical Standards for Traffic Impact Assessment of Construction
Projects, the influenced scope of assessment was set to 100,000 m2, which is the area
enclosed byNandiWest Road, Sanyi Street, Shenying Street, HunnanWest Road and
Jinyang Street, while the third year after the completion of the project, and morning
rush hour of the working day were set as the evaluation period of the project.

3 Traffic Survey and Data Processing

The survey involved 21 intersections and 14 roads. Intersections include Sanyi Street-
Nandi West Road, Caixia Street-Linbo Road, Qixia Street-Linbo Road, Jiahe Street-
Linbo Road, Qixia Street-Hunnan West Road, Linbo Road Lane 2-Linbo Road,
and Linbo Road Lane 2-Mingbo Road, etc., while roads include Nandi West Road,

1The transport data for this research work was obtained from the actual intersection of Qixia Road,
Yujingwan District, Shenyang, China.
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Table 1 Capacity of a single lane

Type of the road The capacity of a single lane

Main road 1350

Secondary road 1300

Branch 1250

Xiandao South Road, Changbai South Road, HunnanWest Road, Jinyang Street, and
Qixia Street, etc.

The bidirectional capacities of the roads are shown in Table 1.
The bidirectional capacity is equal to the capacity of a single lane multiplied by

the number of the lanes. The capacity of the roads is shown in Table 2.

Table 2 Capacity of road

No. Road name Number of lanes Road nature Bidirectional capacity
(pcu/h)

1 Nandi West Road Bidirectional four
lanes

Secondary road 5200

2 Xiandao South Road Bidirectional four
lanes

Branch 5000

3 Changbai South Road Bidirectional four
lanes

Branch 5000

4 Hunnan West Road Bidirectional ten
lanes

Main road 13,500

5 Jinyang Street Bidirectional eight
lanes

Secondary road 10,400

6 Linbo Road Bidirectional four
lanes

Branch 5000

7 Qixia Street Bidirectional six
lanes

Branch 7500

8 Jiahe Street Bidirectional four
lanes

Branch 5000

9 Caixia Street Bidirectional six
lanes

Branch 7500

10 Mingbo Road Bidirectional two
lanes

Branch 2500

11 Linbo Road 2 One-way street Branch 1250

12 Sanyi Street Bidirectional four
lanes

Branch 5000

13 Shenying Street Bidirectional six
lanes

Main road 8100

14 Youth Avenue Branch Bidirectional six
lanes

Branch 7500
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4 Traffic Demand Forecast Based on TransCAD

4.1 Background Traffic Forecast

The Estimation of OD Matrix
With the help of TransCAD software, the data obtained is divided into each specific
road section. And then, a new basic matrix is built with a value of 1, and the interior
of the communities is 0. Therefore, the estimation result of the ODmatrix is obtained
through the traffic assignment method and user equilibrium (see Fig. 1).

According to the estimation result of the OD matrix obtained in Fig. 1, the traffic
flow, traffic saturation, and the level of service of each road are obtained by traffic
assignment for the traffic area and the estimation result of theODmatrix (seeTable 3).

Taking Hunnan West Road as an example, one-way traffic capacity is equal to
half of the bidirectional capacity, while maximum in one-way section is equal to
the maximum flow of one-way section divided by one-way traffic capacity, and the
level of service is calculated by Technical Standards for Traffic Impact Assessment
of Construction Projects.

From the above table, we can see that the saturation of each road section in the
scope of the assessment is uneven, and the level of service is different, which are
four degrees of A, B, C, and F. The two roads with a lower level of service are
Shenying Street and Sanyi Street, which are connected to Youth Avenue and close
to the Olympic Center with large traffic volume. Therefore, there are many traffic
problems with a low level of service. While the main reason for the other roads
with a high level is that wide road, and less traffic demand of the surrounding traffic
districts. Thus, the function of districts has not been fully developed and utilized,
this causes the traffic produced and attracted small, and the level of service is high.

Background Traffic and Traffic Attraction Forecast
In the scope of the study, the utilization of each construction projects should be
investigated, which are occupancy of residential projects, utilization of commercial
and official projects, and then the situation of the target year can be predicted based on

Fig. 1 Estimation result of OD matrix
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Table 3 Traffic flow and the level of service

No Road name One-way traffic
capacity (pcu/h)

Maximum flow
of one-way
section (pcu/h)a

Maximum in
one-way section
V/C

The level of
service

1 Hunnan West
Road

6750 3105 0.46 B

2 Shenying
Street

4050 2714 0.67 C

3 Nandi West
Road

2600 1300 0.5 B

4 Jinyang Street 5200 1768 0.34 A

5 Qixia Street 3750 712 0.19 A

6 Caixia Street 3750 1125 0.3 A

7 Jiahe Street 2500 875 0.35 A

8 Changbai
South Road

2500 958 0.38 A

9 Linbo Road 2500 700 0.28 A

10 Mingbo Road 1250 423 0.34 A

11 Sanyi Street 2500 2932 1.17 F

12 Xiandao South
Road

2500 400 0.16 A

13 Linbo Road 2 625 149 0.24 A

14 Youth Avenue
Branch

7500 2181 0.29 A

Letter “a” represents each or one

above results to obtain the traffic production and attraction; while in the surrounding
scope of the study area, virtual traffic districts should be investigated according to
its economic growth, and then traffic production and attraction of each district in the
target year can be determined according to the growth.2 The results are shown in
Table 4.

4.2 Traffic Volume of Superimposed Projects

Based on the original the OD matrix, the OD matrix obtained by the gravity model
method is used to superimpose it, and then the superimposed ODmatrix obtained by
traffic distribution is used to traffic assignment for the road network. Thus, a diagram
of the desire line is drawn (see Figs. 2 and 3; Table 5).

It can be seen in Table 4 that after superimposing the traffic volume within the
scope of the assessment, the saturation of each road section is uneven, and the level

2The data in Table 4 was calculated by the simulation software-TransCAD.
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Table 4 Forecast results of background traffic demand

Communities
number

Status quo Target year Prediction
criteria

Assignment
IDProduction

pcu/h
Attraction
pcu/h

Production
pcu/h

Attraction
pcu/h

1 1150 1151 1533 1535 Occupancy
rate 75%

3

2 908 910 1816 1820 Occupancy
rate 50%

20

3 824 825 1177 1179 occupancy
rate 70%

8

4 1421 1423 1776 1779 Occupancy
rate 80%

2

5 406 407 1015 1018 Utilization
rate 40%

11

6 75 76 750 760 Occupancy
rate 10%

1

7 21 35 210 350 Utilization
rate 10%

21

8 706 707 1176 1178 Occupancy
rate 60%

4

9 1155 1156 1283 1284 Occupancy
rate 90%

23

10 1192 1193 1703 1704 Occupancy
rate 70%

5

11 2271 2272 2672 2673 Occupancy
rate 85%

6

12 3099 3100 4714 4715 Average
annual
growth 15%

13

13 2531 2532 3849 3851 Average
annual
growth 15%

18

14 3003 3004 4567 4569 Average
annual
growth 15%

14

15 829 830 1842 1844 Occupancy
rate 45%

19

16 880 881 2200 2203 Occupancy
rate 40%

17

17 1065 1067 1521 1524 Occupancy
rate 70%

15

18 772 773 1930 1932 Occupancy
rate 40%

16

(continued)
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Table 4 (continued)

Communities
number

Status quo Target year Prediction
criteria

Assignment
IDProduction

pcu/h
Attraction
pcu/h

Production
pcu/h

Attraction
pcu/h

19 1531 1532 2041 2043 Occupancy
rate 75%

24

20 1171 1172 1464 1465 Occupancy
rate 80%

22

21 1964 1965 2311 2312 Occupancy
rate 85%

25

22 3227 3228 4908 4909 Average
annual
growth 15%

12

Fig. 2 Diagram of travel desire line after superposition

of service is different, which are five degrees of A, B, C, D, and F, but the overall
level of service is high, and there are more A-levels. Except for Nandi West Road
and Sanyi Street, the levels of service of other roads are relatively high. HunnanWest
Road, Sanyi Street, and Nandi West Road are adjacent to Youth Avenue with large
traffic volume. Hence, the road saturation is high, and the burden is heavy, especially
Sanyi Street. Qixia Street is located in the center of the scope of the study, and the
project newly built is besides, most of the newly produced traffic will be loaded on
this road, thus the level of service is low. Of course, its assignment results may not be
consistent with the truth. Firstly, the traffic flow of the roads is obtained by artificial
observation and statistical analysis; hence, there are some errors. The second is that
in the process of analysis with TransCAD, the centroid of traffic districts may not
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Fig. 3 Diagram of traffic assignment results

Table 5 Results of superimposed traffic assignment in target year

Serial number Road name One-way
traffic
capacity
(pcu/h)

Maximum flow
of one-way
road
section(pcu/h)

Maximum in
one-way
section V/C

The level of
service

1 Hunnan West
Road

6750 4185 0.62 C

2 Shenying Street 4050 1013 0.25 A

3 Nandi West
Road

2600 2158 0.83 D

4 Jinyang Street 5200 1872 0.36 A

5 Qixia Street 3750 2363 0.63 C

6 Caixia Street 3750 863 0.23 A

7 Jiahe Street 2500 1175 0.47 B

8 Changbai
South Road

2500 950 0.38 A

9 Linbo Road 2500 600 0.24 A

10 Mingbo Road 1250 425 0.34 A

11 Sanyi Street 2500 2925 1.17 F

12 Xiandao South
Road

2500 1000 0.4 A

13 Linbo Road 2 625 150 0.24 A

14 Youth Avenue
Branch

7500 2175 0.29 A
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be the origin and destination of transportation, and the traffic demand produced by
traffic districts directly reaches the intersection, which is inconsistent with the truth,
therefore, there are errors.

5 Traffic Impact Assessment and Improvement Measures

5.1 Assessment Results

Based on the above traffic impact assessment, the following results are obtained:

(1) The construction of the project has increased the load on the surrounding traffic
network, and the level of service of all roads has changed to a certain extent.
Except for Qixia Street, the impact of each road is less than the maximum
allowable impact, but all are at the lowest acceptable degree, and some roads
have even improved. The project under construction has no significant impact
on the traffic of the surrounding roads; therefore, it is acceptable.

(2) The construction of the project has declined the level of service of the
surrounding intersections to a certain extent, but it is still higher than the
minimum acceptable level of service. The project under construction has no
significant impact on the surrounding intersections; therefore, it is acceptable.

(3) The scheme of project construction has planned an entrance and exit in the east,
west, south, and north four directions. Therefore, traffic and pedestrians can
pass in a safe and orderly manner, and the entrances and exits are not set on the
main roads of the city; therefore, it has a little direct impact on it.

(4) According to the mass traffic impact assessment, after the project is finished and
put into use, the new public traffic demand is less than its remaining capacity,
and public traffic system can satisfy its demand. Thus, there is no significant
impact and it can be accepted.

(5) According to the static traffic impact assessment, parking facilities for the project
cannot satisfy the parking demand of the project itself. Therefore, the project
under construction has a significant impact on the surrounding static traffic
system, and it is unacceptable.

From the above assessment results, it can be known that there is no significant
impact on the traffic systemwithin the scope of assessment due to the finished project,
and relevant improvement measures should be proposed.

5.2 Improvements

According to the relevant requirements, if the new project has a significant impact on
the surrounding traffic system, it is necessary to propose corresponding improvement
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measures. Improvementmeasures should be improved from two aspects of the project
itself and the surrounding traffic system.

(1) For roads, channelization should be implemented to regulate the traffic to
improve the traffic capacity. Overpasses can also be built on roads where the
traffic volume is close to saturation to reduce traffic delays caused by pedestrians
crossing the road and improve traffic capacity of the road.

(2) For intersections, it is possible to optimize the traffic light timing, to increase
the green time of the road with heavy traffic, and improve the level of service
of intersections.

(3) For the entrance and exit of the project, it is recommended that the properties
should implement traffic control of right-in and right-out at the entrance and
exit of the project in peak hours to reduce the impact of its traffic volume on
adjacent roads, thus the traffic of the communities can be integrated into the
traffic of the road more quickly and reduce delays.

(4) For public transport, the departure frequency should be adjusted in peak hours
to satisfy travel demand.

(5) For parking facilities, parking areas should be divided, and ground parking
facilities should be added.

6 Conclusion

This paper carries out research on traffic impact assessment of the project under
construction with TransCAD and analyzes the traffic impact of the project under
construction. Firstly, parameters of traffic impact assessment, which are start
threshold, the scope of influence, and the evaluation period were determined. Then,
the estimation of the OD matrix was carried out with TransCAD software, and the
forecast results of traffic demand in target year without project were obtained. Based
on this, the new traffic demand of the new project was predicted and loaded it into
the district, and the gravity model was used for traffic distribution of production and
attraction, and the user equilibrium model was used to traffic distribution. Finally,
traffic assessment results were obtained by a traffic impact assessment. The results
show that the completion of the project has no significant impact on the transportation
system within the evaluation fields.
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Research on Influencing Factors
of Combined Transportation System
Based on Analytic Hierarchy Process

Yan Xing, Yingwen Xing, Weidong Liu, Zongze Li, and Shanshan Fan

Abstract In order to improve the efficiency of an urban combined transportation
travel system and solve the problem of urban residents’ “last mile” travel, this paper
used the analytic hierarchy process to study the factors that affect travelers’ choice of
bicycle-sharing and urban public transportation combined travel systems. We chose
twelve factors that may have an impact on travelers’ choice behaviors based on the
past experience. Taking into account of three characteristics of personal attributes,
travel attributes and transfer traffic attributes. We sorted the twelve possible influ-
encing factors according to the three characteristics to conduct an in-depth analysis
based on the ranking results obtained. It is found that transfer characteristics have the
greatest impact on travelers’ travel choice. Based on the above research, we provided
suggestions on the configuration of combined transportation and travel systems to
improve the attractiveness of combined travel system and increase the probability
of travelers choosing combined travel system. The research results have guiding
significance for guiding urban residents to choose travel modes and can improve the
current status of urban traffic congestion.

Keywords Analytic hierarchy process · Combined travel system · Influencing
factors

1 Introduction

China’s economic and social development is in a period of rapid development.
However, due to the multiple constraints of road conditions, funds and other aspects,
the construction of traffic infrastructure cannot meet the needs of motor vehicle
growth. Nowadays, giving priority to the development of green transportation and
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slow traffic system has become the common goal of alleviating traffic congestion
and improving the travel efficiency of residents.

The urban public transport system is mainly composed of buses, subways, taxis
and other modes of travel. It has the advantages of large passenger capacity and small
environmental pollution and can reduce lane occupancy and per capita possession of
road resource, so it is favored by urban residents. However, the development of urban
public transport system in China started late, which may not meet the expectations of
urban residents in terms of punctuality and comfort. At the same time, due to its fixed
route, it cannot solve the “last kilometer” travel problem and needs to be combined
with other travel modes. Bicycle-sharing system has the characteristics of energy
saving, low cost and environment-friendly. When the riding distance is appropriate
and the riding time is within the acceptable range of the traveler, it can also improve
the rider’s physical fitness and achieve the effect of exercise.

In the previous studies, the factors affecting residents’ travel mode selection are
generally summarized into three aspects: Traveler characteristics, travel character-
istics and vehicle characteristics [1–3], Kuby [4], Narisra [5] and Loo [6] found
that land is an important factor affecting residents’ travel choice; with the acceler-
ating process of urbanization in China, the emergence of “separation of work and
residence” and “spatial dislocation” makes [7] the influence of urban land use char-
acteristics on residents’ travel in China is more and more significant; Yang et al.
take the trip chain as the analysis unit to construct the structural equation model of
residents’ travel mode selection in the process of rapid urbanization, and finally get
the influence direction and degree of the personal and family attributes, land use,
travel chain, etc. on travel mode [8]. Liu et al. discussed the measures to reduce the
environmental impact of tram traffic noise in 2015 [9], and then he put forward the
countermeasures and management of parking planning in Shenyang [10].

On the basis of previous studies, this paper analyzes the influencing factors of the
configuration of the combined travel system of bicycle-sharing and public transport
by using analytic hierarchy process (AHP), so as to solve the “last mile” travel
problem and provide suggestions for easing traffic congestion.

2 Basic Principle of Analytic Hierarchy Process

The analytic hierarchy process (AHP) divides the problem into different levels. Then,
get the judgment matrix according to the importance degree of each two elements at
the same level. Finally, calculate the weight of each element, and the best scheme is
determined according to the principle of maximum combination weight [11].
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2.1 Establish Hierarchical Structure Model

When we use AHP to solve problems, it generally includes the following levels: the
highest level: the purpose of solving the problem, that is, the goal to be achieved; the
middle level: the link needed to take a certain method to achieve the highest level;
the lowest level: the solution that can be directly used to solve problems.

2.2 Construct Judgment Matrix

Before constructing the judgmentmatrix, it is necessary tomake clear how to describe
the comparison results of the importance between the elements. At present, the
commonly used method is to use the 1–9 scale to describe the important relationship
between the two elements. The larger the numerical value is, the higher the impor-
tance degree is. In the process of AHP, the number of elements in each level and the
comparison result of the importance degree will change with the natural environ-
ment and economic development. When the judgment matrix to solve the problem
is constructed, the maximum eigenvalue and maximum eigenvector of the judgment
matrix need to be calculated to pave the way for consistency test.

2.3 Conformance Test

In order to make the calculated weight vector reflect the importance of each factor, it
is required that the weight vector should be consistent or the deviation degree should
not be too large. Therefore, the consistency test of the judgment matrix should be
carried out before calculating the weight. The common inspection objectives are as
follows:

Consistency index:

CI = λmax

n − 1
(1)

Random consistency index:

CR =
CI

RI
= λmax − n

(n − 1)RI
(2)

where CI is the consistency index, n is the order of matrix A, and RI is the average
random consistency index.

The common values are shown in Table 1.
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Table 1 Average random consistency index

n RI n RI n RI

1 0 6 1.26 11 1.54

2 0 7 1.41 12 1.56

3 0.52 8 1.46 13 1.58

4 0.89 9 1.49 14 1.59

5 1.12 10 1.52

When the random consistency index CR is less than 0.1, it is generally considered
that the obtained judgment matrix can be accepted, and the above method can be
used to calculate the weight. Otherwise, the judgment matrix A will be readjusted
until it meets the requirements of consistency test.

2.4 Hierarchical Total Ranking

The importance of all the factors at the lowest level is ranked by the weight of the
highest level. If themiddle levelA contains n elements and the lowest levelB contains
m elements, it is necessary to sort the weights of the intermediate elements first, and
then multiply the weight value of the factors at the lowest level by the weight value
of the middle level, in order to obtain the combination weight of the lowest level B
relative to the top layer.

3 Study on Influencing Factors of Combined
Transportation Travel System Based on AHP

3.1 Analysis of Influencing Factors

First, we analyzed the influencing factors of combined travel system, and the main
influencing factors were taken as the bottom consideration factors, as shown in
Table 2.

In terms of personal characteristics, the individual factors that affect travelers’
choice of combined travel system include gender, age, education level, bicycle-
sharing preference, etc. In terms of gender, the social and family roles of different
gender travelers are different, which leads to different transportation modes, daily
travel times and travel service requirements. Male travelers pay more attention to
the efficiency of travel in the purpose of study and work; women travelers prefer to
choose one mode of transportation to avoid transfer in shopping and other activities.
Age and education level are also the key factors influencing the choice of combined
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Table 2 Influencing factors of behavior choice of combined travel system

Individual factors A1 Travel factors A2 Transfer factors A3

Gender B11 Bus waiting time
consumption B21

Convenience of storing
bicycles B31

Age B12 Bus operation time
consumption B22

Transfer type B32

Education level B13 Purpose of travel B23 Transfer time consumption B33

Bicycle-sharing preference B14 Total travel expenses B24 Transfer safety B34

travel system. Health status has been greatly affected by the difference of age, and
it results in different travel mode preferences. Students and office workers tend to
choose the combined travel system. Middle aged and elderly people may not have
enough understanding of the transfer system, and they will directly choose public
transportation or walking mode in most cases. Travelers do not consider other modes
of travel before they travel, unless their habits are broken by the environment.

In terms of travel characteristics, the travel factors affecting travelers’ choice of
combined travel system include bus operation status, waiting time consumption,
travel purpose, total travel cost, etc. Travelers will focus on the waiting time and
operation time consumption of public transport when they choose the travel mode.
They will choose more efficient transportation; as for travel purpose, in the usual
rigid travel, travelers need to arrive at the destination quickly and on time. In flexible
travel, travelers pay more attention to the comfort of travel and pay less attention
to travel time consumption and cost. Generally speaking, taxi and walking travel
account for a large proportion; travel cost is the purpose of travel for travelers The
cost is in the process. When the cost of this mode of travel is high, travelers will
choose other ways to travel instead.

In terms of transfer characteristics, the factors that affect travelers’ choice of
combined travel system include the convenience of bicycle storage, transfer type,
transfer time consumption, transfer safety, etc. The convenience of bicycle storage
refers to whether the traveler can quickly and safely store the bicycle in the parking
area; the transfer type refers to whether the traveler prefers to use the combined
travel mode at the starting end or at the terminal end, or uses the group in the whole
travel process. When the transfer time is within the acceptable range of the traveler’s
walking, the traveler ismore inclined towalk to the bus station;when the transfer time
is beyond the tolerance range, the longer transfer time will consume more physical
strength, which will greatly reduce the travel comfort and increase the travel cost,
and the travelers will choose other more comfortable transportation modes. Safety
factors will also be taken into account when choosing the travel mode. Whether the
road is suitable for bicycle, whether there are protective measures, and the safety of
bicycle itself will affect the choice of travelers.
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Table 3 Judgment matrix of the middle layer relative to the highest level

G A1 A2 A3

A1 1 1/5 1/7

A2 5 1 1/3

A3 7 3 1

3.2 Generating Judgment Matrix

According to the development of traffic transfer system, theweights of various factors
in themiddle layer are determined by relevant experts. The judgment matrix is shown
in Table 3.

According to the judgment matrix, the maximum eigenvalue and the eigenvector
corresponding to the maximum eigenvalue are calculated, then the consistency test
is carried out as follows:

Maximum eigenvalue: λgmax = 3.0647;
Consistency index:

CI = λmax

n − 1
= 3.0647

3− 1
= 1.5324 (3)

Random consistency index:

CR = CI

RI
= λmax − n

(n − 1)RI
= 3.0647− 3

2× 0.52
= 0.0622 < 0.1 (4)

The assumed judgmentmatrix holdsW = (0.1108, 0.4297, 1.000)T ; it is obtained
by normalization W = (0.0719, 0.2789, 0.6492)T .

3.3 Get the Hierarchical Total Ranking Results

The weight results of each influencing factor calculated by AHP are shown in
Tables 4, 5, 6 and 7. The bigger the total ranking weight value, the more important
the influencing factor.

Table 4 Hierarchical ranking results of the middle level A

A1 A2 A3

Value 0.0719 0.2789 0.6492
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Table 5 Hierarchical ranking results of the lowest level B1

B1 A1 Total ranking R of layer B1

B11 0.0745 0.0054

B12 0.1022 0.0073

B13 0.1679 0.0121

B14 0.6554 0.0471

Table 6 Hierarchical ranking results of the lowest level B2

B2 A2 Total ranking R of layer B2

B21 0.1751 0.0488

B22 0.0991 0.0276

B23 0.4206 0.1173

B24 0.3052 0.0851

Table 7 Hierarchical ranking results of the lowest level B3

B3 A3 Total ranking R of layer B3

B31 0.1142 0.0741

B32 0.0878 0.0570

B33 0.3113 0.2021

B34 0.4867 0.3161

3.4 Result and Discussion

According to the results of hierarchical total ranking, it can be found that transfer
characteristics have the greatest impact on travelers’ travel choice. Small transfer time
consumption, safety and convenience of transfer can improve the attractiveness of
combined travel system and increase the probability of travelers choosing combined
travel system.

4 Conclusion

The conclusion for the analysis results are as follows:

(1) Transfer time consumption
It is necessary to optimize the bicycle riding road to reduce the transfer time
and draw up the appropriate bicycle-sharing transfer lines or use the existing
lines to determine the transfer planning layout of bicycle lanes.

(2) Transfer safety
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The vicinity of the transfer area, the non-motorized vehicle lane and the motor
vehicle lane should be separated as far as possible. If there is no green belt
or railing, the method of increasing the longitudinal height of the bicycle lane
can be adopted to realize the separation between the motor vehicle and the
non-motor vehicle.

(3) Transfer convenience
The setting of the bicycle-sharing parking space should consider the factors
such as the passenger flow of the bus station, the traffic conditions around
the bus station and the land use nature around the station. The scale of the
transfer site should be planned according to the demand and the above factors,
and the bicycle-sharing reservation system can be established to improve the
convenience of bicycle storage. The setting of bicycle-sharing parking space
should avoid the impact on the surrounding roads and intersections as far as
possible, so as to facilitate the collection and distribution of the bicycles and
take into account the relationship with other modes of transportation in road
facilities and operation organization.
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Simulation on Two Types of Improved
Displaced Left-Turn Intersections Based
on VISSIM

Yingcheng Zheng, Qianqian Shao, Yunfeng Zhang, and Siqi Zhang

Abstract Displaced left-turn (DLT) intersections, which solve the conflict between
left-turn traffic and opposing-through traffic are currently the most efficient inno-
vative intersection design. There are no T-shaped DLT intersections in use due to
few researches have proposed the implementation of DLT design at T intersections.
This paper proposes an improved design method for DLT intersections suitable for
two types of intersections, which considering the demand of pedestrian and non-
motorized vehicles crossing the street, the phase scheme of the improved DLT, the
length of the storage section of the left-turn vehicle and lane-changing length is
designed. The operational performance of two types of the improved DLT inter-
section is validated using the VISSIM simulation. Besides, a sensitivity analysis is
demonstrated to compare two types of DLT with conventional intersections under
different left-turn ratios. The results demonstrate the effectiveness of the proposed
method and provide a basis for the design of DLT intersections geometric layout and
signal timings.

Keywords Traffic engineering · Displaced left-turn · Signal design · Geometric
layout · Simulation evaluation

1 Introduction

Congestion at intersections continues to worsen in numerous cities throughout the
world. As the demand for transportation has gradually increased, urban traffic has
become increasingly congested. However, while demands on the transportation
system continue to grow, the conventional treatment of intersections through the
provision of left-turn bays with protected left-turn phases may not be sufficient to
avoid long delays. Consequently, various unconventional intersection designs and
control strategies have been proposed by researchers to help enhance the efficiencies
of intersections.

Y. Zheng · Q. Shao (B) · Y. Zhang · S. Zhang
School of Transportation Engineering, Shenyang Jianzhu University, Shenyang, China
e-mail: mr_Crowley@163.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Y. Li et al. (eds.), Advances in Simulation and Process Modelling,
Advances in Intelligent Systems and Computing 1305,
https://doi.org/10.1007/978-981-33-4575-1_21

213

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4575-1_21&domain=pdf
mailto:mr_Crowley@163.com
https://doi.org/10.1007/978-981-33-4575-1_21


214 Y. Zheng et al.

Among these innovative intersection designs, the displaced left-turn (DLT) inter-
section is quickly becoming prevalent worldwide [1–3]. Wu et al. [4] analyzed the
influence of the DLT design on the trajectory of left-turning vehicles, and estab-
lished a left-turn vehicle capacity calculation model and a left-turn vehicle delay
calculation model at the DLT intersections, which demonstrated the effectiveness
of the DLT. Yang et al. [5] conducted a comprehensive analysis of the delay of the
entire DLT intersection, identified potential queue overflow locations, and developed
a set of DLT design geometry planning stage models. Chang et al. [6] in order to
further improve the traffic capacity of DLT intersections, the signal coordination
relationship between the main intersection and sub-intersection was analyzed, and
a signal timing optimization model with general adaptability was proposed. You
et al. [7] proposed a model for a full continuous flow intersection (CFI), which is
a type of the DLT intersection, with the objective of cycle length minimization to
obtain signal timings based on the analysis and formulation of the queue length. Sun
et al. [8] further proposed a simplified continuous flow intersection (called CFI-Lite)
design, which uses the existing upstream intersection, instead of newly constructed
sub-intersection, to allocate left-turn traffic to DLT lane.

The current studies suggest that determining optimal control strategies and suit-
able geometric layout for unconventional intersection designs remain a significant
challenge in practice. In this paper, the design of intersection that combines the
type of DLT intersection selection, the length of the DLT lane, and signal timings is
presented. This paper innovatively applied the DLT intersection design to different
types of intersections, including T-intersections and cross intersections, and further
hopes to provide a basis for the design of DLT intersections geometric layout and
signal timings.

2 Improved Layout Design of the DLT

Displaced left-turn intersections as a new type of intersection, also referred as contin-
uous flow intersections (CFI) and parallel flow intersection (PFI). As shown in Fig. 1,
the improved DLT requires the relocation of the left-turn movement to the other
side of the opposing roadway. Drivers who need to turn left at the main intersec-
tion should pass the opposite lane first turn left at the intersection upstream of the
main intersection. Subsequently, left-turning traffic and through traffic on a roadway
proceed simultaneously, without conflict, at the primary intersection [9]. Especially,
the right-turning traffic can also leave the intersection without conflict under the
unconventional layout of the improved DLT intersection.

The DLT intersection effectively circumvents the conflict between left-turning
traffic and through traffic of opposite. Through the coordination of several road
sections and intersection signal lights, through volume and left-turning volume are
continuously passed through the intersection, reducing the number of phases and
vehicle delays.
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(a) Improved layout of across intersection 

(b) Improved layout of T-intersection 

Fig. 1 Improved layout of DLT at different types of intersections. a Improved layout of across
intersection, b improved layout of T-intersection

Fig. 2 Lane-changing
length of left-turn vehicle
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As shown in Fig. 2, for the length of lanes at the left-turn crossover needs to be
limited to meet the normal traffic flow of the intersection. For the DLT intersection,
the left-turning vehicle enters the shifted left-turn lane from the stop line of the
road section to change lanes, and the road section l1 must meet the vehicle turning
needs and safety distance, as constraint (1) illustrated. Constraint (2) requires that the
length of the DLT lane should be long enough to accommodate the queuing length
of left-turn vehicles.

l1 ≥ 2
√
r2 − [r − (w1 + 0.5wc)]

2 (1)

l2 ≥ 3600Lel

mnSel
(2)

where l1 is the length of lane-changing, as in Fig. 2; r is the minimum turning radius
of vehicle; w1 is the width of a lane; w2 is the width of double amber lines; l2 is the
length of the storage section of DLT, as in Fig. 2; Lel is the length of all left-turn
vehicles in line; m is the number of left-turn lanes; n is the number of signal cycles
at intersections within one hour; Sel is the saturated flow rate of left-turn lanes.

3 Improved Design for DLT Intersection

The optimization objective is determined to minimize the total vehicle delay at the
intersection. The objective function is as follows:

min P =
(
dsub +

n∑
i=1

dmain
i

)/(
qsub +

n∑
i=1

qmain
i

)
(3)

where dsub is the vehicle delay of sub-intersection; dmain
i is the vehicle delay of phase

i of main intersection; qsub is volume of sub-intersection;qmain
i is volume of phase i

of main intersection.
Constraints (4)–(6) are general signal constraints for all types of intersections.

For the DLT intersection design, in order to reduce the number of stops for vehicles
that have left the intersection, ensure that the vehicles that left the intersection in the
previous phase pass through leg l1 smoothly before allowing a left-turning vehicle to
change lanes. At the same time, the duration of green of the sub-intersection needs to
consider the length of section l2 and the volume of left-turn traffic. Constraints (7)–(9)
show the special requirements of main signal and pre-signal at DLT intersection.

C = L +
3∑

i=1

gmain
i (4)



Simulation on Two Types of Improved Displaced Left-Turn … 217

gmain
i ≤ gmax

i (5)

gmain
i ≥ gmin

i (6)

gsub − gmain
1 ≥ l2

vsl
+ tmain

1 (7)

gmain
2 ≥ 3600Qel

nmSel
(8)

gsub − gmain
2 ≥ l1 + l2

ves
+ tmain

2 (9)

where C is the cycle length; gmain
1 is the duration of green for the left-turn phase of

the main intersection without the sub-intersection; gmain
2 is the duration of green for

the through phase of the main intersection without the sub-intersection. There is no
gmain
2 and the phase corresponding to gmain

2 if the type of intersection is T-shaped;
gmain
3 is the duration of green for left-turn and through phase of the main intersection

with the sub-intersection; L is the loss time of signal cycle; gmin
i is the minimum

duration of green for each phase; gmax
i is the maximum duration of green for each

phase; gsub is the duration of green of the sub-intersection; tmain
1 is the time that

the traffic flow corresponding to gmain
1 leaves the intersection; vmain

1 is the average
speed of the traffic flow corresponding to gmain

1 ; tmain
2 is the time that the traffic flow

corresponding to gmain
2 leaves the intersection; vmain

2 is the average speed of the traffic
flow corresponding to gmain

2 .

4 Simulation and Analysis

4.1 Simulation Data

In order to verify the effectiveness of the proposed method, the existing two types of
intersections in Lanzhou as an example.1 The data acquisition time is from 17:30 to
18:30 in the evening peak of ordinary working days. The traffic demand for the test
is summarized in Tables 1 and 2.

1The traffic data for this research work was obtained from the actual intersection of Xijin West
Road, Anning District, Lanzhou City, China.
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Table 1 Traffic demand of cross intersection

Across
intersections

East import
(pcu/h)

West import
(pcu/h)

South import
(pcu/h)

North import
(pcu/h)

Left 370 336 760 178

Through 1379 1816 625 327

Right 100 554 616 256

Total imports 1849 2706 2001 761

Total
intersections

7314

Table 2 Traffic demand of T intersection

T intersections East import (pcu/h) West import (pcu/h) South import (pcu/h)

Right 688 None 252

Through 1148 1475 None

Right None 488 251

Total imports 1836 1963 503

Total intersections 4302

4.2 Traffic Simulation—VISSIM

In this section, the performance of two types of the improved DLT intersections are
evaluated through simulation tests. The intersection where DLT is set and the current
situation is executed in VISSIM 6.0. The phase diagram scheme of intersection
entered in VISSIM is shown in Fig. 3. The green light duration of each phase of the
cross-shaped main intersection and sub-intersection of the improved cross-shaped
DLT is 0–38 s, 41–68 s, 71–104 s, and 48–69 s, respectively. The green light duration
of each phase of the T-shapedmain intersection and sub-intersection of the improved

(a) (b)

Fig. 3 Phase diagram scheme of intersection. a Scheme of cross DLT, b scheme of T-shaped DLT
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Fig. 4 VISSIM simulation
process Geometric data

Building simulation 
road network

Consistent with the 
current traffic situation

Volume data

Run the program

YES

Check road 
network

NO

Output index

Meet the simulation 
requirements  Output index

Output the final 
optimization results

YES

NO

cross-shaped DLT is 0–18 s, 21–57 s, and 7–18 s, respectively. All signals use 3 s
amber.

The default driver behavior parameters in VISSIM are used in the simulation
of the two types of the improved DLT intersections, and considering that software
simulation requires a certain amount of traffic loading time to ensure the accuracy of
the collected data, the starting time of the simulation data collection is set to 100 s,
and the simulation is run 10 times. The simulation steps of VISSIM are shown in
Fig. 4. The geometric layout of the intersections is shown in Fig. 1, where l2 is set
to 50 m.

4.3 Simulation Results

The performance evaluation results are illustrated in Table 3. Results from analyses
show that the DLT intersections outperform the conventional design in terms of
improving the intersection capacity.
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Table 3 Comparison of simulation results

Simulation
index

Cross
intersection

Cross
DLT

Optimization
rate (%)

T intersection T-shaped
DLT

Optimization
rate (%)

Average stop
delay (s)

41.3 26.9 34.87 17.9 9.9 44.69

Average
vehicle delay
(s)

33.4 20.6 38.32 25.6 17.5 31.64

Maximum
queue length
(m)

22.3 13.9 37.67 107.7 66.4 38.35

Stops 14.4 7.8 45.83 5.2 4.8 7.69

Fig. 5 Influence of left-turn ratio on delay of vehicles at intersections

Figure 5 displays the result of the sensitivity test, when the proportion of left-turn
volume reaches 30–40%, the benefits of optimized design in reducing vehicle delays
begin to manifest.

The indicators of the two types of intersections after setting up as DLT intersec-
tions havebeengreatly improved comparedwith the current situation,whichvalidates
that the improved DLT design method proposed in this paper is also suitable for T
intersections.

5 Conclusion

It is developed, in this paper, an improved settingmethod for displaced left-turn (DLT)
intersections suitable for two types of intersections. The contribution of this paper
is comprehensively considered that there are many T intersections in the actual situ-
ation. Meanwhile, aiming at improving the general applicability of unconventional
intersection design to different types of intersections. Established a VISSIM simu-
lation model based on the actual intersection as a prototype, and the situation before
and after the intersectionwas set as DLT intersectionwas simulated. The results show
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that the design of DLT intersection can directly and effectively reduce vehicle delays
in the straight direction and enhance the traffic efficiency of the entire intersection.

However, it should be noted that DLT intersections may result in reduce driving
comfort and safety and increase air pollution. Moreover, it leads to more complex
intersections and requires the driver to have a strong ability to cope with unfamiliar
driving environment. Therefore, future work will be introducing the evaluation of
the safety performance of the intersection to ensure the DLT operation effect, while
ensuring the operation efficiency of DLT intersection, the safety of the intersection
will be improved to a greater extent.
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Simulation and Optimization
of Multi-UAV Route Planning Based
on Hybrid Particle Swarm Optimization

Xuezhao Peng, Feng Guan, Zhongpu Wang, and Shushida Gao

Abstract The multiple traveling salesman problem (mTSP) is an obviously NP-
Hard problems in the optimization of complex planning. By adding much more
conditions and meanings to the objective function of the mTSP, the vehicle routing
problem (VRP) and trajectory optimization problem of the drones can be further
evolved. This paper focuses on the multi-UAV route planning problem which is one
of the typical mTSP. But traditional algorithms include genetic algorithm and particle
swarm optimization are premature in varying degrees and easy to fall into local
optimization. Therefore, this paper adds the crossover operator and mutate operator
in the genetic algorithm to the particle swarm optimization, and proposes a hybrid
particle swarm optimization to solve the multi-UAV route planning problem. The
algorithm canmake the particles cross the optimal value, and the particles canmutate
themselves to strengthen the interchange between the particles. So it can enrich the
diversity of the population. Meanwhile, it can improve the global optimality of the
algorithm. Finally, it proves that the hybrid particle swarm optimization has better
performance when compared with the simulation results of genetic algorithm.

Keywords Multi-UAV route planning problem · mTSP · Genetic algorithm ·
Hybrid particle swarm optimization

1 Introduction

The multi-unmanned aerial vehicle (multi-UAV) route planning problem is basically
consistent with the description of the mTSP [1, 2]. Its application scenario can be
described as: There are n locations and m drones. m drones start from the same
location and return to the same departure location. In the process, each location is
required to be visited and can only be visited one time. Each drone visits at least one
location. Most importantly, it should ensure that the total distance of the entire route
selection plan is the shortest.
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In recent years, a variety of heuristic algorithms and evolutionary algorithms
proposed by scholars can effectively solve mTSP. Kencana [3] uses ant colony opti-
mization to solve complex mTSP problems. Jiang et al. [4] put forward an ant colony
partheno genetic algorithm (AC-PGA), which includes partheno genetic algorithm
and ant colony algorithm, to solve the large-scale mTSP. Lu and Yue [5] gave an
effective way for solving mTSP. They use a task-oriented form to assign ants to the
population to optimize the ant colony algorithm.Zhou et al. [6] proposed twomethods
to solve mTSP. One is the PGA using the roulette model and elite strategy. The other
is called IPGA, which combines selection and mutation operators to improve popu-
lation diversity. Dhein et al. [7] gave a label to describe the difference in dispersion
between different paths, and found a genetic algorithm that can realize local search
as a new method to settle the matter. The simulation results obtained in the article
are very satisfactory.

This article proposes a hybrid particle swarm optimization; it can solve the prob-
lems that may occur when the particle swarm optimization is applied to multi-UAV
route planning. These problems include the shortcomings of particles easily falling
into local optima and slow convergence speed. Finally, the result will be compared
with the result of genetic algorithm.

2 Model of Multi-UAV Route Planning Problem

The development of drone technology has brought great convenience to the logistics
of remote mountainous areas where vehicles cannot reach. The drone flight does not
need to consider the factors of the road network. They can directly use the coordinates
to calculate the distance between two points precisely [8, 9]. As a classic mTSP, the
multi-unmanned aerial vehicle(multi-UAV) route planning problem is to find the
shortest path traversing all locations. Its mathematical model can be described as
[10–12].

Location set A = (1, 2, . . . , n) contains n locations, and location 1 is the start
and end of all drones. Drone set B = (1, 2, . . . ,m) containsm drones.Si,k represents
the collection of locations visited by the kth drone.
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Define variables:

xi jk =
{
1,The kth drone goes from location i to j
0,Or

(1)

yki =
{
1,The kth drone visits location i
0,Or

(2)

Objective function:

L = min

(
m∑

k=1

Lk

)
(3)

Lk =
n∑

i=1

n∑
j=1

di j · xi jk, k = 1, 2, . . . ,m (4)

Subject to:

m∑
k=1

yki =
{
m, i = 1
1, i = 2, . . . , n

(5)

n∑
i=1

x(i, i + 1, k) = y(k, i), k = 1, . . . ,m (6)

n∑
i=1

x(i, i + 1, k) = y(k, i + 1), k = 1, . . . ,m (7)

Si,k = {x(i, i + 1, k) = 1} = {
s1k, s2k, . . . , sqk

}
(8)

m∑
k=1

q∑
i=1

sik = n (9)

a ≤ q ≤ b (10)

where di j d is the length of the drone from one point i to another point j . Equation (3)
indicates the shortest flight distance of all drones; Eq. (4) represents the flight distance
of a drone; Eq. (5) represents that all drones start at location 1, and each location
has one and only one drone to visit; Eq. (6) indicates that the secondary destination
city of any route has only one starting city connected to it; Eq. (7) indicates that
the starting point city of any path has and only one secondary destination city is
connected to it; Eqs. (6) and (7) work together to avoid sub-loops; Eq. (8) represents
q locations visited by the kth drone; Eq. (9) represents the total number of locations
visited by all drones; Based on Eqs. (8) and (9), Eq. (10) indicates that each drone
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visits at least a location and at most b locations. According to the number of locations
in this paper, Eq. (10) is determined as 8 ≤ q ≤ 14.

3 Hybrid Particle Swarm Algorithm for Multi-UAV Route
Planning

Genetic algorithm has strong robustness and global search capabilities. It is widely
used to solve mTSP and VRP. The particle swarm optimization completes the opti-
mization process of the entire algorithm by continuously seeking individual extreme
values and group extreme values. Although the algorithm principle is relatively
simple and it can complete convergence in a short time, with the accumulation of the
number of particle swarm iterations, the population gradually converges and concen-
trates and the individual particles gradually become more and more similar which
may cause the particle swarm to fall into local optimal solutions.

In our article, we propose a hybrid particle swarm algorithm to simulate and
solve the multi-UAV route planning problem [13]. It changes the PSO that uses
the method of tracking extreme values to give each particle a new position. The
crossover and mutation operations are added to the particle swarm optimization, so
that particles can cross individual extreme values and group extreme values. At the
same time, the particles can mutate themselves. In this way, the shortest route can be
calculated. Hybrid particle swarmoptimization algorithmuses the crossover operator
and mutation operator to strengthen the information exchange between particles. It
improves the abundance of particle swarms, optimizes individual and group, and
improves the old algorithm that is easier to fall into the dilemma of locally optimal
solutions.

3.1 Individual Code

In this algorithm, the individual coding of the particles adopts an integer coding
method, and the location is represented by numbers 1, 2, …. Mark all locations and
assign a serial number to each location. There are 2 drones that traverse 9 locations,
starting and ending at location 1, and the encoding method is shown in Fig. 1.

Decoding means that the first drone departs from location 1. It follows the path
1-2-3-4-5-1 to location 5 and then returns to location 1; the second drone departs
from location 1. It follows path 1-6-7-8-9-1 to location 9 and returns to location 1.

Fig. 1 Individual code
1 2 3 4 5 1 6 7 8 9 1
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Fig. 2 Cross operation 4 2 1 3 79 6 1 8 5

2 1 6 3 79 4 1 8 5

individual

extremum

4 1 6 3 79 6 1 8 5new entity 1

cross

4 1 6 3 79 2 1 8 5new entity 2
adjustment

3.2 Fitness Value

In this algorithm, the fitness value is expressed as the total length of the route that
all drones traverse all locations. The calculation formula is:

fitness =
m∑
i=1

Li (11)

where m represents the number of drones, i is the route of the ith drone, and Li is
the length of the ith route. The smaller the fitness, the better the individual fitness.

3.3 Cross Operation

The update of the individual is realized by the crossover between the individual and
the individual extreme value or the group extreme value [14]. The crossover method
in this algorithm adopts the integer crossover method. We cross the individual with
the individual extreme value or the group extreme value and randomly select two
intersection positions. If there is a duplicate position in the new individual, we need to
replace the duplicate place with a place not included in the individual. The operation
method is shown in Fig. 2.

3.4 Mutate Operation

Flip mutation operator
Any two pieces of code are interchanged [15]. Themutation is only carried out within
one individual code such as the inversion of the individual code.

Swap mutation operator
Part of any two individual codes is exchanged to form a simple “swap” mutation
method, as shown in Fig. 3.
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4 2 1 3 79 6 1 8 5

2 1 6 3 79 4 1 8 5

4 2 1 6 39 7 1 8 5

2 1 3 7 69 4 1 8 5

Fig. 3 Swap mutation operator
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Fig. 4 Slide mutations operator

8 2 1 3 7 6

2 8 5 3 9 4

8 2 5 3 9 6

2 8 1 3 7 4

4 8 2 5 3 9

6 2 8 1 3 7

Fig. 5 “Swap + Slide” mutation operator

Slide mutations operator
The last bit of code is transferred from one individual to another to constitute a
“sliding” mutation, as shown in Fig. 4.

“Swap + Slide” mutation operator
It is a hybridmutationoperator that combines exchangemutation and slidingmutation
which can significantly improve the performance, as shown in Fig. 5.

3.5 Procedure of Algorithm

The algorithm flowchart based on the optimization we proposed in the article to solve
the problem is indicated in Fig. 6.
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Fig. 6 Algorithm flowchart

The procedure of algorithm is as follows:

Step1: Initialize the particle swarm population, encode the individual particles,
set the particle swarm parameters, and initialize the particle position;
Step2: Use the total length of the route as the fitness function to get the fitness
value of the algorithm;
Step3: Update the individual optimal particle and the group optimal particle
according to the particle fitness value and compare the obtained fitness value
with the previous best fitness. It will be accepted instead of the best fitness value
previously accumulated if the latest fitness is more suitable;
Step4: Use the crossover operator to cross the individual and individual optimal
particles to obtain new particles. Cross the individual and the group optimal
particles to obtain new particles;
Step5: Make the particles themselves mutate through the mutation operator to get
better particles; and
Step6: Determine whether the optimal solution is obtained or the algorithm has
reached the specifiedmaximumnumber of iterations. If the termination conditions
are met, the algorithm terminates; otherwise, go to Step 2.

4 Result and Analysis of the Simulation

4.1 Simulation Result

The coordinate data of 51 locations is used as the simulation data to solve the problem
in our article. The genetic algorithm and the hybrid particle swarm optimization
are, respectively, used for simulation optimization [16]. This paper uses MATLAB-
R2017b to make a program to implement the algorithm. It sets the number of drones
to 5 and the number of detection locations to 51. The genetic algorithm sets the total
group number to 100, and the maximum iteration round is 1000.We set the crossover
and mutation probabilities to 0.9 and 0.1, respectively. The particle swarm size of
the optimization is 200, and the maximum iteration round is 1000. Figures 7 and 8
show the results of the two algorithms.
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Fig. 7 Hybrid particle
swarm optimization

Fig. 8 Genetic algorithm

Table 1 Comparison of simulation results

Algorithm Optimal value Worst value Average value Average number of
iterations

Genetic algorithm 570.5684 627.3180 596.2746 751.24

Hybrid particle swarm
optimization

581.8723 649.2876 624.2186 862.17

According to the simulation results, we can know that the calculation result
obtained by the hybrid particle swarm optimization is 582.25. The calculation result
obtained by the genetic algorithm is 600.3548. The two algorithmswere run 30 times.
We can see the comparison results in Table 1.

4.2 Result Analysis

According to the simulation calculation results, it can be seen that, compared with
genetic algorithm, hybrid particle swarm algorithm can greatly speed up the iteration
speed of the algorithm. The crossover and mutation operations are added on the
basis of the particle swarm algorithm, so that the optimal solution can be obtained
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Fig. 9 Hybrid particle
swarm optimization

Fig. 10 Genetic algorithm

faster. From the perspective of the searched route length, the calculation result of
hybrid particle swarm optimization is better than genetic algorithm. It is found that
increasing the population size of the genetic algorithm will significantly increase the
calculation amount and computing time of the algorithm in the process of parameter
adjustment. However, increasing the number of particles has a limited impact on
the computing time of the algorithm in the optimization. The iteration diagrams of
the two algorithms are as follows. The iterative diagrams of the two algorithms are
shown in Figs. 9 and 10.

After many tests, the results show that the optimal value of hybrid particle swarm
algorithm is better than the result of GA. The GA usually converge in advance, while
hybrid particle swarm algorithm has a wider search range and better diversity. It can
also effectively overcome premature convergence and has faster convergence speed
and better results.

5 Conclusion

In this paper, it gives a hybrid particle swarm algorithm that adds genetic algorithm
ideas to the standard PSO. It is applied to solve the problem of multi-UAV route
planning. Its results are compared with the simulation results of genetic algorithm.
We can know from the results given by the algorithm that the particles in the algorithm
cannot restricted by local optimal solutions. It can overcome the defect of early
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convergence to a certain extent. So it has better performance. However, the individual
coding method of this algorithm has room for further optimization and adjustment.
So subsequent research can further improve the performance of the algorithm in this
respect.
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Simulation Research of Arctic Route
and Traditional Route Based on the Logit
Model

Feng Guan, Yi Cao, Xuezhao Peng, and Yongbao Wang

Abstract At present, the global climate continues to warm. The Arctic shipping
routes have become a reality. The opening of the Arctic route will greatly reduce
the sea distance between Asia-Europe and Asia-America. It will effectively reduce
the shipping cost and achieve the goal of mutually promoting regional economic
development. The routes have quite high economic benefit value for all users. Take
Dalian port to Rotterdam port for example. Calculate route costs and benefits. Collect
relevant data through the SP survey. The discrete selection model—the Logit model
is established. The transport sharing rate between the Arctic route and the traditional
route is obtained. The Monte Carlo method was used to simulate the data, and the
decision probability was obtained, and the error analysis was carried out with the
Logit model results. It is believed that Arctic routes will increase their share of the
freight market.

Keywords Arctic route · Logit model · Transport sharing rate ·Monte Carlo

1 Introduction

With the acceleration of melting ice in the Arctic [1], the improvement of navigation
technology, the improvement of shipping environment, the relocation of the World
Trade Center, the congestion of the Panama and Suez Canals, the Arctic shipping
route will surely become the new maritime Silk Road. Therefore, it is necessary to
study a method that can calculate the selection probability of the Arctic route based
on multi-dimensional data. The Logit model is the most widely used discrete choice
model currently. Its probability expression is simple. Its solution speed is fast. Its
application is convenient. And its predicted results can be compared and tested. So
this paper uses the Logit model to calculate the transportation sharing rate of Arctic
routes and traditional routes.
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Fig. 1 Arctic route and the
traditional route

This paper discusses the sailing status of the Arctic route and the choice of ship
type. Taking a trip from Dalian to Rotterdam as an example, the costs and benefits of
the Arctic route and traditional route are calculated and compared, respectively. The
data samples are obtained by the SP survey, and the Logit binomial discrete model is
used to calculate the probability of each decision maker in the data sample choosing
two routes. The decision-making behavior is simulated by the Monte Carlo method,
and the error analysis is performed between the simulation results and the results
obtained by the Logit model. It is predicted that the transportation sharing rate of the
Arctic route under the condition of the continued decline in international fuel prices
is about 31.79%. This research provides a basis for the improvement and sustainable
development of commercial navigation on Arctic routes (Fig. 1).

2 Literature Review

Liu and Kronbak [2] compared full-year profits made through the Suez Canal with
those made by ships through the North Sea route (NSR). It is concluded that NSR
is competitive with the Suez Canal in some conditions. Verny and Grigentin [3]
verified the technical and economic feasibility of conventional container transport
along the NSR and found that the NSR could be an alternative to the Suez Canal
transport. Dai and Yin [4] take the example of a container being transported on the
Arctic route. The economic comparison between the Arctic route and the traditional
Suez route is made. The questionnaire was designed, the weights were analyzed by
the fuzzy analytic hierarchy process, and the data were processed by MATLAB. The
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results show that NSR has no direct economic advantage. From the perspective of
economic feasibility, Masahiko and Furuichi [5] studied whether it was feasible to
complete container transportation between East Asia and Northwest Europe through
NRS/SCR(Suez Canal Route) combination transportation. Gao and Lu [6] developed
a mathematical model based on a programming equation that measures the impact
of increased shipping costs caused by strait or canal congestion on the Chinese
fleet. Alghamedii et al. [7] determined the theoretical basis of the Logit model and
derived the logarithmic probability equation. This method is used to analyze the
actual market situation. And Maria et al. [8] have analyzed and modeled and gath-
ered data and gotten preliminary results, and got airline passengers’ preferences for
maximum comfort. In the existing studies, the economic efficiency of the Arctic
route is analyzed mainly by calculating the shipping cost quantitatively or the feasi-
bility of theArctic navigation qualitatively. There is little comparisonwith traditional
shipping lanes. Based on the Logit model, Monte Carlo simulation results are used
for error analysis in this paper. The transport share ratio of the Arctic route and the
traditional route is obtained, and the future market share of Arctic route is predicted.
The research results provide the development direction for enterprise development.

3 Route Selection Model Establishment

3.1 Problem Description

According to the deficiencies of existing studies, this paper takes the comparison of
Arctic shipping routes and traditional shipping routes as the research object and takes
transport sharing rate as the research purpose. Determining the transport share ratio
is a common problem in traffic planning. The purpose of analyzing the sharing rate
is to establish a reasonable sharing relationship by analyzing the current situation
and the future. Many factors are affecting the sharing rate. Based on references and
subjective judgments, this paper designs a questionnaire to obtain the original data.

3.2 Voyage Cost Analysis

Shipping cost can be divided into capital cost, operating cost, and voyage cost.

(1) Cost of capital
The cost of capital is the hire of the ship



236 F. Guan et al.

Table 1 Cost–benefit comparison (Unit/US $10,000)

The Arctic route The traditional route

Freight 1425 1068.75

Cost 948.65 770.97

Earning 476.35 297.78

Days 22.08 29.10

(2) Operating costs

1. Crew fees
2. Insurance premium
3. Maintenance fees
4. Management fees
5. Other expenses.

(3) Voyage cost.

The cost directly incurred in transportation is called voyage cost. These include port,
fuel, canal, and other navigation costs (the Arctic route is ice-breaking pilotage).

By building a cost model, the costs and benefits of the Arctic route and the
traditional route are calculated as shown in Table 1.

Although the cost advantage of the Arctic route is not obvious during the naviga-
tion period. However, due to the shortened voyage time, it can be transported more
than once during the limited voyage period. So the payoff is higher. This suggests
that, with the development of Arctic shipping routes, the economy of Arctic shipping
routes will become higher and higher.

3.3 Discrete Selection Model

The Logit model theory is based on the stochastic utility theory and the behavioral
utility maximization hypothesis [7, 9, 10]. Assume that the decision maker is under
perfectly reasonable conditions. Facedwith all options, decisionmakers often choose
the strategy thatworks best for them.Binomial selectionmodel is awidely usedmodel
in discrete selection model [10]. It assumes that all selection actions are at the same
level, and there was no correlation between each selector limb.

Based on stochastic utility theory, different choices will produce different utility
values. Under given conditions, shipping decision makers will choose the strategic
plan with the greatest utility. The utility value of choosing a particular shipping route
depends on a number of factors. The utility function is:

Uin = Vin + εin i = 1, 2 (1)
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where Uin is the actual utility of limb i, Vin is the utility determination (obtained
by direct observation of the data), εin is the utility error, the effects that cannot be
directly observed;An is the collection of all shipping route options; i is the choice
and n is the decision maker.

For the fixed term Vin , it is usually expressed as:

Vin = β1Xin1 + β2Xin2 + βk X ink (2)

where X ink is the kth utility variable in the ith route option, βk is the coefficient
corresponding to the kth variable.

The probability calculation equation is:

Pin = 1

1+ e−Vin
(3)

Simplified equation is:

ln

(
pi

1− pi

)
= Vin (4)

Through derivation, the calculation equation is as follows:

Pi = 1

N

N∑
n=1

Pin (5)

where Pi is the probability of the selecting limb i, Pin is the probability of decision
maker n choosing shipping route i.

3.4 Survey Methods

Adopt the method of stated preference (SP) survey, design the questionnaire. SP
surveys collect the decision makers’ choice intentions or results in hypothetical situ-
ations. It is widely used in traffic demand forecasting [8]. Using the network platform,
the questionnairewas filled out. The Statistical Product and Service Solutions (SPSS)
is used to solve each parameter in the model.

According to the five types of shipping service attributes concerned by deci-
sion makers and combined with existing market conditions, determine the level of
shipping service attributes and select the orthogonal experimental design method of
partial factorial design to determine the final factor level combination. SPSS is a
commonly used data analysis software using SPSS to carry out orthogonal experi-
ment design, choose a suitable and effective orthogonal table for design. Thirty-two
combinations of service attribute levels are obtained. Distribute the questionnaire to
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fifty practitioners in related industries. Each person fills in ten randomly, and a total
of 500 valid questionnaires are obtained. SPSS was used to process all the data in
the questionnaire.

3.5 Model Analysis

SPSS was used for regression analysis of the survey data. The analysis results were
as follows: Table 2 is the Hosmer–Lemeshow test in the regression analysis. This
test is used to detect whether the data fit the model to meet the requirements.

This is the H-L test sheet, P = 0.919 > 0.05. It is considered that the model can
fit the numbers well (Table 3).

In the final result, the P is all <0.05, which means that the requirements are met.
P is the significance result.

By substituting parameters into the utility function, the utility function of the
model is

Vi = 1.695Xi9 − 2.512Xi1 − 1.962Xi2 + 1.666Xi3 (6)

According to the utility function and Eq. (6), the selection probability of two paths
for each decision maker in the data sample can be calculated. The results are shown
in Table 4. This paper only gives the path choice probability of 10 decision makers
(Fig. 2).

Equations (4) and (5) are used to calculate the probability of each selector limb
in the population sample, and then:

P1 = 1

N

N∑
n=1

P1n = 0.6021

Table 2 Hosmer–Lemeshow (H-L) test

Procedure Chi-square Degree of freedom Significance

1 3.226 8 0.919

Table 3 Regression analysis results

Attributes B Error Wald P Exp(B)

Value 1.695 0.582 8.481 0.004 5.449

Cost −2.512 0.391 41.305 0.000 0.081

Time −1.962 0.532 13.581 0.000 0.141

Safety 1.666 0.444 14.065 0.000 5.293

Type 7.010 2.269 9.542 0.002 1108.078
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Table 4 Select probability

Decision makers Select probability

Traditional route Arctic route

1 0.755839 0.244161

2 0.569791 0.430209

3 0.577617 0.422383

4 0.503500 0.422393

5 0.570527 0.429473

6 0.570527 0.429473

7 0.755839 0.244161

8 0.570527 0.429473

9 0.577617 0.422383

10 0.569791 0.430209

Fig. 2 Comparison chart of
transport sharing rate
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This paper realizes visualization based on transportation cost model and the Logit
discrete selection model. Select three longitudinal parameters: time, cost, and safety
parameters and two lateral parameter types of cargo and value of goods. The datawere
randomly divided into several parts for analysis. It can be seen that different types of
goods have different requirements on time, cost, and safety. The higher the value of
goods, the higher the requirements on time cost and safety. After many simulations,
it can be clearly concluded that there are differences in the transport sharing rate
of the Arctic route. This shows that with the increase of global temperature, the
improvement of navigation technology, port facilities and other conditions change.
The share of shipping on the Arctic route will gradually increase [11, 12].
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Table 5 Survey data statistical indicators

Attribute Quantity Min Max Average Standard Variance

Cost 500 3 5 4.08 0.925 0.855

Time 500 2 5 3.76 0.699 0.488

Safety 500 2 5 3.65 0.816 0.666

Type 500 1 4 2.34 0.783 0.613

4 Monte Carlo Simulation and Analysis

4.1 Monte Carlo Simulation Process

According to the results of SPSS regression analysis, cost, time, safety, and goods
value are the main attributes that affect decision makers’ choice. The basic steps of
Monte Carlo simulation are as follows:

(1) Determine the number of simulations. Let the total number of simulation runs
be N. Based on the trial algorithm and the stability of the simulation results, N
= 5000 is finally set in this paper.

(2) Firstly determine the probability distribution of the data. After regression anal-
ysis of data by SPSS, the Logit model meets the fitting standard. So the data is
close to an exponential distribution.

(3) Generate random numbers according to probability distribution. Random
numbers here use a computer to generate “pseudo-random numbers.” Math-
ematical transformation is performed according to the probability distribution
function of the data. Finally, the random number evenly distributed between
[0, 1] is substituted into the transformed function. The sampling value of each
random number can be obtained. This paper USES the inverse function of the
data probability distribution function to generate random numbers. This method
is called inverse transformation.

(4) After the random sampling is determined, the random sampling values of this
set of data were substituted into the model. The final selection probability value
of N groups can be obtained.

(5) N groups of probability values obtained by simulation. The expected value, vari-
ance, and standard deviation are calculated as shown in Table 5. The simulation
results are compared with the values obtained from the Logit model.

4.2 Simulation Result Analysis

See Fig. 3.
According to the theory of large numbers based on the Monte Carlo method, the

available simulation data results are:
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Fig. 3 Simulation results
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Compared with the calculation result of the Logit model, the error of the trans-
portation sharing rate of traditional routes is 2.8%, and the error of the transportation
sharing rate of Arctic routes is 4.1%. The simulation results show that the error of
the probability results calculated by establishing the Logit model and using Monte
Carlo simulation is within the allowable range. It proves that the Logit model has
high applicability for solving such problems.

5 Conclusions

Navigation technology is improving as global temperatures rise and Arctic sea ice
melts. The opening of Arctic shipping routes and commercial navigation is an
inevitable trend. The Arctic shipping route could become a new core. As far as
the current situation is concerned, the northeast Arctic route has been navigable.
However, the navigation conditions of the Arctic route are still restricted by many
factors. From the perspective of shipping enterprises, this paper takes Dalian to
Rotterdam as an example to calculate shipping costs and benefits. This paper is
based on the Logit discrete selection model. SPSS was used to process the data
obtained from the SP survey, and the rate of transport sharing of Arctic routes was
about 39.79%, and that of traditional routes was about 60.21%. It is expected that
the Arctic route will account for about 31.79% and the traditional route for about
68.21% in the case of the continued decline in international oil prices. The Monte
Carlo method was used to simulate the data, and error analysis was carried out with
the data obtained by the Logit model. It is concluded that the Arctic route will take
more share in the shipping market. The research results provide a new development
direction for enterprises.
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Airport Taxi Driver Decision and Ride
Area Scheme Design Based on Hybrid
Strategy

Jingxuan Yang, Longsheng Bao, Qicheng Xu, Junjie Liu, and Yang Wang

Abstract With the development of the civil aviation market, how to improve the
operating efficiency of airport taxis while ensuring a balanced income for drivers has
become an important task. This paper recommends using a hybrid strategy model for
analysis. It is analyzed, in this paper, the factors influencing the driver’s decisions to
obtain the qualitative relationship between the driver’s income and costs such as time
cost and no-load cost. We simplified the problems that are a game between driver
groups whether or not to wait to establish a hybrid strategy model and to provide
references in the selection of the two schemes for drivers. A scheme to give priority
to short-distance passenger-carrying drivers is proposed. The two sides of the game
are re-determined as short-distance passenger-carrying drivers and long-distance
passenger-carrying drivers and income equilibrium of both parties are obtained. The
results showed that under the new scheme, both parties have equal expectations of
income so the new scheme is feasible.

Keywords Hybrid strategy · Income expectation · Income equilibrium · Queuing
system
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1 Introduction

With the development of the air passenger transportmarket, the capacity of diversified
transportationmodes at airports is facingmore challenges. Among them, the efficient
operation of airport taxi pick-up points is a key issue, but scholars are more inclined
to study service level in ride area. Few people have paid attention to the driver’s
decision-making before picking up passengers, and the issue of the income balance of
different operating distances. Therefore, the correct establishment of a mathematical
model, a selection strategy for drivers, and a reasonable arrangement of planning
pick-up points are significant for improving the efficiency of taxi operations and
maintaining the benefits of taxi drivers.

In terms of taxi decision and profit maximization, Zhang et al. established driver’s
choice decision model based on time periods and multi-objective programming
model based on queuing theory [1]. Wang established a judgment formula based
on the comprehensive supply and demand relationship and profit relationship and
achieved the long-distance and short-distance taxi driver income balance by dividing
the level [2]. Lv et al. established a multi-objective programming model, which was
solved using genetic algorithms to obtain a reasonable distribution scheme in airport
with the highest riding efficiency [3]. Zheng established a fitting model by collecting
relevant airport data and analysis and calculation methods, and a reasonable scheme
is designed for the allocation of taxi resources [4].

The revenue of airport taxis is related to both whether the taxi carrying a long-
distance or a short-distance passenger and whether a return taxi carrying a long-
distance or a short-distance passenger. When the airports set the pick-up points, they
should consider giving a “priority” to those drivers whose latest trip was a short
distance, so that the revenue of these taxis is as balanced as possible. Secondly, the
existing multi-point side-by-side taxi queuing service system [5] has not maximized
the riding efficiency, so taxi boarding points should be set more reasonably and
efficiently.

The structure of this paper is as follows. Section 2 introduces the establishment
of hybrid strategy model, which simplifies the problems to the game process of
waiting or not among driver groups. Section 3 gives the scheme to make short-
distance passenger-carrying drivers get priority to make their income equal, and
correspondingly gives the scheme of a pick-up point, which has two parallel lanes,
to improve the efficiency of the pick-up point, and shows the effectiveness of this
scheme.
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2 Hybrid Strategy Model

2.1 Hybrid Strategy

The research of traffic psychology shows that factors such as the driver’s driving
age, gender, risk perception ability, emotion, and decision-making style will have an
impact on the driver’s driving decision [6]. Combining with the taxi drivers in the
target airport of this article, we observed that the changes in the number of passengers
at the airport and the driver’s expected income will also affect the driver’s decision.

To facilitate the following description, the following concepts are introduced here:

• Income (W ): Refers to the driver’s final income under the different options.
• Estimated income (I ): Refers to the income that the driver may obtain from

entering the waiting area and successfully carrying passengers.
• Time cost (C1): Refers to the revenue lost during the waiting period from when

the driver enters the waiting area to successfully carry passengers.
• No-load cost (C2): Refers to the no-load cost (gas fee) paid by the driver when

he chooses an empty vehicle to return to the urban area and the possible loss of
passenger income.

• Other cost (C0): additional costs incurred in other time periods.

For the taxi drivers, they have only two decision-making schemes. One is waiting
in line for passengers (hereinafter referred to as Scheme A), and the other is to empty
the taxi and return to the city to carry passengers (hereinafter referred to as Scheme
B).

Therefore, from the standpoint of the taxi driver (self), maximizing revenue is the
key to the decision. The driver’s competitors are the biggest distractions affecting the
driver’s earnings. Thus, the problem can be simplified as a game process of choice
between Scheme A and Scheme B among taxi drivers.

Figure 1 reflects the income calculation principle of different decision-making
schemes [7].

The qualitative relationship between the income and cost is as follows:

SchemeA : W = I − C1 − C2 − C0 (1)

Estimated 
income

Time 
cost

No-load
cost

Other 
costs

Income

I C1 C2 C0 W

A

B

Fig. 1 Principle of income calculation
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Table 1 Hybrid game matrix between “self” and “competitor”

Probability q 1 − q

Self/competitor Scheme A Scheme B

p Scheme A
(
W11,W ′

11

) (
W12,W ′

12

)

1 − p Scheme B
(
W21,W ′

21

) (
W22,W ′

22

)

Scheme B : W = C2 − C0 (2)

Also, due to the objective existence of tourist peak-season and tourist off-season,
the income and cost of drivers are not fixed, but fluctuate periodically with time.

In this step, we supposed that the income of “oneself” and the “competitor”
after the game are Wxy, Wxy, where “x” represents “oneself” and “y” represents the
“competitor”. Then, we supposed that the probability of “oneself” choosing scheme
A is p (0 < p < 1), so the probability of choosing scheme B is 1 − p. Similarly, a
“competitor” chooses schemeAwith probability q (0 < q < 1), so the probability of
choosing scheme B is 1−q. Thus, the hybrid gamematrix of “self” and “competitor”
is shown in Table 1 (the content of the matrix is represented in brackets).

2.2 Utility Analysis

We assumed that the probability of the “competitor” choosing Scheme A is q, then
the utility function U (x, y) of “self” Scheme A and Scheme B are chosen (3) and
(4) as follows, respectively:

U (1, q) = W11q + W12(1 − q) (3)

U (0, q) = W21q + W22(1 − q) (4)

Let U (1, q) = U (0, q), get the probability:

q = W22 − W12

W11 − W12 − W21 + W22
(5)

So as to get the income expectation of “self” as:

E = W11q + W12(1 − q) (6)

In the same way, we assumed that the probability of “self” choosing Scheme A
is P. Let U (p, 1) = U (p, 0), then the probability can be obtained:
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p = W ′
22 − W ′

12

W ′
11 − W ′

12 − W ′
21 + W ′

22

(7)

Decision-making suggestions are provided according to the above processes:

• When the probability of the “competitor” choosing Scheme A is equal to q, “self”
can choose Scheme A or B. When the probability of the “competitor” choosing
Scheme A is greater than q, the “own” Scheme A is more dominant. On the
contrary, the “self” Scheme B is more dominant.

• When the ideal income of “self” is less than the income expectation E , Scheme A
should be selected, that is, queuing up passengers to obtain greater income. When
the ideal income is greater than the income expectation E , Scheme B should be
selected, that is, empty the car without carrying passengers. When the two are
equal, either Scheme A or B will work.

3 Income Equilibrium

3.1 Principle of Income Equilibrium

The types of passenger-carrying drivers can be divided into long-distance passenger-
carrying and short-distance passenger-carrying. Among them, the revenue and cost
of the two types of drivers over time are shown in Figs. 2 and 3.

It can be seen from Fig. 3 that the profit level of long-distance passenger-carrying
drivers is much higher than that of the short-distance passenger-carrying drivers.
Besides, since the no-load cost and time cost of the long-distance passenger-carrying
driver is lower than the short-distance passenger-carrying driver, the cost level is also
lower than that of the short-distance passenger transportation.

As time goes by, the polar differences between the two sides will become larger
and larger, which could disrupt the stability of the taxi economymarket. At this time,
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short-distance passenger-carrying
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Fig. 2 Revenue of the two types of drivers change over time
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Fig. 3 Cost of the two types of drivers change over time

the airport management department must provide a certain “priority” to the drivers
whose latest trip is a short distance to ensure that the benefits of both parties are
balanced [8], this is the income equilibrium.

The two sides of the game in this problem are the short-distance passenger
driver and the long-distance passenger driver. To analyze this problem, the hybrid
decision-making model established in Sect. 2 can be obtained. The mathematical
expression of the equilibrium of the two parties’ income [7] is:

W11q + W12(1 − q) = W ′
11 p + W ′

21(1 − p) (8)

It means that the income expectation of “self” is equal to the income expectation
of the “competitor”, namely:

E = E ′ (9)

3.2 “Priority” Scheme Design

We analyzed a model, which is a double-sided multi-point cross-tandem queue
service system. In the scenario, we set there are two parallel lanes in the taxi ride
area with this model. The model is a double-sided queuing system, and the pick-up
points are cross-distributed, providing detour space for the vehicles from the rear.
After entering the riding area, taxis could still enter any pick-up point and wait in
line. When picking up passengers, they could choose to leave the riding area on the
original road or take a detour. Passengers are diverted to the two sides of the two
parallel lanes in the ride area through the dedicated passage, forming a line respec-
tively, and the first passenger in the line could choose different pick-up points. The
model diagram is shown in Fig. 4.
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Fig. 4 Double-sided multi-point cross-tandem queue service system

Togive a priority for short-distance passenger-carrying drivers, before the vehicles
enter the pick-up points, they should be classified into four kinds: ordinary and
priority with a long and short distance, then be arranged on both sides of the ride
area respectively, as shown in Figs. 5 and 6.

When a taxi arrived at the airport, the driver should select a long or short distance
to go for the next trip. Then, if the latest trip is short, the driver could enter the
priority lane. If not or this is the first trip from the airport today, the driver should
enter the ordinary lane. Therefore, all vehicles can be divided into four categories:
ordinary vehicles A that will carry long-distance passengers, priority vehicles B that

Ordinary 
vehicles 

A

Priority 
vehicles

B

long-distance 
passenger -carrying

Ordinary
vehicles 

C

Priority 
vehicles

D

short-distance 
passenger-carrying
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Fig. 5 Classification
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Fig. 6 Priority queuing scheme for short-distance passenger transportation-ride area

will carry long-distance passengers, ordinary vehicles C that will carry short-distance
passengers, and priority vehicles D that will carry short-distance passengers.

The priority of short-distance passenger-carrying return vehicles is reflected in
the separate queuing channel.

Passengers, before entering the ride area, are divided into two types: long-distance
passengers and short-distance passengers. The two types of passengers enter the
corresponding ride area in a line and follow the instructions of the administrator to
enter the pick-up point and wait for taxis.

3.3 Effect of Hybrid Strategy Model with “Priority”

Based on the priority queuing schemes in Figs. 5 and 6, the hybrid strategy model in
Sect. 2.1, the hybrid game matrix of “self” and “competitor” is re-established [9] as
Table 2.

Obtaining E = E ′ = 7
3 from Eq. (9) shows that the income expectation of “self”

is equal to the income expectation of “competitor”, whichmeans the income of short-
distance passenger-carrying drivers and long-distance passenger-carrying drivers are
balanced. It proves the scheme of priority queuing designed in this paper is effective.

Table 2 Hybrid game matrix between yourself and the vehicle in front (with priority)

Probability q 1 − q

Self/competitor Scheme A Scheme B

p Scheme A (−3, 2) (3, 0)

1 − p Scheme B (0,−1) (2, 1)
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4 Conclusions

This paper takes airport taxis as the research object and establishes a hybrid strategy
model to be used into two problems. First, simplify the problem to the game process
of whether the driver is waiting. Second, calculate the effectiveness of a scheme to
balance the income of short-distance and long-distance passenger-carrying drivers.
By analyzing above, the following conclusions can be drawn: through the hybrid
strategy model, drivers can intuitively compare the final revenue expectation with
their own income expectation, so as to choose themost favorable decision. The hybrid
strategy model has good portability, it can adapt to different conditions by changing
the main body of the game. Meanwhile, changing the scheme of the ride area, distin-
guishing taxi types, and giving priority to short-distance passenger-carrying drivers
on an existing basis can effectively balance the benefits of the driver group.
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Dynamic Route Optimization Problem
Based on Variable Range Short-Term
Traffic Flow Forecast

Guanghui Dai, Qianqian Shao, Yunfeng Zhang, and Siqi Zhang

Abstract A dynamic route optimization scheme based on short-term traffic flow
prediction is designed. The overall idea of this paper is to use the real-time infor-
mation of each section of the urban road communication network to predict the
short-term traffic speed of the road in the next 5 min, in order to reflect the changes
of the road traffic state of each section of the urban road traffic network. Then, the
speed prediction information of each section in the urban road traffic network is
converted into the estimated average travel time of each section by using the speed-
time conversion formula, and then the road weight of each section in the urban road
traffic network is set. Finally, the optimal route at the current time is calculated by
using the improved algorithm based on the traditional Dijkstra algorithm. Before
the traffic participant arrives at the destination, the scheme will cycle through the
short-term prediction and route optimization of the traffic flow until the traffic partic-
ipant arrives at the destination. And then achieve the balance of traffic conditions
of various sections in the urban road traffic network, improve the situation of urban
road traffic congestion, and avoid the emergence of bad road traffic conditions such
as “navigation congestion”.

Keywords Traffic flow · Dynamic route optimization · Wavelet neural network ·
Improved Dijkstra algorithm

1 Introduction

In recent years, with the continuous development of operational research theory,
the continuous efforts of scholars have made a lot of achievements. As more and
more operational research theories are applied to our social production and practical
use, many research results can benefit the public. In the theoretical study of opera-
tional research, the problem of route choice has always been an important part of it.
Domestic scholars have made a lot of achievements in the continuous exploration
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Fig. 1 Route optimization in actual road network

of the combination of theory and practice. But so far, there are not many results of
combining the prediction information of urban road traffic flow in uncertain environ-
ment with the problem of dynamic route optimization of urban road traffic. There is
a certain gap in our daily life and practical application, so that the urban road traffic
guidance information can not completely optimize and adjust the route according to
the real-time condition of urban road traffic flow (Fig. 1).

The driver wants to drive from node 1 to node 2, the original route is through
intersection 1-2-4-7, to node 2, after the first adjustment, the route is adapted to
pass through intersection 1-3-4-7, arrive at node 2, re-plan the follow-up route at
intersection 4 according to the latest traffic information, update the route again at
intersection 6, and the final driving route is 1-3-4-5-6-10-2 through intersection 1-3-
4-5-6-10-2.

2 Related Works

Integrate the real-time road condition information, and accurately predict the traffic
flow parameters in the future period according to the detected real-time traffic infor-
mation, and use it as the basis to recommend the optimal route for travelers, so that
the driver can adjust the driving route at the intersection. Before the driver reaches
the end point, the driving route will be constantly adjusted according to the changes
of traffic flow parameters, so it is called rolling optimization.

In 2015, Abdi and Moshii [1] compared three different traffic flow forecasting
algorithm models: multilayer perceptron (MLP), radial basis function (RBF) neural
network, and wavelet neural network (wavelet neural network). It is concluded that
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the MLP is easier to fall into the local minimum than the RBF neural network and
the wavelet neural network (WNN). In the same year, Kumar et al. [2] applied the
artificial neural network to the short-term prediction of traffic flow. Through the
actual rural highway traffic flow data collected in the study, the effectiveness of
the artificial neural network model was verified, and it was proved that the artificial
neural network can achieve good results in the short-term prediction of traffic flow. In
2016, Habtemichael and Cetin [3] proposed a non-parametric data-driven short-term
traffic flow prediction model algorithm based on k-nearest neighbor classification
algorithm (k-nearest neighbor) and achieved good expected results. The method
is simple, accurate, robust and can be used in real-time traffic control. In 2017,
Laña et al. [4] discussed how to use the harmonious search optimization algorithm
combinedwith the optimization characteristics of the current input data set to improve
the parameters of the neural network. Through the discussion of the results and
comparisonwith other adjustmentmethods, the potential applicationof this technique
in multi-location proximity perceptual traffic prediction is demonstrated. In 2016,
Ciarla et al. [5] introduced amulti-objectivemethod to apply to optimal control based
on the principle of optimal offline control under space and time boundaries. The goal
of the proposed optimization problem is to find the best combination of segmented
time without affecting the global final time, and to minimize the corresponding cost,
and the optimal solution is obtained by applying the shortest route algorithm of
Dijkstra.

Dynamic route optimization is a hot research topic in intelligent transportation
system, which is based on real-time traffic information and parameters such as
dynamic road resistance in road traffic network. According to the characteristics
that the traffic behavior participants have different understanding and emphasis on
the route optimization, there are also differences in the road resistance parameters on
the same road section, and at the same time, but the dynamic road resistance is often
themost intuitive reflection in the travel time of the whole traffic behavior. Therefore,
this paper takes the traffic flow parameters of short-term traffic flow prediction as
the basis, calculates the dynamic road resistance between the travel times of the road
sections in the predicted state, obtains the objective function of the minimum travel
time as different requirements under different weights, and studies the dynamic route
optimization scheme of urban road traffic network.

Aiming at the basic needs and objectives of dynamic route optimization, and after
analyzing the research status of dynamic route optimization, a scheme is proposed
to combine the short-term traffic flow prediction information of urban road traffic
network with dynamic route optimization algorithm. A real urban local road network
example is used to verify the effectiveness of the proposed scheme. Based on the
topological structure of the BP neural network model which can identify the charac-
teristics of the complex nonlinear system, the wavelet basis function is used as the
transfer function of the hidden layer to predict the traffic flow information, so as to
improve the accuracy of the prediction information, so that the traffic flow prediction
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information can really serve the purpose of the dynamic route optimization algo-
rithm. Finally, the travel time predicted by the wavelet neural network is used as the
dynamic road section impedance. An improved algorithm based on the traditional
Dijkstra algorithm is used to realize route optimization.

3 Route Optimization Model and Algorithm

The basic structure of wavelet neural network is divided into an input layer, and the
input data are: t 15 min time, t 10 min time, t 5 min time, and the average speed
of traffic flow at t time, so the number of nodes in the input layer is 4, one hidden
layer, and the determination of the number of nodes in the hidden layer needs further
analysis, an output layer, and the output data is the average speed of traffic flow at t
moment 5 min, so the number of nodes in the output layer is 1.

In the initial state, the learning rate is set to 0.05, and the training algorithm adopts
the gradient learning rate training algorithm.

The evolution number of training samples of wavelet neural network is set to 3000
times.

The error accuracy of wavelet neural network is 0.001.
In this paper, Morlet wavelet is used in the design of hidden layer, and its scale

function does not exist and does not have orthogonality, but as awavelet basis function
commonly used in complex-valued wavelet, it can extract time information, signal
floating information, and phase information.

The empirical formula for determining the number of neurons in the hidden layer
is as follows:

r : the number of neural nodes in the input layer;
c: the number of neural nodes in the output layer;
y: the number of neural nodes in the hidden layer;
a: constant between [1, 10].

Morlet wavelet is adopted in designing hidden layer whose scale function does
not exist and does not have orthogonality, but as wavelet function commonly used
in complex wavelet, it can extract time information signal floating information and
phase information. Its mathematical expressions are:

ψ(x) = cos(1.75x)e− x2

2 (1)

The number of hidden layer neurons is determined by empirical formulas
and several experiments by designers of network models. Empirical formulas for
determining number of hidden layers are as follows:

y = √
r + c + a (2)



Dynamic Route Optimization Problem Based … 257

y = √
rc (3)

y = log2 r (4)

Using classical BPR function to calculate travel time, the parameters are assumed
as follows

t = ti

[
1 + ai

(
xi
ci

)Bi
]

(5)

The classic BPR function of the US Highway Administration is suitable for long,
continuous-flow highway sections, where the traffic flow composition is relatively
simple, and the vehicle performance and road conditions are ideal.

Because the complexity of Dijkstra algorithm is O(n2)[6], where n is the number
of nodes of the road network, if it is assumed that the nodes in the traffic network
are evenly distributed in the whole network plane, that is, the number of nodes in
the network is proportional to the area of the network plane occupied, then in the
whole process of searching the target node, the number of network nodes searched
is expressed by the area swept by the search. For the classical Dijkstra algorithm,
the number of network nodes searched is expressed by the area swept by the search.
The area swept by the search is the area of a circle with the radius of the distance
between the start and destination points, while the DKD algorithm, because of the
forward and reverse search at the same time, the area swept by the search is the
sum of the area of two circles whose radius is half of the distance between the start
and destination points. The ratio of complexity between the two algorithms can be
expressed as:

λ = 2 × O

((
π

(w1 j

2

)2
)2

)/
O

((
πw2

1 j

)2)
(6)

4 Simulation and Analysis

4.1 Traffic Flow Parameter Prediction

A real road network environment near a Square in Shenyang is selected as an example
to verify the feasibility and effectiveness of the dynamic route optimization scheme
based on wavelet neural network prediction, and the results are tested. The structure
of the real road network is abstracted to facilitate simulation. The feasibility and
effectiveness of the scheme are verified by simulation.
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Fig. 2 Comparison between
predicted traffic flow and
actual traffic flow

The dynamic route optimization scheme based on short-term traffic flow predic-
tion information is based on the short-term traffic flow data predicted by wavelet
neural network model, and the route is selected according to the improved algorithm
based on traditional Dijkstra algorithm.

The real-time traffic flow data of a Square in Shenyang from August 13 to
August 14, 2019 are used as experimental data. (The data come from the statistics
of Shenyang Transportation Bureau.) (Fig. 2)

4.2 Dynamic Route Optimization Simulation

Figure 3 is a simplified diagram of the actual road network. Confirm the type of road
network and set the starting point and departure time required for the departure time.

Figure 4 shows the path simplification diagram after simplifying the actual road
network.

Selecting 50 travelers to optimize their travel routes, as shown in Fig. 5
It can be clearly seen that the proposed method has been optimized by an average

of 8.5% compared with the original travel route, which verifies the effectiveness of
the proposed method.

5 Conclusions

In this paper, the embedded wavelet neural network model is used as the short-term
prediction model of traffic flow, and in view of the deficiency of BP neural network,
thewavelet basis function is proposed as the transfer function of the hidden layer. The
commonly used optimal route solving algorithm is briefly introduced, and then the



Dynamic Route Optimization Problem Based … 259

Fig. 3 Actual road network structure diagram (The data employed in this research work study was
from the website of Shenyang Municipal Bureau of Communications, China, in Chinese.)

Fig. 4 Route simplification diagram
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Fig. 5 Comparison between
the optimized route and the
original route

goal of route optimization is set, and then an improved bi-directional search scheme
based on traditional Dijkstra algorithm is proposed. A dynamic route optimization
algorithm based on short-term traffic flow prediction is designed and compared with
the traditional route optimization algorithm, which shows the superiority of this
scheme. Take the actual road network as the research object and make a simple road
network abstraction to make it more concise and convenient to reflect the feasibility
of the design scheme in this paper. After the average speed of each section of the
road network is predicted by the previously designed wavelet neural network model,
the improved Dijkstra algorithm is used to solve the best route. Finally, computer
simulation is used to verify the feasibility of the dynamic route optimization scheme
based on short-term traffic flow prediction.

The dynamic route optimization scheme based on short-term traffic flow predic-
tion designed in this paper only involves the wavelet neural network model, the tradi-
tional Dijkstra algorithm, and some of its improved algorithms. In future research,
we can choose more kinds and more advanced algorithms to solve the dynamic route
optimization problem. In view of the continuous improvement of the theoretical
study of fractal technology, there will be more feasible choice space for the short-
term prediction method and model optimization of traffic flow, to achieve better
prediction effect and higher prediction accuracy and further improve the reliability
of the calculation results of the route optimization algorithm in the dynamic route
optimization scheme.
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GAPSO-Based Traffic Signal Control
in Isolated Intersection with Multiple
Objectives

Yifan Chen, Feng Qiao, Lingzhong Guo, and Tao Liu

Abstract In this paper, an optimization algorithm is presented to deal with the issue
of traffic signal timing in an isolated intersection in rush hour aiming at reducing
traffic congestion. It selects the traffic capacity, number of stops, and delay time
as the objective of the optimization, and the genetic algorithm (GA) is integrated
with the particle swarm optimization (PSO) algorithm to obtain optimized traffic
signal timing plan to upgrade the performance of intersectionwith faster convergence
and higher accuracy. A numerical simulation study is conducted on MATLAB as a
case study with a genetic algorithm particle swarm optimization (GAPSO), and
the simulation results show that the proposed GAPSO algorithm outperforms the
conventional PSO algorithms. In addition, with the presented isolated intersection
multi-objective optimization model, intersection capacity is improved effectively.

Keywords Genetic algorithm · Particle swarm optimization · Multiple objective ·
Traffic signal timing · Isolated intersection · Rush hour

1 Introduction

As rapidly increasing number of vehicles in urban areas, traffic congestion has
become one of the most serious problems in many cities around the world. In recent
decades, the traffic networks where two or more roads meet or cross have played
a significant role in traffic signal control and traffic system management. A proper
traffic signal timing plan for an intersection will increase the traffic flow, relieve the
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traffic jam, reduce travel delay, and minimize pollution. Therefore, it is highly desir-
able to develop the traffic signal timing schemes for intersectionswithmulti-objective
optimization (MOO) algorithms.

Many researchers have been devoted to studying various advanced strategies and
schemes to alleviate traffic congestion in urban areas for the past few decades. The
Webster model is often used in low demand traffic with fixed time control [1, 2], but
these studiesmainly focus on the single-objective optimization.With the actual traffic
systems beingmore complex, these methods are not suitable for the problems aiming
at optimizemultiple objectives. In the past decade, a number ofmulti-objective evolu-
tionary algorithms (MOEAs) for multi-objective optimization problems (MOOPs)
have been investigated [3, 4]. The primary reason for using this kind of methods
is that it just needs one single time to find the multiple Pareto-optimal solutions.
And the genetic algorithm particle swarm optimization (GAPSO) proposed in [5]
was one of the MOEAs. In order to improve the performance of PSO, algorithms in
various forms have been proposed. A multi-leader strategy was used in [6] to deal
with constrained multi-objective nonlinear problems, but this approach may mislead
the direction of particle optimization. Multi-objective particle swarm optimization
(MOPSO) is easy to fall into a local optimum, so some researchers combinedMOPSO
with other algorithms to improve the performance of MOPSO. MOPSO was inte-
grated with a distribution estimation algorithm in [7]. With the further studies of
urban traffic system and the development of MOEAs, in recent years, some dynamic
MOO algorithms have been proposed to solve the MOOPs in traffic systems [8–12].
In these studies, the intersection capacity, average queue ratio minimum, delay time,
and stop times are selected as the performance indexes in the models.

In this paper, a novel genetic algorithm particle swarm optimization (GAPSO) is
applied. It chooses the intersection capacity, stop times, and delay time as the perfor-
mance indexes subjected to the signal cycle, split and total intersection capacity. In
order to make the saturated intersection more efficient, the top-priority optimization
goal of this model is to maximize the traffic capacity of intersection during rush
hour. A numerical simulation study is carried out on MATLAB to verify the effec-
tiveness of the proposed model and algorithm, and the comparison is made to show
the advantages of the proposed GAPSO over the conventional PSO in performance.

The remaining part of this paper is organized as follows. In Sect. 2, the MOO
model of an isolated intersection in rush hour is established. In Sect. 3, an improved
GAPSOalgorithm is proposed and experimental analysis ismade to show the validity
of the proposed algorithm. In Sect. 4, a numerical simulation study was conducted
on MATLAB for an isolated intersection in rush hour, and the simulation results are
analyzed. The conclusions are drawn in Sect. 5.
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2 Traffic Signal Mathematical Model for Optimization

2.1 Performance Indexes

The mathematical model of signal timing for an isolated three-phase intersection is
discussed in this section together with the objectives of the research work.

In order to increase the efficiency of an intersection, three performance indexes
are selected in this research work for optimization, including delay time, number of
stops, and traffic capacity.

Vehicle delay time: The vehicle delay time of an isolated intersectionD is expressed
as follows:

D =
∑n

i diqi∑n
i qi

=
∑n

i

C
(
1− yi (C−L)

YC

)2

2(1−yi )
qi

∑n
i qi

(1)

The basic equation is Webster’s average delay equation [1].

di = C(1 − λi )
2

2(1 − λi xi )
+ x2i

2qi (1 − xi )
− 0.65

(
C

qi

) 1
3

x (2+5λi )
i (2)

where di is the average delay time of the i th phase; C is the cycle length; λi is the
split of the i th phase; xi is the degree of saturation during the i th phase; qi is the
vehicle arrival rate of the i th phase.

Webster’s delay equation consists of two parts, namely uniform delay (the first
term in the equation) and random delay (two or three terms in the equation). It can
be known from (2) that when the ratio of saturation tends to 1, the delay time will
tend to infinity, and the result obtained is meaningless at that time. Therefore, this
equation is applicable to the case where the saturation is less than 0.9. When the road
conditions are oversaturated, there are many unpredictable random conditions when
the vehicle travels, so the exact delay time cannot be obtained in (1). In this paper,
the first term in the equation is used to obtain the delay time:

di = C(1 − λi )
2

2(1 − λi xi )
=
C

(
1 − yi (C−L)

YC

)2

2(1 − yi )
(3)

where yi is the traffic intensity of the i th phase; Y is the sum of the maximum flow
ratios of the individual phases in a cycle; L is the lost time.

Number of stops: The number of stops H is shown as follows
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H =
∑n

i hiqi∑n
i qi

(4)

where hi is the average number of stops during the i th phase, and

hi = 0.9 × C(1 − λi )

1 − yi
(5)

Traffic capacity: The capacity of an isolated intersection Q is expressed as

Q =
n∑

i

Qi (6)

where Qi is the intersection capacity of the i th phase; Si is the intersection saturation
flow of the i th phase.

Qi = Siλi = Si
yi (C − L)

CY
(7)

2.2 Performance Objectives

The function of this optimization algorithm is to obtain the fluctuations of the three
indexes according to the real-time traffic monitoring at the intersection, and assign
the three changes to different weights according to the characteristics of the traffic
flow to find the current traffic flow and make the intersection service. When the
traffic volume of the intersection is high, the traffic capacity of the intersection is
emphasized. When the traffic volume is low, the focus will be on the index for
reducing the delay time of the vehicle and the number of stops.

The purpose of the algorithm is to improve the traffic capacity, reduce the average
delay time, and the number of stops. Therefore, the multi-objective optimization
model is constructed as follows:

min F =
(

k1
D

D0
+ k2

H

H0

)/

k3
Q

Q0
(8)

where k1 is the weight of vehicle delay time; k2 is the weight of the number of stops;
k3 is the weight of the intersection capacity; D0 is the initial vehicle delay time; H0

is the initial number of stops; Q0 is the initial intersection capacity.
In (8), the units of the three indexes are different, so each indicator is divided by

their initial value and the parameters are dimensionless.
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In a real situation, when the traffic volume is high, the traffic capacity is worth
to be improved, and when the traffic volume is low, we might focus on reducing the
delay time and the number of stops. Therefore, the traffic intensity Y is proportional
to the capacity Q, while it is inversely proportional to the delay time D and the
number of stops H . k1, k2 and k3 are assigned as follows:

k1 = 1 − Y

2
, k2 = 1 − Y

2
and k3 = Y (9)

the optimization algorithm constraints are subjected to:

s.t.

⎧
⎨

⎩

gemin ≤ gei ≤ gemax

Cmin ≤ C ≤ Cmax

0.6 ≤ x ≤ 0.9
(10)

where gemin and gemax are the minimum and maximum of the green time during
phase i(i = 1, 2, 3); Cmax and Cmin are the minimum and maximum of the signal
cycle, respectively; and x is the saturability of traffic flow during each phase.

3 Multi-objective Optimization Algorithms

The classical particle swarm optimization (PSO) methods normally suggest that
particles update their speed and position through individual extremumand population
extremum during iteration. Therefore, the diversity of the population will gradually
decrease in such an evolutionary process, and thus it is easy to fall into a local
optimum. The proposed GAPSO algorithm improves the particle diversity by the
crossover and mutation steps in the genetic algorithm, and solves the local optimal
problem of the classical algorithm. Besides, due to the increase of particle diversity,
the convergent rate of the proposed GAPSO algorithm is faster than that of the classic
PSO algorithms.

3.1 Clustering Strategy

According to the fitness value calculation, the population is divided into two sub-
populations, one is called non-inferior group and the other is called inferior group.
When the serial number of the particle is within the threshold δ, the particle enters the
non-inferior group; otherwise, it enters the inferior group. In order to have particles
in the subgroup, δ changes according to the following equation.

δ=t
/
T = 1

/
(1 + eratio) (11)
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where ratio is the threshold change ratio with ratio = e0.9∗fr − 1 (fr is the number of
appearing empty subgroup), t is the current iteration.

The particles in the non-inferior solution set are randomly selected into the next
generation, and the particles in the inferior solution set are crossed and mutated.

3.2 Genetic Crossover

The partial mapping hybridization is used to determine the parent of the crossover
operation, and the parents samples are grouped in pairs, each of which repeats the
following process (assuming a sample size of 10).

Generate random integers r1 and r2 in the interval [1, 10], determine two positions,
and crossover the intermediate data of the two positions, such as r1 = 4 and r2 = 7,
respectively.

9 5 1
10 5 4

∣
∣
∣
∣
3 7 4 2
6 3 8 7

∣
∣
∣
∣
10 8 6
2 1 9

Crossing:

9 5 1
10 5 ∗

∣
∣
∣
∣
6 3 8 7
3 7 4 2

∣
∣
∣
∣
10 ∗ ∗
∗ 1 9

After the intersection, the non-repeating numbers are retained, and the conflicting
numbers (with * position) are partially resolved by the method of partial mapping,
and the correspondence between the intermediate segments is used for mapping. The
result is:

9 5 1
10 5 8

∣
∣
∣
∣
6 3 8 7
3 7 4 2

∣
∣
∣
∣
10 4 2
6 1 9

3.3 Particle Speed Update

It is assumed that after dynamically dividing the kth population, E particles enter the
non-inferior group, and N − E particles enter the inferior group. Then the particle
is updated.

The velocity equation of the non-inferior group is expressed as:

vt+1
H (i j,) = wvt

H (i j,) + c r pbest1
(
t
H (i j x,) −t

H (i j,)
)

+ crYbest2 2
(
t
H − j x tH (i j,)

)
k = 1, 2, . . . ,U ;
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i = 1, 2, . . . , E; j = 1, 2, . . . , D. (12)

The velocity equation of the inferior group is expressed as:

vt+1
L (i j,) = wvt

L(i j,) + c r pbest1 1
(
t
L(i j x,) −t

L (i j,)
)

+ c2r2
(
YbesttL − j x tL(i j,)

)
i = 1, 2, . . . , N − E (13)

where xtH (i, j) is the j th dimension of the current position of the particle i in the
current group; ptbestH (i, j) is the j th dimension of the pbest of the particle i in the
current group; Y t

bestH ( j) is the j th dimension of particle position in the current group.

3.4 Flowchart of GAPSO Algorithm

The flowchart of GAPSO algorithm has been shown in Fig. 1; after initialing the
population, all the particles’ fitness will be calculated. In the second step, the queue

N

Update speed and position of particles

Y Y

Y

Population initialization

Fitness calculation

Sorting and numbering 

Queue number >δ ? 
N

Crossover and mutation

Update optimal particles Queue number >δ ? 

Update non-inferior solution set

Terminating condition is satisfied?

End

N

Weed out

Fig. 1 Flowchart of GAPSO algorithm
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number will compare with threshold δ after sorting and numbering the fitness, if the
queue number is greater than δ, the optimal particles will be updated, else, those
particles which less or equal to δ will be crossovered and compared with δ again,
the greater group will be updated while the another group will be weeded out. The
third step is to update the position and speed of the best particle after updating the
non-inferior solution set. The final step is to judge whether the terminating condition
is satisfied or not, if satisfied, this flow will be end, else, the flow will back to fitness
calculation.

4 Experimental Analysis

4.1 Pareto Face

Mathematically, MOOP can be expressed as follows:

min F(x) = min( f1(x), f2(x), . . . , fM(x)) (14)

Pareto-optimal set:

P∗ = {x ∈ Ω|¬∃ x∗ ∈ Ω, fi (x
∗) ≤ fi (x), i = 1, 2, L , M} (15)

where M ≥ 2 is the number of objectives; x is the feasible set of decision vectors.
Compared with the single-objective algorithm, the multi-objective search algo-

rithm is more close to the actual problem, and the result is more valuable. What is
finally obtained by the multi-objective search algorithm is not an optimal solution,
but a non-inferior solution set. It is necessary to select a solution from the non-inferior
solution set according to the actual problem as the final solution of the problem.

A MOOP classical account case is simulated on MATLAB R2014a by the
proposed GAPSO algorithm. The non-inferior solution spatial distribution is shown
in Fig. 2.

The non-inferior solution searched by the algorithm constitutes the p-plane, and
the algorithm search has achieved good results.

4.2 Optimal Individual Fitness

Comparing the individual fitness evolution curves of GAPSO and classical PSO, it
can be seen that the proposed algorithm is faster than the classical algorithm.

Comparing Figs. 3 and 4, the proposed algorithm approximately has the best value
in the 65th generation, while the classical algorithm appears in the 125th generation.
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Fig. 2 Distribution of non-inferior solution

Fig. 3 Fitness of optimal individuals by GAPSO

4.3 An Example

An example was solved in the proposed GAPSO, classical PSO and NSGA-II for a
common MOOP to verify its effectiveness (Table 1).

f (x1, x2) = x41 + x1x2 + x42 − x21 x
2
2

s.t.

{−5 ≤ x1 ≤ 5
−5 ≤ x2 ≤ 5

(16)
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Fig. 4 Fitness of optimal individuals by PSO

Table 1 Fitness of the three algorithms

Algorithm Parameter settings Fitness

PSO maxgen = 200; sizepop = 50; Vmax = 10; Vmin = 10; popmax =
100; popmin = −10

−1.2088 × 104

GAPSO w = 0.7298; N = 20; D = 6; eps = 10ˆ(−6); MaxDT = 500 −1.2261 × 104

NSGA-II pc = 0.9; pm = 1/n; ηc = 20; ηm = 20 −1.2214 × 104

As can be seen from this example, the GAPSO algorithm has better optimization
ability than the other two algorithms.

5 Numerical Stimulation Study for an Isolated Intersection

5.1 An Example Typical Isolated Intersection

A typical isolated intersection example is selected in this paper.
In Fig. 5, it shows the diagram of an isolated intersection with three phases, and

in the right side of the diagram, it describes the three phases, respectively.
The specific data of the traffic flow distribution at the early peak time of the

intersection (7 am–9 am) was collected on-site and converted into the hourly average
traffic volume as shown in Table 2.

Initial average delay, initial number of stops, initial saturation flow
According to the known traffic data, the equations of delay time, number of stops
and traffic capacity, those can be used to find the initial average delay is 29 s, the
initial number of stops is 85, and the initial traffic capacity is 4901pcu/h. And also,
D0 = 29, H0 = 85, and Q0 = 4901.
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The diagram of the first phase

The diagram of the second phase turning 

The diagram of the third phase

Fig. 5 Schematic diagram of an isolated intersection

Table 2 Specific data of the traffic flow

Orientation Average traffic volume Volume (per lane) Total

East Left turn lane 198 198

1st straight lane 497 1394

2nd straight lane 457

Straight/right lane 440

West Left turn lane 6 6

Straight/right lane 580 580

South Straight/left lane 304 490

Straight/right lane 186

North Straight/right/left lane 111 111

Saturated flow and traffic intensity
The basic saturated flow rates of the straight, right-turn, and left turn lanes are set to
1800 pcu/h, 1550 pcu/h, and 1800 pcu/h, respectively. The equation for the saturated
flow rate is as follows:

S = S0N (17)

where S0 is the saturated flow, N is the number of lanes.
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Table 3 Traffic timing indicator table for each timing algorithm

Timing
algorithm

Cycle Green time/split Average
delay time

Average
number of
stops

Total traffic
capacityI II III

Now 114 57/0.5 23/0.2 25/0.22 29 85 4901

Webster 72 34/0.47 14/0.19 15/0.21 20 57 4448

MOO 152 80/0.53 29/0.19 34/0.22 36 109 5096

According to (9), the traffic intensity of the seven lane groups is calculated as:
0.1194, 0.2773, 0.0036, 0.3463, 0.1759, 0.1076, 0.0655.

Flow ratio of each phase:

y1 = max(0.2773, 0.3463) = 0.3463 y2 = max(0.1194, 0.0036) = 0.1194
y3 = max(0.1759, 0.1076, 0.0655) = 0.1759 Y = y1 + y2 + y3 = 0.6416

MOO simulation
According to the constraints of the model, Cmin is set to 30 and Cmax is set to 180.
Substituting the model into the GAPSO algorithm to find the best period at this time
(Table 3).

According to the data in the table, compared with the existing timing scheme at
the intersection, the period value obtained with the Webster method is too small, and
the green signal ratio of each phase is slightly reduced, but the average delay time of
the vehicle is reduced by 31%. The number of times has decreased by 33%, and the
capacity has decreased by 452 pcu/h. Therefore, the Webster method is applicable
when the traffic volume is small, and the effect is not good when the traffic volume
is large. The multi-objective optimization method of this paper improves the traffic
capacity to 5096 pcu/h, while other two indicators fell slightly. This is because
the current traffic volume of the intersection is large, and it pays more attention to
the timing scheme with multi-objective algorithm to improve the traffic capacity
of an intersection. The delay time and the number of stop times are placed in the
secondary position, and the solution of timing schemewithmulti-objective algorithm
is obtained. There has been a big increase in the indicator of capacity. The indicators
of the stable period can be obtained with the same method.

6 Conclusions

Given that the urban intersection is always crowded in recent years and at the same
time, optimizing the traffic flow by optimizing the signal timing is the best and the
top-priority approach, this paper has proposed a GAPSO algorithm to optimize the
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traffic flow better. The PSO algorithm is employed in a numerical simulation study
for optimizing a multiple objective problem of an isolated intersection for signal
timing scheme. The simulation results show that with the optimization algorithm,
the intersection capacity is improved effectively.

References

1. Webster, F.V., Cobbe, B.M.: Traffic signals. Road Research Technical Paper No. 56, Her
Majesty’s Stationery Office 4(4), 206–207 (1966)

2. Akçelik, R.: Traffic Signals: Capacity and Timing Analysis. Research Report. Publication of
Australian Road Research Board (1981)

3. Zhou, A., Qu, B.Y., Li, H., et al.: Multi-objective evolutionary algorithms: a survey of the state
of the art. Swarm Evol. Comput. 1(1), 32–49 (2011)

4. Wang, C.H., Tsai, S.W.: Multi-objective optimization using genetic algorithm: applications
to imperfect preventive maintenance model. In: Proceedings of International Conference on
Computer Science & Education 2011, pp. 1355–1360, Singapore (2011)

5. Wang, L., Si, G.: Optimal Location Management in Mobile Computing With Hybrid Genetic
Algorithm and Particle Swarm Optimization (GA-PSO), 2010 IEEE

6. Shokrian, M., High, K.A.: Application of a multi objective multi-leader particle swarm
optimization algorithm on NLP and MINLP problems. Comput. Chem. Eng. 60(1), 57–75
(2014)

7. Cheng, T., Chen, M., Fleming, P.J., Yang, Z.L., Gan, S.J.: A novel hybrid teaching learning
based multi-objective particle swarm optimization. Neurocomputing 222(26), 11–25 (2017)

8. Cao, C.T., Xu, J.M.: Multi-object traffic signal control method for single intersection. Comput.
Eng. Appl. 46(16), 20–22 (2010)

9. Hu, H., Gao, Y., Yang, X.: Multi-objective optimization method of fixed-time signal control of
isolated intersections. In: International Conference onComputational and Information Sciences
2010, pp. 1281–1284. IEEE, Chengdu, China (2010)

10. Li, Y., Yu, L.J., Tao, S.R., Chen, K.M.: Multi-objective optimization of traffic signal timing for
oversaturated intersection. Math. Prob. Eng. 2013(1683), 1–9 (2013)

11. Qiao, F., Sun, H.C., Wang, Z.Y., Fashaki, A.T., NSQGA-based optimization of traffic signal in
isolated intersectionwithmultiple objectives. LectureNotes in Electrical Engineering, pp. 291–
305 (2018)

12. Du, L., Jiao, P., Wang, H.: A Multi-objective traffic signal control model for intersection
based on B-P neural networks. In: Proceedings of the 10th Asia Pacific PSO Transportation
Development Conference, pp. 451–458. ASCE, Beijing, China (2014)



Multi-objective Optimization of Traffic
Signal Systems on Urban Arterial Roads

Tao Liu, Feng Qiao, Lingzhong Guo, and Yifan Chen

Abstract In this paper, multi-objective optimization is used to solve the signal
synchronization problem in arterial traffic roads, where a traffic dispersion module
is introduced to further expand the solution space. By incorporating the models of
delay time, queue length and stop times into the optimization, a first model calledM1
is established. In the second model M2, the free flow speed assumption is replaced
by a traffic dispersion module for better estimating the link travel time. A simulation
study is then carried out on an arterial road, and the results show that the proposed
strategy improves the performance of the traffic system compared to the current
timing scheme and M2 has the best performance among all solutions in this paper,
and the delay is reduced for about 24%.

Keywords Multi-objective optimization · Arterial urban traffic · Signal timing
scheme

1 Introduction

Urban arterial roads are an important part of the urban transportation system and
bear the main traffic load of an entire city. An effective signal control strategy is
critical for ensuring a higher traffic capacity. Limited by urban space and economic
practicability, the infrastructure load capacity of urban highways cannot permanently
be kept above the increasing traffic flow. Therefore, the key to solving the problem
of traffic congestion in the urban road network is to reduce the traffic congestion in
the series of intersections on an arterial road [1].

T. Liu · F. Qiao (B) · Y. Chen
Faculty of Information and Control Engineering, Shenyang Jianzhu University, Shenyang, China
e-mail: fengqiao@sjzu.edu.cn

L. Guo
Department of Automatic Control and Systems Engineering, University of Sheffield, Sheffield
S13JD, UK

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Y. Li et al. (eds.), Advances in Simulation and Process Modelling,
Advances in Intelligent Systems and Computing 1305,
https://doi.org/10.1007/978-981-33-4575-1_27

277

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4575-1_27&domain=pdf
mailto:fengqiao@sjzu.edu.cn
https://doi.org/10.1007/978-981-33-4575-1_27


278 T. Liu et al.

Saka et al. [2] classified the intersections according to different traffic conditions
and carried out signal control for each situation. A fuzzy hierarchical control method
of urban road intersections was proposed by Kim [3], where he adjusted the control
strategy in real time according to different traffic flow conditions and applied the
genetic algorithm (GA) to the fuzzy control of intersection signals in [4] to improve
the performance of the fuzzy controller. Genetic algorithm was also used to study
the real-time adaptive control optimization method of traffic signals in [5]. Based on
multi-intelligence framework, Khamis et al. [6] studied the adaptive multi-objective
enhanced learning traffic signal optimization control method and verified its appli-
cation in the experimental platform built. Aiming at obtaining wider green wave
bandwidth, Qiao et al. [7] adopted particle swarm optimization (PSO) to conduct
bidirectional green wave optimization for arterial traffic system.

In this paper, considering the model of delay time, queue length and stop times, a
modelM1 is constructed to solve themulti-objective optimization problem of arterial
traffic system. Then, in order to provide more practical results, the traffic dispersion
module is adopted to estimate the link travel time in the model M2. Using the non-
dominated sorting genetic algorithm-II (NSGA-II) [8] and commercial optimization
software, feasible solutions can be found quickly. Simulation studies on a sample
road are made with VISSIM to verify the effectiveness of the proposed coordination
traffic signal timing scheme. The results show that model M2 provides the best time
scheme.

The rest of the paper is organized as follows. In Sect. 2, the multi-objective
optimization issue is formulated asmodelM1 for the arterial traffic system; in Sect. 3,
we formulate the extended model M2 by introducing traffic dispersion module into
model M1; in Sect. 4, the simulation results are presented and analyzed. Finally, the
conclusions are drawn in Sect. 5.

2 Problem Statements

According to the actual traffic situation, the optimization target of arterial system is
generally to minimize the average delay or to maximize the green wave bandwidth.
Theminimumdelaymethod is devoted to reducing vehicle delays at each intersection
by reasonably allocating the period and offset of each intersection on the main road,
while the maximum green wave zone method is devoted to increasing the number
of vehicles passing through each green wave time [9]. In this paper, based on the
minimum delay method, the models of line delay, queue length and stop times are
incorporated into the multi-objective optimization problem.

The average delay model of the arterial traffic systems is expressed as two parts:
the upward delay and the downward delay. This delay model has a good optimization
effect for the traffic situation with unequal traffic flow on each road [10]. Now define
Du and Dd as the upstream delay time and the downstream delay time, respectively;
denote l as queue length; and H as the stop times. The multi-objective function (1)
is to minimize Du, Dd, l and H
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Fig. 1 Geometric
presentation of adjacent
intersection

z = min[Du, Dd, l, H ] (1)

As shown in Fig. 1, let ϕi,i+1 be the offset between intersection i and intersection
i + 1, tg

(
tig

)
be green time (of intersection i), tr(tir) be red time (of intersection i),

C be the length of cycle, L be the distance between intersection i and i + 1, v be
free flow speed. If the light is turned red when the front of traffic flow arrives at
intersection i + 1, let tu be the waiting time of the traffic flow, ti,i+1 be the link travel
time from intersection i to intersection i + 1.

ti,i+1 = L

v
(2)

tu = ϕi,i+1 − ti,i+1 (3)

Let t be the evacuation time of vehicles queuing after the green light; qu be the
actual traffic flow in the upstream direction; qum be the upstream saturation flow.

t = tuqu
qum − qu

(4)

It shows, in Fig. 2a, a schematic diagram of the delay time when the front of
traffic flow is blocked by the intersection i + 1. In this case, we need to improve
ϕi,i+1 to advance the green phase, so that the traffic flow will meet the green light
when arriving at the intersection i +1. The total delay time is represented as the area
of shaded area in Fig. 2a.

Unless otherwise specified, a and a
′
represent the same variable in different case

of vehicle delay in Fig. 2. Let diu
(
d ′
iu

)
be the upstream delay time of the vehicle

arriving at intersection i at the red (green) light. Let tir be the time of red light at the
intersection i . By combining Eqs. (3) and (4), we have

di+1,u = ququm
(
ϕi,i+1 − ti,i+1

)2

2(qum − qu)
(5)
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(a) All vehicles are blocked (b) Some vehicles are blocked 

Fig. 2 Delay time. a All vehicles are blocked, b some vehicles are blocked

It shows, in Fig. 2b, a schematic diagram of the delay time when the end of traffic
flow is blocked by the intersection i . In this case, we need to reduce ϕi,i+1 to delay
the green phase, so that the traffic flow can pass through the intersection in the green
time. The total delay time is represented as the area of shaded area in Fig. 2b. Let t ′u
be the time taken for the end of the traffic flow to pass through the intersection i + 1.

t ′u = ti,i+1 − ϕi,i+1 (6)

The number of vehicles that fails to pass intersection i + 1 in time in the traffic
flow is t ′uqu, and they need to wait for the green light in the next cycle to pass. The
time required for these vehicles to pass is t

′
.

t ′ = t ′uqu
qum

(7)

By combining Eqs. (6) and (7), we have

d
′
i+1,u = qutir

(
ti,i+1 − ϕi,i+1

) − 1

2
qu

(
ti,i+1 − ϕi,i+1

)2 + q2
u

2qum

(
ti,i+1 − ϕi,i+1

)2
(8)

Let αi be the Boolean function of intersection i in the upstream direction, n be
the number of intersections.

Du =
n∑

i=2

[
αi diu + (1 − αi )d

′
iu

]
(9)

Similarly, for the delay time in the upward direction, letdid
(
d

′
id

)
be the downstream

delay time of the vehicle arriving at intersection i at the red (green) light. Let qd be
the actual traffic flow in the downstream direction; qdm be the downstream saturation
flow; ϕi+1,i be the offset from intersection i + 1 to intersection i ; βi be the Boolean
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function of intersection i in the downstream direction.

Dd =
n∑

i=1

[
βi did + (1 − βi )d

′
id

]
(10)

did = qdqdm
(
C − ϕi+1,i − ti+1,i

)2

2(qdm − qd)
(11)

d
′
id = qdtr

(
ti+1,i − C + ϕi+1,i

) − 1

2
qd

(
ti+1,i − C + ϕi+1,i

)2

+ 1

2
q2
d

(
ti+1,i − C + ϕi+1,i

)2

qdm
(12)

For the queue length l, let qm be the saturation flow; x be the saturation; N be the
number of vehicles arriving at the intersection in a cycle.

l = exp
(− 4

3

√
(C − tr)qm

1−x
x

)

2(1 − x)
+ N

(
1 − C − tr

C

)
(13)

The average stop times H are expressed as the total number of stops divided by
the number of vehicles arriving in a cycle, which is denoted by S and N , respectively.
Let q be the actual traffic flow in all inlet; qr be the maximum waiting traffic flow in
red.

H = S

N
=

q
(

qr
qm−q + r

)

N
(14)

To ensure that the results are reasonable, we must set boundaries for the decision
variables. Let ti,l be the green loss time; ti,b

(
t j,b

)
be the yellow time.

s.t.

⎧
⎪⎪⎨

⎪⎪⎩

ti,r,min ≤ ti,r ≤ ti,r,max

C − ti,r − ti,l ≥ λi,r,minC
Cmin ≤ C ≤ Cmax

ti,r + t j,r + ti,b + t j,b = C

(15)

Combining Eqs. (1), (5), (8), (9)–(15), we obtain the first model M1. For the
final optimization in Eq. (1), decision variables include the cycle (C), red light time(
ti,r , t j,r

)
, the green split (λi ) and offset

(
ϕi,i+1

)
. Model parameters include actual

traffic flow (q), saturation flow (qm) and travel time.
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3 Incorporate Traffic Dispersion

In the model M1, the calculation method of link travel time from intersection i to
intersection i + 1 is the ratio of the distance in between to the free flow speed of
that link, as in Eq. (2). In most existing models, the free flow speed is set to a fixed
value. However, in reality, the free flow speed is rarely achieved, especially when
the traffic is far from being sparse. And, assuming the link travel time for all traffic
that remains constant is far from being realistic. Some other models improve on this
by setting the speed boundary conditions and change functions, but this introduces
new variables into the model, resulting in an increase in model complexity [11].

Based on the above observations, we turn to the widely used signal timing method
TRANSYTseries of traffic dispersionmodule to estimate link travel time. The disper-
sionmodule ensembles computing the expectation of geometric variables to estimate
the link travel time. The travel time can be adjusted in accordance with the upper and
lower travel speeds on that link. For the upper travel speed, the free flow speed or the
speed limit of that link is used. As for the lower travel speed, since there usually is no
lower speed limit for urban traffic systems, the bound is set based on the simulation
results from VISSIM.

Now, let tl
(
t

′
l

)
be travel time from the intersection i (i + 1) to intersection i + 1

(i) required by the vehicle with the lowest speed on line. Let tf
(
t

′
f

)
be the travel time

from intersection i (i + 1) to intersection i + 1 (i) required by the vehicle with the
highest speed on line. Therefore, travel time in the upward

(
ti,i+1

)
and downward(

ti+1,i
)
directions can be calculated using the following equations.

ti+1,i =
t
′
f∑

t=t
′
l

F(1 − F)t−t
′
l

C
t (16)

ti+1,i =
t
′
f∑

t=t
′
l

F(1 − F)t−t
′
l

C
t (17)

F = 1/(1 + κt), and κ is an adjusting factor and is set to 0.35 [12]. As a result,
the second proposed model M2 is given by replacing Eq. (2) in M1 with Eqs. (16)
and (17). By comparing M1 and M2 models and substituting Eq. (16) into Eq. (2),
we can solve that, when all traffic flows are assumed to travel at the speed V =
v/C − κL , model M1 is equivalent to model M2. In this case, link travel time is
tl = t f = LC/(v − κLC). Mathematically, for the above to be true, the boundary
condition for κ is

0 < κ <
v

lC
(18)
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As a result, the dispersion module can be reduced to the free flow model by the
above transformation. Equation (2) can be considered a special case of Eq. (16),
which means that model M2 has a larger solution space than model M1.

4 Simulation Study and Result Discussion

For the above proposedmodel, we selected three important intersections of one urban
arterial road, to collect traffic data and conduct simulation experiments. Four paths
with significantly larger traffic flow were selected to observe the change of delay
time. It shows, in Fig. 3, the geographical topology for the test system.

During the three time periods, morning peak (7:00–9:00), off-peak (15:00–17:00)
and evening peak (17:00–19:00), on-site surveys were conducted to collect traffic
data. Traffic volume data suggest four critical lines that contain most of the traffic
over the planning horizon. We marked these three intersections from right to left as
1, 2 and 3. Line 1 contains the traffic flow from the northbound off-ramp through
the major arterial path; line 2 passes through the major arterial path in opposite
directions; line 3 contains the traffic flow from east to west at intersection 3; line
4 enters the major arterial path from the east entrance of intersection 2. It is worth
noting that the existing phase design is quite reasonable and does not need to be
changed. It shows, in Table 1, the phase design of the current timing scheme.

For numerical simulation, the multi-objective evolutionary algorithm NSGA-II
was adopted to obtain the optimal solutions. TheNSGA-II is one of themost advanced
multi-objective optimization algorithms based on Pareto optimal solution currently.

For performance evaluations, we adopted VISSIM to simulate and record the
total delay time of each path output, in unit of minutes. Then, we compared the path
performance of the three timing schemes in three different time periods. It shows, in
Table 2, the current scheme and the phase lengths resulting from M1 and M2.

Fig. 3 Geographical topology for the test arterial line
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Table 1 Design of phases of a cycle for the current timing scheme

Current scheme Intersection 1 Intersection 2 Intersection 3

Phase 1

Phase 2

Phase 3

Phase 4

Table 2 Simulation results for three timing schemes

Scheme Current C = 150 M1 C = 160 M2 C = 140

Intersection 1 (61, 46, 43) (63, 51, 46) (56, 48, 36)

ϕ1,2 27 34 31

Intersection 2 (45, 46, 59) (42, 55, 63) (39, 48, 53)

ϕ2,3 55 67 64

Intersection 3 (50, 28, 32, 40) (47, 30, 36, 47) (41, 28, 31, 40)

*Note that the phase lengths are arranged in the phase sequence shown in Table 1

It shows, in Fig. 4, the comparison of total delay time of three timing schemes.
Obviously, the timing scheme obtained by M1 and M2 is better than current scheme,
with an improvement of 21–24% in road performance.

It can be observed from Fig. 4, that evenM2 has no obvious advantage over M1 in
the branch (according to lines 3 and 4), from the perspective of the arterial road, M2
is a better model than M1 (according to Lines 1 and 2). That is to say, incorporation
of the dispersion constraints does improve road performance, compared to free flow
settings in other models. In fact, this is to be expected because the free flow speed is
difficult to achieve, and using a constant travel time is an unrealistic ideal.

As can be seen from Fig. 4, the delays of line 1 in the morning peak and line 2 in
the evening peak are significantly higher. This is because the traffic flow from south
to north is relatively high in the morning and opposite in the afternoon. It can be
seen from lines 1 and 2 that the performance of M2 is particularly improved in the
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Fig. 4 Comparison of the control delay per line

off-peak, because the vehicle speed difference is larger in this period and the traffic
dispersion module is more applicable. In line 3, current timing scheme adopts a fixed
offset, which leads to the rise of delay, while M1 changes this situation. In line 4,
subject to the left-turn phase time not changing, the delay time is not significantly
improved, and the slight reduction is due to the improvement of the traffic capacity
between intersection 1 and intersection 2.

5 Conclusion

In this paper, the traffic signal timing coordination on arterial road is considered
as a multi-objective optimization problem, and models M1 and M2 can be used to
generate signal timing schemesbasedon trafficflow.As a result, numerical simulation
and result analysis have shown that models M1 and M2 are able to improve the
performance compared with the current schemes. In addition, it can also be found
thatM2 is the best choice for optimizing the delay time of themain line, whileM2 has
no overall advantage overM1 in the lines that include branch traffic flows. Finally, the
most potential development direction of traffic signal timing is to increase the scale
of online control. With the rapid development of 5G communication and intelligent
vehicles, the arterial systems or regional traffic signal systems can automatically
change according to real-time traffic, which is the development direction in the
future.
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Study on Traffic Volume Transferred
by Bohai Strait Tunnel

Bing Wang, Fei Liu, and Yu Peng Li

Abstract The Bohai EconomicRim is a very important political and economic area,
but Bohai Strait is a bottleneck and hinders this region’s development. This paper
studied the influence of the Bohai Strait tunnel on transferred traffic volume of Bohai
Economic Rim. The influencing parameters included the network flow assignment,
cargo volume, transferred traffic volume and tunnel toll. The results indicated that the
Bohai Strait tunnel can undertake large proportion of traffic volume and attract vast
cargo volume. Large cargo volume is transferred to the routes of direct transportation
and undersea tunnel, which relieves traffic congestion of Circum-Bohai-Sea region.
Cargo volume in undersea tunnel is sensitive to the tunnel toll. When tunnel toll is
larger than the critical value, there is no advantage for undersea tunnel, and the tunnel
toll should be taken into full consideration.

Keywords Network flow assignment · Cargo transportation · Transferred traffic
volume · Tunnel toll

1 Introduction

The Bohai Sea is China’s largest inland sea, surrounded by lands on three sides.
It borders Liaoning to the north, Shandong to the south, Heibei and Beijing to the
west. The Bohai Economic Rim constitutes the most important political, economic,
cultural, international communication and large conurbations.But due to the hinder of
Bohai Strait, the transportation fromLiaoning to Shandong has tomake a long detour
through Hebei and Beijing, which leads to serious waste of transport time, transport
cost and manpower. The Bohai Strait aggravates the dual tensions of transportation
and energy, hinders the economic and trade exchange in the Bohai Economic Rim
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and affects the implementation of the strategy of country’s overall development
strategy. The Bohai Strait becomes a bottleneck, and there is an urgent need to build
an undersea tunnel to short transport distance, time and effectively relieve the traffic
pressure of Bohai Economic Rim.

In 1994, the former vice-premier JiahuaZouofChina affirmed the significance and
necessity of Yantai-Dalian railway ferry project and Penglv-bridge-tunnel project for
Bohai Strait, and Yantai-Dalian railway ferry project was listed in national develop-
ment plan [1]. In 2008, theNationalDevelopment andReformCommissionorganized
experts to discuss Bohai Strait project and formed a consensus: as for Bohai Strait
project, it is advisable to carry out strategic planning at first, and then the project
enters the feasibility study stage after the basic conclusions of major technology
and economy are drawn. In 2009, National Development and Reform Commission
organized Ministry of Communications, Ministry of Railways, Liaoning province,
Shandong province, Dalian city, Yantai city, to set up a strategic planning group, and
the strategic planning of Bohai Strait project was launched. In 2014, the state council
issued the “Opinions of the State Council on several major policies and measures to
support the revitalization of the northeast in the future (Guofa [2014] No. 28)” and
put forward the requirement of “accelerating the preliminary work of Bohai Strait
project”. In the same year, Mengshu Wang [2], academician of Chinese Academy of
Engineering, published a paper on a journal of Strategic Study of CAE. He summed
up and reviewed the development of Bohai Strait cross-sea channel project, gave a
comprehensive analysis of engineering solutions, investment and financing methods
and provided a good reference for decision-making. In 2015, the preliminary work of
Bohai Strait project was listed in Shandong andLiaoning 13th FiveYear development
Plan of transportation.

The Bohai Strait tunnel is a super huge project, which is larger than the Three
Gorges Dam. It will take decades from the initial idea to the project implementation,
and it needs careful preliminary study. Traffic volume is critical of the prelimi-
nary work of tunnel construction, and it is necessary to make a systematic research.
Previous studies of Bohai Strait tunnel were focused on the landing site [3], economy
[4] and construction scheme of undersea tunnel [5], etc. Therewere few studies on the
transferred traffic volume of the Bohai Strait tunnel. This paper studied the influence
of the Bohai Strait tunnel on network flow assignment, cargo volume and transferred
traffic volume and the effect of tunnel toll on the network flow assignment. The aim
of this paper is to provide some references for project planning and design.

2 Routs and Transport Modes

Three routes were used in this paper, including Shenyang-Yantai, Liaoyuan-Yantai
and Siping-Yantai. The transportation routes included the detour by land and direct
transportation, as listed inTables 1 and 2. Themultiple transportmodeswere selected,
including highway, rail, air, sea and their intermodal transportation. The network flow
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assignment, cargo volume, transferred traffic volume and the influence of tunnel toll
were predicted after completion of undersea tunnel in 2040 year.

3 Model and Method

3.1 Network Flow Assignment

This paper used the negative exponent network flow assignment [6] model to study
the network flow assignment, and the model can be evaluated by the following
expression:

Ki = A · Bi · e
−C0 ·(Di−D j)

D j (1)

where Ki is the proportion of traffic volume on a certain route i to the total passenger
or cargo volume, which stands for the network flow assignment. Bi is a parameter
which represents a preference for choosing the route i, which is affected by some
random factors. The random factors include random supply [7, 8] (weather, pavement
preservation, etc.) and random demand [9] (transportation time, traffic congestion).
The calculation method of Bi see Ref. [10]. C0 is a cost parameter which is sensitive
for transportation expense.Di is transportation expense for route i. Dj is theminimum
transport expense for all routes.

3.2 Cargo Volume and Transferred Traffic Volume

The base cargo volume was obtained from the OD survey data of three transport
routes. The future cargo volume in 2040yearwas predicted using growth ratemethod;
see Ref. [11]. After completion of undersea tunnel, the transferred traffic volume
included two types: One was the cargo volume of detour by land transferring to the
route of direct transportation, and the transferred traffic volume was called T 1; the
other was the total cargo volume (including detour by land and direct transportation)
transferring to the route of Bohai Strait tunnel (HT andRT), and the transferred traffic
volume was called T 2.

3.3 Tunnel Toll

The transportation expense has a great effect on choosing of a route for the passengers
or consignors. This paper studied multiple tunnel tolls of the Bohai Strait tunnel on
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network flow assignment, including 1.0 time base toll, 1.5 time base toll, 2.0 time
base toll, 2.5 time base toll, 3.0 time base toll, 3.5 time base toll and 4.0 time base
toll. The base toll was based on the charge standard of ordinary tunnel.

4 Results

4.1 The Results of Network Flow Assignment and Cargo
Volume

Before completion of undersea tunnel, the result of network flow assignment was
shown in Table 3. It was seen that when there is no Bohai Strait tunnel, highway
sea multimodal transportation (HS) shows the largest proportion of cargo volume,
and the values Ki from high to low are 71.6% for Shenyang-Yantai route, 53.5% for
Siping-Yantai route and 46.3% for Liaoyuan-Yantai route. The rail sea multimodal
transportation (RS) also has larger proportion of cargo volume, and the sequence of
proportionKi is 41.8% for Liaoyuan-Yantai route, 34.5% for Siping-Yantai route and
20.1% for Shenyang-Yantai route. Rail transportation (R) takes a certain proportion
in network flow assignment, and the values Ki are in order as follows: 10.9% for
Liaoyuan-Yantai route, 10.6% for Siping-Yantai route and 4.6% for Shenyang-Yantai
route. Other transportation modes (HA, RA, A, H) have very small proportion of
traffic volume, especially for highway transportation (H) detouring through Beijing.
The proportions of traffic volume of highway transportation (H) for the three routes
are only 0.1%.

After completion of undersea tunnel, the result of network flow assignment was
shown in Table 4. It was found that the rail undersea tunnelmultimodal transportation
(RT) becomes the most important transportation mode. The largest proportion of
traffic volume Ki of RT is 73.9% for Liaoyuan-Yantai route, followed by 70.0% for
Siping-Yantai route and 55.9% for Shenyang-Yantai route. The highway undersea
tunnel multimodal transportation (HT) also is the main transportation mode, and
the Ki is as following in turn: 28.7% for Shenyang-Yantai route, 15.5% for Siping-
Yantai route and 11.5% for Liaoyuan-Yantai route. The highway sea multimodal
transportation (HS) and rail sea multimodal transportation (RS) no longer have large
proportion of traffic volume. Due to small transportation expense for shipping, there
is still a certain percentage for HS and RS, but less than 10%. Other transportation
modes (HA, RA, A, H, R) have very small proportion of traffic volume, and it is
even 0 for mode H. So the Bohai Strait tunnel takes a great influence on network
flow assignment. The main reason is that the undersea tunnel can short the transport
distance and save transport expense and time.

The results of cargo volume are indicated in Tables 3 and 4. The variation tendency
of cargo volume is in accord with the network flow assignment.
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Table 5 Results of transferred cargo volume after completion of undersea tunnel

Routes Original volume of
detour by land T0
(thousand ton)

Total cargo volume
TT (thousand ton)

Type T1 T2

Shenyang-Yantai 423 8959 transferred volume
(thousand ton)

375 7581

Ti /T0 (%) 88.5

Ti/TT (%) 4.2 84.6

Liaoyuan-Yantai 119 1075 transferred volume
(thousand ton)

102 919

Ti /T0 (%) 86.1

Ti /TT (%) 9.5 85.4

Siping-Yantai 263 2428 transferred volume
(thousand ton)

224 2076

Ti /T0 (%) 85.0

Ti /TT (%) 9.2 85.5

Notes T i is T1 and T2, i = 1, 2

4.2 The Results of Transferred Cargo Volume

The results of transferred cargo volume including T 1 and T 2 were shown in Table 5.
After the completion of undersea tunnel, it was found that the transferred cargo

volume from detour by land to the direct transportation T 1 increases significantly.
The T 1 of Shenyang-Yantai route is 375 thousand ton, and the ratio of T 1 to original
traffic volume of detour by land T 0 reaches up to 88.5%. The T 1/T 0 in Liaoyuan-
Yantai route and Siping-Yantai route are consistent with that of Shenyang-Yantai
route, also have a higher percentage, 86.1% and 85.0%, respectively. TheBohai Strait
tunnel can attract the cargo volume of detour by land and reduce traffic pressure of
Beijing-Tianjin-Hebei region.

The total cargo volume transferring to the route of Bohai Strait tunnel T 2 also
exhibits significant growth. The transferred cargo volume T 2 of Shenyang-Yantai
route is 7581 thousand ton, and the ratio of T 2 to total cargo volume TT is up to
84.6%. The ratios of T 2/TT in Liaoyuan-Yantai route and Siping-Yantai route are
85.4% and 85.5%, respectively. So, the Bohai Strait tunnel can attract most cargo
volume in all routes and become the main transport route.

4.3 The Influence of Tunnel Toll on Network Flow
Assignment

The influence of tunnel toll on network flow assignment was presented in Fig. 1. It
was apparently seen that the proportion of cargo volume Ki in tunnel transportation
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Fig. 1 Influence of tunnel toll on network flow assignment

(HT and RT) decreases with increasing tunnel toll. The proportions of cargo volume
Ki in other transportation modes (HS, RS, H and R) increase with the increase of
tunnel toll. Among them, the Ki of HS is growing fastest, and the next is RS. The
tunnel toll has a relatively very small impact on the transport modes of H and R.

It should be noted that when the tunnel toll is 1.8 time base toll, the proportion
of cargo volume Ki of HT is equal to that of HS. When tunnel toll is larger than 1.8
time base toll, the Ki of HT is smaller than that of HS, and there is no advantage
for highway undersea tunnel multimodal transportation (HT). It was also found that
when the tunnel toll is 2.2 time base toll, the Ki of RT is equal to that of HS. When
tunnel toll is larger than 2.2 time base toll, the Ki of RT is smaller than that of HS,
and there is no advantage for rail undersea tunnel multimodal transportation (RT).
So the proportion of cargo volume Ki is sensitive to the tunnel toll, and it is needed
to fully consider the tunnel toll after completion of undersea tunnel.

5 Conclusions

(1) Bohai Strait tunnel would take a great influence on network flow assignment.
After completion of undersea tunnel, tunnel transportation (HT and RT) would
undertake the largest proportion Ki and cargo volume and become the main
transportation mode.

(2) After completion of undersea tunnel, the Bohai Strait tunnel could attract the
large cargo volume and reduce traffic pressure of Beijing-Tianjin-Hebei region.
More than 85%cargo volume of detour by landwould be transferred to the direct
transportation, and more than 80% total cargo volume would be transferred to
the route of Bohai Strait tunnel.
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(3) Tunnel toll would have a great effect on the network flow assignment. When
tunnel toll would be larger than the critical value, there would be no advantage
for undersea tunnel.
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Effects of Cap Gap and Spiral-Welded
Seam Composite Defects
on Concrete-Filled Steel Tubes

Zhengran Lu, Chao Guo, and Guochang Li

Abstract Many old concrete-filled steel tube (CFST) arch bridges use consisted of
ordinary concrete and spiral-welded steel tubes. However, low strength of spiral-
welded seams (SWS) and cap gaps of concrete due to fluidity composed composite
defects in CFST arch bridges. In the current work, a finite element analysis has
been performed using ultrasonic scanning field tests on the bearing capacity of a
serviced CFST arch bridge rib with a cap gap and reduced SWS strength exposed to
a weak eccentric axial compression. The nonlinear behaviors of different compo-
nents and composite defect influence on CFST performance were also studied.
Composite defect influences on the bearing capacity of CFSTs were also exper-
imentally studied. This research proposed a theoretical analysis method for the
maintenance and restoration strategy of CFST arch bridges.

Keywords Concrete-filled steel tube · Bearing capacity · Gap · Composite defect ·
Nonlinear finite element analysis

1 Introduction

In previous decades, many imperfections have been formed in concrete core columns
(CCC) and steel tubes of several concrete-filled steel tube (CFST) arch bridges in
China during their initial manufacturing or service life [1]. During the last two
decades, a large number of experimental and numerical research works have been
performed on CFST columns exposed to axial loadings through finite element anal-
ysis (FEA). Han et al. [2] and Ellobody and Young [3] carried out elastic-to-plastic
FEA on CFST columns having circular or square sections. Hassanein [4], Tao et al.
[5, 6], and Ellobody and Young [7] conducted nonlinear FEA on short or long
CFST columns. Hu and Su [8] and Huang et al. [9] applied ABAQUS software to
analyze CFST column strength performance. Most of the above analyses focused on
small-diameter CFSTs, whether straight-welded or seamless, without considering
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the effects of concrete gap, SWS strength and segregation defects on the bearing
performance of these structures. On the other hand, in existing CFSTs, especially
large-diameter CFST arch bridges constructed twenty years ago, have inevitably
been influenced by the mentioned defects. Liao et al. [10, 11], Han et al. [12], Huang
et al. [13] have previously studied single-factor CFST rib defects. However, there few
studies have been conducted on cap gap and SWS composite defects on CFSTs. In
the current research, a CFST arch bridge was considered as research object and cap
gaps and SWS were assumed as composite defects acting on CFST arch bridge ribs.
To do so, a series of nonlinear FEA analyses were performed on CFST rib members
with cap gaps and SWS composite defects under eccentric axial compression.

2 Problem Statement

This paper aimed to study the CFST arch bridge of Chang-Qing Hun River Bridge
located in Shenyang City, Liaoning Province in northern China (Fig. 1).

The bridge was built in 1997 and has 120 + 140 + 120 m net span. Arch cross-
sectional height andwidth are 2.4 and 1.8m, respectively. Each of the ribs is consisted
of 4 tubes 720 mm in diameter; spiral-welded tube (SWT) thickness is 10 mm. All
K-shape, transverse, and lateral braces have similar diameter to the main rib. SWT
was constructed by welding the aligned edges of curved spiral steel plates. However,
the welded seam strength of SWTs was lower than that of base metal; spiral-welded
seam (SWS) penetrated only about 70% [14, 15]. Today, self-consolidating concrete
(SCC) is used in CFSTs because of its convenience of construction. Despite its
importance, before 2001, i.e., 4 years after the construction of the above bridge was
completed, no research work had been conducted on SCC application in CFST arch
bridges in China [16]. As a result, ordinary concrete was employed in this bridge.
Therefore, in concrete pouring process, cap gaps could be easily created at concrete-
steel tube interface, particularly on the top arch rib. For the determination of real
existing defects on CFST arch ribs, a 3D ultrasonic section scanning imager (MIRA
A1040, ACSYS, Russia) was used to detect defects.

The results showed that the ratio of interface gap to total tube areas was in the
range of 3.6–30.5% and the depth of cap gap was about 15–45 mm. Based on the

Fig. 1 Chang-Qing Hun
River Bridge
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Fig. 2 Mesh of CFST
composite defects

ultrasonic data, FEAs were developed for analytical investigation and estimation of
cap gaps and SWS, in which section gap ratio (χ ) was the most important calculation
parameter:

χ = dc
D

(1)

where, as shown in Fig. 2, D is SWT section outer diameter and dc is the size of cap
gap and is specified as the maximum distance between CCC and SWT inner surface.

3 Methods

FEAs were performed by ABAQUS software, and SWT was simulated by a 4-node
simplified integrating shell element (S4R). Also, CCC was considered as an 8-node
hexahedral element (C3D8)with each node having 3 translational degrees of freedom
[17, 18]. The loading eccentricity wasD/6 and steel tube σ − ε relationship in CFST
members conformed to the trilinear material property model proposed by Tao and
Wang [19]. In this case, steel tube parameters are given in Table 1.

The concrete core was drilled from serviced CFST of Chang-Qing Hun River
Bridge to obtain the real strength grade of CCC using unconfined compressive
strength tests. Based on the obtained results, Poisson’s ratioμc, cylinder compressive
strength f ′

c , and corresponding strain ε′
c values of concrete specimens 100 mm in

diameter exposed to uniaxial compressive stress were found to be 0.21, 33 MPa, and
0.0033, respectively. Ec was calculated using the experimental Eq. (2) suggested in
ACI318 [20] to be 2.7 × 104 MPa, in which f ′

c is in MPa.

Table 1 Steel tube parameters

t mm D mm Es MPa μs fy MPa fu MPa εy εu

10 700 2.0 × 105 0.32 345 400 0.00192 0.179

μs Poisson’s ratio, D outer diameter, t thickness
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Fig. 3 Stress–strain curve

Ec = 4700
√

f ′
c (2)

According to the experimental results reported in [21], the following equation
was developed for the prediction fbc

/
f ′
c ratio as 1.12:

fbc
/
f ′
c = 1.5

(
f ′
c

)−0.075
(3)

where fbc denotes initial equibiaxial compressive yield stress. In case, core concrete
was exposed to circular confining pressures, uniaxial compressive yield strength f ′

c
and corresponding strain ε′

c (Fig. 3) were considerably greater than those obtained
for unconfined concrete. Mander et al. [22, 23] estimated -ε′

cc − ε′
c and f ′

cc − f ′
c

relations. Han et al. [24] applied Mander’s model to develop equivalent σ − ε model
for the simulation of CCC plastic behavior in CFSTs, as shown in Fig. 3.

4 Results and Discussion

4.1 FEA of CFST with SWS Defect

In FEA, the strength values of SWS were 50, 70, and 100% of those of parent mate-
rials. The length L and screw pitch of seam were 3 and 0.95 m, respectively. For the
evaluation of SWS strength effect on the bearing capacity of CFSTs, firstly, empty
steel tube (EST) was investigated and then, CFST was evaluated, as shown in Fig. 4,
which presents the comparison of N − ε curves drawn for ESTs in the presence and
absence of SWS defects. It was seen in Fig. 4a that, after reaching yield strength,
N in ESTs with or without SWS defects appeared strain-softening until reaching a
high axial strain (ε = 0.03).
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(a) (b)

Fig. 4 Comparison of N − ε relationships. a EST, b CFST

However, 30 and 50% strength loss due to SWS defects decreased the strength of
EST by 2.6% and 11.2%, respectively, which led to strain-softening ability reduction.
It was concluded that EST strength loss due to SWS defects was mainly because of
decrease in strength contribution.

As seen in Fig. 4b, under different SWS defect conditions, CFST N − ε curves
were almost similar. The results showed that when inner concrete had no defects, the
decrease of EST strength with SWS defects had only a slight effect on the bearing
capacity of CFST. This was consistent with experiences in references [14] and [15].
Figure 5 compares typical EST deformation modes. When SWS strength was less
than that of base metal, SWS exhibited local buckling on EST compression side. By
decreasing the intensity of SWS, this phenomenon became more obvious.

Figure 6 compares typical CFST SWT failure modes. The results showed that
CFST outer SWT strength was reduced at weld seam, but it was different from the
local fold buckling failure modes of EST.

(a) (b) (c)

Fig. 5 EST von Mises stresses (Pa) with different SWS strengths. a SWS: 100%, b SWS: 70%,
c SWS: 50%
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(a) (b) (c)

Fig. 6 TubeMises stresses (Pa) in CFSTs with various SWS strengths. a Tube SWS: 100%, b Tube
SWS: 70%, c Tube SWS: 50%

In addition, it was proved that CCC had strong restraint ability. If CCC had no
defects, it could fully support outer steel pipe and prevent local buckling. Therefore,
coinciding performance of concrete and steel tube was ensured.

4.2 FEA of CFST with Cap Gap Defect

Figure 7 compares the N − ε curves of CFST without and with through-type cap
gaps (χ = 2.1, 4.2, and 6.3%).

As shown in Fig. 7, all CFSTs with or without cap gaps are presented typical
strain-softening properties. The results complied with those of Refs. [14] and [15].
There were two yield points at χ = 6.3% corresponding to N − ε curves at peak

Fig. 7 Comparison of N
versus ε relations
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load, where ε yield stopped, and thereafter, two steps referred to strain-hardening
again. TheN in CFSTwith cap gaps was suddenly reduced after peak load; However,
when χ = 4. 2% and 2.1% or when there were no cap gap defects, CFST N − ε

curves presented a smooth shape. Thereafter, when CCC came into contact with
external SWTs, N was increased again. Figure 8 compares typical CFST failure
modes. Elephant foot-shaped buckling deformation was magnified by 2 times to
more clearly show deformed. This type of deformation was observed in CFST upper
half. It is noteworthy that, in CFSTs with χ = 2.1%, a slight elephant foot-shaped
buckling deformation was witnessed, while in those with χ = 4.2 and 6.3%, many
large deformations were observed. The results showed that large gaps resulted in
greater spaces for local buckling deformations of CFST. CCC deformation shapes
are presented in Fig. 9. It was observed that CCC had various bending deformation
modes at various depths of cap gap.

With the increase of the depth of cap gap, stress and bending deformation were
concentrated in compression zone and CFSTs presented local fractures and brittle
failure stages.

It was noted that before the interaction of CCC and external SWTs, the greatest
concrete cross-sectional deformation took place in the upper half. After that, when
CCC came into contact with external SWTs, CCC cross-sectional deformation at
compression region was confined by SWT. Therefore, CCC cracking position moved
toward themid-height ofCFST.Concrete failurewaswitnessed at regionswhere local
buckling of SWT occurred, as shown in Fig. 9.

(a) (b) (c)

Fig. 8 Deformation modes of CFST. a χ = 2.1%, b χ = 4.2%, c χ = 6.3%
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(a) (b) (c)

Fig. 9 Concrete Mises stresses in CFSTs with various cap gap depths. a χ = 2.1%, b χ = 4.2%,
c χ = 6.3%

4.3 FEA of CFSTs and Cap Gap with SWS Composite
Defects

Figure 10 presents the comparison of χ − N − ε curves of CFSTs with through-type
cap gaps (χ = 2.1, 4.2, and 6.3%) in three dimensions.

It was observed that all CFSTs revealed typical smooth strain-softening properties
in the absence of cap gap and SWS strength defects, which compliedwith the findings
of [14] and [15]. Stress yield steps took place in the presence of cap gaps in CFST, as
reported in [10] and [11]. This was the same as the results shown in Fig. 7. However,
in the presence of composite defects effects at different levels of SWS strength, N
− ε curves of each of the components presented various rule of variation. By the
decrease of the strength of SWS, yield step length and number on the N − ε loss
curves were increased. The results showed that N − ε loss curves of CFST weld
seam strength was gradually increased after peak strength. To the main reason for

Fig. 10 χ − N − ε-curves
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(a) (b) (c)

Fig. 11 Tube Mises stresses (Pa) in CFSTs with 70% SWS strength. a χ = 2.1%, b χ = 4.2%,
c χ = 6.3%

this was the weakening of local steel tube restraint ability on concrete by SWS, which
decreased CFST composite bearing capacity.

Figure 11 compares typical failure modes of CFST with 70% SWS intensity
under different cap gap defects. To obtain a clearer deformed image, elephant foot-
shaped buckling deformations, which were found near the upper part of CFST, were
multiplied by 2.

It should be noted that, for CFSTs with χ = 2.1%, slight elephant foot-shaped
buckling deformations were only observed, while for those with χ = 4.2% and
6.3%, such deformations were more intense, as shown in Fig. 8. Unlike intact SWS,
however, the shape and location of local buckling in such steel tubes were different.

In defected SWS, steel tube tensile yielding position was observed at the first
welding seam, regardless of the value of χ. Along with first weld line, by increasing
χ value, compressive yield also occurred on the steel tube of compressive side. As
shown in Fig. 11, in case the strength of SWS was equal to 70% of the ideal value
and χ was tripled from 2.1 to 6.3%, first SWS tensile yield on the upper part of
CFST on tensile side was transferred to folding failure on compression side along
SWS rotation direction. This showed that SWS defects were the main reason for the
bending failure of CFST.

5 Conclusions

(1) Based on the ultrasonic scanning experimental measurements of Chang-Qing
Hun River Bridge, a composite FEAwas developed for CFST exposed to eccen-
tric axial compressions. In comparison with the existing FEA methods, it was
shown that this FEA is perfect in prediction accuracy.

(2) Through the comparison of test results, it was found that SWS defects had
weaker influence on the bearing capacity of CFST than on that of EST, espe-
cially in the absence of defect in internal concrete. However, SWS defect had a
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significant influence on CFST local yield failure mode and outer SWT strength
was decreased at weld seam.

(3) Considering single defect of cap gap, comparison of N − ε curves showed that
CFSTs with and without cap gaps had typical strain-softening characteristics.
However, for CFSTs with high χ values, several yield points appeared on N −
ε curves due to multiple contacts between core concrete and outer SWTs.

(4) Comparing typical failure modes of CFSTs with single cap gap defect showed
that cap gaps changed the pattern of CFST buckling deformation and larger gaps
expanded local buckling deformation space of CFST.

(5) For CFSTs with cap gap and SWS composite defects, SWS defects weakened
local steel tube restrain capacity to concrete, resulting in CFST bending failure.
However, for CFSTs with the same level of SWS defects, tensile yield on the
tensile side was transferred to compression side followed the rotation direction
of the SWS, which indicated that welding defect degree significantly affected
local failure mode.
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Fuzzy Sliding Mode Control of a VAV
Air-Conditioning Terminal Temperature
System

Ziyang Li, Lijian Yang, Zhengtian Wu, Baoping Jiang, and Baochuan Fu

Abstract In this paper, it is developed a control strategy based on sliding mode
scheme to deal with the issue of variable air volume system (VAV) with the char-
acteristics of multiple-input and multiple-output and strong nonlinearity. Besides,
fuzzy control is employed to suppress chattering caused by slidingmode control. The
proposed control strategy overcomes the limitations of traditional control methods
in this kind of systems.

Keywords Sliding mode control · Fuzzy control · VAV air conditioning ·
Chattering suppression

1 Introduction

A variable air volume (VAV) air-conditioning system belongs to an all-air-
conditioning system, which can automatically adjust the air supply volume of air
conditioning according to the change in air-conditioning load and indoor air parame-
ters. Appropriate control strategies should be developed to solve the problems caused
by the complexity of the control system because of the complexity of VAV air-
conditioning system terminal equipment and the high requirements for the overall
control of the system. Many scholars have proposed VAV air-conditioning control
methods. For example, hysteresis relay feedback control is introduced into the model
parameter identification of indoor temperature hysteresis characteristics, providing
a new method for the identification of the characteristics of indoor temperature
hysteresis [1]. For indoor fresh air demand, the total fresh air flow is dynamically
corrected on the basis of the detected occupancy rate of each area and relevant
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measurement values by using fresh air from the over ventilated area [2]. Further-
more, a neural fuzzy structure of a parameter self-tuning decoupled fuzzy neural
PID controller is proposed [3]. The classical PID control equation with a decoupled
coefficient is used as the Sugeno function to introduce the following part of the fuzzy
rule, which improves the anti-interference ability of the system.

However, the design of fuzzy control is not systematic, so fuzzy control should
be combined with some other control strategies in most cases to achieve the desired
control effect.

In this study, the slidingmode control is applied to a VAV air-conditioning system.
In the late 1950s, scholars in the former Soviet Union studied the sliding mode vari-
able structure control.Nowadays, slidingmode control is used to solvemanypractical
problems. Some important studies on robot control, aircraft adaptive control, power
system control, and other mechanisms have been conducted. For example, in [4], a
constraint design with a sliding mode strategy is proposed to improve the stability of
aircraft engine control. In [5], a terminal sliding mode controller is designed to track
the planned speed signal, which can timely suppress the adverse dynamic behavior
of an electric vehicle after a tire blows out on a highway.

The traditional PID controller optimizes parameters dynamically in difficulty and
it also has the problems of low control precision and poor stability, which cannot
meet the VAV air-conditioning system with the characteristics of large lag, strong
nonlinearity, and uncertainty. Due to the strong robustness of the slidingmode control
to the external disturbance and modeling dynamics of the system and the advantages
of order reduction, decoupling, fast response, and easy implementation. So it is
suitable for VAV air-conditioning system. However, some problems occur in the
sliding mode control, and the most prominent one is chattering. Therefore, this study
selects the improved power index approaching law, and then selects the parameters of
the sliding mode approaching law through the fuzzy control to minimize chattering.

2 VAV Air-Conditioning System Overview

The system structure diagram of a VAV air conditioner is shown in Fig. 1. As an
air-conditioning system, VAV air-conditioning system is mainly composed of an air
handling unit, an air supply pipeline system of the air conditioner, an indoor air
supply terminal, an electric control system, and a common all-air system.

3 Mathematical Model of Air-Conditioning Room
Temperature

A building where an air-conditioned room is located belongs to an office building,
and the temperature of the area where the building is located is higher in summer and



Fuzzy Sliding Mode Control of a VAV Air-Conditioning … 317

Fig. 1 VAV air-conditioning system structure diagram

daytime than in other seasons or nighttime. The air-conditioned room is affected by
many factors, such as solar radiation, internal heat dissipation, equipment, lighting,
and radiation of each wall. The whole room is a complex system, which cannot be
described by using an accurate mathematical model. To simplify the mathematical
model of room temperature, we make the following assumptions:

1. Temperature is uniformly distributed in an air-conditioned room;
2. Temperature in air-conditioned room changes evenly;
3. The heat storage of an enclosure is neglected;
4. Default adjacent rooms have the same effect on air-conditioned rooms; and
5. Indoor equipment, personnel heat load, and other parameters are unified as indoor

heat load interference.

According to the law of thermodynamics, the differential equation of the heat
balance of the room is as follows:

ρairVcair
dT

dt
= Gscair(Ts − T ) + k1F1(Ti − T ) + koutFout(Tout − T ) + Qin (1)

where V is the volume of the air-conditioned room, m3; ρair is the air density, kg/m3;
cair is the specific heat capacity of air, kJ/(kg °C); T is the temperature of the air-
conditioned room, °C; Qin is the indoor thermal load interference;Gs is the air supply
volume, kg/s; Ts is the air supply temperature, °C; k1 is the heat transfer coefficient
of inner wall of adjacent room, kW/(m2 °C); F1 is the heat transfer area of inner wall
of adjacent room, m2; kout is the heat transfer coefficient of external wall, kW/(m2

°C); Fout is the heat transfer area of external wall, m2; Tout is the outdoor ambient
temperature, °C; and Ti is the temperature of adjacent rooms, °C.
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4 Design of the Fuzzy Sliding Mode Controller

4.1 Design of the Sliding Mode Controller

Selection and Design of the Sliding Surface and Approaching Law

An integral sliding surface can smoothen the torque, reduce the steady-state error of
a system, weaken the chattering, and enhance the stability of a controller. Therefore,
the integral sliding surface is defined as follows:

s = e + ks

t∫

0

edt (2)

where e is the deviation signal, e = T−Td,T is the temperature of the air-conditioned
room, and Td is the set temperature.

To overcome the shortcomings of the exponential approaching law, we select the
improved power exponential approaching law [6]:

ṡ = −ε|s|αsgn(s) − ksβ (3)

where ε > 0, 0 ≤ α <, k ≥ 0, and β is a positive odd number. In particular, when
α = 0 and β = 1, the above formula is the exponential approaching law; when
k = 0, the above formula is the power approaching law.

Calculation of control law

Set Gscair(Ts − T ) to u, the differential equation of the temperature of an air-
conditioned room can be obtained as follows:

ρairVcair
dT

dt
= u + k1F1(Ti − T ) + koutFout(Tout − T ) + Qin (4)

The derivation of Eq. (4) is as follows:

ṡ = ė + kse = 1

ρairVcair
(u + k1F1(Ti − T ) + koutFout(Tout − T ) + Qin) + kse

(5)

The convergence rate of the improved power index shown in the simultaneous
Eq. (5) can be obtained as follows:

1

ρairVcair
∗ (u + k1F1(Ti − T ) + koutFout(Tout − T ) + Qin) + kse

= −ε|s|αsgn(s) − ksβ (6)
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Therefore, the slidingmode control law based on the improved power exponential
approach law can be obtained as

u = ρairVcair
(−ε|s|αsgn(s) − ksβ − kse

) − k1F1(Ti − T )

− koutFout(Tout − T ) − Qin (7)

To prove the stability of the system, we define the Lyapunov candidate function
as

v = 1

2
s2 (8)

V̇ (s) = ṡs = (ė + kse)s

=
(

1

ρairVcair
× (u + k1F1(Ti − T ) + koutFout(Tout − T ) + Qin) + kse

)
s

(9)

Integrating Eq. (9) into the above equations, we can obtain V̇ (s) =
−εs|s|αsgn(s) − ksβ+1. According to the limitation of the approaching law param-
eters, we can determine that the value range of each parameter is ε > 0, 0 ≤ α < 1,
k ≥ 0, and β is positive odd. Therefore, V̇ (s) < 0, and the system is asymptotically
stable.

4.2 Design of the Fuzzy Switching Surface

Fuzziness of Approaching Law Parameters

In this study, the improved power index approaching law is selected, which can
reduce chattering to a certain extent, but in order to better improve the robustness
of the air-conditioning system in the operation process, and ensure that the system
can quickly enter the sliding mode state and suppress chattering at the same time, a
one-dimensional fuzzy controller is designed in this paper. The comparison between
MATLAB simulation and sliding mode controller without fuzzy controller is made.

The input signal of the fuzzy adaptive sliding mode controller is the temper-
ature error e, and the output signal is the approach law parameters ε and k. The
fuzzy subsets of input variables are {negative big, negative middle, negative small,
invariant, positive small, positive middle, positive big}, that is, {NB, NM, NS, ZO,
PS, PM, PB}. The fuzzy subsets of output variables are {NB, NS, ZO, PS, PB}. The
input quantization is in the (−1, 16) region, the output ε quantization is in the (0.001,
0.01) region, and the k quantization is in the (0, 30) region.
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Table 1 Fuzzy control rule table of parameter ε and k

e NB NM NS ZO PS PM PB

ε NB ZO PS PB PB PB PB

k NB ZO PS PB PB PB PB

Membership Function and Fuzzy Rules

The membership function is selected as a triangle membership function, and the
range width of each value of the fuzzy subset is equal. According to the actual
control effect, the fuzzy control rules of the approaching law parameters ε and k are
shown in Table 1.

According to the above fuzzy rules, when the deviation signal e is large, the fuzzy
control system selects larger ε and k to ensure that the system can approach the
sliding surface at a faster speed. When e is small, the fuzzy control system selects
smaller ε and k to reduce the approach speed and weaken system chattering [7].

5 Simulation Analysis

5.1 Design of a Simulation Model

The air-conditioned room is 6 m in length, 5 m in wide, and 4 m in height. The initial
temperature in the room is 30 °C, and the air supply temperature is 16 °C.We assume
that the temperature change curve between 7:00 and 19:00 in the building area and
the temperature change curve of the next room in the air-conditioned room are as
follows (Fig. 2):

Considering that the air-conditioned room belongs to the office building, we can
make the following assumptions for the heat load caused by the change in indoor
personnel and the operation of computers and other equipment (Fig. 3).

Fig. 2 Outdoor temperature and temperature change of next room
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Fig. 3 Indoor thermal load interference

Fig. 4 Temperature response curve with ε = 0.1 and k = 5

5.2 Influence of Approaching Law Parameters on Control
Effect

When ε is set to 0.1 and K is set to 5, we can find that chattering is obvious after the
system reaches stability although the response speed is fast. When ε is set to 0.001
and K is set to 5, the transition time increases although chattering is reduced (Fig. 4).

5.3 Simulation Model and Results of Fuzzy Sliding Mode
Controller

When the fuzzy controller designed in Sect. 4.2 is used, the temperature response
curve from7:00 to 19:00 is presented in Fig. 5. The system is robust when the external
variables are greatly disturbed.

The temperature response curve of the fuzzy sliding mode control is compared
with the curve under the conditions of ε = 0.1 and k = 5. After the introduction of the
fuzzy control, the system not only has a shorter transition time than the case of ε =
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Fig. 5 Temperature response curve comparison chart

0.1 and k = 5 but also has a smaller steady-state static difference. Fuzzy control can
suppress chattering and improve the dynamic and steady performance of the system
(Fig. 6).

The air supply volume of an air-conditioned room changes with the change in
indoor and outdoor heat load. The air supply volume of the system at 7:00–19:00 is
as follows (Fig. 7).

Fig. 6 Local temperature response curve after fuzzy control

Fig. 7 Change in the air supply volume of the system
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6 Conclusion

Applying fuzzy sliding mode control to the VAV air-conditioning system can over-
come the limitations of some traditional control methods and improve the overall
stability of the system. This study provides a new idea for the control method of
VAV air conditioning. An excellent control scheme is of great significance to the
popularization of VAV air conditioning. In this study, the temperature model of an
air-conditioned room is established on the basis of the characteristics of VAV air
conditioning, a sliding mode control is used to regulate air volume, and temperature
is successfully controlled. Moreover, according to fuzzy theory, a fuzzy controller is
designed to soften the sliding mode control law, effectively suppress the chattering
of the system, and improve the dynamic performance of the system.
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Study on the Treatment of Cutting Fluid
Wastewater Chromaticity by Multiphase
Fenton System

Nana Wu, Yang He, Qiang Liu, Youchen Tan, Licheng Zhang, Na Huang,
and Yulin Gan

Abstract The composition of the cutting fluid wastewater is complex, the chro-
maticity is high, the liquid is grayish white, and the visibility is poor. In this research
work, it used a multiphase Fenton system composed of catalysts CuO/CeO2 and
H2O2 to treat the organic wastewater chromaticity, and various influencing factors
were studied. The optimal conditions of the experiment would be: The dosage of
the catalyst was 1.6 g/L, the dosage of H2O2 was 0.5 mol/L, the reaction time was
180 min, the initial pH was 8, and the reaction temperature was 25 °C. At this time,
the removal efficiency of chromaticity could reach 70%.

Keywords Multiphase Fenton system · Cutting fluid wastewater · Chromaticity

1 Introduction

With the vigorous development of the mechanical processing industry, cutting fluids
with cooling, cleaning, lubricating and anti-rust properties are more andmore widely
used in the field of metal processing [1, 2]. The replacement of old cutting fluid
and its subsequent cleaning process will produce a certain amount of cutting fluid
wastewater. Itmainly contains base oil, synthetic lubricant, antioxidant, defoamer and
other substances. It is generally in a highly emulsified state,with complex ingredients,
and is a highly concentrated organic wastewater that is difficult to degrade [3].
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Fig. 1 Schematic diagram
of Fenton reaction

The multiphase Fenton method is a popular advanced oxidation method studied
in recent years. The principle of this system is that organic pollutants react with
hydroxyl radicals (·OH) and are oxidized into CO2, H2O and other inorganic salts
[4]. The generation of hydroxyl radicals (·OH) comes from the catalyst in the reaction
system. The catalysts of the heterogeneous Fenton reaction system are divided into
solid-phase oxides or supported catalysts [5]. In the system, H2O2 is catalyzed on the
surface of the catalyst to produce ·OH, which uses the extremely high oxidizing prop-
erty of hydroxyl radicals to degrade organic pollutants in water [6]. The following is
a schematic diagram of the Fenton reaction (Fig. 1).

The study found that the multiphase Fenton technology has the effect of removing
the chromaticity of organic wastewater. Wang et al. [7] found that Fenton oxidation
method can treat flax wastewater with a COD concentration of 1747 mg/L and a
chromaticity of 200 times. The experimental results show that the COD removal
efficiency is 57%, and the chromaticity removal efficiency reaches more than 90%
after the reaction time is 1 h. Zhang et al. [8] synthesized the Cu/Al-silica black
heterogeneous Fenton catalyst using silica as a carrier and constructed a heteroge-
neous Fenton catalytic oxidation system for laboratory high concentration organic
wastewater treatment experiments. The results showed thatwhen the reaction temper-
ature was 25 °C, the pH of the reaction system was 5, the catalyst dosage was 6 g/L,
and the hydrogen peroxide dosage was 55 mmol/L. After 120 min of reaction, the
chromaticity removal efficiency was 80%. After five repetitions, the catalytic system
still maintained an ideal treatment effect.

2 Methods

The steps of this experiment would be: first take 200 ml of experimental water into
the beaker, add the catalyst, turn on the peristaltic pump and addH2O2 into the beaker
at a uniform rate. After a period of time, use a pipette to suck the supernatant and
measure and record the color value of the solution.
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The catalyst used in the research work is a supported catalyst, and the catalyst
CuO/CeO2 supported by CeO2 is prepared by the deposition precipitation method.

In this research work, the ET720 microcomputer platinum-cobalt chromaticity
tester produced by Lovibond was used to determine the chromaticity of the water
sample. By comparing with the blank water sample, the absorbance of the sample at
a specific wavelength is converted into the concentration value of the parameter to be
measured, and the value can be directly read on the liquid crystal display to obtain the
water sample chromaticity. The inoLab pH 730 desktop precision pHmeter produced
by WTW in Germany was used to determine the pH value of the water sample. The
instrument needs to be calibrated before use.

3 Results and Discussion

3.1 Effect of Reaction Time on Removal Efficiency
of Chromaticity by Multiphase Fenton System

In this experiment, it studied the effects at six different reaction time instants of
60 min, 120 min, 180 min, 240 min, 300 min and 360 min on the chromaticity
removal efficiency.

From Fig. 2, as the reaction time increases, the removal efficiency of chromaticity
gradually increases first and then tends to be gentle. When the reaction time reached
180 min, the chromaticity removal efficiency reached 70%. This is because the cata-
lyst CuO/CeO2 catalyzes the ·OH produced by H2O2 to rapidly oxidize and degrade
organic pollutants. With the increase of time, more and more ·OH will be produced,
resulting in an increase in the removal efficiency. However, the total amount of

Fig. 2 Effect of reaction
time on removal efficiency of
chromaticity
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organic pollutants is limited. After 180 min, even if there is still ·OH, the chro-
maticity removal does not change and remains stable. So, 180 min would be the best
reaction time.

3.2 Effect of Catalyst Dosage on Removal Efficiency
of Chromaticity by Multiphase Fenton System

The catalyst dosage can affect not only the reactivity of the reactants, but also the
mass transfer rate during the oxidative degradation process. Moreover, the catalyst
CuO/CeO2 itself has a certain adsorption effect on the reactants and the removal
substances [9]. Therefore, this experiment set seven different gradients of 0.4 g/L,
0.8 g/L, 1.2 g/L, 1.6 g/L, 2.0 g/L, 2.4 g/L and 2.8 g/L to investigate the effect of
catalyst dosage on the degradation of chromaticity.

From Fig. 3, with the increase of the catalyst dosage, the chromaticity removal
efficiency changes little, and the removal rate was the highest when the dosage was
1.6 g/L. However, the minimum and maximum are 68% and 70%, respectively, and
the difference is only 2%. This may be because the minimum amount of catalyst
added is much higher than the amount of catalyst required to remove chromaticity.
Thus, 1.6 g/L was chosen as the best catalyst dosage.

Fig. 3 Effect of catalyst
dosage on removal efficiency
of chromaticity
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Fig. 4 Effect of H2O2
dosage on removal efficiency
of chromaticity
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3.3 Effect of H2O2 Dosage on Removal Efficiency
of Chromaticity by Multiphase Fenton System

The dosage of H2O2 will directly affect the production rate and production of ·OH,
which are themain functional groups of oxidative degradation [10]. In the experiment,
it studied seven differentH2O2 dosages of 0.1mol/L, 0.2mol/L, 0.3mol/L, 0.4mol/L,
0.5 mol/L, 0.6 mol/L and 0.7 mol/L on the degradation of chromaticity.

According to Fig. 4, as the dosage of H2O2 increases, the chromaticity removal
efficiency increases first and then becomes gentle. The removal efficiency reached
the maximum when the dosage of H2O2 was 0.5 mol/L, which could be about 70%.
This is because, as the amount of H2O2 added increases, the amount of ·OHgenerated
during the effective time will increase. At the same time, the adsorption of the cata-
lyst CuO/CeO2 and H2O2 itself has strong oxidizing, which will also accelerate the
oxidative degradation reaction, increasing in the removal efficiency of chromaticity.
However, when the H2O2 dosage is greater than 0.5 mol/L, the ·OH content required
to remove chromaticity is relatively small, resulting in the ineffective decomposi-
tion of H2O2 [11]. Therefore, the chromaticity removal efficiency does not change
much after H2O2 excessive. The optimal H2O2 dosage used in this experiment was
0.5 mol/L.

3.4 Effect of Reaction Temperature on Removal Efficiency
of Chromaticity by Multiphase Fenton System

During the chemical reaction, temperature is an important factor that affects the
reaction rate [8]. In the experiment, it studied five different reaction temperatures of
25 °C, 35 °C, 45 °C, 55 °C and 65 °C on the degradation of chromaticity.
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Fig. 5 Effect of reaction
temperature on removal
efficiency of chromaticity
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According to Fig. 5, initially, with the increase in temperature, the removal effi-
ciency of chromaticity did not change much, the temperature increased again, and
the removal efficiency decreased. This is because increasing the temperature will
promote the reaction and facilitate the progress of the oxidative degradation reac-
tion of ·OH. However, if the temperature is too high, the H2O2 in the solution will
become unstable and decompose [12], resulting in a decrease in the ·OH content,
so the removal efficiency of chromaticity decreases after the temperature is 35 °C.
This experiment does not adjust the reaction temperature, and normal temperature
is enough.

3.5 Effect of Initial pH on Removal Efficiency
of Chromaticity by Multiphase Fenton System

ThepHvalue of theFenton reaction system is oneof the important influencing factors.
The pH value not only affects the existence form of copper ions in the solution but
also affects the activity of the reaction catalyst [8]. In this experiment, it studied
eight initial pH values and the effect of the initial pH value on the degradation of
chromaticity.

From Fig. 6, the removal efficiency of chromaticity is significantly better under
alkaline conditions than under acidic conditions. The removal efficiency is main-
tained at around 70% under alkaline conditions, and around 65% under acidic condi-
tions. This is because the alkaline reaction can effectively avoid the side reaction of
CuO under acidic conditions [13]. Even if part of the ·OH is wasted, the removal of
chromaticity can also rely on the adsorption of the catalyst CuO/CeO2 to reduce. The
effect of reduced ·OH content, which in turn shows a higher chromaticity removal
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Fig. 6 Effect of initial pH
on removal efficiency of
chromaticity
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efficiency under alkaline conditions. Since the pH was 7, the removal rate started to
change. To ensure accuracy, the optimal pH was 8.

4 Conclusion

In this research work, the catalyst CuO/CeO2 and H2O2 constitutes a multiphase
Fenton system to study the effect of experiments on the removal of chromaticity of
cutting fluid wastewater. In addition, it studied the effects of reaction time, catalyst
dosage, H2O2 dosage, reaction temperature and initial pH in the experiment and
determined the best experimental conditions for the heterogeneous Fenton system.
At that time, the chromaticity removal efficiency could reach 70%. Through research
work, it is once again confirmed that themultiphase Fenton systemhas a certain effect
on removing the chromaticity of organic wastewater.
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Optimization for Finite Element Model
of a Steel Ring Restrainer with Sectional
Defect

Qiang Zhang, Yue Ma, Jin Feng, and Zhanfei Wang

Abstract Performances of the steel ring restrainer (SRR) as a typical steel structural
component can be impaired due to a presence of initial geometrical defects ormetallic
corrosion. In this paper, finite element (FE) models of the SRRs with a sectional
defect were optimized, and then a convenient and effective method was proposed
to establish FE models. By comparing the force–displacement, stress distribution,
stress triaxialities and analysis duration, it is found that analytical results of optimized
models are good agreement with analytical results of models with solid elements,
and meanwhile, optimized models present the higher calculation efficiency. The
monotonic loading tests of SRRs were conducted to further verify the effectiveness
of the optimized models. The optimized method of the FE model was proposed,
and it can provide a reference for the research of related topics. The experimental
results also show that the proposed method can obtain accurate analytical results in
a relatively short time.

Keywords Finite element model · Steel ring restrainer · Sectional defects

1 Introduction

In current earthquakes, restrainers have shown good restraint effects in both the
longitudinal and transverse directions, so that they can effectively reduce occurrences
of the bridge unseating [1]. In China, due to the late start of the research on the
mechanical performance of the restrainers, the restrainers are just as an attachment.
Therefore, it is still necessary to further explore the mechanical performance of the
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restrainers.Many scholars have studied a lot of research on themechanical properties
of rigid stoppers, cables and SRRs, and their research methods are mainly theoretical
calculations, experiments and numerical simulations [2–4].

For structural components of complex configuration and forces reception, theo-
retical calculations have difficulty to accurately analyze their mechanical proper-
ties under various external conditions and design parameters. On the other hand, it
requires extremely high-standard test condition to obtain convincing results by tests.
As the era of evolution of computer technology, the applicability of finite element
analysis software has been improved.Numerical simulationmethods can obtainmore
accurate results, meanwhile consume less manpower and material and have become
one of the most commonly used analytical methods by most scientific researchers.
The modeling method is chosen to establish the FE model, such as element type,
meshing method and model simplification measures, and has a great impact not only
on the accuracy of the analytical results, but also on operation costs and calculation
time. Therefore, choosing an appropriate modeling method is a critical step.

The previous study showed that the section size of the device is the main factor
affecting its restraint ability [3, 4]. The effect of the overall section size was assessed
instead of the local section size. Therefore, it is necessary to further study themechan-
ical properties of the SRR with sectional defects. This paper optimizes the finite
element model of the SRRwith sectional defects, proposes a method for establishing
an optimized FE model with high efficiency and high accuracy and compares it with
the experimental results and simulation results of the solid model. The comparison
of the results verifies the effectiveness of the optimization model. Researchers and
engineers can use this model to obtain more accurate analysis results in a short time.

2 SRRs with Sectional Defects

The sectional defects of the SRR can be divided into two main categories. One of
them is the error during processing in the factory or the initial defect of the steel
plate, and the other is caused by the influence of the external environment on the
device during the engineering application, such as the corrosion in the atmospheric
environment and the defect due to impact. The cross-sectional defect rate, which
is the ratio of the difference between the defective cross-sectional area and design
cross-sectional area to the design cross-sectional area, is often used to describe the
degree of defects [5]. In this paper, 15% and 30% are used as the cross-sectional
defect rate, and the design cross-sectional area is 120 mm2. Figure 1 depicts a typical
SRRwith sectional defects. The R is the radius of the steel ring, andD is the diameter
of the guide pulley. In this paper, D and R are 40 mm and 120 mm, respectively. The
A-A section represents the cross section of the defect on the steel ring.
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(a) A-A section (b) 2-D diagram (c) 3-D diagram

Fig. 1 SRR with sectional defects

3 Finite Element Model and Optimization Method

3.1 Solid Element

For the numerical simulation of three-dimensional geometric members, choosing
8-node linear brick stress/displacement elements (C3D8R) is intuitive and reliable
[6] (Fig. 2).

The C3D8R was selected to model the steel ring, and the guide pulleys were
modeled by the analytical rigid body. The degree of freedom in the x-axis direction
of the upper guide pulley is free, and the unidirectional displacement is employed
along the x-axis direction. The lower guide wheel adopts fixed constraint. In the
sectional defect area, transition area and other areas, the fine mesh, medium mesh
and coarse mesh are used, respectively. The steel yield strength, ultimate strength
and Young’s modulus are 294 MPa, 424 MPa and 216 GPa, respectively.

Fig. 2 C3D8R model
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Fig. 3 CPS4R model and
two optimization models

3.2 Optimization Models

Combining the previous study, 4-node bilinear plane stress elements (CPS4R) are
used to simulation the steel ring with sectional defects. The model is shown in Fig. 3.

In Fig. 3, the CPS4R-simple1 and CPS4R-simple2 are the two optimization
models that are mainly compared and analyzed in this paper. The CPS4R model:
The steel ring adopts CPS4R. The boundary conditions and loading pattern are the
same as the C3D8Rmodel. The method is almost the same as the C3D8Rmodel. The
CPS4R-simple1 optimization model: Compared with the CPS4R model, this model
ignores defects in section height but applies such defects to the thickness direction
based on the same cross-sectional defect rate. The CPS4R-simple2 optimization
model: Compared with CPS4R-simple1, a unified meshing method is adopted.

4 Numerical Simulation Study

4.1 Force–Displacement Relationship

The force–displacement is very important to the engineering design of the SRR.
Therefore, the effect of modeling methods with different sectional defect rate on
the force–displacement was investigated. It can be seen from Fig. 4 that the force–
displacement almost completely overlaps before the ultimate state.

4.2 Stress Distribution

The stress distribution of four types of FE models when the cross-sectional defect
rate is 15% are shown in Table 1. In the table, δ1 = 155 mm, δ2 = 240 mm, δ3
= 255 mm, the selected displacements are respectively in the stable stiffness stage,
the stiffness gradient stage and the ductile stretching stage [5]. These displacements
were selected to compare the stress distribution at the different types of FE models.
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(a) The cross-sectional defect rate:15% (b) The cross-sectional defect rate:30%

Fig. 4 Force–displacement

Table 1 Stress distribution of four model types

Model type δ1 = 155 mm δ2 = 240 mm δ3 = 255 mm

C3D8R

CPS4R

CPS4R-simple1

CPS4R-simple2

It is shown, in Table 1, that there are minor differences on the stress distribution of
four types of FE models.
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(a) The cross-sectional defect rate:15% (b) The cross-sectional defect rate:30%

Fig. 5 Stress triaxiality

4.3 Stress Triaxiality

The stress triaxiality can reflect the stress state of the element and affect the fracture
failure process [7]. The stress triaxiality of the first fractured element in the finite
element model is extracted, and the element is deleted when the stress triaxiality
is approximately equal to 2/3. When the cross-sectional defect rate is 15%, the
stress triaxiality of CPS4R-simple2 and C3D8Rmodels is relatively close. When the
cross-sectional defect rate is 30%, stress triaxialities of CPS4R, CPS4R-simple2 and
C3D8R are relatively close. Therefore, for the C3D8Rmodel and the CPS4R model,
the stress triaxiality is different when the defect section area is small.

4.4 Analysis Time

The time required for the finite element analysis often depends on the computer
configuration and the complexity of the model. For the computer selected by the
author, taking a finite element model with a 15% cross-sectional defect rate as an
example, it took 55 min to analyze a C3D8R model, it took 6 min to analyze a
CPS4R model, and it took 4 min to analyze a CPS4R-simple1 model, while the
analysis of a CPS4R-simple2 is only 3 min. Therefore, the calculation efficiency of
the CPS4R-simple2 is higher for this paper (Fig. 5).

5 Optimization Model Validation

In order to verify the effectiveness of the proposed optimized model, it designed, in
this paper, four specimens of the SRRwith different parameters tomonotonic loading
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tests. The dimensions of the specimens are shown in Table 2. In which, the A, Amin

and α are design cross-sectional area, defect cross-sectional area and cross-sectional
defect rate, respectively. In the test, a MTS is used to drive the upper guide pulley to
produce a horizontal displacement until the specimen is broken and the lower guide
pulley is fixed.

By comparing the final fracturemode of the specimen, it is shown that the CPS4R-
simple2 model can be employed to simulate the failure mode of SRRs (Fig. 6).

It illustrated, in Fig. 7, the comparison of force–displacement of the experiment
and numerical simulation. The maximum error of the ultimate bearing capacity and
ultimate displacement of the experiment results and finite element results are 4.5%
and 3.7%, respectively. The force–displacement of the specimen and the FE model
are basically same, which proves the validity of the CPS4R-simple2 model.

Table 2 Geometrical dimensions of specimens

Name R/mm D/mm A/mm Amin/mm α/%

SRR-SD1 120 40 120 108 10

SRR-SD2 145 40 120 99.6 17

SRR-SD3 170 90 120 98.4 18

SRR-SD4 170 140 120 102 15

(a) SSR-SD1 (b) SSR-SD2 (c) SSR-SD3 (d) SSR-SD4

(e) SSR-SD1FE (f) SSR-SD2FE (g) SSR-SD3FE (h) SSR-SD4FE

Fig. 6 Comparison of failure modes between experiment results and analytical results

(a) SSR-SD1 (b) SSR-SD2               (c) SSR-SD3               (d) SSR-SD4

Fig. 7 Comparison of results from numerical simulation and experiment
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6 Conclusions

1. This paper proposes a method for establishing an optimized FE model of the
SRR with sectional defects. The validity of the model is proved by comparison
with the C3D8R model and test results, and the calculation efficiency is higher.
The CPS4R-simple2 model is the best choice for the optimized model of this
paper.

2. For the FE analysis of the SRRwith sectional defects, the force–displacement and
the stress distribution of the analysis results of the C3D8Rmodel and the CPS4R
model are almost identical. However, the stress triaxiality is slightly different
when the defect section area is small.

3. For the FE model of the SRR with sectional defects using CPS4R, the mesh has
little effect on the force and displacement results.
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An Epidemic Prevention Robot System
Based on RoboMaster Technology

Tao Li, Lei Cheng, Huanlin Li, Yanjie Wu, and Guang Li

Abstract Based on the RoboMaster AI Challenge, a solution is proposed to use
robots to replace epidemic prevention personnel to perform tasks. The epidemic
prevention robots are designed for schools, office buildings and other public places
to complete the monitoring of the body temperature of the entering personnel and
disinfect the environment, etc. The robot designed in this study can go through deep
learning to allow the body temperature of the entering person to be more accurately
measured. The study introduces theworking principle of the intelligent anti-epidemic
disinfection robot and mainly explains the control of the gimbal to spray disinfectant
and the autonomous path planning of the robot. The simulation experiment results
show that these anti-epidemic robots can effectively complete their tasks. This has
laid a good foundation for the next step of research on the epidemic prevention robot
system.

Keywords Epidemic prevention robot · COVID-19 · TensorFlow · ROS ·
MATLAB

1 Introduction

The history of the epidemic is a terrible disasters history. Three thousand years
ago, the smallpox virus brought huge disasters to Indians and even the world. The
spanish flu that originated in the United States in 1918 spread globally, causing
more than 21 million deaths [1]. Covid-19 is currently raging globally. At the time
of writing, 16,000,000 people worldwide have been infected with Covid-19, and
600,000 people have died. The epidemic will also hit the global economy. During the
H1N1 outbreak, the US GDP growth rate was negative; during the SARS outbreak,
China’s GDP growth rate declined; during the Covid-19 outbreak, the epidemic

T. Li (B) · L. Cheng · H. Li · Y. Wu · G. Li
School of Information Science and Engineering, Wuhan University of Science
and Technology, Wuhan, China
e-mail: 501320331@qq.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
Y. Li et al. (eds.), Advances in Simulation and Process Modelling,
Advances in Intelligent Systems and Computing 1305,
https://doi.org/10.1007/978-981-33-4575-1_33

341

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4575-1_33&domain=pdf
mailto:501320331@qq.com
https://doi.org/10.1007/978-981-33-4575-1_33


342 T. Li et al.

hit small- and medium-sized enterprises a lot, and the contribution of small- and
medium-sized enterprises toChina’sGDPwas approximately 60%, and about 80% in
terms of employment, which almost affects China’s economic and financial stability
[2]. Therefore, how to prevent and control the epidemic is a matter of great concern
to governments.

In recent decades, with the development of science and technology, robots have
been widely used in many fields. However, after the outbreak of Covid-19, there are
very few robots that can participate in the prevention and control of the epidemic,
so people are basically fighting the epidemic in person. On the battlefield, this also
caused many policemen, delivery workers and couriers to contract the epidemic.
Fortunately, shortly after the outbreak, researchers actively developed various anti-
epidemic robots and put them into the battlefield. All kinds of robots appeared. A
5G-powered patrol robot manufactured by Guangzhou Gosuncn Robot Company is
used for temperature monitoring and mask detection in airports and shopping malls
[3]. In another example, the mobile Aimbot robot [4] and humanoid Cruzr robot
from Shenzhen-based UBTECH Robotics is being used in school and hospital. They
can measure temperature and confirm whether the masks are worn correctly. About
robots for disinfection, in Danish, using high intensity UV-C light with a wavelength
of 254nm, the UVD Robots manufactured by Blue Ocean Robotics are used to kill
bacteria and viruses [5]. In Singapore, PBAGroup which is a local company has pro-
duced a disinfection robot called Sunburst UV Bots [6]. They use lider to complete
autonomous navigation and use UV lamp to disinfect. In addition to the UV disinfec-
tion, there is also themethodof spraying disinfectant. InMarch 2020, theVHPRobots
were deployed in Hong Kong’s railway station, using hydrogen peroxide to disinfect
the compartments and stations [7]. In Shanghai, the Keenon Robotics can disinfect
by using UV lamp and hydrogen peroxide, but they need remote-controlled from a
phone or tablet. The use of robots has not only reduced the direct contact between
staff, but also greatly reduced the work burden of the epidemic fighting personnel,
making great contributions to the fight against the epidemic. The development and
application of intelligent technology will play an increasingly important role in epi-
demic prevention and control. Based onRoboMaster technology, this article proposes
a design scheme of an epidemic prevention robot, which completes functions such
as body temperature monitoring, spraying disinfection and autonomous navigation.

The paper consists of the following parts. The second section gives the design
ideas of the robot system. The third section describes the various robots and what
we do simulation work. The fourth section presents the conclusions of our research
and the outlook for the future anti-epidemic robots.

2 System Structure

Based on the current situation of the epidemic situation, we propose a design scheme
for an epidemic prevention robot system based on the RoboMaster AI robot. Two
types of robots are planned to be designed. The first type is a temperature detection
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Fig. 1 Structure of the system design

robot, which is mainly responsible for monitoring the temperature of moving person-
nel at designated locations, finding people with abnormal body temperature in time
and controlling the further spread of the epidemic; the second type is a disinfection
robot, which is mainly responsible for disinfecting the area to reduce the risk of
cross-infection.

For the design of a single robot, the robot can use a unified model to save
costs. Temperature detection robots mainly use robot vision technology, so they are
equipped with infrared cameras and RGB cameras. The disinfection robot will not
be equipped with a camera and will only use lidar for composition and positioning.
The structure of the system design is shown in Fig. 1.

3 Function Design and Practice

The following of this section describes the basic parts of the system. The first part
uses an infrared camera and an RGB camera, adopts the KCF tracking algorithm and
trains a recognition model through TensorFlow to realize the functions of pedestrian
tracking and body temperature detection. In the second part, the spraying model
is established according to the automatic disinfection function of the robot, which
lays the foundation for the intelligent disinfection of the robot. In the third part, it
introduces the research of robot autonomously determining the motion trajectory on
ROS [8] by using AMCL algorithm and A* algorithm.
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3.1 Thermal Imaging Visual Tracking

The hardware of the vision solution consists of an infrared imaging sensor and an
RGB monocular camera. The infrared imaging sensor is used to obtain the thermal
radiation video stream. From it, the approximate object contour boundary can be
obtained. It can be used to track the moving objects when the environment is not
much complex, but it is quite difficult to track and recognize an object when the light
is bright or the environment changes greatly. About this question, the RGB camera
can improve it. The infrared image and the RGB image can be complemented to get
temperature and light texture information at the same time.

Tracking objects can be divided into two situations: bright light with the environ-
ment complicate and dim light with the environment ordinary. In the first case, track-
ing people with abnormal body temperature is best achieved through RGB vision.
For the second case, when the light is insufficient and the environment changes little,
it is better to use infrared images for analysis, identification and tracking.

Implementation methods of identification and tracking. Recognition function is
to train offline .pb models by TensorFlow, including face recognition model and
pedestrian recognition model. The main function is to identify people with abnormal
body temperature. The edge information, texture information, color information and
centroid inflection point information can all be extracted in the acquired image. In
addition, other features of the face and body area can also be obtained. Using this
method can make tracking relatively simple, and the system has good robustness. In
order to improve the tracking ability under high-speed motion and ensure that the
target is not easily lost, the commonly used and mature KCF tracking algorithm is
adopted. The tracking effect is shown in Fig. 2.

For temperature detection, firstly, pedestrians and their faces are detected in RGB
images. In the infrared image, choose the area corresponding to the RGB image of
the detected pedestrians forehead. And then obtain the temperature information from

(a) (b)

Fig. 2 KCF tracking algorithm renderings. a shows the start of tracking with KCF, and b shows
the tracking after a few frames
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Fig. 3 Tracking test under
infrared image and RGB
image

intercepted infrared image, and average the local value as the body temperature of
the detected person. If the body temperature is found to be greater than 37.3 ◦C, the
person will be added to the key tracking target, the KCF algorithm will be used for
tracking and real-time feedback of position information, and the pedestrian’s position
information will be read when the pedestrian needs to be further checked. Using this
information enables the robot to conduct autonomous navigation and tracking. The
tracking test effect with the infrared image and the RGB image is shown1 in Fig. 3.

Disadvantages and improvements: Due to the instability of the infrared image, the
measured temperature will jump at ±0.2 ◦C. Therefore, the critical point of 37.3 ◦C
should be suspicious. For this situation, a more effective treatment should be used
method. For the same person under test, taking 10 times as the detection cycle, if the
temperature measured more than 6 times is the same value, then this value is taken
as the measured temperature value. In the subsequent cycles, when the error between
the measured temperature value and the current value exceeds 0.3 ◦C, the currently
confirmed temperature value will be updated, otherwise it will remain unchanged.

3.2 Automatic Disinfection Function Design

The automatic disinfection function is one of the most important functions that a
disinfection robot needs to have.According to the recommendations ofWHOexperts,
70%medical ethanol can be used repeatedly special equipment for disinfection, such
as a thermometer. 0.5% of sodium hypochlorite to disinfect the surfaces of objects
frequently touched at home or in medical institutions [9]. Sodium hypochlorite is the
main component of 84disinfectant. Therefore, 84 disinfectant is used as a disinfection
weapon for epidemic prevention robots.

This section will introduce the realization of automatic disinfection tasks in two
parts. The first part will introduce the hardware design, and the second part will
introduce the spraying model design based on MATLAB.

Hardware Design The RoboMaster development board type C (STM32f407IG)
designed by DJI is used as the gimbal control board and chassis control board. The
M3508motors are used to drive the robots to move, and the GM6020motors are used

1Informed consent was obtained from the participant included in the study.



346 T. Li et al.

to control the rotation of the gimbal and the spraying direction of the disinfectant.
The disinfectant is pumped up from the medicine box by a pump and atomized into
small droplets by a fan and a nozzle.
Simulated Disinfectant Spraying Model After the sprayer atomizes, the disin-
fectant will form a group of small droplets. We assume that each small droplet is
spherical, and the small droplets can form a cone-shaped droplet group. Based on
this, we carry out modeling analysis (Figs. 4 and 5).

Themovement of droplets in the air should consider the influence of air resistance.
According to the knowledge of aerodynamics and Newton’s second law [10], some
differential equations can be listed:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

mẍ = −kẋ2

mÿ = −k ẏ2

mz̈ = −mg − kż2 (t > t1)

mz̈ = −mg + kż2 (t ≤ t1)

(1)

where t represents the movement time of the droplet; t1 represents the rise time.
The simulation result Fig. 6 is obtained by solving Eq. (1) and performing MAT-

LAB simulation. When the spray speed is constant, the greater the angle of the spray,
the larger the disinfection range. When the angle of the spray is constant, the greater
the spray speed, the farther the range. And ejecting droplets of the initial velocity

Fig. 4 Schematic diagram of spraying disinfectant

Fig. 5 Coordinate establishment and transformation. In a ϕ1 represents the spray opening angle; ϕ2
represents the radial angle of injection. In b represents the relative coordinate system; In c represents
the absolute coordinate system
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(a) (b)

Fig. 6 Relationship between the spray range of the disinfectant and the spray opening angle and
the initial spray velocity. In a, the initial spray velocity is 5m/s, and the spray opening angle is 10◦,
20◦, 30◦. In b, the spray opening angle is 30◦, and the initial spray velocity changes in 3–8m/s

is determined by the speed of the fan, the spray opening angle is determined by
the pump power. Therefore, according to the relationship between simulation and
calculation, the robot can choose the power of the pump and the speed of the fan
according to the width and depth of the terrain of the disinfection area to achieve the
optimal disinfection efficiency.

3.3 AMCL Is a Probabilistic Localization System for 2D
Mobile Robots

Adaptive Monte Carlo Localization(AMCL) is used in the localization section.
AMCL is a probabilistic localization system for 2D mobile robots. It achieves adap-
tive (or KLD sampling) Monte Carlo localization. Based on the known map, particle
filters are used to track the robot’s attitude. The basic idea of traditional Monte Carlo
localization refers to particle filtering and Bayesian filtering. From the viewpoint
of Bayesian theory, state estimation problem is to calculate the credibility of the
current state according to the previous series of existing data recursively, which is
mainly divided into two steps: prediction and update. The particles are sampled from
the motion model, and the current confidence is used as the start point. The measure
model is selected to determine the particle weight distribution. The initial confidence
is obtained from those particles which are randomly generated by the prior distribu-
tion (set the sampling points), and the same weight factor is assigned to each particle.
KLD is introduced by AMCLmethod, KLDmethod takes the sample collection after
being weighted not the re-sampling as input. AMCL method produces the sample
set until reaches its approximation error of statistics. ROS has prepared the relevant
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(a) (b)

Fig. 7 Localization simulation results. a shows the motion planning of the robot from the starting
point, and b shows the simulation when the robot returns

function package which can easily running by subscribing to the relevant topics and
setting some parameters.

In the planning section, A* algorithm [11] is quoted to get the effective routine
which is also the shortest. The whole area would be simplified to the area con-
tained with square grids, turning the map to the two-dimensional array. The number
of the grids, which is calculated by the program, is the routine needed. The short-
est routine would be searched from the start point to the surrounding area. Each
start point is determined by the grid which has the minimum sum of the distances
from A and B. In the ROS platform, a virtual scene is constructed and motion
planning is carried out (Fig. 7).

4 Conclusions and Future Work

This article introduced a body temperature monitoring robot that could perform
deep learning and a disinfection robot that could navigate autonomously. Most of the
robots on the market now complete the epidemic prevention work independently. If
the robot fails, the entire anti-epidemic system may be paralyzed. In the future work,
we plan to group multiple robots into a robot system. Divide the task to be completed
into multiple parts, arrange specific tasks for the robots in the system, and cooperate
to complete the tasks through a collaborative method, so that the anti-epidemic work
can run stably.
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Research on the Fire Resistance of Grout
Sleeve Splicing Joint for Precast Stadium

Xudong Yang, Fan Gu, Liqiang Liu, and Qinghe Li

Abstract Based on the sequential coupling method and the temperature rise curve
according to ISO-834, the ABAQUS numerical models of grout sleeve splicing joint
was established. At a different fire exposure time, the temperature field and ultimate
tensile strength of splicing joint were numerically analyzed. Meanwhile, by means
of the stress distribution analysis of grouting material, the failure mechanism of
splicing joint was put forward. Numerical simulation result shows that under the
action of ultimate tensile load, the Mises stress of rebar decreases gradually along
axial direction from uploaded end to non-loaded end, the Mises stress of sleeve
increases gradually along axial direction from sleeve end to middle cross section,
and the stress distribution of grouting material is relatively uniform. Furthermore,
with the increase of fire exposure time, the stress state of grouting material changes
from trip-direction compressive state to trip-direction tensile state gradually, which
leads to the ultimate tensile load of grout sleeve splicing joint decreases.

Keywords Grout sleeve splicing joint · Fire resistance · Stress distribution ·
Sequential coupling method · ABAQUS

1 Introduction

Nowadays, prefabricated technology has been applied in large shopping malls, office
buildings, school buildings, stadiums, multi-storey residential buildings, and so on.
For prefabricated stadiums, there are two main development trends, light-steel struc-
tures and precast reinforced concrete structures. The former is mainly applied as
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temporary stadiums and gymnasiums such as assembled swimming pools and assem-
bled canopy stadiums, and the latter is mainly applied as large-scale precast rein-
forced concrete stadium structures. In precast stadium structures, the prefabricated
parts manufactured in factory are mainly connected by grouted splice connector as
a whole and effectively realize the design requirement of assembly equivalent to
cast-in-place.

Grouted splice connector has the advantages of reliable connection performance,
easy installation, and scholars have carried out sufficient experimental researches
and numerical simulation researches on the mechanical properties of grout sleeve
splicing joint and precast reinforced concrete structure with grouted splice connector.

For grout sleeve splicing joint, Ling et al. [1] carried out an experimental study on
the connection performance of grout sleeve splicing joint under incremental tensile
load and derived the equations to evaluate structural performance. Zheng et al. [2]
took an experimental research on the effect of compressive strength and expansion
rate of grouting material on the bond behavior of splicing joint and derived the
determination of bond performance by experimentallymeasuring the exterior surface
transverse strain of grout sleeve in curing stage. Kuang et al. [3] and Abdel et al.
[4] carried out experimental study and numerical study on the mechanical behavior
of grout sleeve splicing joint under the action of high-stress reversed tension and
compression load and large-deformation reversed tension and compression load and
put forward the effect of grout content on the bond capacity between rebar and
grouting material and together with the tensile capacity of joint. Gu et al. [5–8]
conducted numerical research on the failure mechanism of grout sleeve splicing joint
under the actionof tension load and cyclic load anddiscussed the influenceof grouting
material strength, sleeve rib space on the bond behavior of joint. Furthermore, Ahmad
et al. [9] proposed a new type of sleeve splice connector consisted of steel bars with
tapered nuts confined in grouted steel pipes and presented its structural performance
under increasing axial tension load. Eliya and George [10] proposed a grout sleeve
that accommodates current production tolerances in addition to be economical and
easy to produce and conducted the experimental investigation on its connection
performance.

For precast reinforced concrete structure with grouted splice connector, Ali et al.
[11] carried out experimental research on the adhesive performance of grout sleeve
splicing joint in beamcomponents anddiscussed the effect of interlockingmechanism
on bond strength of sleeve.Ameli et al. [12] took a test of half-scale bridge column-to-
cap beam assemblies to investigate their response under cyclic quasi-static load and
revealed the seismic ability of precast concrete joints constructed with grouted splice
connectors in cap beam. Nerio and Fabio [13] carried out the cyclic test on a precast
reinforced concrete column-to-foundation grouted duct connection with a full-scale
specimen under the action of cyclic bending combined with axial compression. In
addition, Ramin et al. [14] proposed a special precast concrete wall-to-wall connec-
tion system by using two steel U-shaped channels which can resist multidirectional
imposed loads and reduces vibration effects and took numerical study on its energy
dissipation, stress, deformation, and concrete damage in the plastic range. Arthi and
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Jaya [15] conducted comparative study on structural behavior of precast shear wall-
diaphragm connection and the monolithic connection under seismic loading and
indicated that the damage parameter and the interaction between structural members
play a crucial role in the modeling of precast connections.

With the rapid development of prefabricated construction, the fire resistance of
grout sleeve splicing joint has aroused more and more people’s concern. At present,
the research on its mechanical performance and damage mechanism under elevated
temperature is slightly insufficient. In this paper, basedon sequential couplingmethod
and the temperature rise curve according to ISO-834, the numerical simulation
research on the connection performance and damage mechanism of grout sleeve
splicing joint under elevated temperature was carried out, in order to provide theo-
retical reference to the performance assessment of grout sleeve splicing joint after
fire.

2 Numerical Model of Grout Sleeve Splicing Joint

According to the actual structure of grout sleeve for connecting �16 mm rebars,
in accordance with ASTM A1034/A1034M-10a [16], ACI 318-14 [17] and JGJ
355-2015 [18], the finite element numerical model of grout sleeve splicing joint was
built by ABAQUS. For reducing the number of elements, 1/2 model in axial direction
was selected, with xz plane-symmetry displacement boundary conditions on the right
surface of numerical model, where is themiddle cross section of grout sleeve splicing
joint in axial direction. Meanwhile, according to the axisymmetric characteristics of
splicing joint geometry, the generatrix model was adopted to establish.

In the process of heat transfer analysis, DCAX4 element, namely linear axisym-
metric heat transfer four-node quadrilateral element, was used for representing
rebar, grouting material, and sleeve. In the process of elevated temperature connec-
tion performance analysis, CAX4 element, namely four nodes axisymmetric solid
element without distortion, was used for representing grouting material. Because
of the regular shape of numerical model, the tetrahedral free meshing technology
was adopted, and the local grid refinement was applied on grouting material. Mesh
generation of the generatrix of 1/2 model of grout sleeve splicing joint is shown in
Fig. 1.

Fig. 1 Numerical model of grout sleeve splicing joint
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3 Temperature Field Analysis

3.1 Temperature Rise Curve and Thermal Parameters

In the process of temperature field analysis of structure fire resistance, two kinds
of temperature rise curve according to ISO-834 [19] and ASTM E119-20 [20] are
usually adopted. The heating up effect by these two temperature rise curves is the
same in general, and the former temperature rise curve by ISO-834 was adopted in
this paper.

In the process of heat transfer analysis, thermal parameters of rebar, ductile
cast iron sleeve, and grouting material were evaluated according to the formula in
literature [21–23], as shown in Tables 1, 2, and 3.

3.2 Temperature Field Analysis

The heat transfer approaches between objects can be divided into heat conduction,
heat convection, and heat radiation. The heat conduction depends on thermal conduc-
tivity and specific heat volume, as mentioned in Sect. 3.1. The heat convection
depends on the convective heat transfer coefficient of fire surface. Considering the
concrete protective layer outside the sleeve, the value of the convective heat transfer
coefficient of splicing joint was taken as 25 W/(m2 °C) [24]. The thermal radiation
depends on the comprehensive radiation coefficient of fire surface, the value was
taken as 0.5 [25]. The temperature nephogram of splicing joint at difference fire
exposure time could be calculated, as shown in Fig. 2. By extracting the temperature
data of the middle cross section of splicing joint along axial direction, that is, the
bottom section of half structure numerical model, the relationship between tempera-
ture and fire exposure time could be obtained, as shown in Fig. 3. It can be seen that
there is a certain temperature difference between rebar, grouting material, and sleeve
in the initial period of fire. With the increase of fire exposure time, the temperature
difference decreases gradually. When the fire exposure time reaches 60 min, the
temperature of steel rebar reaches 800 °C and has almost lost its carrying capacity.
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Fig. 2 Temperature nephogram of splicing joint at a different fire exposure time

Fig. 3 Relationship between the temperature of splicing joint and fire exposure time

4 Connection Performance Analysis at Elevated
Temperature

4.1 Mechanical Properties of Materials at Elevated
Temperature

In the process of establishing numerical model for study themechanical performance
of grout sleeve splicing joint at elevated temperature, the concrete damaged plasticity
model provided by ABAQUS was adopted for representing the constitutive relation-
ship of grouting material at normal temperature, which means that tension crack and
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Table 4 Mechanical parameters of steel rebar at elevated temperature

Temperature/(°C) Young’s modulus/ (GPa) Yield strength/(MPa) Poisson’s ratio

20 200 400 0.3

100 200 400

200 200 400

300 151 308

400 120 244

500 80 180

crushed destruction are the failure mechanism of grouting material, and the elastic-
plastic constitutive model of high-strength concrete with reference to literature [26]
was adopted for representing the constitutive relationship of grouting material at
elevated temperature. Meanwhile, the constitutive relationship of HRB400 rebar and
ductile iron sleeve at elevated temperature with reference to literature [27, 28] were
adopted, and the mechanical parameters of steel rebar, ductile cast iron sleeve, and
grouting material at elevated temperature could be gotten, as shown in Tables 4, 5,
and 6.

Table 5 Mechanical parameters of ductile cast iron sleeve at elevated temperature

Temperature/(°C) Young’s modulus/ (GPa) Yield strength/(MPa) Poisson’s ratio

20 169 370 0.3

100 165 370

200 161 362

300 158 298

400 152 233

500 146 190

Table 6 Mechanical parameters of grouting material at elevated temperature

Temperature/(°C) Young’s modulus/ (GPa) Yield strength/(MPa) Poisson’s ratio

20 38.00 100 0.2

100 35.77 98

200 25.70 91

300 17.30 76

400 10.68 59

500 5.71 43
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Fig. 4 Relationship between
tensile load and axial
displacement of splicing
joint

4.2 Connection Performance at Elevated Temperature

The sequential coupling method was adopted in this paper. Firstly, the temperature
field of splicing joint was simulated, and the result file *.odb was applied to the
splicing joint model as predefined load. Secondly, the tensile load was exerted on
the steel rebar with displacement loading method, and the load-displacement curves
of splicing joint at a different fire exposure time can be obtained, as shown in Fig. 4.
Comparedwith the ultimate tensile load of splicing joint at normal temperature, when
the fire exposure time reaches 15 min, the ultimate tensile load drops to about 50%.
When the fire exposure time reaches 30 min, the ultimate tensile load is only about
20% of that at normal temperature. According to Fig. 3, when the fire exposure
time reaches 20, 25, and 35 min, the temperature of splicing joint reaches about
300 °C, 400 °C, and 500 °C, respectively. At a different fire exposure time, that is
at a different temperature, under the action of corresponding ultimate tensile load,
the stress nephogram of grout sleeve splicing joint could be obtained, as shown in
Fig. 5.

Figure 5a and b show that the Mises stress of rebar decreases gradually along
axial direction from uploaded end to non-loaded end, and the Mises stress of sleeve
increases gradually along axial direction from sleeve end to middle cross section.
Figure 5c and d shows that the stress distribution of grouting material is relatively
uniform with little numerical variation, and the maximum value of stress usually
occurs in the area in contact with the rebar ribs and sleeve ribs. In addition, when
the fire exposure time is less than 20 min, the maximum principal stress of grouting
material is compressive stress, implying that the grouting material is in trip-direction
compressive state, and a relatively obvious oblique compression zone in grouting
material is formed between the sleeve rib and the corresponding rebar rib. When
the fire exposure time reaches 25 min, the grouting material located between the
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(a) Mises stress nephogram of rebar. (b) Mises stress nephogram of sleeve.

(c) The max. principalstress nephogram
of grouting material.

(d) The min. principal stress nephogram of
grouting material.

Fig. 5 Stress nephogram of grout sleeve splicing joint under the action of corresponding ultimate
tensile load at a different fire exposure time

sleeve rib and the corresponding rebar rib, its maximum principal stress changes to
tensile stress, and there is still a very obvious oblique compression zone between the
sleeve rib and the corresponding rebar rib. When the fire exposure time is greater
than 35 min, the grouting material in the area of central sleeve along axial direction,
its minimum principal stress gradually changes to tensile stress, which means that
grouting material in trip-direction tensile state has almost lost its adhesive capacity,
and the ultimate tensile strength of grout sleeve splicing joint decreases accordingly.

5 Conclusions

Based on the sequential couplingmethod, the connection performance of grout sleeve
splicing joint at elevated temperature was studied, and numerical simulation result
shows relevant conclusions as follows.
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1. Under the action of ultimate axial tensile load, theMises stress of rebar decreases
gradually along axial direction from uploaded end to non-loaded end, the Mises
stress of sleeve increases gradually along axial direction from sleeve end to
middle cross section, and the stress distribution of grouting material is relatively
uniform.

2. With the increase of fire exposure time, the stress state of grouting material
changes from trip-direction compressive state to trip-direction tensile state grad-
ually, and the oblique compression zone in grouting material also disappears
accordingly, which leads to the ultimate tensile strength of grout sleeve splicing
joint decreases.
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Mechanical Property of Grout Sleeve
Splicing Joint Under Reversed Cyclic
Loading for Precast Stadium

Xudong Yang, Fan Gu, Qinghe Li, and Liqiang Liu

Abstract The seismic performance of grout sleeve splicing joint was investigated in
this paper. Under the action of reversed cyclic loading, the numerical model of grout
sleeve splicing joint was developed and was evaluated in terms of the variation of
stress distribution, failure process, hysteresis loop, and energy dissipation. Numerical
simulation result shows that the seismic performance of grout sleeve splicing joint
mainly depends on the stress state of groutingmaterial. In the first two loading cycles,
the mechanical interaction with uneven distribution is the main load transmission
mechanism from rebar to sleeve, and the fracture damage in grouting material near
the end of sleeve is the main mode of energy dissipation. Between the second and
the seventh loading cycles, through the stress redistribution, the grouting material
in the area far from the end of sleeve gradually undertakes the energy dissipation
function by means of fracture damage, and the obvious oblique compressive zone
in grouting material is formed, which is the force transmission path from rebar to
sleeve. Meanwhile, it decreases the elastic modulus of entire grouting material to a
stable value.

Keywords Grout sleeve splicing joint · Reversed cyclic loading · Seismic
performance · Energy dissipation · Numerical simulation

1 Introduction

Prefabricated structure adopts the constructionmode of factorization of prefabricated
parts, mechanization of field construction, scientific organization and management,
which can improve the labor production efficiency and guarantee the quality of
parts. In addition, prefabricated structure has the characteristics of energy saving,
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consumption reduction, environmental protection, realizing the sustainable devel-
opment of economic benefit, environmental benefit, and social benefit. At present,
prefabricated technology has been applied in office buildings, large shopping malls,
stadiums, multi-story residential buildings, and so on. For prefabricated stadiums,
there are two main development trends which are light-steel structures and precast
reinforced concrete structures. The former is mainly applied in temporary gymna-
siums such as assembled swimming pool and assembled canopy stadium, as shown
in Fig. 1; the latter is mainly applied in large-scale precast stadium, as shown in
Fig. 2.

In precast reinforced concrete stadium structure, the prefabricated parts aremainly
assembled by grout sleeve to form as a whole and jointly resist external load. The
quality of prefabricated parts manufactured in factory is easy to be guaranteed, and
the splicing joint of prefabricated parts is slightly weak comparatively. Therefore,
the failure of grout sleeve splicing joint is one of the main failure forms of precast
reinforced concrete stadium structures, and scholars have carried out experimental
researches and numerical simulation researches on themechanical properties of grout
sleeve splicing joint. Ali et al. [1] carried out an experimental research on the adhesive
performance of grout sleeve splicing joint in beam components and discussed the
effect of interlocking mechanism on bond strength of sleeve. Ahmad et al. [2] and
Ling et al. [3] took experimental researches on the connection behavior of grout
sleeve splicing joint under the action of increasing tensile load and put forward the

(a) Assembled swimming pool        (b)  Assembled canopy stadium

Fig. 1 Light-steel structures

(a) Citi field, New York                 (b) Lucas oil stadium

Fig. 2 Precast reinforced concrete structures of large-scale stadium
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influence of sleeve types, sleeve length, and rebar embedment length on the tensile
strength of grout sleeve splicing joint. Zheng et al. [4] took an experimental research
on the effect of compressive strength and expansion rate of grouting material on the
bond behavior of splicing joint. Gu et al. [5–7] conducted numerical researches on
the failure mechanism of grout sleeve splicing joint under the action of axial tension
load and discussed the influence of grouting material strength, sleeve rib space on
the bond behavior of grout sleeve splicing joint. On the other hand, Kuang et al. [8]
and Abdel et al. [9] carried out experimental studies and numerical studies on the
mechanical behavior of grout sleeve splicing joint under the action of high-stress
reversed tension and compression load and large-deformation reversed tension and
compression load and put forward the effect of grout content on the tensile capacity
of joint. Nerio and Fabio [10] carried out the cyclic test on a precast reinforced
concrete column-to-foundation grouted duct connection with a full-scale specimen
under the action of cyclic bending combinedwith axial compression.Ameli et al. [11]
and Yan et al. [12] took experimental researches on the column-to-beam assemblies
to investigate their response under cyclic quasi-static load and revealed the seismic
ability of precast concrete joints constructed with grouted splice connectors in cap
beam. Arthi and Jaya [13] conducted comparative study on the structural behavior
of precast shear wall-diaphragm connection and the monolithic connection under
seismic load.

At present, scholars have carried out sufficient research on the static performance
of grout sleeve splicing joint under the action of unidirectional tensile load, but the
research on its mechanical performance and failure mechanism under reversed cyclic
loading is insufficient comparatively, which reflects its bond performance in precast
reinforced concrete structure in the case of minor earthquakes. In this paper, the
numerical research on the mechanical performance of grout sleeve splicing joint
under the action of reversed cyclic loading was carried out, for providing theoretical
reference to the optimal design of grout sleeve splicing joint.

2 Numerical Model of Grout Sleeve Splicing Joint

According to the actual structure of grout sleeve for connecting �25 mm rebars, the
finite element numerical model of grout sleeve splicing joint was built by ABAQUS.
For reducing the number of elements, 1/2 model in axial direction was selected,
with xz plane symmetry displacement boundary conditions on the right surface of
numerical model, where is the middle cross section in axial direction of grout sleeve
splicing joint. In accordance with ASTM A1034/A1034M-10a [14] and JGJ 355-
2015 [15], the high-stress reversed cyclic loading with the rebar stress amplitude of
[−0.5f yk , 0.9f yk] was exerted on the end of rebars, where f yk is the standard value of
the yield strength of rebar, and the loading cycle times is 20. Furthermore, according
to the axisymmetric characteristics of the splicing joint geometry, the generatrix
model was adopted to establish, and the mesh generation of generatrix numerical
model is as shown in Fig. 3. In the process of building numerical model, the concrete
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Fig. 3 Numerical model of grout sleeve splicing joint

damaged plasticity model [16] was adopted for representing the constitutive relation
of grouting material, which means that tension crack and crushed destruction are
the failure mechanism of grouting material. Meanwhile, the constitutive data of
grouting material [17, 18], the constitutive data of HRB400 rebar and ductile iron
sleeve with reference to the literatures [19–21] were adopted as their stress-strain
relations, respectively.

3 Simulation and Analysis

3.1 Stress Distribution Analysis of Grouting Material

High-stress reversed cyclic loading was exerted on the end of rebars, which caused
the rebar axial stress amplitude to be [−0.5f yk , 0.9f yk] in accordance with JGJ 355-
2015 and ASTM A1034/A1034M-10a mentioned in Sect. 2 that means the axial
stress of rebar varies between [−200 MPa, 360 MPa]. The numerical simulation
result shows that the mises stress of sleeve varies between [−75 MPa, 190 MPa]
during cyclic loading, which implies that both the rebar and the sleeve are in elastic
deformation stage, and no damage or stiffness degradation occurs. Therefore, we
should focus on the stress distribution of groutingmaterial, which plays a crucial role
in the adhesive performance of grout sleeve splicing joint under the action of high-
stress reversed cyclic loading. To explore the stress distribution of grouting material
in the process of reversed cyclic loading, the minimum principal stress nephogram
of grouting material was obtained when the load reaches the tensile amplitude, as
shown in Fig. 4a–d corresponds to loading cycle times of 1, 5, 15, 20, respectively.
It should be noted that the grouting material is in triple compressive state; therefore,
the minimum principal stress of grouting material is concerned.

Figure 4 shows that with the increase of cycle times, the maximum value and
its corresponding occurrence position of the minimum principal stress of grouting
material are constantly varying, as shown in Fig. 5. Asmentioned above, the grouting
material is in triple compressive state, and its minimum principal stress is negative;
therefore, the maximum value here refers to the maximum value of the absolute
value of the minimum principal stress of grouting material. When the cycle times is
1, the maximum value of the minimum principal stress of grouting material is about
−122.7 MPa, as shown in Figs. 4a and 5a. Its corresponding occurrence position is
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(a) Cycle times=1 (b) Cycle times=5 (c) Cycle times=15 (d) Cycle times =20

Fig. 4 Min. principal stress nephogram of grouting material at difference cycle times

(a) The variation of the max. value of the
min. principal stress of grouting material
with loading cycle times

(b) The position of the max. value of the
min. principal stress of grouting material
varies with loading cycle times

Fig. 5 Variation of the min. principal stress of grouting material with loading cycle times

located at 173 mm away from the bottom of numerical model, as shown in Fig. 5b.
As the numerical model adopts the 1/2 model in axial direction, this position corre-
sponds to the region that contacts the third rib of the embedded reinforcement inside
the sleeve from the loading end. At this time, the mechanical interaction between
grouting material and rebar ribs and sleeve ribs with uneven distribution is the main
mode of load transmission mechanism from rebar to sleeve, and the oblique force
transfer zone in grouting material has not formed. With the increase of loading cycle
times, the grouting material near the end of sleeve is constantly damaged, and stress
redistribution occurs consequently. In the first 6 loading cycles, the maximum value
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and its corresponding occurrence position of theminimumprincipal stress of grouting
material vary dramatically. After the sixth loading cycles, the occurrence position for
the maximum value of the minimum principal stress of grouting material is stability
fixed in the central regions of numerical model that is the regions of 1/4 sleeve length
away from sleeve end along axial direction, where the minimum principal stress of
grouting material eventually stabilizes within the range of [−85 MPa, −75 MPa],
as shown in Fig. 5. Meanwhile, the obvious oblique compressive zone in grouting
material is formed, which is the force transmission path from rebar to sleeve, as
shown in Fig. 4d.

3.2 Hysteresis Loop of Grouting Material

According to Fig. 5, the occurrence positions of the maximum value of the minimum
principal stress of grouting material when loading cycle times are 1 and 3 were
selected as the analysis object that is the positions of 173 and 29 mm away from
the bottom of numerical model, which corresponds to the area that contacts the
third and the thirteenth ribs of the embedded rebar inside sleeve from the loading
end, respectively. From Fig. 5, it can be seen that these two positions correspond
to the locations of the extremum of the principal stress of grouting material. By
extracting numerical simulation data at above two positions, the minimum principal
stress—the minimum principal strain hysteresis loop of grouting material at the most
unfavorable position can be obtained, as shown in Fig. 6. Figure 6a shows that in
the early stage of reversed cyclic loading, in the area near the end of sleeve, the
mechanical interaction between grouting material and rebar ribs and sleeve ribs is

(a) The stress-strain hysteresis loop of
grouting material at the 3rd rib of 
embedded rebar from the end of sleeve

(b) The stress-strain hysteresis loop of
grouting material at the 13th rib of
embedded rebar from the end of sleeve

Fig. 6 Minimum principal stress—the minimum principal strain hysteresis loop of grouting
material at the most unfavorable position
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the main mode of load transmissionmechanism from rebar to sleeve, and the fracture
damage in grouting material in the area near the end of sleeve is the main mode of
energy dissipation. After two loading cycles, the elastic modulus of groutingmaterial
in the area near the end of sleeve rapidly decreases to a stable value, and no longer
has energy dissipation capacity. Between the second and the seventh loading cycles,
through the stress redistribution of groutingmaterial, the groutingmaterial in the area
far from the end of sleeve gradually undertakes the energy dissipation function with
full hysteresis loop, as shown in Fig. 6b. With the development of fracture damage,
the elastic modulus of entire grouting material decreases to a stable value with no
capacity of energy dissipation, and the final residual strain of entire grouting material
is about 0.005.

According to the variation role of stress distribution of grouting material with
loading cycle times, non-uniform sleeve rib spacing can be considered in the design
of sleeve. Along the axial direction from the sleeve end into the center of sleeve, the
sleeve rib spacing should be designed from sparse to dense gradually, which could
reduce the fracture damage level of groutingmaterial in the region close to sleeve end
in the early stage of reversed cyclic loading. On the other hand, the sleeve rib spacing
in the area near the end of sleeve should not be too sparse. The moderate sleeve rib
spacing can provide better constrains on grouting material in triple compressive state
and make grouting material play its role well in load transmission. Furthermore, in
order to eliminate the stress concentration of the grouting material in contact with
the sleeve rib, the sleeve rib should be designed in the form of chamfering, which
guarantees the more stable workability of grout sleeve splicing joint and improves
the seismic resistance performance of precast reinforced concrete structure.

4 Conclusions

In this paper, the numerical model of grout sleeve splicing joint was established.
Under the action of high-stress reversed cyclic loading exerted at the end of rebars,
the stress distribution variation of grouting material with loading cycle times was
gotten, and numerical simulation result shows the conclusions as follows.

1. Under the action of reversed cyclic loading exerted on the end of rebars, with the
rebar axial stress amplitude of [−0.5f yk , 0.9f yk], both rebar and sleeve are in the
elastic deformation stage, and no damage or stiffness degradation occurs. With
the increase of loading cycle times, the maximum value and its corresponding
occurrence position of the minimum principal stress of grouting material are
constantly varying.

2. In the early stage of reversed cyclic loading, in the area near the end of sleeve,
the mechanical interaction with uneven distribution between grouting material
and rebar ribs and sleeve ribs is the main mode of load transmission mechanism
from rebar to sleeve, and the fracture damage in grouting material near the end
of sleeve is the main mode of energy dissipation. With the increase of loading
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cycle times, through the stress redistribution of grouting material, the grouting
material in the area far from the end of sleeve gradually undertakes the energy
dissipation function by fracture damage, and the obvious oblique compressive
zone in grouting material is formed, which is the force transmission path from
rebar to sleeve. Meanwhile, it decreases the elastic modulus of entire grouting
material to a stable value.

3. According to the stress distribution and its variation role of grouting material
during reversed cyclic loading, some aspects should be considered in the sleeve
design process. The sleeve rib should be designed in the form of chamfering
to eliminate the stress concentration of the grouting material in contact with the
sleeve rib. The moderate sleeve rib spacing should be concerned to provide better
constrains on grouting material in triple compressive state and make grouting
material play its rolewell in load transmission. From the sleeve end into the center
of sleeve along the axial direction, the sleeve rib spacing should be designed from
sparse to dense gradually to reduce the fracture damage level of groutingmaterial
in the region close to sleeve end in the early stage of reversed cyclic loading.
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Self-test of Athletic Ability for the Elderly
Using Inertia Motion Capture Device

Jun Sun, Donghua Li, and Lianjie Lv

Abstract In order to detect gait by the elderly themselves at home and apply gait
rules on pension industry, we designed experiments and used inertia motion capture
device, Perception Neuron Pro, to capture motion data. In this paper, it tested the
subject by FunctionalAmbulation Performance criterion, CALCdata, andBVHwere
used data to increase the data extraction speed. Thirdly, we designed the process of
extracting gait parameters, and it investigated the law of lower limb movement and
the correlation between step length and lower limbmovement. In this way, the elderly
can know their physical condition and changes exactly. Accordingly, the elderly can
take appropriate countermeasures timely.

Keywords Motion capture · Gait parameter · Self-test

1 Introduction

In 2020, the elderly population in China has reached 248 million, makes up almost
17.2% of total population. This proportion will increase to 27.4% in 2050 [1]. As the
declining physical strength and energy, it is in danger of causing stroke, hemiplegia,
or even mortality to the elderly. Meanwhile, due to the sub-replacement fertility and
increasing life expectancy, the elderly issue will become a major social problem
in China [2]. Therefore, establishing a system is urgent for the elderly to do self-
checking and self-training.
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In recent years, motion capture technology has been wildly applied in the pension
industry. Eichler et al. [3] applied multiple depth cameras on evaluating movement
of stroke patients. Hyunkyu et al. [4] combined Kinect and vibration feedback glove
and set up a fun and enjoyable dance rehabilitation system. Rueangsirara [5] achieved
the recognition of abnormal gait by two Kinects. Guimaraes et al. [6] used two shoe-
mounted inertial sensors to achieve real-time step detection. Miyawaki et al. [7]
evaluated if the homemade walking aid device is useful for the elderly with Vicon
motion analysis device. Optical motion capture devices, like Vicon and Optitrack,
have high requirements for light and environmental condition, and the reflective
markers have to be attached on subject’s body. These are not convenient for domestic
use. Markless optical motion device is economical and practical, but one Kinect can
only record one side of patient body.

The inertia sensor is not only portable and user-friendly, but also has good envi-
ronmental adaptability and accuracy. Using inertial motion capture equipment, the
elderly can get gait data at home.Once the gait data is abnormal, it will show that there
is something wrong with body. The elderly can pay more attention to their behavior
and seek medical aid in time if necessary. More than this, these data can be provided
to professional physicians as objective physical condition to diagnose the recovery
of patient, who got hemiplegia or injured in sports. Surgeons can provide a person-
alized rehabilitation program for each patient, which can improve the efficiency of
rehabilitation and avoid secondary damage.

2 Perception Neuron Pro

Perception Neuron Pro motion capture suit is equipped with 17 sensors. Each sensor
is a 9-axis inertial sensor, which is integrated with triaxial gyroscope, accelerometer,
and electronic compass. Before capturing motion, we only need to wear them in
position as shown in Fig. 1a. After that, the supporting software, Axis Neuron Pro,
can calibrate the sensors and show humanmovement in real time as shown in Fig. 1b.

3 Experiment of Human Walk Capture

In order to get the lower limbmotion data, human gait parameters, and the correlation
between step length and the lower limb joint motion in sagittal plane, we took a series
of experiments. Firstly, functional amplitude performance (FAP) test was conducted
on a male subject which is 175 cm height and 75 kg weight to ensure the athletic
ability is at average level [8]. According to the score criteria of FAP test, the subject’s
functional amplitude performance score is 98 out of 100, which is nearly perfect.
Then, we asked the subject to walk in steps of 20 cm, 30 cm, 40 cm, 50 cm, and
60 cm, respectively, and capture the walking.
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Fig. 1 Perception Neuron Pro suit

4 Extracting and Analysis of Motion Data

4.1 Extraction of Human Gait Parameters

Axis Neuron Pro has a numbered index for each joint as shown below in Fig. 2.
We can extract each joint data, such as position, angle, velocity, and acceleration,
by the index from data file. We extracted and analyzed the velocity and position of
left ankle in sagittal plane and got a method of extracting gait parameters. Figure 3
shows the position and velocity trajectory of the ankle joint. We found four feature
points within one cycle. The leg starts to swing at T a. Swing foot is at its height at
T b. The leg stops swing at T c. The next swing period starts at T d. According to the
flowchart as shown in Fig. 2, T a, T b, T c, and T d can be extracted. Step length is the
displacement of the ankle which travels from T d to T a. The position of the ankle at

Fig. 2 Human model and flowchart of extracting feature moments
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Fig. 3 Position and velocity trajectory of ankle joint

T b is the step height. The time between T a and T c is swing period. The time between
T c and T d is supporting period. Time between T a and T d is the whole gait period.
Using the data at these four moments, we can get the human walking parameters,
includes swing period, support period, gait period, step length, and step height.

We found that the step length and velocity of first step are significantly different
from the normal steps. The reason was found by analyzing trajectories on Figs. 8,
9, and 10. At the beginning of first step, the extension of hip and knee joint are not
as intense as normal steps. The ankle joint does not flex to make forefoot pedal on
the ground. The speed is low without power provided by pedaling. It shows that the
body takes a conservative step strategy at first step.

4.2 Motion of Lower Limb Joints and the Center of Mass

Motion of Center ofMassMotion trajectory of the center of mass is shown in Fig. 4.
At position A, the center of mass is at its height. At this position, the center of mass
is located directly above the support feet. At position B, the center of mass fell to its
lowest. The projection of center of mass in the vertical direction is in the middle of
the two supporting feet. We get the following conclusions about position A and B.
At position A, the velocity is the smallest in the forward direction, while the lateral
velocity is zero. The acceleration in the forward direction is the smallest and the
acceleration in the lateral direction is zero. At position B, the velocity is the largest
in the forward direction but is zero in the lateral direction. The acceleration is zero
in the forward but the largest in the lateral direction.

This is because at position A, one leg of the subject stood upright for supporting,
the other one prepared to swing. The center of mass is at the highest point. The center
of mass only bears gravity and the reaction force from ground. At position B, the
subject had stepped forward and prepared to retract the last supporting foot. The
resultant force is zero.
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Fig. 4 Position, velocity, and acceleration trajectory of CoM

Motion of Lower Limb Joints—Walk is driven by the joints of the lower limbs.
Therefore, we did analysis on the angular trajectories of the hip joint, knee joint,
and ankle joint. These trajectories can help the elderly understand their own walking
habits better and provide reference walking patterns. Sports anatomy divided the
movement plane into coronal plane, horizontal plane, and sagittal plane, as shown in
Fig. 5. The rotation of joints in the sagittal plane is defined as flexion and extension.
We analyzed the angular trajectories of the extension and flexion of each lower limb
joint in the sagittal plane.

In the angle trajectory of the hips, as shown in Fig. 6, the angle of extension is
much larger than the flexion. At the beginning of step, hip joint of swing leg extends
forward actively. As the swing leg moves forward, the support leg flexes passively,
resulting that the angle of flexion is much smaller than the extension. The knee joint
can only flex due to joint movement restrictions. Due to this, the flexion angle of
knee in Fig. 6 is always above zero. The flexion of knee joint makes the shank of
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Fig. 5 Anatomical terms in human movement

Fig. 6 Angle trajectories of lower limbs joints

the swing leg be perpendicular to the ground before landing, which increases the
contact area to improve landing stability. At the beginning of the step, in order to
provide power for walking, the ankle joint flexes to make the heel off the ground so
that the sole of the foot can pedal on the ground to provide power. After the swing
foot leaving the ground, the ankle joint begins to stretch to prepare for the heel to
land first. Because the knee joint adjusts the position of the lower leg in advance to
make the leg as vertical as possible to the ground, the ankle joint does not need a lot
of flexion to make the sole of the foot parallel to the ground during the process of
landing. That is why the flexion angle of ankle joint is larger than that of extension
in Fig. 6.

Correlation between Step Length and Angle of Lower Limb Joints—In order to
explore the influence of step length on the motion of lower limb joint, we carried
out five sets of walking capture experiments with different step length and analyzed
how the motion of center of mass and the rotation of lower limb joints are affected



Self-test of Athletic Ability for the Elderly … 381

Fig. 7 Relationship between step length and height difference of the COM

by step length. As shown in Fig. 7, the displacement of center of mass in the sagittal
plane increases with the increasing of step length. After second-order polynomial
fitting, the formula of height difference trajectory is as follow:

H = −0.10276 + 0.09114 ∗ L + 0.00067 ∗ L2 (1)

where H is the height difference of the center of mass and L is the target step length.
The correlation coefficient between the step length and the height difference of the

centroid is 0.9743. This shows that as the step length increasing, the height difference
of the center of mass increases too. Once disturbances occur, falling are easy to occur
when height difference get big. In order to prevent falling, the elderly should not take
a big step at risk but keep a small step length in daily walking.

We got the angle trajectories of each lower limb joint in different step length.
Observing Figs. 8a, 9, and 10a, the maximal angle of extension increased with the
increasing of step length. Figures 8b and 10b show that the minimal angle of flexion
decreased with the increasing of step length. In order to understand the regularity
quantitatively, the correlation coefficient of the step length with joint angle (the
maximum of extension and the minimum of flexion) was calculated. Then, the curve
which shows the relationship between step length and extreme joint angle was fitted
by the second-order polynomial. The correlation coefficient and the curve formula
are shown in Table 1.
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Fig. 8 Angle trajectories of hips in a different step length

Fig. 9 Angle trajectories of ankle in a different step length

5 Conclusions

The inertial motion capture device can help the elderly proceed self-test of athletic
ability at home. Gait parameters and the trajectory of lower limb joints cannot only
make the elderly understand their daily behavior quantitatively, but also can be used as
criterion of physical condition. For the elderly, they can realize what kind of exercise
is beyond their athletic ability and prevent injury from not doing these. For surgeons,
they can get stroke or hemiplegia patients’ physical condition by gait parameters
and the trajectory of lower limb joints to take appropriate countermeasures. For
further work, more behaviors are desired to be captured and analyzed. Integration
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Fig. 10 Angle trajectories of ankle in a different step length

Table 1 Correlation coefficient between step length and amplitude of joint rotation angle and fitting
curve about the relationship between step length and amplitude

Subject Correlation coefficient Fitted curve

Hips flexion 0.9871 �HipsFl = 3.28 + 0.182 * L + 0.0026 * L2

Hips extension −0.9828 �HipsEx = −22.75 + 0.1165 * L − 0.0533 * L2

Knee flexion 0.9941 �KneeFl = 13.09 + 0.5083 * L + 0.0042 * L2

Ankle flexion 0.9649 �AnkleFl = 24.48−0.7672 * L + 0.0211 * L2

Ankle extension −0.9389 �AnkleEx = −11.69 + 0.5442 * L −0.0119 * L2

with more medical knowledge, the self-test and self-diagnose will be more scientific
and authoritative.
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A Method Based on CNN + SVM
for Classifying Abnormal Audio Indoors

Jian Liu, Shuyan Ning, Sanmu Wang, Jiarui Yi, and Mingrui Zhao

Abstract In this paper, a novel classification algorithm combined convolutional
neural network with support vector machine (CNN + SVM) is proposed for clas-
sifying abnormal audio indoors to solve the emerging problems, for which video
surveillance may have obstacles, blind spots and therefore cannot protect the privacy
under the scenarios. First of all, in the experiments, the quality of the audio signal is
improved by pre-emphasis, framing, and windowing methods. Secondly, to obtain
sufficient audio information, Mel frequency cepstral coefficient is selected as a
parameter for feature extraction. Lastly, multilayer perceptron (MLP), convolutional
neural network (CNN), support vector machine (SVM), and CNN + SVM are used
to classify eight types of audio signals according to the complexities of the indoor
environment. The result of the proposed experiments indicates that the CNN+ SVM
combination algorithm exhibits a higher accuracy rate for the classification of audio
compared to that of the traditional single classification algorithm. It outperforms
other methods for indoor abnormal audio classification in terms of applicability.

Keywords Abnormal sound · Convolutional neural network · Support vector
machine · Classification
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1 Introduction

Most recently, with the improvement of people’s living standards, people have
paid increasing attention to the safety for their living environment. Many people
have installed the video surveillance system for elder people, infants, and so on
to prevent accidents. Traditional video surveillance has some problems such as
blind spots, object occlusion, and insufficient light [1, 2]. Besides, it cannot protect
personal privacy. As the development of digital audio technology, the acquisition
and transmission technology of audio signals has become increasingly advanced.
Many researchers dedicate to study the understanding of environmental sounds by
machines. Feature extraction and classification of audio signals attract attentions
from various research fields in auditory scene analysis at present [3]. Chen classifies
the environmental sounds under the city scenario [4]. Xin and Chen focused on four
types of audio files, which are explosions, gunshots, alarm sounds, and human voices
(calls for help) for feature extraction and classification [5]. Some other researchers
classify music types according to different genres [6].

Abnormal sounds can effectively reveal and characterize abnormal situations, so
audio monitoring can be set up indoors for abnormal audio detection. At present,
there are many choices for audio recognition and classification. The traditional ones
includeGaussianmixturemodel (GMM),Naive Bayes (NB), support vectormachine
(SVM), etc. However, these methods have low accuracy for the audio classification
of complex scenes. In recent years, deep learning algorithms such as deep neural
networks (DNN) and convolutional neural networks (CNN) have become a popular
research trend [7, 8]. Therefore, a novel classification algorithm combined convolu-
tional neural networkwith support vectormachine (CNN+ SVM)model is proposed
for improving the accuracy of the indoor audio classification and abnormal situations
detection in time based on deep learning in this paper.

2 CNN + SVM

The CNN + SVM is a combined classification algorithm by using the convolutional
layer and pooling layer in the CNN to further extract and filter the audio feature
parameters and inputting them as new features into the SVM for classification before
the full connection. The combined model is shown in Fig. 1. The part that should be
fully connected is sent to the SVM as a new feature vector.

The procedure of the CNN + SVM combination algorithm is stated as follows:
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32@ 32@ 64@ 64@ 128@ 128@ softmax
conv max-pooling conv max-pooling   conv max-pooling  full-connection output
3*3         2*2          3*3          2*2         3*3         2*2    

SVM

Fig. 1 Combined classification model

Algorithm: CNN + SVM

Step 1: Sort out the processed audio feature data; 
Step 2: Establish a CNN model; 
Step 3: Send some audio data into CNN for training; 
Step 4: Save the trained CNN model; 
Step 5: Send the other audio data into the CNN model for
Step 7: Send the new feature vectors into SVM for training; 
Step 8: Use the test set data to obtain classifi-cation results 

and calculate the accuracy in SVM.

2.1 CNN

CNN is the most widely used deep learning model by far. The hidden layers of
CNN include a convolutional layer, a pooling layer, and a fully connected layer. The
convolutional layer can perform further feature extraction on the extracted audio
feature parameters. The pooling function uses the overall characteristics of the adja-
cent data at a certain location as the output of the CNN at that location [9]. Through
the pooling layer, we can reduce the data dimension and keep the overall characteris-
tics of the data unchanged. Therefore, the calculation process of the pooling layer is
also called down-sampling. The data is continuously convolution and pooling. Then
finally enter the fully connected layer to transform the multi-dimensional vector into
a one-dimensional vector and uses the softmax loss function for classification output
when passing through the last fully connected layer.
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Loss function is also known as cost function. The process of deep learning training
is the process of minimizing the loss function. The value of the loss function repre-
sents the degree of agreement between the predicted value of the CNN model and
the label value and also represents the accuracy of the actual prediction process of
the model [10]. The gradient of the loss function during the training process must be
large enough and predictable. The softmax loss function is:

Li = − log

(
e fyi∑
j e

j

)
(1)

In Eq. (1), it is supposed that we have an array y, yi represents the ith element
in y, and the value in the log is the ratio of the exponent of the element (e fyi ) to the
exponent of the sum of the elements (

∑
j e

j ). It represents the softmax value of the
correct classification of this group of data. The larger the proportion of it, the smaller
the loss and the system meets the requirements.

2.2 SVM

Support vector machine (SVM) algorithm is to find a hyperplane to maximize the
margin of the two types of data and to well divide the classified data. The formula
for confirming the hyperplane is shown in Eq. (2). w∗ is the normal vector, which
determines the direction of the hyperplane, and b∗ is the displacement, which can
determine the distance between the hyperplane and the origin.

f (x) = sgn
(
w∗x + b∗) = sgn

{
n∑

i=1

a∗
i yi ∗ (xi x) + b∗

}
(2)

The support vectors are the vectors closest to the classification line or the classifi-
cation hyperplane. They are generated by training and play a decisive role in classi-
fication decision-making. Therefore, these key support vectors can be directly relied
on for sample classification and eliminating other useless information. At the same
time, the computational complexity of SVMwill be greatly reduced, avoiding a series
of problems caused by excessive sample dimensions. For multi-classification prob-
lems, SVM can be used to construct multiple classifiers. The construction methods
are mostly indirect, namely one-versus-rest (OVR SVMs) and one-versus-one (OVO
SVMs). OVO constructs an SVM between any two types of samples, so (n(n-1))/2
SVMs need to be designed for n types of samples [11]. OVR is used in this paper.
During OVR training, samples of a certain category are classified as positive training
samples, and the remaining samples are classified into another category as negative
training samples, and so on so those n categories of samples are constructed N SVMs
[12].
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3 Audio Processing and Feature Extraction

3.1 Audio Processing

To find the spectrum with the same signal-to-noise ratio in high and low frequencies,
pre-emphasis is used to increase the high-frequency part and highlight the high-
frequency resonance peak. Generally, pre-emphasis is performed through a high-
pass filter, and the equation is shown below, where a is the pre-emphasis coefficient,
usually 0.9< a < 1.0.

H(z) = 1 − az−1 (3)

Since the audio signal is not stable tomake the input signal smooth and continuous
when the Fourier transform is performed, frame processing is adopted. The framing
usually adopts overlapping framing to avoid excessive changes between two adjacent
frames. The overlap between the previous frame and the next frame of audio data is
called frameshift. The length of each frame of audio data is called the frame length.
According to the short-term stability of the voice signal, the frame length is generally
taken as 10–30Ms. The ratio between frame length and frameshift is generally 2–50.

To highlight the voice waveform near n, thewindowingmethod is used tomultiply
the corresponding element s′() in each frame by the window function w(). which is:

s(n) = s ′(n) ∗ ω(n) (4)

The Hamming window protects high-frequency information better and preserves
the details of audio signal data [13]. Therefore, it is adopted the Hamming window.
The Hamming window function formula is shown in (5). Where N is the window
length, and the width of the window function is the frame length.

w(n) =
{
0.54 − 0.46 cos[2πn/(N − 1)], 0 ≤ n ≤ N−1
0, n = other

(5)

3.2 Feature Extraction

Choosing appropriate feature parameters is the key to ensuring the accuracy of clas-
sification. At present, in feature extraction, the commonly used features include
linear prediction coefficient (LPC), linear prediction cepstrum coefficient (LPCC),
and Mel frequency cepstrum coefficient (MFCC). MFCC has better robustness and
noise resistance [14]. The operation process is shown in Fig. 2. MFCC is a parameter
made according to the human auditory system. The actual unit of audio data is Hz.
The critical frequency bandwidth increases with the increase of frequency, which is
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voice signal Pretreatment FFT Take absolute value

Mel filterLogarithmDCTFeature vector

Fig. 2 MFCC principle process

consistent with the increase of Mel frequency. The speech frequency can be divided
into a series of triangular filter sequences, and the Mel filter bank generally uses
triangular bandpass filters.

The Mel frequency roughly corresponds to the logarithmic distribution of the
actual frequency. The corresponding relationship between theMel frequencyMel( f )
and the actual frequency f is shown in the following:

Mel( f ) = 2595 lg(1 + f/700) (6)

4 Experiment and Analysis

Considering some special sounds that may appear in the indoor environment, Six
groups of signals are filtered out as abnormal audio classification objects inAudioSet,
they are crying, screaming, dog barking, painful groaning, sneezing, and breaking
glass. At the same time, the sounds of speaking and clocks are selected as normal
audio classification objects. The waveform diagrams of the eight audio frequencies
are shown in Fig. 3. Each group has 400 samples, 70% of which are used as training
samples, and 30% are used as test samples. The original audio is in the Ogg format.
To support the feature extraction algorithm, it is converted to wave format by using
a fast audio converter.

After MFCC feature extraction, the audio time-domain waveform signal is
converted into a spectrogram of frequency-domain features, as shown in Fig. 4.
The spectrogram can more clearly show the feature information of the audio signal
and is fully prepared for the subsequent classification of the classifier. The brighter
area in the figure is the area with more obvious features.

In this experiment,MLP, CNN, SVM, and CNN+ SVMare used to classify audio
features to compare the performance of classification. First, multilayer perceptron
(MLP) is used for classification. As a classification function, MLP is to map multiple
input data setsX to category outputO [15].MLP contains an input layer and an output
layer, with multiple hidden layers in the middle, and the neurons between the layers
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(A) Dog Bark (B) Clock

(C) Cry (D) Moan

(E) Scream (F) Sneeze

(G) Speak (H) Glass break

Fig. 3 Audio waveform graph

are fully connected. The output function f of the hidden layer adopts the sigmoid
function. The output of the output layer is softmax logistic regression.

The structure of CNN is shown in Table 1, a combination of a three-layer convo-
lution layer and a maximum pooling layer max-pooling, as well as a fully connected
layer and an output layer. The convolution kernels of the convolution layer are all
3 * 3 in size, and the core size of the pooling layer is 2 * 2. To prevent over-fitting,
the dropout parameter is 0.5.

SVM is constructed using the OVR method to realize eight categories. First, set
crying, screaming, dog barking, painfulmoaning, sneezing, breaking glass, speaking,
and clocks when training eight groups of training samples as A, B, C, D, E, F, G,
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(A) Dog  Bark (B ) Clock

(C) Cry (D) Moan

(E) Scream (F) Sneeze

(G) Speak (H) Glass break

Fig. 4 Spectrogram of audio features during the experiment
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Table 1 CNN structure

Neural network layer Nuclear size Number of feature maps

Input layer

Convolutional layer 3 × 3 32

Maximum pooling layer 2 × 2 32

Convolutional layer 3 × 3 64

Maximum pooling layer 2 × 2 64

Convolutional layer 3 × 3 128

Maximum pooling layer 2 × 2 128

Fully connected layer

Table 2 Comparison of accuracy of different classification methods

Classification Accuracy (%)

MLP 65.42

CNN 72.83

SVM 83.21

CNN + SVM 91.24

H. A is a set of positive sets, the rest is a set of negative sets, and so on to get eight
sets of training results. Then, test through these sets of training results and take the
largest value of each test result as the final classification result.

The experimental results of usingMLP, CNN, SVM, and CNN+ SVM are shown
in Table 2.

It can be seen from the experimental results that the accuracy of CNN is higher
than that of MLP. During the experiment, due to too many parameters in MLP, it
is easy to cause over-fitting and also poor training. However, due to the presence
of convolutional layers on CNN, it greatly reduces the parameters and improves
accuracy. CNN has a lower accuracy rate than SVM, mainly because of insufficient
data in the experimental data set. The effect of using the CNN + SVM combined
classification model is better than the single model and its accuracy rate is 8% higher
than that of the SVM alone. It can be seen that the use of the CNN+ SVM combined
classification model has good applicability for abnormal audio classification.

5 Conclusions

In this paper, an abnormal sound detection research is performed for indoor moni-
toring security issues. In terms of feature extraction, MFCC is used as an audio
feature parameter, which exhibits outstanding stability and robustness. In terms of
the audio features classification, CNN + SVM combined model is proposed, which
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has a classification accuracy of 91.24% for the eight sound categories selected in
the experiment. According to experiments, the combined classification model CNN
+ SVM has a higher accuracy rate than that of the single classification model and
can better identify and classify abnormal sounds. However, due to the insufficient
amount of data in the experimental data set, the deep learning algorithm does not
fully exert its advantages. In future research work, it is expected that the data set will
be expanded, more research will be focused on the training and learning number,
model optimization, and classification accuracy.
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A Simplified Method of Radiator
to Improve the Simulation Speed
of Room Temperature Distribution

Zhenqiang Cao, Tong Niu, Haiyi Sun, and Xia Lu

Abstract Computational Fluid Dynamics (CFD) has become one of the important
methods of indoor environmental analysis. Because the indoor environment of the
building has the characteristics of large space and complex structure, the calculation
amount of directly using CFD to simulate the indoor temperature distribution is so
huge that the simulation efficiency is too low for practical application. Based on the
shortcomings of the existing building environment simulation methods, Solidworks
Flow Simulation andMATLAB are used to carry out research on indoor temperature
distribution simulationmethods. The overall treatment is equivalent to a constant heat
source, which simplifies the heat dissipation model and avoids simulating complex
flow patterns. Compared with traditional simulation methods, it can greatly improve
simulation efficiency and model solving speed while ensuring simulation accuracy.
The overall method is well supported by the simulation results.

Keywords Computational Fluid Dynamics (CFD) · Temperature distribution ·
Micro-segment simplified · Solidworks flow simulation

1 Introduction

Computational Fluid Dynamics (CFD) emerged in the 1960s. With the rapid devel-
opment of computers after the 1990s, CFD has developed rapidly and has gradually
become an important method of building environment simulation. Using a computer
for CFD analysis can perform coupling simulations of multiple variables, and it can
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more clearly understand the complex process mechanism inside the system [1–5]. In
the field of heat transfer simulation, CFD analysis is widely used for energy conver-
sion of car radiators, computer radiators, fuel cells, and nanotubes [6–10]. CFD
analysis is also commonly used in the field of building environment simulation. By
simulating different heat source systems, the indoor temperature distribution under
different conditions can be obtained [11]. In order to meet the thermal simulation of
complex shapes, clustering hexahedral elements can be used to use ray intersection
and ray/triangle intersection gridding methods to ensure sufficient simulation accu-
racy [12]. In order to improve the simulation efficiency, the mathematical model of
the simulation object can be simplified. For example, indoor temperature distribu-
tion, heating inlet and outlet temperature, and shape characteristics of the radiator
are analyzed after simplified modeling [13–16]. For example, when the radiator is
working, the indoor air will undergo natural convection in which the heated air
rises along the wall and then cools down [17]. The use of “user-defined wall func-
tion” to simplify the modeling of air convection can improve simulation efficiency.
Compared with the k-ω, Shear Stress Transfer (SST), turbulence model, this model
greatly reduces the number of units and improves the simulation solution speed.
However, this simplified method introduces a “user-defined wall function,” which
makes the modeling process more complicated [18].

According to the general simulation method, both hot water and hot air must be
modeled and analyzed at the same time. Because the internal structure and flow field
of the heating system are complicated, the calculation amount is too large. Therefore,
we simplified it by the following method.

In Sect. 2, it takes a specific room as an example. According to the thermal differ-
ential equation and various boundary conditions and the heat dissipation capacity
of pipes, walls, and glass, the radiator is transformed into a constant heat source.
Summing the equivalent heat dissipation power of each unit’s pipeline, and its power
can be regarded as the radiator power under the changed environment temperature.

When the heating power of the indoor heating is equal to the heat dissipation
power, the corresponding ambient temperature is the desired equilibrium indoor
temperature. In Sect. 3, it inputs the established model into Solidworks Flow Simu-
lation to find the temperature distribution and average temperature in the room.
Compared with traditional simulation methods, it can greatly improve simulation
efficiency and model solving speed while ensuring simulation accuracy. The overall
method is well supported by the simulation results.

2 Simplified Mathematical Model of Radiator Heat
Dissipation Power

Generally, if CFD directly uses the input water temperature and flow rate as the heat
source model, then it takes a long time for the simulation software to build the heat
transfer model. In the transient special conduction, the solution of the temperature
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Fig. 1 Schematic diagram of simplified radiator structure

field distribution over time may also get results that are inconsistent with common
sense.

The calculation speed can be optimized by equating the heating pipe as a constant
heat source to simplify the model. The internal structure of the coil radiator is an
S-shaped coil with hot water flowing through it. The radiator can be converted into
a circular heat pipe by using the principle of the same volume in Fig. 1. The volume
equivalent equation is as (1).

{
V = L × D × H
V = π × r2 × l

(1)

where V is the radiator water capacity; L , D and H are the radiator geometry; l is
the equivalent pipe length for heating; r is the inner diameter of equivalent radiator
pipe.

The following will take a standard room as an example. The specific parameters
are shown in Fig. 2 to verify the simplified method proposed in this paper.

When the inlet flow rate is known, the length of the radiator pipe water per second
is taken as a unit length pipeline, and the heat conduction differential equation and
the third type of boundary conditions are used to solve the equivalent radiator pipe
heat dissipation power.

According to the continuity equation of fluid mechanics:

Fig. 2 Schematic diagram of the room
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Fig. 3 Schematic diagram
of iron pipe heat conduction

{
q = Av

lper = q
πr2×3600

(2)

where q is the is the liquid flow in the pipe; A is the pipe section area; v is water
velocity; lper is the length of a micro-segment.

The distance that the water flows per unit time is regarded as the length of the
micro-segment. Eachmicro-segment can be regarded as a roundwall radiator conduc-
tion, as shown in Fig. 3. Equation (3) is the heat conduction equation of heat transfer
from the pipe to the room.

⎧⎪⎨
⎪⎩

Q2 = 2πr1lhw

(
tnb − tgw

)
Q2 = 2πλ2l

(twb−tnb)
ln(r1/r2)

Q2 = 2πr1lhq(tn − twb)

(3)

where Q2 is the micro-segment heat exchanger; r1 is the pipe inner diameter; l is the
micro-segment length; hw is the convective heat transfer coefficient ofwater; tnb is the
pipe inner wall temperature; tgw is the water temperature in pipe; λ2 is the convection
heat transfer coefficient of iron pipe; twb is the pipe outer wall temperature; r2 is the
outer diameter of pipe; hq is the air convection heat transfer coefficient.

According to Fourier’s law of heat conduction [19] and the third type of boundary
conditions, the heat exchanger balance equation is established. The heat dissipation
of each micro-segment can be calculated by MATLAB, and the heat of each micro-
segment body can be added up. The total heat lost by the pipeline in 1 s is obtained,
which is the heat generation power of the heating system in Fig. 4.

2.1 Simplified Mathematical Model of Windows and Walls
Heat Dissipation Power

When analyzing the room model Fig. 5, all the energy in the room is input through
the radiator, and all the energy output is completed through the exterior wall and
glass. When the output energy is balanced with the input energy, the system will
reach a steady state, so a heat dissipation model can be established:
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Fig. 4 Heat dissipation power diagram of each part of the pipeline

Fig. 5 3D view of the room

Fig. 6 Schematic diagram
of solid heat conduction
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It is known that the heat in the room is dissipated through the glass Fig. 6. In order
to make the room warmer, double-layer glass is usually used in the house. However,
for this paper, the temperature distribution of the room is mainly considered. The
coefficient is close to that of double-layer glass, which can be used in this study. The
heat flux per unit time obtained by Fourier’s law [19]:

Q1 = λ1A
t2 − t1

d
(4)

where Q1 is the heat flux density between inner and outer glass; λ1 is the thermal
conductivity of glass; t1 is the surface temperature of glass in contact with outdoor;
t2 is the glass and indoor contact temperature; A is the glass surface area.

Q2 = hA(tw − t1) (5)

where Q2 is the heat flux density between environment and outer glass; h is
the thermal convection coefficient of air; tw is the outdoor temperature. The heat
exchange between indoor air and glass can be expressed by (6):

Q3 = hA(t2 − tn) (6)

where Q3 is the heat flux density between inner glass and indoor; t2 is the indoor
side glass temperature; tn is the indoor temperature.

Since the surface temperature of the glass in contact with the outdoor and indoor
sides is unknown, but the ambient temperature of the outdoor and indoor is known.
So the heat dissipation power can be solved using the air convection coefficient as
shown in Figs. 7 and 8.

Fig. 7 Windows dissipation power
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Fig. 8 Wall dissipation power

The heat dissipation power of the concrete exterior wall at a room temperature of
21 °C and an ambient temperature of 0 °C is 685.02 W.

When the dissipated power is consistent with the heat generated power, the heat
will reach a dynamic balance. As shown in Fig. 9, the horizontal axis of the intersec-
tion is the power corresponding to the heating during thermal equilibrium, and the
vertical axis is the average indoor temperature during thermal equilibrium.

Fig. 9 System heat dissipation diagram
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3 CFD Simulation

In order to improve the simulation efficiency and reduce the computer solution time, a
simplified simulation method is used in this section, which is specifically as follows:
treat the radiator and the internal hot water as a whole and make it equivalent to a
constant heat source. When using the heat dynamic balance obtained in Fig. 9, the
heating power is used as the heat generation power of the constant heat source.

Input the equivalent model into a computer, perform fluid simulation analysis,
and solve the temperature distribution inside the room. At the same time, the average
temperature of the room when the temperature is dynamically balanced is obtained
through the simulation, and the accuracy of the heating power and the average indoor
temperature corresponding to the heating power and the indoor average temperature
when the heat is dynamically balanced is verified by the above method. The room
temperature distribution obtained by the simulation is shown in Figs. 10, 11, and 12.

Fig. 10 Temperature distribution XZ plan

Fig. 11 Temperature distribution XY plan
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Fig. 12 Temperature distribution YZ plan

The average room temperature of the simulation is 20.17 °C, which is 2% error
from the simplified method above, so the simplified model above is feasible. The
main reason for the error is the simplified heating of complicated shapes into long
straight pipes. Compared with the real heating pipes, the heat convection situation is
different and the equivalent heating power is higher. Through computer simulation,
the real thermal convection flow line diagram can be obtained as shown in Figs. 13
and 14.

Fig. 13 Room temperature streamline
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Fig. 14 Room temperature distribution

4 Conclusion

An important reference for the reasonable design of Heating, Ventilation, and Air
Conditioning (HVAC) equipment is to simulate indoor plumbing equipment to opti-
mize indoor temperature distribution and reduce energy waste. The main purpose of
this paper is to propose a method to simplify the heating model of indoor plumbing
equipment by avoiding the simulation of complex flow patterns, thereby increasing
the solution speed andmaking large-scale simulation possible. Comparing the simpli-
fied simulation method with the traditional simulation effect, the same object can be
simulated under the same device. The traditional method takes 1 h and 26 min to
solve, while the simplified method takes 34 min. The simulation efficiency has been
significantly improved. It is effective and feasible to equate the temperature and flow
rate of the hot water inlet with a constant heat source. Make the indoor heat equal
to the heat dissipation power at different indoor and outdoor temperatures and then
adjust the inlet water temperature and flow rate, so that the indoor temperature is
stable and comfortable and more convenient.
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An Optimal Maintenance Cycle Decision
of Relay Protection Device Based
on Weibull Distribution Model

Qiuyu Zhuang and Meiju Liu

Abstract In view of the problem that there is no accurate optimal maintenance cycle
for relay protection device, this paper is based on the Weibull distribution model.
We firstly analyze the maintenance cycle data, assume and establish a distribution
model, use the least square method combined with a genetic algorithm to estimate
the parameters of the Weibull distribution. Then, we use MATLAB to determine the
device failure rate function. Finally, we use the fuzzy decision method to get the
optimal maintenance cycle for the devices. According to the optimal maintenance
cycle, we can develop more appropriate state maintenance strategy and effectively
support the state maintenance work.

Keywords Weibull distribution · Failure rate function · Genetic algorithm · Fuzzy
decision method · Optimal maintenance cycle

1 Introduction

The state maintenance of relay protection devices has great advantages compared
with traditional maintenance. First, it can avoid the breakdown caused by the failure
to repair in time and reduce the workload of after-sales repair; second, it can avoid
the over-repair caused by unnecessary repair and reduce the total cost of repair. The
core of implementing state maintenance is to determine the optimal maintenance
cycle, while the core of determining the optimal maintenance cycle is to determine
the device failure rate function [1, 2]. The law of the failure rate function cannot be
fully shown modeled with a basic distribution model. As the Weibull distribution is
widely used in the data processing of various types of fault distribution and is mainly
suitable for the modeling of the cumulative wear fault of electromechanical complex
devices, we use the Weibull distribution model to get the optimal maintenance cycle
in this paper [3].
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2 Determination of Device Failure Rate Function

For relatively complex devices, the failure rate function is an important data basis for
predicting the failure rate and performing fault diagnosis [4]. In order to determine
the failure rate function, we firstly analyze the maintenance cycle data to obtain the
probability density function map, assuming that its failure law obeys the Weibull
distribution according to the trend in the figure. Then, we establish the maintenance
cycle distribution model and use the least square method combined with a genetic
algorithm to estimate the parameters ofWeibull distribution. Next, we usemathemat-
ical statistics to verify the hypothesis, so as to determine the cumulative distribution
function, probability density function and reliability function that the maintenance
cycle obeys. Finally, the failure rate function can be determined [5]. The flowchart
is shown in Fig. 1.

2.1 Analysis of Maintenance Cycle Data

Themaintenance cycle of the relay protection device refers to the trouble-free running
time between the two adjacent failure dates. The data used in this paper was collected
on 200 relay protection devices from the same manufacturer. These devices were all
put into use in April 2008. All data is from the maintenance cycle collected during

Fig. 1 Flowchart of determining device failure rate function
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the 11 years from April 2008 to April 2019. The sample data was arranged and
divided into 13 groups. The data is shown in Table 1. According to the frequency
of each group, with the interval median as the horizontal coordinate, the frequency
and cumulative frequency of each group as the vertical coordinate separately, we can
obtain the cumulative distribution function map and the probability density function
map. The cumulative distribution function map is shown in Fig. 2.

Table 1 Grouping data of maintenance cycle

Number Time Interval/h Interval median Frequency Cumulative frequency

1 21,900, 25,100 23,500 0.05 0.05

2 25,100, 28,300 26,700 0.06 0.11

3 28,300, 31,500 29,900 0.06 0.17

4 31,500, 34,700 33,100 0.07 0.24

5 34,700, 37,900 36,300 0.07 0.31

6 37,900, 41,100 39,500 0.07 0.38

7 41,100, 44,300 42,700 0.08 0.46

8 44,300, 47,500 45,900 0.08 0.54

9 47,500, 50,700 49,100 0.10 0.64

10 50,700, 53,900 52,300 0.09 0.73

11 53,900, 57,100 55,500 0.09 0.82

12 57,100, 60,300 58,700 0.09 0.91

13 60,300, 63,500 61,900 0.09 1.00

Fig. 2 Cumulative
distribution function
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In mathematical statistics, the curve trend of the Weibull distribution is indeed
shown in Fig. 2, so it can be assumed that the sample data obeys the Weibull
distribution.

2.2 Weibull Parameter Estimation Based on Least Square
Method

Assuming that there are several data (x1, y1), (x2, y2), …, (xn, yn), then a scatter plot
consisting of n points can be obtained on the plane xOy. From the figure, we can
see that these points fall roughly on both sides of a straight line, so it is concluded
that there is approximately a linear function between x and y. But under normal
circumstances, these points are not on the same straight line. We suppose Ei =
yi−(axi + b), it reflects the deviation between the calculated value and the actual
value. Since Ei can be positive or negative, E2

i is used to measure the total deviation.
Therefore, the method of determining the coefficients a and b which make F (a, b)
get the minimum is called the least square method [6, 7].

For the two-parameter Weibull distribution, the probability density function and
the cumulative distribution function are as follows [8, 9].

f (t) = β

α

(
t

α

)β−1

exp

[
−

(
t

α

)β
]

(1)

F(t) = 1 − exp

[
−

(
t

α

)β
]

(2)

We perform a linear transformation on Eq. (1):

ln ln
1

1 − F(t)
= −β ln α + βlnt (3)

Contrasted with the linear regression equation y = ax + b, we set up

y = ln ln
1

1 − F(t)
, x = ln t (4)

a = −β ln α, b = β (5)

The coefficients a and b can be obtained from the simultaneous system of
equations. Substituting a and b into Eq. (5), we can get the value of β and α.

The time between failures and the cumulative frequency of faults can be obtained
from experimental data. xi and yi can be obtained according to Eq. (4), and we can
finally get the value of a and b, β and α.
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In the process of using MATLAB to realize the program, t_TBF[] stands for ti,
F[] stands for Fi(t), x[], y[] stand for xi, yi. Specific steps are as follows.

First, we can get x[] according to t_TBF[]; second, we can get y[] from the Eq. (4);
F[i] can be computed according to median rank, Fi(t) ≈ (i − 0.3)/(n + 0.4), and i
stands for the sequence number of the fault data; third, we compute lxx and lxy; fourth,
we compute b = lxx/lxy, a = y − bx(x, y are the averages); β = b, α = exp(−a/b).

lxx =
n∑

i=1

(xi − x̄)2 =
n∑

i=1

x2i − nx̄2 (6)

lxy =
n∑

i=1

(xi − x̄)(yi − ȳ) =
n∑

i=1

xi yi − nx̄ ȳ (7)

2.3 Weibull Parameter Estimation Based on Genetic
Algorithm

The basic idea of the maximum likelihood method is to select the parameter to be
determined so as to maximize the probability of the sample appearing in the field of
observation value and use this value as the point estimate of the unknown parameter.
The basic idea of the maximum likelihood method is to select the parameter to be
determined so as to maximize the probability of the sample appearing in the field of
observation value, and then, we make this value as the point estimate of the unknown
parameter. The likelihood function of the Weibull distribution is:

ln L =
n∑

i=1

ln[ f (ti ;β, α)] (8)

As the process of solving the likelihood equations is relatively complicated and
may result in no results due to improper initial value selection, this paper combines
the idea of maximum likelihoodmethod with genetic algorithm. Genetic algorithm is
a method to search for the optimal solution by simulating natural evolution process.
The main feature is to directly operate on structural objects. There is no derivation
and function continuity limitation; it has better global optimization ability [10].
Therefore, the modeling process is as follows. Assume x = [x1, x2]T = [β, α] as
decision variable, we can get 0 < α < tn, 0 < β < 5 according to the parameters’
physical meaning.

min f (x) = −
R∑

i=1

ln[ f (ti ;β, α)] (9)
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S.T.

{
0 < x1 < 5
0 < x2 < tn

(10)

In order to simplify the calculation process, we introduce the MATLAB genetic
optimization toolbox method. First, we should write function M file since an M file
must be written to determine the optimization objective function to use genetic algo-
rithm in MATLAB. Second, we need to carry on the genetic algorithm optimization.
In this paper, we call the genetic algorithm by commanding the function GA [11].

2.4 Hypothesis Verification of Failure Rate Distribution
Model

The K-S test method is commonly used to verify whether the sample data follows the
same distribution, and as the K-S test method is suitable for the verification of small
assumptions and the test accuracy is high, it is used in this paper for verification.

First, we arrange the collected sample data, and then, we compute each data’s
hypothetical distribution function and compare it with its empirical distribution func-
tion. Themaximumvalue of these absolute differences is regarded as the sample value
Dn. Finally, we compare each sample valuewith the critical value, if the results satisfy
Eq. (11), it proves that the assumption establishes; otherwise, it fails [12].

Dn = sup
−∞<x<+∞

|Fn(t) − F0(t)| = max{di } ≤ Dn·σ (11)

Fn(t) =
⎧⎨
⎩
0, t < t1
i
n , ti < t < ti+1

1, t ≥ tn

(12)

Wecangetdi according toEqs. (11) and (12). Through the simulation experiments,
the critical value Dn•σ is 0.3614. Each sample value is less than 0.3614, so the
assumption is established and themaintenance cycle follows theWeibull distribution.

2.5 Determination of Equipment’s Failure Rate Function

Based on the analysis above, the Weibull distribution obeying the scale parameter
α = 47,201.4516 and the shape parameter β = 4.0683 is obtained. The probability
density function and the cumulative distribution function are shown as (13) and (14).

f (t) = 4.0683

47201.4516

(
t

47201.4516

)3.0683

exp

[
−

(
t

47201.4516

)4.0683
]

(13)
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Fig. 3 Failure rate function

F(t) = 1 − exp

[
−

(
t

47201.4516

)4.0683
]

(14)

The reliability function and failure rate function can be derived from the equations
above. The failure rate function map is shown in Fig. 3.

R(t) = exp

[
−

(
t

47201.4516

)4.0683
]

(15)

λ(t) = 4.0683

47201.4516

(
t

47201.4516

)3.0683

(16)

Since the value of the shape parameter is greater than 1, it indicates that as
the devices have been put into use gradually, the reliability has reduced and the
probability of device failure has increased, which is consistent with the actual
production.

3 Determination of the Optimal Maintenance Cycle

3.1 The Optimal Maintenance Cycle Model

Whenestablishing themodel of the optimalmaintenance cycle for the relayprotection
device, both reliability factor and cost factor must be considered.



416 Q. Zhuang et al.

Reliability factor: Through analysis, we know the failure rate function is λ(t) =
βtβ−1/αβ , and we suppose γ = 1/αβ for convenience; then, we can get λ(t)= γ tβ−1.
We integrate λ(t) on (0, t) to get the cumulative distribution function as m(t) = γtβ .
The reliability function is R(t) = exp(−γ tβ); after the maintenance, the reliability
should reachR0 at least [13, 14]. Taking logarithms on both sides, meanwhile, we can
get theminimummaintenance cycleT 1 tomeet theminimumreliability requirements.

T1 = β

√
1

γ
ln

1

R0
(17)

Cost factor: We suppose C1 as the cost of detecting and repairing the fault during
the repair process; C2 is regarded as the cost of the fault and repair found after the
devices have been put into operation (C2 > C1 > 0). We make C3 as the loss per
unit time caused by shutdown of the devices due to maintenance (C3 > 0). TPS is the
average life of the device in one maintenance cycle; then, the total cost during (0, t)
is:

C(t) = C1γ t
β + C2

(
γ TPS − γ tβ

) + C3t (18)

In order to minimize the total cost, dC(t)/dt = 0 must be satisfied. We can get the
maintenance cycle T 2 meeting the cost factor according to Eq. (18).

T2 = β−1

√
C3

(C2 − C1)γβ
(19)

3.2 Determination of Optimal Maintenance Cycle by Fuzzy
Decision Method

Fuzzy decision method is a comprehensive decision-making method based on the
combination of quantitative and qualitative fuzzy mathematics. Through the fuzzy
mathematics method, we can analyze and evaluate the influence of fuzzy factor in a
standardized way out of the overall evaluation [15].

First, we should determine the set of factors affecting the optimal maintenance
cycle; second, we give the number, category of the rating expert group and the rating
set of the rating expert; third, we construct the experts’ scoring matrix; fourth, we
construct fuzzy evaluation weight vector; finally, we can obtain the fuzzy evaluation
result.

Based on the fuzzy decisionmethod, this paper quantitatively analyzes the optimal
maintenance cycle of the devices. We select 10 experts, including three personnel
engaged in the relay protection device transformation, three personnel from relay
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protection device manufacturers and four workers with more than 10 years’ working
experience. Ten experts are supposed to quantitatively score the two factors, ranging
from 1 to 10.

For reliability factor and cost factor, the score results are:

M
(
u1, p j

) = {10, 9, 10, 10, 9, 10, 10, 9, 10, 10}, j = 1 : 10 (20)

M
(
u2, p j

) = {7, 6, 4, 7, 8, 5, 6, 4, 7, 6}, j = 1 : 10 (21)

Based on the scoring results, the average score of the two factors is:

a1 = 1

10

10∑
j=1

M
(
u1, p j

) = 9.8, a2 = 1

10

10∑
j=1

M
(
u2, p j

) = 6 (22)

Normalizing the average scores, we can get the influence weight of each factor:

w1 = a1∑2
i=1 ai

= 0.6203, w2 = a2∑2
i=1 ai

= 0.3797 (23)

The optimal maintenance cycle that meets the requirements of reliability and cost
can be obtained, respectively, T 1 = 25,661.4226 h, T 2 = 31,336.6751 h. Finally,
we get that the optimal maintenance cycle of the relay protection device is TC =
27,816.5818 h.

4 Conclusion

This paper is supposed to determine the optimal maintenance cycle. After using the
least square method combined with genetic algorithm to analyze the parameters, we
prove that the maintenance cycle surely obeys the Weibull distribution with α =
47,201.4516 and β = 4.0683. Failure rate function has been determined according
to the parameters. By using the fuzzy decision method, we finally get that device
optimal maintenance cycle is 3.18 years, which can be regarded as three and a half
years.
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Hysteretic Behavior Analysis
of Concrete-Filled Double-Skin Steel
Tubular Column Under the Constraint
of Mortise and Tenon Joint
with Low-Cycle Reciprocating Load

Wei Sun, Junshan Yang, and Bing Li

Abstract The mortise and tenon (MT) joint which proposed in the early research
works of authors of this article solves the difficulties in the construction of concrete-
filled double-skin steel tubular (CFDST) columns effectively. The CFDST columns
and steel beams constrained by MT joints can form a kind of mechanical system of
the prefabricated frame, which expected to have a wide application prospect. In this
paper, the finite element method was used to compare the hysteretic performance of
the CFDST columns with different hollow ratio (χ ) and axial compression ratio (n)
under the constraints of ordinary joint and the MT joint. Through the comprehensive
comparative analysis of the component stress cloud diagram, hysteresis curve and
skeleton curve, it is concluded that the CFDST columns under theMT joint constraint
have better energy dissipation performance and ductility than the columns under the
ordinary joint constraint. The results show that the new frame system can meet the
requirements of earthquake resistance.

Keywords Mortise and tenon joint · Concrete-filled double-skin steel tubular
column · Hysteretic behavior analysis

1 Introduction

In recent years, there have been more and more large and complex buildings, which
puts forward higher requirements on the mechanical properties of building structural
components, and the combined structure formed by the combination of section steel
and concrete has gradually attractedwidespread attention.Because the steel–concrete
composite structure can take advantage of both steel and concrete materials at the
same time, especially the steel tube concrete structure, which is widely used in the
field of high-rise and super high-rise buildings. Concrete-filled steel tube components
can be divided into solid type and hollow sandwich type according to their structural
forms. The latter is a kind of hollow structure with a smaller self-weight, while its
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bearing capacity is still in a high level. Therefore, it is a kind of concrete-filled steel
tubular member with very reasonable mechanical properties.

Since the 1990s, the research on concrete-filled double-skin steel tubular (CFDST)
columns is gradually deepened and some research results have been achieved [1–8].
However, this kind of component has not been widely used in engineering field. The
reason is that it is difficult to deal with the joint for CFDST column, which brings
obvious difficulties to the onsite construction. Without reasonable connection joint,
CFDST columns cannot form a structural system. As a result, it has not been widely
used in engineering field.

Based on the above background, literature [9] proposed a mortise and tenon (MT)
joint, which effectively solves the combination problem of CFDST columns and steel
beams. By the new joints, CFDST columns and steel beams can form a kind of frame
structure system with prefabricated construction characteristics. At the same time,
themechanical properties of the CFDST columns constrained by theMT joints under
eccentric loads are analyzed. On this basis, this paper further analyzes the low-cycle
reciprocating performance of the CFDST columns constrained by the MT joints.

2 Introduction of the Mortise and Tenon Joint

The form of the MT joints is shown in Fig. 1. It consists of tenon column and pier
column. They are steel pipes wrapped in concrete. Screw holes are arranged at the

3 Splice plate

1 Tenon column at the joint
2  Pier column at the joint

4 Concrete filled in pier column

8  Concrete filled in tenon column
9 Perforation of screw

7 Stiffened steel  inside tenon column

5 External steel pipe on pier column
6 External steel pipe on tenon column

Fig. 1 New node
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Fig. 2 Space and
assembling form

four corners of pier columns to connect the CFDST column. A splice plate is also
provided around the pier column to connect the steel structural beams. The MT joint
can connect the CFDST columns and steel beams into a kind of mechanical system
of prefabricated frame, as shown in Fig. 2. The mortise part of the MT joint inserts
into the hollow part of the CFDST column. Themortise part of theMT joint connects
with the internal cavity of the member. And then, the joint is fixed to the end plate
of the CFDST column by screws.

3 Establishment of Finite Element Model

In the process of establishing the finite element model, the axial compression ratio
n and the void ratio χ are taken as the influencing factors to research the hysteretic
behavior of CFDST columns. In this paper, the seismic performance of the members
connected byMT joint and ordinary joint under horizontal low-cycle cyclic loading is
compared and analyzed. Referring to the relevant data in reference [10], the working
conditions of the test pieces are formulated. The analysis conditions are shown in
Table 1.
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Table 1 Specimen data sheet

No. Tenon length (mm) D0 × t0 (mm) Di × ti (mm) χ n

1 – 114 × 3 32 × 3 0.3 0.3

2 – 114 × 3 32 × 3 0.3 0.6

3 – 114 × 3 57 × 3 0.54 0.3

4 – 114 × 3 57 × 3 0.54 0.6

5 – 114 × 3 76 × 3 0.7 0.3

6 – 114 × 3 76 × 3 0.7 0.6

7 180 114 × 3 32 × 3 0.3 0.3

8 180 114 × 3 32 × 3 0.3 0.6

9 180 114 × 3 57 × 3 0.54 0.3

10 180 114 × 3 57 × 3 0.54 0.6

11 180 114 × 3 76 × 3 0.7 0.3

12 180 114 × 3 76 × 3 0.7 0.6

Note “D0” is diameter of outer steel pipe. “t0” is thickness of outer tube. “Di” is diameter of inner
steel pipe. “ti” is thickness of inner tube. “χ” is hollow ratio. “n” is axial compression ratio. Yield
strength of outer steel tube is 294.5MPa; yield strength of inner steel tube is 374.5MPa; compressive
strength of concrete is 46.8 MPa

In the process of establishing the finite elementmodel, the circular sectionCFDST
column is simplified as cantilever member, and a half model is established. Its lower
end is rigid restraint. The relationship curve in reference [10] is adopted for the
constitutive relationship of steel tube and concrete, that is, the constitutive relation
curve of steel tube is five segments, and that of concrete is compressive concrete
stress–plastic strain. There are two analysis steps in the model, one is to add vertical
load according to the axial compression ratio n, and the other is to add horizontal load
according to Fig. 3. The shell element is used for the outer steel tube and the three-
dimensional solid element is used for the concrete and the inner steel tube. The cover
plates of the two joints are considered as rigid bodies. When the interaction is set,
the steel pipe is the main surface and the concrete is the secondary surface. Coulomb
friction is used to simulate the contact in tangent direction. The friction coefficient
is 0.25, and the normal direction is set as hard contact. For the parameter setting of
MT joint, the connection of cover plate and tenon and the connection of tenon and
inner steel pipe also adopt this contact. The calculation model, loading mode, and
boundary conditions of concrete-filled steel tube under horizontal low-cycle cyclic
loading are shown in Fig. 4.
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Fig. 4 Two different boundary conditions under two kind of joints
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4 Analysis of Numerical Simulation Results

4.1 Comparative Analysis of Failure Characteristics

Taking the member which hollow ratio χ = 0.54 and axial compression ratio n= 0.6
as an example, the failure characteristics of the outer steel tube, the inner steel tube,
and the concrete under the two kinds of joint constraints are compared and analyzed.
The stress nephogram of the outer steel tube, inner steel tube, and concrete under
the two kinds of joint constraints under the horizontal low-cycle reciprocating load
is shown in Fig. 5 (the left side is the ordinary joint restraint, the right side is the MT
joint constraint). By comparing the stress nephogram, it can be seen that: The stress
nephogram shows antisymmetric distribution, and the tensile stress at both ends of
the component decreases gradually from both ends to the middle. The tensile stress
value of ordinary joint restraint member is greater than that of MT joint restraint
member. The tensile stress of mortise and tenon joints is uniform in the whole tenon
constraint area.

With the increasing of the horizontal reciprocating load, the displacement of the
column restrained by ordinary joint is also increasing, the root of the column is
bulging outward, and the concrete at the position where the horizontal load is applied
also appears. The tensile stress of the root concrete reaches its ultimate tensile stress
value and fails. At the same time, the root of outer steel pipe exceeds the yield
stress. However, due to the confinement effect of the outer steel tube, the column
still maintains a certain bearing capacity. For the column constrained by MT joint,
there is no drumbeat at the root, but a slight deformation at the end of the tenon. This
is because the tenon at the bottom of the component has a certain restraint effect on
the bottom of the component, delaying the destruction of the component root. The
stress nephogram shows that the root of the column under the constraint of MT joint
is uniformly stressed, and there is no stress concentration area.

Therefore, through the above analysis, it can be seen that the failure mode of
components under the restraint of mortise and tenon joints is better than that of
members under the restraint of ordinary joints, which can effectively improve the
safety and horizontal bearing capacity of members.

4.2 Comparative Analysis of Hysteresis Curve and Skeleton
Curve

The comparisons of hysteretic curves corresponding to eachworking condition under
the two constraints are shown in Fig. 6. It can be seen from the figure that under the
two kinds of joint constraints, the hysteretic curves of the columns are full, and there
is no obvious pinch phenomenon. Moreover, the area of hysteretic curve of members
restrained by MT joints is significantly larger than that of columns restrained by
common joints, which indicates that MT joints can effectively improve the energy
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Stress nephogram of outer steel tube

Stress nephogram of inner steel tube

Stress nephogram of concrete

Fig. 5 Cloud comparison under two kind nodes
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χ=0.3   n=0.3 χ=0.3  n=0.6

χ=0.54 n=0.3 χ=0.54 n=0.6

χ=0.7 n=0.3 χ=0.7 n=0.6

Fig. 6 Hysteresis curve of the two joints
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dissipation capacity of columns. The influence of axial compression ratio n on the
hysteretic behavior of the column is stronger than that of the hollow ratio χ. The
larger the axial compression ratio n is, the worse the hysteretic performance of the
column is under the same constraint condition and void ratio n.

The comparisonof skeleton curves corresponding to eachworking conditionunder
the two constraints is shown in Fig. 7. It can be seen from the figure that the bearing
capacity and lateral stiffness of themembers restrained byMT joints are significantly
higher than those under ordinary joints. The influence of axial compression ratio n
and void ratio χ on skeleton curve was compared and analyzed. It can be concluded
that the bearing capacity of columns decreases with the increase of axial compression
ratio n.

When n = 0.3, there is no obvious downward trend in the skeleton curves under
the two kinds of joint constraints. In this case, the horizontal bearing capacity of
the member increases with the increase of the hollow ratio χ. When n = 0.6, the
skeleton curves of the columns under the two kinds of joint constraints show a
downward trend, especially the bearing capacity of the columns under the common
joint constraints decreases more obviously. Under this condition, the joint restraint

χ=0.54 n=0.3                                               χ=0.54  n=0.6

χ=0.7 n=0.3                                               χ=0.7 n=0.6

Fig. 7 Skeleton curve of the two joints
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of MT joint improves the horizontal capacity more obviously, but the hollow ratio χ

has little effect on it.

4.3 Seismic Coefficient Analysis

Displacement Ductility Coefficients

Ductility is an important performance indicator in the seismic resistance of engi-
neering structures. The ductility coefficient μ is used to indicate the ductility. The
displacement ductility factor is defined as:

μ = �u

�y
(1)

where �y—yield displacement, it is the displacement corresponding to the inter-
section point of the extension line of skeleton curve segment and the horizontal
line passing through the peak value; �u—effective ultimate displacement, it is the
value of ultimate displacement is the corresponding displacement when the bearing
capacity decreases to 85% of the peak bearing capacity.

The ductility coefficients of columns under the restraint of ordinary joint and MT
joint are calculated and shown in Table 2. By analyzing the data in the table, the
following conclusions can be drawn:

1. The ductility coefficientμ decreases with the increase of axial compression ratio
n.When the axial compression ratio n= 0.6, the ductility coefficientμ of columns
constrained by MT joint increases most obviously. The ductility coefficient μ

decreases with the increase of hollow ratio χ for columns constrained by both
types of joints. The main reason is that the larger hollow ratio χ is, the less
the concrete part of the column section is, which lead to the bending stiffness
decrease, and makes the ductility coefficient μ decrease.

2. The ductility coefficient μ of members with MT joints is larger than that with
ordinary joints. Because the tenon part of the MT joint is inserted into the hollow
part of the column, which changes the constraint method of the member, and the
ductility of the column is improved accordingly.

3. The MT joint can significantly improve the ductility coefficient μ of columns.
The curves shown in Fig. 8 shows that the larger the axial compression ratio n is,
the more obvious the improvement of ductility coefficient μ by MT joint is. In
this paper, when the axial compression ratio n = 0.6, the ductility coefficient μ

of column improved by MT joint is about 24% higher than that of ordinary joint.

Stiffness

Taking the column with hollow ratio χ = 0.54, as an example, the influence of joint
type and axial compression ratio n on column stiffness is studied. It can be seen
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Table 2 Ductility factor

Influence
factors

Constraint
type

Loading
direction

Yield
displacement
(mm)

Maximum
displacement
(mm)

Ultimate
displacement
(mm)

μ

χ = 0.3 n =
0.3

O + 4.42 6.39 30.56 6.91

− −4.39 −6.47 −30.96 7.05

MT + 4.42 6.36 29.76 6.73

− −4.27 −6.54 −28.907 6.77

n =
0.6

O + 4.46 6.44 19.13 4.29

− −4.29 −5.44 −18.24 4.37

MT + 4.46 6.37 21.03 4.72

+ −4.28 −6.25 −21.31 4.98

χ = 0.54 n =
0.3

O − 5.14 7.64 32.24 6.33

+ −4.98 −7.57 −30.98 6.22

MT − 4.75 7.22 32.04 6.74

+ −4.97 −6.88 −32.23 6.48

n =
0.6

O − 4.18 5.71 20.10 4.81

+ −3.97 −5.96 −19.94 5.02

MT + 4.17 5.86 24.75 5.94

+ −3.99 −5.95 −24.05 6.03

χ = 0.7 n =
0.3

O − 5.14 7.64 30.56 5.95

+ −4.98 −7.57 −30.02 6.04

MT − 4.64 7.21 28.68 6.18

+ −4.97 −6.88 30.96 6.21

n =
0.6

O − 3.82 5.82 19.96 5.23

+ −3.89 −5.99 −21.56 5.54

MT + 3.97 5.42 25.56 6.44

− −3.93 −5.86 −25.96 6.61

Note: “O” is ordinary joint, “ + ” is forward, “−” is backward

from the curves in Fig. 9 that MT joint can significantly improve initial stiffness and
residual stiffness of the columns. And the greater the axial compression ratio n is,
the worse the stiffness value of the columns is.

5 Conclusions

In this paper, the numerical simulation method is used to study the mechanical
properties of CFDST columns under horizontal low-cycle cyclic loading under the
restraint of ordinary joint and MT joint. By comparing the stress nephogram and
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Fig. 8 Ductility coefficient
increase rate with the effect
of χ
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failure mode of CFDST columns under the two kinds of joints, it can be concluded
that the failure position of CFDST columns under the two kinds of joints is different,
MT joints can protect the root of CFDST columns from damage. Compared with
the hysteretic curves and skeleton curves, the horizontal bearing capacity of CFDST
columns under MT joint is significantly higher than that under ordinary joint. And
with the increase of axial compression ratio n, the improvement of horizontal bearing
capacity of CFDST columns under MT joint is more obvious. The CFDST columns
restrained by MT joint have better energy dissipation performance and ductility than
that restrained by ordinary joint.



Hysteretic Behavior Analysis of Concrete-Filled … 431

Acknowledgements The research work in this article was carried out under the funding of the
Scientific Research Project of the Education Department of Liaoning Province (Z2219013).

References

1. Zhang, Y.C., Xu, C., Lu, X.Z.: Experimental study of hysteretic behavior for concrete filled
square thin-walled steel tubular columns. J. Constr. Steel Res. 63(3), 317–325 (2007)

2. Wang, T.C., Zhang, V.: Analysis of parameter influence on seismic behaviour of concrete filled
square steel tubular columns. J. Build. Struct. 34, 339–344 (2013). (in Chinese)

3. Wang, X.N., Gao, C.C., Wang, N.N.: Research on bearing capacity of axially-loaded short
columns of concrete filled double skin steel tubes. J. Hebei Univ. Eng. (Nat. Sci. Ed.) 30(1),
20–24(2013) (in Chinese)

4. Vipulkumar, I.P., Qing, Q.L., Muhammad, N.: Numerical analysis circular concrete-filled steel
tubular slender beam-columns with preload effects. Int. J. Struct. Stab. Dynam. 13(3) (2013)

5. Kojiro, U., Hiroaki, K.: Mechanical behaviour of concrete filled double skin tubular circular
deep beams. Thin-Walled Struct. 49(2), 256–263 (2011)

6. Liu, Q., Zhang, D., Chen, B.: Pure bending of self-compacting concrete-filled double skin steel
tubes in a circle. Eng. Mech. S1, 213–216 (2014). (in Chinese)

7. Zhang, R., Wang, C.G. Zhang, C.B.: Experimental study on seismic behaviour of recycled
aggregate concrete filled square steel tube columns. J. Hefei Univ. Technol. (Nat. Sci.) 03,
369–372 (2015) (in Chinese)

8. Huang,H., Zhu,Q., Chen,M.C.: Experimental study on concrete-filled double-skin square steel
tubes under compression-bending-torsion loading conditions. China Civil Eng. J. 03, 91–97
(2016). (in Chinese)

9. Sun,W., Zhao,Y.,Yan, S.:Analysis on eccentric compression property of concrete-filled double
skin steel tubular under new type mortise and tenon joint. China Concr. Cem. Prod. 226(3),
46–49 (2014) (in Chinese).

10. Liu, W., Han, L.H.: Research on some issues of ABAQUS analysis on the behavior of axially
loaded concrete-filled steel tube. J. Harb. Inst. Technol. S1, 157–160 (2005). (in Chinese)



Face Mask Recognition Based
on MTCNN and MobileNet

Jianzhao Cao, Renning Pang, Ruwei Ma, and Yuanwei Qi

Abstract The COVID-19 can be transmitted by air droplets, aerosols, and other
carriers, the spread of the virus can be effectively prevented by wearing masks in
public. Therefore, it is meaningful to identify whether a mask is worn in particular
places. In this paper, a method based on multi-task convolutional neural networks
(MTCNN) and MobileNet algorithms is proposed to implement mask recognition
on human face. Firstly, MTCNN is used to detect facial contours. Then the output
image is used to train MobileNet model. By comparing the extracted facial feature
data, the human with mask or not can be marked. The method has been tested in a
1.8 GHz Intel Core machine with 160 × 160 static images. Average accuracy rate of
94.73% and detection speed of 1.9 s are achieved.

Keywords COVID-19 · MTCNN · Face detection · Face alignment · MobileNet ·
Mask recognition

1 Introduction

Since December 2019, there has been an outbreak of new coronavirus pneumonia
(COVID-19) in the world [1], and so far (July 17, 2020), according to the latest infor-
mation from the World Health Organization, there have been 14,562,550 confirmed
cases of COVID-19, including 607,781 deaths around the world.

Many researches show that COVID-19 is highly contagious, and wearing a mask
can effectively reduce the probability of viral infection. Research [2] on masks also
showed that masks are very helpful in preventing infection in universal community
and health care settings during the COVID-19 pandemic. In this certain condition,
asymptomatic infectors are difficult to detect and there is absence of vaccination,
wearing masks is undoubtedly a wise choice to prevent infection [3, 4].
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Nowadays, there are no specific algorithms used for mask detection. With the
development of deep learning in the field of computer vision [5–7], the target detec-
tion algorithm based on neural network has been widely applied in pedestrian target
detection, face detection, remote sensing image detection, medical image detection,
and natural scene text detection [8–11]. In 2001, Viola and Jones proposed a face
detection algorithm based on AdaBoost [12], it was the first practical boosting algo-
rithm, and remains one of the most widely used and studied. In 2016, Chen et al. [13]
proposed the RPN network and the RCNN network to address large pose variations
in real-word face detection. A model called multi-task convolutional neural network
(MTCNN) was designed by Zhang et al. [14]; it can exploit the inherent correlation
between detection and alignment to boost up their performance, with applications in
numerous fields. For better performance, convolutional neural networks are designed,
from seven layers [15] to thousands of layers [16, 17]. The MobileNet [18] model is
outstanding because of its lightweight and efficient performance. Through the study
of relevant target detection algorithm, it is found that the deep learning model for
face detection mentioned above can be applied to the mask detection. However, how
to design a fast and accuracy method for mask detection is still a challenging job.

This paper aims to develop an algorithm that identifies whether pedestrians are
wearing a mask, then it can be used in a particular place or public to alert people. A
method is designed for mask recognition which can decrease the amount of training
and optimize the loss function. MTCNN algorithm is used for face detection on
account of its speed, andMobileNet structure is applied for feature extraction because
of its high accuracy and strong reliability.

2 Face Detection Based on MTCNN

2.1 Algorithmic Principle

MTCNN algorithm is used in this paper, which is a rough-to-thin process, while
using face detection tasks and face sub-tasks to assist face key detection. The overall
framework is divided into three stages. The three stages are entered for different sizes
of pictures, which are intended to detect faces of different sizes as Fig. 1.

The first stage, Proposal Network (P-Net): This network master is intended to
generate candidate windows as input for stage two. On pictures of different sizes, use
a fully convolutional networks (FCN) to get the border coordinates of the candidate
windows, and use the border regression to correct them, and then use non-maximum
value suppression to aggregate the highly overlapping candidate window.

Because P-Net uses FCN, there is no need to specify the size of the input image
(12 × 12 × 3 in the input size of Fig. 1 is an example, which can be considered an
anchor box). It returns two parameters, one is the coordinate of the face box, and the
other is the probability of whether the face is.
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Fig. 1 MTCNN network architecture

The second stage, Refinement Network (R-Net): Use the front candidates as
another input to convolutional neural networks (CNN). It further rejects the wrong
candidates, corrects the border, and uses non-maximum suppression (NMS) and
candidates. R-Net accepts the border of the P-Net output, the input is fixed, so the
border is resized, the intermediate process is similar to R-Net, it returns two parame-
ters: one is the coordinates of the face box, and the other is the probability of whether
the face is.
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The last stage, Output Network (O-Net): This network accepts the border returned
byR-Net, and resizes to afixed size,which returns three parameters: thefirst argument
is the face box, the second argument is the probability of whether the face is face,
and the third parameter is the five-key-point coordinates.

One of themost important reasons using theMTCNN algorithm for face detection
is that it can independently mark the five-character features of faces, such as find
the eye, nose and mouth angle that detects the face, which is essential for subse-
quent recognition based on sensitive features. Tag face data is used for facial feature
positioning. Face feature positioning is similar to boundary regression task, as a
regression problem, the European distance calculation is used to see Eq. (1).

loss3 = ∥
∥ylandmarks

t − ylandmark
t

∥
∥
2

2 (1)

where ylandmarks
i is the network obtained face marker coordinates, ylandmark

i is the real
face marker coordinates, a total of five groups, marked eyes, nose, mouth corner
significant features.

Finally, due to the different classification regression tasks performed in different
convolution network layers, different training pictures (face, non-face) are used in
the learning process, in order to unify the learning goal set the task weight to balance
the three sub-networks 21 as Eq. (2).

min
N

∑

i=1

∑

j∈{1,2,3}
α jβ

j
i loss j (2)

where N represents the number of training samples, α j represents the weight of each
task, β j

i represents the sample type indicator, and loss j ( j = 1, 2, 3) represents the
error loss of face detection, respectively, bounding frame regression and face feature
positioning.

2.2 The Process of Identification

In order to identify the contours of the face, MTCNN is used to process the images.
Firstly, change the image obtained by Opencv from BGR format to RGB format
for processing, and then the face image is extracted from the photo through the
MTCNN face detection model. The last output image is used as the input image of
the MobileNet as Fig. 2.
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Fig. 2 Model reasoning process

3 Feature Extraction Based on MobileNet

3.1 Algorithmic Principle

MobileNet uses deep separable convolutions to build lightweight deep neural
networks. It can be used in large-scale image detection and classification, and
maximizes the accuracy of the model.

The depth separable convolution resolves the standard convolution into a deep
convolution as shown in Fig. 3 and a 1× 1 pointwise convolution as shown in Fig. 4.
As shown in Fig. 5, it is supposed that the input feature map has M channels, the
number of channels of the output feature map is N , and the size of the convolution
kernel is DK × DK . MobileNet convolution network reduces the network parame-
ters of the model under the premise of ensuring network accuracy. The amount of
parameters [19] of the traditional convolutional neural network convolution K, as
shown in Eq. (3):

Fig. 3 Standard convolution structure
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Fig. 4 Depthwise separable structure

Fig. 5 Pointwise convolution structure

K = DK × DK × M × N × DF × DF (3)

MobileNet’s convolution almanac parameter [20] is shown as in Eq. (4):

K ′ = DK × DK × M × DF × DF + M × N × DF × DF (4)

Compare the calculation amount of the deep convolution with the standard
convolution part:

DK × DK × DM × DM × M + M × N × DF × DF

DK × DK × M × N × DF × DF
= 1

N
+ 1

D2
K

(5)

The MobileNet convolution network divides traditional convolutional neural
networks into depthwise convolution and pointwise convolution in the convolutional
layer. Depthwise convolution is a 3× 3 convolution, pointwise convolution is 1× 1
convolution, through batch normalization and rectified linear unit activation func-
tions to build the convolution layer of the network. It can be seen from the result of
Eq. (5) that this operation can reduce the amount of calculation by 8 to 9 times, and
improve the efficiency of calculation.
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3.2 Optimization Algorithm

In this paper, the Adam [21] optimization method is used to minimize the loss func-
tion by replacing the stochastic gradient descent algorithm. The random gradient
drop algorithm keeps the single learning rate (alpha) updating all the weights, and
the learning rate does not change during network training. The Adam optimiza-
tion algorithm designs independent adaptive learning rates by calculating the first-
order moment estimation of gradient and the second-order moment estimate for
different parameters. Adam algorithm has high computational efficiency and low
memory requirements, and Adam algorithm gradient of the diagonal rescaling has
immutability. The process of updating network parameters is represented as:

gt = 1

n
∇θ

∑

i

L(F(Yi , θ), Xi ) (6)

mt = u × mt−1 + (1 − u) × gt (7)

nt = v × nt−1 + (1 − v) × g2t (8)

m̂t = mt

1 − ut
(9)

n̂t = nt
1 − vt

(10)

�θt = −η × m̂t
√

n̂t + ε
(11)

θt+1 = θt + �θt (12)

where gt is the mean-square error function L(θ) to θ gradient, mt the first-order
moment m̂t estimation of the gradient, nt the second-order moment estimation of the
gradient, m̂t the deviation of mt correction, n̂t the deviation of nt .

The moment estimate of the exponential decay rate u is 0.9, v is 0.99, the step η is
0.001, the numerically stable small constant ε is 10−8, �θt represents the calculated
θt update value, θt+1 the θ value of the t + 1 moment, and the sum of θt and �θt is
applied to θt+1.
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Fig. 6 Example of data set pictures

4 Experiment and Analysis

4.1 The Experimental Data Set

In order to detect whether a face is wearing a mask in a complex environment, a
self-built data set is used in this paper. The pictures were arbitrarily split into training
and test datasets, with proportion 90% and 10%, respectively. Naturalize the size of
the pictures. The data set contains two types of labels: the face wearing masks and
the no mask ones shown in Fig. 6.

After getting the data set pictures, read and tag them (mask 0, nomask 1), scramble
the data set, and process the labels in one-hot format before training. Due to the
performance of the hardware device, each training set size is 8 pictures. Pictures in
the datasets need to be tagged (mask 0, no mask 1), after which the data set will be
scrambled, and the labels will be processed in one-hot format before training.

It is essential to use data enhancing, image reversing and color gamut conversing
to get enhanced data, then it will be naturalized, so as to make the model more
robust. In model training, pre-trained MobileNet weights are used to make training
more effective. The output will be saved every three generations of training, and if
the training accuracy of five successive generations does not decline, the learning
rate of training will be further reduced. If the loss value does not decline after 12
generations, that means model training is completed. According the above method,
the model can correctly recognize whether the face is wearing a mask in different
environments.

4.2 The Experimental Results

In order to verify the effectiveness of the proposed trainingmodel for wearingmasks,
the experiment will compare the detection effect of YOLOv3, compare the detec-
tion performance of the two algorithms in complex cases, and draw experimental
conclusions. The results of quantitative analysis of comparison between our model
and YOLOv3 are presented in Table 1.
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Table 1 Performance comparison of two models

Algorithm The number of
test samples

Accurate lying
number

Accuracy rate
(%)

Detection speed (s)

YOLOv3 707 658 93.10 2.023

MTCNN +
MobileNet

707 669 94.73 1.907

The results obtained from these sequences are showed in Table 1, where the
average accuracy rate of YOLOv3 is 93.10%, and themethod of this paper is 94.73%.
The experiments were performed with the GPU graphics card NVIDIAGeForceMX
350, and 8 GB memory on personal computer.

5 Conclusions

In this paper, a mask recognition method based on MTCNN and MobileNet is
proposed, and the model shows that it has high precision and robustness in complex
environments. Compared with the current popular YOLOv3, this model also demon-
strates better detection efficiency. In the future, the size of the existing data set will be
expanded. More in-depth research will be conducted based on hardware equipment
to make contributions to social security.
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Quadcopter UAV Finite Time Sliding
Mode Control Based on Super-Twisting
Algorithm

Jianhua Zhang, Wenbo Fei, and Yang Li

Abstract In this paper, the super-twisting slidingmode intelligent control is applied
to the position and attitude of the underdrive quadcopter system. For this system,
super-twisting sliding mode control has more advantages, which can solve the chat-
tering problem of traditional sliding mode control and can converge in a finite time.
Compared with other research results, this article provides a more accurate mathe-
matical model of a quadcopter, which takes into account more influencing factors
and is practical. Finally, numerical example verifies the effectiveness of the control
algorithm.

Keywords Quadcopter · Finite time · Super-twisting

1 Introduction

For decades, due to its inherent characteristics, the quadcopter has been widely
concerned by military, civilian, and engineering academics. The application range of
small drones such as quadcopter is extremelywide, such asmilitary reconnaissance in
harsh environments, civil logistics, aerial photography, and spraying of pesticides [1–
3]. In order to improve the stability and reliability of the aircraft in various scenarios,
scholars have made a lot of research results in the study of intelligent control of
quad-rotor drones.

The first rotorcraft came out in the twentieth century. After a miniaturized multi-
rotor UAV is developed, scholars have verified the feasibility of a large number of
control algorithms. At the same time, some scholars use PID combined with other
algorithms to solve complex control problems [4–6]. The LQR control algorithm is
also a relatively mature algorithm applied in the quadcopter control. In [7], scholars
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use the LQR control algorithm to study the established mathematical model, but the
control performance is not ideal due to the inherent characteristics of the algorithm.
However, the traditional sliding mode membrane control has a discontinuous func-
tion of high-frequency switching, which leads to chattering. Therefore, this paper
proposes super-twisting sliding mode control.

The main contributions of this article are as follows:

1. Select a more accurate quadcopter mathematical model, with higher control
requirements and better simulation practicality.

2. A quad-rotor aircraft based on super-twisting sliding mode control is proposed,
which can converge in a finite time and reduce the chattering of traditional sliding
mode.

3. The verification of the calculation example used in this paper is closer to the
working logic of the actual quadcopter.

2 Mathematical Model of Quadcopter

According to the quadcopter dynamic motion law, a quadcopter dynamic model [8]
is established, and the body coordinate system and the ground coordinate system are
selected, as shown in Fig. 1. According to the spatial transformation of coordinate
systemB and coordinate system E and the Newton–Euler equation, the mathematical
model of the quadcopter is calculated. The quadcopter attitude is expressed as yaw
angle ψ , pitch angle θ , and roll angle φ.

The quadcopter position and attitude dynamics model can be obtained:

Fig. 1 Schematic of the quad-rotor system
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ẍ = Fat

m
(sinψ sin φ + cosψ sin θ cosφ) − ξx

m
ẋ + dx (·)

ÿ = Fat

m
(− cosψ sin φ + sinψ sin θ cosφ) − ξy

m
ẏ + dy(·)

z̈ = Fat

m
(cos θ cosφ) − g − ξz

m
ż + dz(·)

φ̈ = θ̇ ψ̇(Iy − Iz)/Ix + τaφ/Ix − Ir
Ix

θ̇� − ξφ

Ix
φ̇ + dφ(·)

θ̈ = φ̇ψ̇(Iz − Ix )/Iy + τaθ /Iy − Ir
Iy

φ̇� − ξθ

Iy
θ̇ + dθ (·)

(1)

{

ψ̈ = θ̇ φ̇(Ix − Iy)/Iz + τaψ/Iz − ξψ

Iz
ψ̇ + dψ(·)

where lifting force Fat, Ir—rotor inertia, I = diag(Ix , Iy, Iz)—three moments
of inertia in the body coordinate system ξk = diag

(
ξφ ξθ ξψ

)
—air drag torque

coefficient w—rotor angular velocity. da(·) = diag
[
dx (·) dy(·) dz(·)

]
, dp(·) =

diag
[
dφ(·) dθ (·) dψ(·) ]

, w = w4 + w2 − w3 − w1 is outside interference.

3 Design of Quadcopter Position and Attitude Controller

Due to the discontinuous function of the high-frequency switch under the traditional
sliding mode control rate, resulting in jitter, the super-twisted sliding mode control
can transfer the discrete control rate to the higher-order sliding mode surface to solve
this problem [9]. And a large number of articles have proved that the algorithm can
guarantee the finite time convergence [10]. The super-twist sliding mode control
algorithm is composed of a continuous function of sliding mode variables and a
discontinuous time difference. The algorithm is as follows:

{
ẋ1 = −k|x1| 12 sign(x1) + x2

ẋ2 = −k1sign(x1) + ḋt
(2)

where xi (i = 1, 2) represents the state variable, and k1, k2 represents the set gain, ḋt
is external interference. Translational Dynamics:

ẍ = Aus(t) + f1(·) + da(x, t) (3)
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Expect the system position output x to be able to track xd , so there is

z1 = x − xd; ż1 = ẋ − ẋd (4)

According to Eq. (2) super-twisting algorithm gives

z2 = ẋ − ẋd + k|z1| 12 sgn(z1) (5)

Substituting Eq. (3) into (5) gives

ż2 = Aus(t) + f1(·) + da(x, t) − ẍd + k

2

ẋ − ẋd

|z1| 12
(6)

Available controller

us(t) = A−1

[

−k1sgn(z1) + da(x, t) − f1(·) − da(x, t) + ẍd − k

2

ẋ − ẋd

|z1| 12

]

(7)

us(t) = A−1

[

−k1sgn(z1) − f1(·) + ẍd − k

2

ẋ − ẋd

|z1| 12

]

(8)

Select the Lyapunov function

V (t) = 1

2
z22 (9)

V̇ (t) = z2

(

Aus(t) + f1(·) + da(x, t) − ẍd + k

2

ẋ − ẋd

|z1| 12

)

V̇ (t) =
[
ż1 + k|z1| 12 sgn(z1)

][−k1sgn(z1)
]

(10)

When z1 > 0, V̇ (t) < 0 is stable, and k, k1 > 0, when z1 < 0, V̇ (t) < 0 is stable,

k, k1 > 0. When is stable. Where sgn(z1) =
{

1 z1 > 0
−1 z1 < 0

.

Similarly, get the attitude controller

ur (t) = B−1

[

−k1sgn(z3) − f2(·) + p̈d − k

2

ṗ − ṗd

|z3| 12

]

. (11)
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4 Simulation and Analysis

In this section, MATLAB simulations will be used to verify the effectiveness of the
finite time control of a quadcopter based on the super-twisting algorithm.

Example 1 Consider the UAV dynamic system with the parameters as

m = 2, l = 0.2, g = 9.8, ξx = ξx = ξx = 1.2

ξφ = ξθ = ξx = 1.2, Ix = 1.25, Iy = 1.25, Iz = 2.5

k1 = 0.1, k2 = 0.00002, k3 = 0.01, k4 = 4, k5 = 9.8, k6 = 1.6

k7 = 11, k8 = 260,000, k9 = 0.1, k10 = 22, k11 = 11, k12 = 0.02

χd(t) =
[
5
(
1− cos

( π

10
t
))

, 5 sin
( π

10
t
)
, 10

(
1− e−0.3t

)]T

The initial conditions of the system are selected as

x(0) = y(0) = z(0) = φ(0) = θ(0) = 0, ψ(0) = 1

In order to highlight the advantages of super-twisting algorithm sliding mode
control compared to traditional sliding mode control, a simple comparison is made
by using the traditional sliding mode control simulation of the quadcopter position.

∂d(t) =
[
10 sin

( π

10
t
)
, cos

( π

10
t
)]T

The initial conditions of traditional sliding mode control are selected as

x(0) = y(0) = z(0) = 1

Comparing the simulation results of position tracking control with Figs. 2 and 3
with Fig. 5, it is enough to show that compared with traditional sliding mode control,
the sliding mode control based on super-twisting algorithm has more advantages.
Figures 2, 3, and 4 show the verification of the reliability of the super-twisting
algorithm, which can better achieve tracking control.
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Fig. 2 Trajectories of position x , ideal position xd , position y and ideal position yd

Fig. 3 Trajectories of position z, ideal position zd , attitude φ and ideal position φd

Fig. 4 Trajectories of attitude θ , ideal position θd , attitude ψ and ideal position ψd
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Fig. 5 Trajectories of position x1, ideal position xd , position y1, ideal position yd , position z1, and
ideal position zd

5 Conclusions

In this paper, the super-twisting sliding mode is used to control the attitude and
position of the quadcopter. Experimental simulation result shows that the controller
algorithm is effective for the mathematical model of the quadcopter. Because there
are uncertain nonlinear parts in the system, the next step is to verify whether the RBF
neural network can be used for approximation.
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Cartesian Admittance Control Based
on Maxwell Model for Human Robot
Interaction

Xin Wang, Jia Sun, Zhijun Gao, Languang Zhao, Jianshun Liu,
and Naifeng He

Abstract Classical impedance control methods use Voigt model to describe rela-
tionship between external force and displacement. It is a kind of viscoelastic model
shows elastic mechanical properties. This feature always generates a repulsive force
because springplays amajor role andmakeuser uncomfortable.Bycontrast,Maxwell
model shows plastic mechanical properties and it shows the plastic properties. This
characteristic will improve the comfortableness of human robot interaction. There-
fore, we present aMaxwell model-based Cartesian admittance control that uses input
of position loop to the manipulator. We compared two methods by experiment and
result shows that our method can provide a good comfortableness in the case of
having same effect of traditional Cartesian admittance control.

Keywords Human robot interaction · Admittance control · Industrial robot

1 Introduction

In recent years, due to the continuous improvement of robot safety [1] and the demand
for various advanced tasks, the relationship between robot and human has been trans-
formed from an isolated state to human robot interaction [2] and collaboration, which
has become a hot spot in research. For the trend breakthrough the limit of struc-
tured environment, the chance of interaction between human and robot will increase
rapidly. Therefore, robots can cope with uncertainty and complexity, especially to
prevent damage to the robot itself and the environment and have compliance becomes
one of several prerequisites for robots.

In general, there are two kinds of ways make a robot have compliance. One is
called passive compliance, which use mechanisms such as remote center compliance
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device,which is also calledRCCdevice [3]. Othermechanisms can also achieve same
effect such as series elastic actuator [4]. The other way is servo control or active
compliance control. Typical compliance control methods are hybrid position/force
control [5] and impedance control [6]. When robots interact with environment, the
touch force and displacement are coupled. By adjusting a mass, spring constant and
viscosity coefficient of impedance control, impedance control can achieve a dynamic
relationship between displacement and force close the real situation and admittance
control is a mirror of impedance control. In recent years, several different methods of
impedance have been proposed frommultiple perspectives.Ott et al. proposed unified
impedance and admittance control [7] can switch between impedance control and
admittance control to combine the capacity of two control laws. Scherzinger et al.
proposed forward dynamic compliance control [8] which has excellent performance
and stability in singularities. Lee et al. proposed task space control [9] improved e
accuracy, robustness, and stability of forward dynamics control and solve the problem
when manipulator move through singularities, velocity of manipulator change fast.
Maciej et al. [10] proposed impedance control based onMPCwhich behaves exactly
as impedance control and can add limits of position, velocity, energy, and so on.

All of impedance control above useVoigt model that can be described as a connect
which a spring and damper connected parallel. It is a kind of viscoelastic model [11]
shows elastic mechanical properties. When apply a force on it, it always generates
a repulsive force because spring plays a major role. This may influence the human
comfortableness. By contrast, there is another model called Maxwell model shows
plastic mechanical properties. It often is used as fluid description [12]. Compare with
Voigt model, it is described as a connect that spring and damper is in series, it shows
the plastic properties. When apply a force on it, it will have a plastic deformation not
return elastic force. This characteristic will improve the comfortableness of human
robot interaction. Fu and Zhao proposed an impedance control framework [13], and
a plastic deformation behavior is produced under unexcepted contact force. Then,
they proposed a general Maxwell model-based Cartesian admittance control [14]
that uses input of velocity to the manipulator, and it will decrease the accuracy of
Cartesian trajectory.

Therefore, we present a Maxwell model-based Cartesian admittance control that
uses input of position loop to the manipulator.

This paper is organized as follows. An introduction and comparison of twomodels
are present in Sect. 2. A Maxwell model-based Cartesian admittance control is
proposed in Sect. 3. Simulation study is given in Sects. 4 and 5 concludes this paper.

2 Voigt Model and Maxwell Model

M, B, K, and Fext denote the mass of lump object, dump coefficient, spring constant,
and external force apply, respectively, in every case of two models. xd represents the
desired position and x represents the actual position. xe = x − xd is the displacement
of end-effector of manipulator. Two models are shown in Fig. 1.
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Fig. 1 Two viscoelastic models: a Voigt model bMaxwell model

2.1 Voigt Model

The relationship between external force Fext and displacement xe can be illustrated
as Eq. (1), and it is a second order differential equation. This equation is used
widely in most impedance control laws. It is common to know that when external
force vanished, the displacement of end-effector will come to zero eventually. This
deformation is called elastic deformation.

Mẍe + Bẋe + Kxe = Fext (1)

It is easy to know overdamped condition of Voigt model is inequality (2).

B2 > 4MK (2)

2.2 Maxwell Model

Due to the different arrange of spring and damper, Maxwell model has a more
different deformed feature and dynamics. Dynamic equation of Maxwell model can
be described as inequality (2). When external force vanished, the displacement of
end-effector will be a constant. This feature is called plastic deformation.

Mẍe + K B−1Mẋe + Kxe = Fext + K B−1
∫

Fext (3)

Its overdamped condition is shown as inequality (4).

4B2 < MK (4)

Maxwell model also can be transformed to a Voigt model, as shown in Fig. 2. Due
to the integral term of external force, it has a plastic deformation.
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Fig. 2 Equivalent transformation of the Maxwell model to Voigt model

3 Cartesian Maxwell-Based Admittance Control

The basic idea of admittance control is that the control system adopts the inner loop
based on position control and the outer loop based on force control.

This control law enables the system to show the impedance characteristics ofVoigt
model, which does not require the dynamic model of manipulator. This method is
especially suitable for servo control system with good position control effect. The
result of admittance control is the desired position of the joint, which is easily realized
by traditional industrial robots. The application of human robot interaction is based
on admittance control.

In conventional situation, relationship between external force and displacement
is described as follows:

Md ẍm + Bd ẋe + Kdxe = Fext (5)

We can get the modified acceleration of manipulator by the following Eq. (6)

ẍm = M−1
d (Fext − Bd ẋe − Kdxe) (6)

External force is described on base frame of manipulator.
For calculating themodified acceleration, the current position and velocity of end-

effector need to be used. The position can be solved using the forward kinematics of
the robot, while the velocity can be solved using the following Eq. (7)

ẋ = J q̇ (7)

The control law makes the control system equivalent to a Voigt model and makes
it equivalent to a Maxwell model by replace Eqs. (5) and (6) with (8) and (9).

Md ẍm + Kd B
−1
d Md ẋe + Kdxe = Fext + Kd B

−1
d

∫
Fext (8)

ẍm = M−1
d

(
Fext + Kd B

−1
d

∫
Fext − Kd B

−1
d Md ẋe − Kdxe

)
(9)
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Fig. 3 The complete control structure of Cartesian admittance control based on Maxwell model

The complete control structure of Cartesian admittance control is shown in Fig. 3.

4 Simulation Study

The manipulator used in our experiments is based on DOREP [15]. We use MDH
method to calculate kinematics and kinematic parameters are available in the
manuals.

We presented an experiment of Maxwell model-based Cartesian admittance
control and Voigt model-based Cartesian admittance control. The experiment is to
verify the effectiveness of method proposed in Sect. 3 and demonstrate the differ-
ences between two methods based on the Maxwell model and Voigt model. During
the following experiments, the desired viscoelastic coefficients of theMaxwellmodel
are listed in Table 1. For comparing the result, we translate the viscoelastic coeffi-
cients into equivalent coefficients of Voigt model and ignore integral part of external
force.

Table 1 Desired viscoelastic coefficients in experiment

Viscoelastic coefficients Desired values

Mpd diag [20, 20, 20] N s2/m

Bpd diag [30, 30, 30] N s/m

Kpd diag [300, 300, 300] N/m

Mod diag [20, 20, 20] N m s2/rad

Bod diag [30, 30, 30] N m s/rad

Kod diag [300, 300, 300] N m/rad
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Fig. 4 Robot reaction of typical Maxwell model-based Cartesian compliance control when five
successive external forces applied on the end effector. a External torques during human interaction.
b External forces during human interaction. c Orientation of end effector during human interaction.
d Position of end effector during human interaction

In the test, we keep the manipulator desired position and orientation static. Then,
we perform a force on the force sensor and record the position and orientation data
of flange and external force and torque applied on the sensor. We use two control
methods perform the same experiment, and the figure of data is shown in Figs. 4 and
5.

We can draw the following conclusions from Figs. 4 to 5. When force sensor
detected external force and torque, two methods can both have a position and orien-
tation displacement and after human interaction disappeared, two methods can both
make manipulator move back to the initial position and orientation. Two methods
can both avoid the influence of signal noise of sensor. When we translate the
viscoelastic coefficients into equivalent coefficients of Voigt model and ignore inte-
gral part of external force, two methods have same effect and Maxwell model-based
Cartesian admittance control have an ignorable plastic deformation which shows
the Maxwell model-based Cartesian admittance control can replace the traditional
Cartesian admittance control and have a good comfortableness.

5 Conclusion

This paper presents a novel Maxwell model-based Cartesian admittance control
which use position loop control the manipulator. We compare two methods and
results shows effectiveness of our control method. Maxwell model-based Cartesian
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Fig. 5 Robot reaction of typical Maxwell model-based Cartesian compliance control when five
successive external forces applied on the end effector. a External torques during human interaction.
b External forces. c Orientation of end effector. d Position of end effector

admittance control uses position loop control the manipulator can be used on most
kind of manipulators and provide a good comfortableness in the case of having same
effect of traditional Cartesian admittance control.
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Bearing Fault Detection Method Based
on Improved Convolution Network

Pengyu Cheng, Binbin Li, and Bin Jiao

Abstract Bearing is the key component of rotating machinery. It is very impor-
tant for the normal operation of the equipment to carry out accurate fault detection
and analysis of the bearing. Aiming at this problem, this paper proposes a fault diag-
nosismodel based on residual network (RESNET).By transforming one-dimensional
vibration data into two-dimensional data, after successive operations such as convo-
lution, pooling, activation, and the residual network module is used to deepen the
network while effectively correcting the parameters behind, and finally realizes the
improvement of the fault recognition ability. The experimental results prove that this
method is compared with other methods the accuracy rate is greatly improved.

Keywords Deep learning · Rolling bearing · Fault diagnosis · Convolution neural
network · Residual network

1 Introduction

Rolling bearing is a key component in rotating machinery equipment. Because of its
poor ability to withstand impact, 30% of mechanical failures are caused by rolling
bearing failures [1]. Therefore, accurate fault detection and analysis of bearing is
of great significance for the normal operation of the equipment. 80% of the rolling
bearing fault diagnosismethods at home and abroad are based on the vibration signals
of rolling bearings [2], but the vibration signals collected by themhave non-stationary
and non-linear characteristics [3]. In addition, it is difficult to fully characterize the
fault characteristics with the features collected from the time domain or frequency
domain alone. Therefore, some scholars try to combine the two methods to analyze
the fault, such as wavelet decomposition [4], empirical mode decomposition (EMD)
[5] and resonance sparse decomposition [6]. With the development of artificial intel-
ligence technology, scholars gradually use back-propagation neural network (BPNN)
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[7], support vector machine (SVM) [8], and hidden Markov [9] to diagnose bearing
fault.

The concept of deep learning is a qualitative leap in the field of feature extrac-
tion and pattern recognition, which can obtain deep-level feature representation and
avoid the complexity of manual feature selection and the dimension disaster of high-
dimensional data [10]. Some scholars try to use the deep neural network to study the
fault diagnosis of rolling bearing [11], but because the potential of deep learning has
not been fully exploited, to a certain extent, it is still unable to get rid of the interfer-
ence of complex signal processing technology [12], and it is still in the initial stage
[13]. In bearing fault diagnosis, there are deep belief network (DBN) [14], deep auto
encoder (DAE) [15], convolutional neural network (CNN) [16, 17], and recurrent
neural network (RNN) [18]. In this context, a bearing fault detection method based
on residual network (RESNET) is proposed. By inputting the original data into the
network, the fault features are extracted and then the fault diagnosis is carried out.
The results show that this method will greatly improve the accuracy of identification.

2 Theoretical Basis

2.1 Convolution Neural Network

Convolutional neural networks have three advantages, they are local connection,
weight sharing, and pooling. First of all, the hidden layer nodes of the general deep
neural network are fully connected to each pixel of an image, while the convolutional
neural network connects each hidden node only to a certain local area of the image
to reduce the number of training parameters. Secondly, in the convolutional layer
of the convolutional neural network, the weights corresponding to the neurons are
the same. Because the weights are the same, the amount of training parameters can
be reduced. Finally, because the images to be processed are often relatively large,
and in the actual process, there is no need to analyze the original image. The most
important thing is to effectively obtain the characteristics of the image. Therefore, the
idea similar to image compression can be used to after convolution, a down-sampling
process is used to adjust the image size.

1. Convolution layer: In the convolution neural network, each convolution layer is
composed of several convolution units, and the parameters of each convolution
unit are optimized by the back-propagation algorithm. The purpose of convolu-
tion operation is to extract different features of input. The first convolution layer
may only extract some low-level features. With the deepening of network, more
complex features can be extracted from low-level features.

S(i, j) = (I ∗ K )(i, j) =
∑ ∑

I (i, j)K (m, n) + b (1)
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where m and n is the size of the convolution kernel and b is the offset value.

a = f (s(i, j)) (2)

In order to reduce the gradient loss, ReLU function is chosen as the activation
function.

2. Pooling layer: In convolution neural network, after feature extraction of input
image in convolution layer, output image will be sent to pooling layer for feature
selection and filtering some unimportant information. The pooling layer contains
pooling function, whose function is to select the important features in the feature
map. Generally, we have maximum pooling and average pooling.
The calculation formula is as follows:

p = max(a) = max( f (s(i, j))) (3)

P = 1

n

∑
f (s(i, j)) (4)

where n is the size of the convolution.
3. Full connection layer: In convolution neural network, after convolution operation

of convolution layer and pooling operation of pooling layer, relevant important
features have been selected. The role of full connection layer is to assemble the
extracted local features into a complete graph through weight matrix, which is
convenient for classification research.

2.2 Residual Network

Deep learning emphasizes a deepword, but it is found thatwith the increasing number
of neural network layers, the accuracy of themodel is constantly improved.When the
network deepens to a certain extent, the training accuracy and test accuracy decrease
rapidly, which shows that when the neural network deepens, it becomesmore difficult
to train. With the deepening of the network, the gradient problem becomes more
obvious, failure to effectively modify the parameters has greatly reduced network
performance and has not reached the expected level.

The core idea of the residual network is to use identity mapping. Imagine a
fully trained neural network, add several identity maps to the output, which deepens
the depth of the network without increasing errors. The idea of using the identity
mapping to directly transmit the output of the previous layer to the rear mentioned
here promotes the development of deep residual networks.

The residual network block is shown in Fig. 1. The original input image is x, and
the residual network has two paths. The first is the main path of the neural network,
that is, the output F(x) obtained from the traditional forward propagation path. There
is also a shortcut that H(x) = F(x) + x is obtained by superposition of the original
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Fig. 1 Basic structure of
residual network
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Weight layer

input

+

x

reluF(x)

H(x)=F(x)+x

relu

Iden ty
x

input image data and the output F(x). Finally, H(x) is imported into the activation
function to obtain the final output. By using the identitymapping in residual network,
the normal propagation of gradient can be ensured while deepening the network, so
that the parameters of the back network can be effectively modified, and finally, the
efficiency of the network can be improved.

3 Experimental Process

3.1 Experimental Steps

1. The vibration signals under different loads are collected by bearing data of
Western Reserve University.

2. The one-dimensional vibration signal is randomly inserted into a two-
dimensional characteristic atlas.

3. Set the small batch size, and divide the 2D feature atlas into small batch sample
groups.

4. Set the initial parameters of the network according to the size of the input image,
and train the model based on RESNET.

5. Use Gaussian initialization to initialize the weights in the fault diagnosis model.
6. Select a small sample of faulty bearing data.
7. The forward propagation of convolution neural network is carried out, and the

parameters are continuously optimized by using the random gradient descent
method.

8. The experimental results were analyzed.
9. Compared with other models.
10. Draw a conclusion.
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3.2 Experimental Process

This experiment uses bearing vibration data provided byWestern Reserve University
as the experimental data. The experimental device consists of a 1.5 kW electric
motor, torque sensor/decoder, power tester, and electronic controller. Use electric
spark discharge to process single-point damage on the outer ring, inner ring and
rolling elements of the bearing, and place an acceleration sensor above the bearing
seat of the motor drive end to collect the vibration acceleration signal of the faulty
bearing, and finally pass the 16-channel data recorder collect vibration signals.

The experiment is to diagnose the normal bearing, outer ring failure, inner ring
failure, and rolling element failure under different loads. Record the normal state
as N and the inner ring fault, outer ring fault, and rolling element fault with a fault
diameter of 0.1778 mm as IR007, OR007 and B007, respectively. The load of the
motor is recorded as load 0, load 1, load 2, and load 3.

The experimental data is shown in Table 1. Firstly, import the data of Western
Reserve University, and intercept 480,000 data under normal state and fault state
under different loads. Then, 10 * 10 two-dimensional input images are formed
by randomly inserting samples. Each load constitutes 4800 sample sets. After
scrambling them, 2880 samples are selected as training samples and 1920 as test
samples.

Input the selected two-dimensional data into the fault diagnosis model shown
in Fig. 2. The input image is first filled with zeros to expand the dimension of the
input data. This method is filled with three layers, and the output goes through
the convolution operation of the convolution layer. The normalization operation of
the batch norm layer, the activation operation of the activation layer using the ReLU
function as the activation function, and the pooling operation of themaximumpooling

Table 1 Experimental data

Sample state Training sample set Test sample set

Load 0 Load 1 Load 2 Load 3 Load 0 Load 1 Load 2 Load 3

B007 2880 2880 2880 2880 1920 1920 1920 1920

IR007 2880 2880 2880 2880 1920 1920 1920 1920

OR007 2880 2880 2880 2880 1920 1920 1920 1920

N 2880 2880 2880 2880 1920 1920 1920 1920

input
output

fla enZero
pad conv Batch

norm relu Max 
pool

Conv
block

Id
Block

*2

Conv
block

Id
Block

*2

Conv
block

Id
Block

*2

Avg
pool fc

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

Fig. 2 Fault diagnosis model
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layer to extract some features, and then input the output into the second to fourth parts
ofmodel,where id block is the standard identity block as shown inFig. 3. The shortcut
route of the standard identity block in this article is two layers, id block*2 means two
standard identity blocks, the obtained output is input to the average pooling layer
and expanded into one-dimensional data. The extracted local features are assembled
through the weight matrix through the fully connected layer, and finally, the softmax
function is used for efficient classification.

3.3 Analysis and Comparison of Experimental Results

The experimental results are shown in Table 2 and Fig. 4. This chart shows the impact
of the size of different small batch sample sets on the accuracy of the model under
different loads. It can be seen from the figure that load 1 has the best adaptability to
the small batch sample set. In the case of different small batch sample sets, there is
a higher accuracy rate (Table 2 and Fig. 4).

Froma horizontal perspective, the experimentalmodel has the highest adaptability
to the small batch sample set of 32. Themodel has a higher accuracy rate under normal
and fault data of different loads. At the same time, when the small batch sample set
is 8, the experimental results are not too ideal, the accuracy rate for load 3 is only
68.9%.

It can be seen from Table 3 that the accuracy of this method is greatly improved
compared with other methods. The accuracy of the BPNN + EMD method is about
30–40%; the accuracy of the SVN+EMDmethod is about 20%. The accuracy of the
Lenet-5 method has just reached 90%, and the accuracy of this method has reached
about 99%. Because the parameters can be effectively corrected with the help of the

Table 2 Experimental results

8 16 32 64 128

Load 0 77.9 99 98.8 93.9 94.1

Load 1 98.7 97.8 98.8 99.6 99.7

Load 2 89.9 89.3 99.3 98.6 98.6

Load 3 68.9 92.3 99.3 84.7 89.1
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Fig. 4 Experimental results

Table 3 Fault diagnosis accuracy of different methods %

Method Load 0 Load 1 Load 2 Load 3

BPNN + EMD 34.73 37.53 37.81 39.20

SVM + EMD 19.07 23.76 22.54 19.60

Lenet-5 90.33 92.40 92.55 88.64

This research method 99 99.7 99.3 99.3

residual network, which improves the overall performance of the deep convolutional
network.

4 Conclusions

The innovation of this method lies in the combination of convolution and residual
blocks, and the establishment of fault diagnosis models based on RESNET to qual-
itatively classify bearing faults. By adding a standard identity module behind the
convolutional neural network, the parameters of the back network can be effectively
corrected while the network is deepened, so as to improve the ability of fault iden-
tification. Experimental results show that this research method has higher accuracy
in diagnosing bearing faults than previous methods.
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Path Planning of AFM-Based
Manipulation Using Virtual Nano-hand

Shuai Yuan, Tianshu Chu, and Jing Hou

Abstract During performing AFM-based nano-manipulations, traditional method
is unstable, and the manipulation efficiency is low due to the uncertainty of the
AFM tip position. As for these problems, this paper refers to the macro-robot caging
strategy, proposes to plan the tip maneuvering trajectory using the “Z-shape” path to
form a virtual nano-hand. Then, the model parameters are discussed and optimized
through simulation. Meanwhile, the Monte Carlo method is used to illustrate the
effectiveness of the optimization. The simulation result indicates that the optimized
parameters can make the manipulation more stable and efficient. Finally, the AFM
experiment with optimized parameters is carried out to verify the effectiveness and
stability of the virtual nano-hand method.

Keywords Virtual nano-hand · “Z-shape” path planning · Caging strategy · AFM

1 Introduction

Atomic force microscopy (AFM) has been widely used in electronic devices [1],
conductivematerials [2], atomic imaging [3], etc.However, the tip position has uncer-
tainty during nano-manipulation due to the nonlinearity of the PZT (PbZrTiO3) driver
and the system thermal drift. In addition, the single tip of AFM can only exert a point
force on the maneuvered object, which has an adverse effect on nano-manipulation.
The tip uncertainty and unstable manipulation limit the further application of AFM.

In order to improve the stability and efficiency, some researchers use kinematic
model to predict the position of the maneuvered object [4–6]. References [7, 8]
constructed a dual-tip parallel manipulation AFM system. Reference [9] uses depth
from defocus for achieving automatic approximation of the AFM tip to the sample.
Some researchers have improved the traditional AFM manipulation methods, such
as sequential parallel pushing [10], continuous directional pushing [11], parallel
pushing strategy [12] and so on. As for the system uncertainty, Ref. [13] proposed
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a random method to estimate the tip position, which improves the tip localization
accuracy. These studies have solved the existing problems of AFM manipulation to
a certain extent.

As for unstable problems inAFMnano-manipulation, virtual nano-handmethod is
proposed to plan the tip to move according to the “Z-shape” path, which can simulate
the parallel manipulation of the dual tip to realize fixed-posture nano-manipulation.
Then, the driving parameters are optimized by simulations, and an AFM experiment
is carried out to construct two nanoparticle structures, which can further illustrate
the effectiveness of the virtual nano-hand method and increase the stability of nano-
manipulation.

2 Virtual Nano-hand Method

As shown in Fig. 1a, in traditional nano-manipulation, the tip position in task space
has uncertainty, and only point force can be applied between the tip and the nano-
object. The nanoparticle position will distribute within a certain region after manipu-
lation.Therefore, it is difficult to achieve stable nano-manipulationwithfixedposture,
and the maneuvered result is lack of stability and low efficiency.

In order to solve the problems in traditional nano-manipulationmethod, this paper
refers to the caging strategy of macroscopic multi-robot collaboration as shown in
Fig. 1b [14]. This strategy uses multiple small robots to move the maneuvered object
in collaboration,which is similar to usemultiplefingers to clampanobject andmove it
from one position to another. The tip adopts the manipulation mode of multiple rapid
movements and multiple contact points to form a virtual nano-hand (the blue area
in Fig. 1c) for pushing the nanoparticle horizontally to the left side. Compared with
the traditional manipulation method, the position error of the nanoparticle becomes
smaller, and the manipulation result is more stable.

Nanoparticle

(a) (b)

AB

Initial position of 
the nanoparticle

Tip

NanoparticleTip position 
uncertainty

A

B

A

(c)
Virtual nano-hand

Fig. 1 Diagram of traditional manipulation method and virtual nano-hand method a traditional
manipulation method b caging strategy c virtual nano-hand method
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3 Path Planning of the Tip Manipulation Based on Virtual
Nano-hand Method

3.1 Particle Motion Model Using Least Action Principle

Based on theRef. [6], the particle kinematicsmodel based on the least action principle
is furtherly discussed. It is represented that the nanoparticle driven byAFM tipmakes
a uniform circular motion, and its rotation center locates on the center line that passes
through the particle center perpendicular to the pushing direction, the contact plane
between the nanoparticle and the substrate is integrated as infinitesimal element: an
equivalent ring.

By analyzing the force and torque of the contact plane of the substrate and the
pushing direction, a kinematic model is established. The detail formula derivation
process can refer to Ref. [6].

F =
∫ 2π
0

∫ R
0 ( fc + cLω)

√
(s + r sin θ)2 + r2 cos2 θdrdθ

D + s
(1)

where s is the instantaneous center position of the particle, and ω is the rotation
angle velocity, which is an unknown quantity, here the relationship between s and ω

is discussed as following.
When pushing the nanoparticle, the nanoparticle ismainly subjected to the propul-

sive force of the tip and the friction of the substrate. In addition, the friction between
the tip and the particle will change the direction of the propulsive force. As shown
in Fig. 2, the tip contacts the particle at point C and pushes the particle with velocity
V, and the driving force is Fc, the friction between the tip and the particle is f t , and
the resultant force is F. The particle rotates with an angular velocity of ω centered
on point O. Vc is the velocity of the contact point C, and the component of V and Vc

in the direction of Fc are equal, so the following formulas can be obtained:

Vc cos(θ1 + α) = V cos θ2 (2)

Fig. 2 Force analysis of the
tip pushing nanoparticles V

θ1

F

ft

Fc

C
D

L

αθ2

d
θ1

ω
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TipNanoparticle



470 S. Yuan et al.

Vc = Lω (3)

ω = V cos θ2

L cos(θ1 + α)
(4)

cos θ2 =
√
R2 − D2

R
(5)

tan α = ft/Fc = μ (6)

cos θ1 = d + s

L
(7)

Through using the above-mentioned formulas, the relationship between s and ω

can be obtained as

ω = V
√
R2 − D2

(d + s)R cosα − R2 cosα sin α
(8)

The method of calibrating the coefficient μ is the same as Ref. [6], then as long
as s is calculated, the angular velocity ω can be obtained, and the position of the
nanoparticle can be calculated.

3.2 Analysis of the Tip Movement Process

When the tip moves horizontally, due to the tip position uncertainty, it is difficult
to push the nanoparticle with pushing direction via the nanoparticle center. The
nanoparticle will rotate by the action of the tip, and the vertical distance between the
tip center and the particle center is defined as di. The distance is defined as dp that
the tip moves horizontally to push the particles from point A to point B. Then, the
particle will have offsets dx and dy in the horizontal and vertical directions, as shown
in Fig. 3.

Fig. 3 Diagram of the tip
movement process

Tip
V V

Nanoparticle
Nanoparticle

dy

Tip

A
B

dx

di

dp
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Fig. 4 Maneuvering trajectory of the particle and the tip using traditional manipulation method

Table 1 Final position coordinate of the particle using traditional manipulation method

Number di (nm) x-axis (nm) y-axis (nm)

(a) 20 −498.0859 −1.3476

(b) 30 −261.9300 −90

(c) 40 −169.9914 −80

(d) 50 −119.5348 −70

(e) 60 −85.2799 −60

(f) 70 −60.0883 −50

It can be seen from Fig. 3 that di and dp determine the maneuvering trajectory
of the particle. In order to illustrate the influence of di on the manipulation result, a
simulation is carried out with different di. Figure 4a–f represents that di increases
from 20 to 70 nm with dp value 500 nm, and the coordinate statistics are shown in
Table 1.

It can be seen from Fig. 7 that the nanoparticle and the tip will detach from each
other with the increase of di, which greatly reduces the stability and accuracy. In
the same way, the larger the pushing distance dp is, the more serious the vertical
deflection of the particles will be, which makes the stability of the manipulation
become worse.

3.3 The Tip “Z-Shape” Path Planning

In order to simplify the modeling complexity and further abstract the manipulation
process, a “Z-shape” maneuvering trajectory is proposed. As shown in Fig. 5, the tip
moves one step forward on the top, then gets back and moves to the bottom for next
manipulation, the “Z-shape” path planning procedure is shown in Fig. 5. The path
for the first and second push of the tip is P1 → P2 → P3 → P4. The small circle
represents the tip, and the points in the circle represent the tip position uncertainty.
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Fig. 5 “Z-shape” path planning procedure
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Fig. 6 Final position of the particle using “Z-shape” path

Table 2 Final position using “Z-shape” path

Number di (nm) x-axis (nm) y-axis (nm)

(a) 20 −498.3 0.2812

(b) 30 −499.3 −17.28

(c) 40 −499.3 −26.64

(d) 50 −496.7 −21.93

(e) 60 −481.1 4.682

(f) 70 −468.2 11.37

Figure 6 shows the simulation result using “Z-shape”maneuvering trajectory with
different di. Each set of arrows represents the completion of a “Z-shape” manipula-
tion. In the simulation, dp is 50 nmwith continuously pushing five times. Figure 6a–f
represents that di increases from 20 to 70 nm. The statistical results of the particle
center are shown in Table 2. Comparing the results of Tables 1 and 2, it is obvious
that after using the “Z-shape” maneuvering trajectory, the result can be more stable.

4 Model Parameters Optimization

Due to the tip position uncertainty, the nanoparticle has multiple possible positions
after being pushed. In order to limit the nanoparticle between the top and bottom of
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Fig. 7 Optimization for maximum moving distance dm

pushing direction (this constraint is used in the following step 2), the offset distance
di, pushing distance dp needs to be optimized. The estimation of optimal di and dp
is as follows:

1. As shown in Fig. 7a, it is necessary to ensure the nanoparticle moves between
P1P2 and P3P4 during the manipulation. As for the first manipulation P1 → P2,
it is assumed that the tip is at the upper boundary Pr1 of the possible area P1,
the tip will reach Pr2 after moving a distance dp, as shown in Fig. 7b. While the
nanoparticle is moving forward, it rotates down at the same time.

2. The tipmoves back to areaP3, in order to ensure the constraint, it is supposed that
l1 passes through the upper boundary of P3. As shown in Fig. 7c, the nanoparticle
should be on the upper side of l1 after manipulation. Therefore, the maximum
advance distance of the nanoparticle can be defined as dm.

3. 500 sample points are randomly selected by using Monte Carlo method within
the distribution region to represent the possible tip positions, and it is assumed
that these 500 random points satisfy the Gaussian distribution with σ = 5 nm.
As for different di, dm is calculated separately.

The optimized curve of relation between di and dm is shown in Fig. 7d, and the
maximum value of dm is about 57 nm. At this time, the corresponding offset distance
di and pushing distance dp are 40 nm and 102 nm, respectively. Then, these two
values are used as the pushing parameters for simulation. Figure 8a–f represents that
dp increases from 70 to 150 nm. The statistical results are shown in Table 3. It can be
seen that as for a certain di with the same of the pushing time, the manipulation result
obtained by using optimal parameters can keep the particle within its constraint, and
simultaneously, the nanoparticle moves the farthest distance. When dp is greater
than the optimized value, the nanoparticle will exceed the constraint area, causing
the divergent result.

5 AFM Experiment

In order to verify the virtual nano-hand method, an experiment is carried out using
AFM. The experimental sample is the polystyrene nanosphere with a radius of about
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Fig. 8 Simulation using optimal parameters

Table 3 Final position using optimal parameters

Number dp (nm) x-axis (nm) y-axis (nm)

(a) 60 −11.35 −4.74

(b) 80 −25.84 −12.01

(c) 102 −56.73 −23.86

(d) 120 −67.81 −30.98

(e) 140 −77.99 −39.29

(f) 160 −86.52 −7.02

100 nm. In the experiment, the parameters are set as follows: The pushing speed is
1µm/s, the offset distance di and the pushing distance dp are set according to the opti-
mized value, which are ±40 nm and 102 nm with continuously pushing five times.
Figure 9 shows the experimental results, the vertical displacements of the nanoparti-
cles are 902 nm and 916 nm, and the horizontal displacements are 12 nm and 19 nm,
respectively. Finally, two experiments of constructing nanoparticle structures are

(a) (b) (c)

Fig. 9 Experimental results of virtual nano-hand manipulation method a before manipulation
b after manipulation c superimposed image
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1μm 1μm1μm1μm

Fig. 10 Nanoparticle structure constructed using virtual nano-hand manipulation method

carried out. The experimental results are shown in Fig. 10. The experimental results
furtherly illustrate that the proposed method can effectively reduce the impact of tip
uncertainty and promote the efficiency, reliability and stability of the manipulation.

6 Conclusion

As for the problems of low controllability and uncertainty in AFM nano-
manipulation, a virtual nano-handmethod referring to the caging strategy is proposed
to achieve stable manipulation. On the foundation of the precise tip localization, a
nano-manipulation model using the least action principle is established, and the
“Z-shape” maneuvering trajectory is designed to perform nano-manipulation. Then,
the driven parameters are optimized, and a more stable result is obtained through
simulation. Finally, the AFM experiment is carried out to construct two nanoparticle
structures, and the experiment results furtherly illustrate that the virtual nano-hand
method can not only effectively reduce the influence of the tip uncertainty, but also
improve the stability, reliability and efficiency, which is of great significance to
AFM-based nano-manipulation.
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Automatic Reading Algorithm of Pointer
Water Meter Based on Deep Learning
and Double Centroid Method

Hongqing Li, Juan Wang, Bing Bai, and Chuang Lu

Abstract Aiming at the problem of the reading of the eight-pointer water meter, it
is proposed, in this paper, an automatic recognize reading algorithm based on deep
learning and double centroid method. The YOLOv3 neural network is used to detect
the object of the small dial. Based on the centers of small dial, the gesture of large
dial is corrected by perspective transformation. Then, the whole region of pointers
is segmented by U-net neural network. According to the segmented region, a new
double centroid method of getting the angle of the pointer region is proposed. The
angle of the pointer region can accurately be obtained by thismethod. Finally, in terms
of people’s meter-reading method, a new reading rule is established. A large amount
of experimental results show the proposed algorithm can guarantee the satisfying
effect even when the dial is unclear or the shooting angle is sloped.

Keywords Pointer water meter · Automatic reading · Deep learning · Double
centroid method

1 Introduction

In daily life, variousmeters have become an indispensable part. Among them, pointer
meters are widely used in human production and life. But problems have appeared
in the use of pointer meters. For example, the water affairs company needs staff to
read meters and monitor meters manually, which consumes manpower and brings
trouble to users. Some engineers have proposed to use image processing technology
to recognize the reading of the pointer meter. At present, LRCD [1] and Hough
transform method [2] are used to recognize the reading. These are all based on
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traditional machine vision methods [3, 4]. The traditional machine vision algorithms
are fast and flexible, but they have some disadvantages in recognition accuracy and
poor robustness. In recent years, deep learning has shown many advantages and has
been fully developed in the fields of object detection and semantic segmentation. In
fact, the method of deep learning has more accurate, robust and less flexible feature.

Taking the eight-pointer water meter as an example, the proposed algorithm is
fast, accurate and robust. This algorithm combining the advantages of both deep
learning and traditional machine vision algorithms achieves satisfying result.

2 Preprocessing Based on YOLOv3

The YOLOv3 is a type of ResNet. It is a object detection neural network model. It
is the third generation of the YOLO series. In this part, the YOLOv3 is used to find
the region of the small dial and get the center of the small dial. According to the
accurate and positive region of the small dial, the large dial is corrected by perspective
transformation.

2.1 Small Dial Detection Based on YOLOv3

The YOLOv3 model is a neural network model with the advantage of rapidity and
accuracy. The backbone network has been sufficiently improved from the previous
generation of darknet-19 to the current darknet-53. After YOLOv3 has undergone
multiple residual network convolutions, it adopts three-layer output and upsamplings
the output of previous two layers. Then, the output of layer is concated with the
upsamplings of previous layers. Three anchors of different sizes are used in the output
of each layer, and finally, non-Maximum suppression is used to control multiple
detections of objects of the same type.

In fact, due to the shooting angle and lighting problems, traditional threshold
segmentation or other traditional methods are used, which cause excessive noise and
unstable threshold [1]. So, the YOLOv3model is used to find theminimum bounding
rectangle of the small dial. As shown in Fig. 1, even though the image of the dial is
sloped, the positions of the small dial are still accurately marked.

2.2 Perspective Transformation of the Large Dial

When the image is captured, the problem of shooting angle usually appears. There-
fore, the angle of the dial cannot directly be used in the reading of the small dial. In
addition to the positive shooting angle, the shooting angle should be as vertical as
possible to the dial. If it is not vertical, there will be a visual error. So, dial must be
corrected before recognizing [5]. The angle of the pointer can be used for reading
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Fig. 1 Small dial after
YOLOv3

after the dial has been corrected. Then, the center of four small dials corresponding
to two large dials are chosen to calculating the transformation matrix for perspective
transformation. Finally, perspective transformation is performed in the large dial.

The general equation for perspective transformation [6] is as follows:

⎡
⎣
x
y
z

⎤
⎦ =

⎡
⎣
m11 m12 m13

m21 m22 m23

m31 m32 m33

⎤
⎦

⎡
⎣
u
v

1

⎤
⎦ (1)

x ′ = x

z
= m11u + a12v + m13

a31u + m32v + m33
(2)

y′ = y

z
= m21u + m22v + m23

m31u + m32v + m33
(3)

where x, y and z are image coordinates in three-dimensional space, matrix M
is transformation matrix, u and v are original image coordinates, x ′ and y′ are new
image coordinates.

Finally, as shown in Fig. 2, we can see the corrected dial.
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Fig. 2 Large dial after
perspective transformation

3 Automatic Reading Algorithm Based on U-Net and
Double Centroid Method

After preprocessing, we get a corrected dial. In order to obtain the region of the
pointer, U-net [7] is used to segment the small dial. In the case of a single background,
the U-net network has better feature reduction. We can use this advantage to extract
small pointer and use the double centroid method to obtain the angle of the pointer.

3.1 Semantic Segmentation of Small Pointer Based on U-Net

The U-net network is relatively simple. The first half is used for feature extraction,
while the second half is used for feature upsampling. The U-net adopts a completely
different feature fusion method: concat and uses the feature concat together in the
channel dimension to form thicker features, which make the texture of the image
easier to be segmented. After the dial is rotated, the small dial is resized to the same
specification. The trained U-net model can be used to segment the shape of the dial
pointer. Moreover, since the dial at this time is positive and the angle of view is
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Fig. 3 Pointer after semantic segmentation

vertical, the angle can be used as reading. By network of semantic segmentation, the
parameters to be adjusted are more less traditional algorithms [8], and the robustness
is enhanced.

The result of semantic segmentation is shown in Fig. 3.

3.2 Measuring Angle of the Pointer Based on Double
Centroid Method

In practical applications, we tried a series of methods such as convex hull, template
matching [9] andHough circle [10]. The effect of thesemethods is still not satisfying.
Even though the pointer has been segmented by U-net, the small pointer is still
incomplete due to stains, rust and reflections. Therefore, an new method that uses
double centroids tomeasure the angle is proposed. In the previous step, all the regions
of small dial are resized to the same size. The purpose is to obtain the angle of the
small dial using the double centroid method.

The centroid of the small pointer can be obtained by Eq. (4). Then, a solid circle
centered on this centroid is drawn to cover the region of pointer. The circle should
be slightly larger than the base circle of pointer. At the same time, in order to prevent
noise interference, the largest region would be choose in the remaining regions. In
this way, the small pointer head can be retained. Next the centroid of the small pointer
head can be obtained by Eq. (4). Finally, the angle of the pointer can be obtained
by these two centroids. As shown in Fig. 4, this method is far more accurate than
existing methods. At the same time, it minimizes the influence of rust or light. Even
though the image such as the 582.jpg in Fig. 4 has rust or light, the effect is still
satisfying.

xc =
∑n

i=1 pi xi∑n
i=1 pi

yc =
∑n

i=1 pi yi∑n
i=1 pi

(4)
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Fig. 4 Double centroid method

Table 1 Relationship between angle and reading

Angle Reading Angle Reading

[0, 36) 0 [180, 216) 5

[36, 72) 1 [216, 252) 6

[72, 108) 2 [252, 288) 7

[108, 144) 3 [252, 288) 8

[144, 180) 4 [324, 360) 9

Table 2 Carry rule table

Current pointer angle
difference

Last pointer angle

Angle < 0 Angle > 0

Angle difference <5 −1 0

Angle difference >31 0 +1

3.3 Pointer Reading Recognition

Firstly, it is roughly divided into ten classes according to the angle. A relationship
table is established as shown in Table 1.

Now, the problem is that if there is an angle in the middle of the two classes,
it is very difficult to estimate the reading. At this time, its previous dial should be
observed. If its previous reading is judged to be more than 0, the reading can be
carried or keep the current state. If the previous digit is judged to be less than 0, then
the reading would keep the current state or abdicated. A rule table is established as
shown in Table 2.

4 Datasets and Experimental Configurations

The image datasets of the pointer water meter used in this paper come fromShenyang
Water Affairs Group Limited, with a total of 2000 images.
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4.1 Dataset Description and Model Parameters

The main problem of the YOLOv3 model is to detect small dials in any direction.
In order to enhance the generalization performance of the model and maintain the
balance of samples in all directions, rotation data augmentation is used. After three
rotation data augmentations, we still have 8000 samples. We take 7200 of them as
the training set, the remaining 400 images as the validation set and 400 images as
the test set. During the training of the YOLOv3 model, the initial learning rate is
0.001, the momentum parameter is 0.9, the Gaussian distribution is used to initialize
the convolution kernel, and the weight decay is 0.0005. Three different gradient
descent methods are used to train the network to make the loss function converge to
a minimum value.

The datasets of the U-net model are marked with the small dial area processed by
YOLOv3. A total of 1228 small dials are marked. The 1104 images are used as the
training set, 62 images are used as the validation set, and 62 images as the test set.
The initial learning rate is 0.0001, the weight decay is 0.0001, and the momentum
parameter is 0.5. TheGaussian distribution is used to initialize the convolution kernel,
and the gradient descent method is used to train the model to make the loss function
converge to a minimum.

4.2 Hardware and Software Configuration

The experimental hardware configuration includes AMD R9 3900X cpu, NVIDIA
GeForce GTX2080s gpu, and the software system includes windows10 system,
cuda10.0, cudnn7.4.1.5, tensorflow-gpu 1.13.2 and keras2.1.5.

5 Results

The results show that the algorithm is better than the other algorithms. Even though
the performance of the algorithm is affected by some factor, but a satisfying effect
can still be achieved.

5.1 Training Results of Neural Network Model

The YOLOv3 model based on the kares framework and the U-net model based on
the tensorflow framework are used to recognize the readings of the water meter.

For YOLO, we evaluate the performance of the model by using mean average
precision (mAP).
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Table 3 Deep learning net model

network model mean IOU mAP

YOLOv3 0.995

U-net 0.987

For U-net, we evaluate the performance of the model by using mean intersection
over union (IOU).

The results of the test set are shown in Table 3.
In the additional test of YOLOv3 model, three images are not recognized. The

phenomenon attracts our attention. The accuracy of the whole algorithm is based on
the YOLOv3 recognition. In the later study, we found that mistakes are caused by
overexposure.

5.2 Results of the Algorithm

Fisrt of all, the end-to-end neural network model [11] was tried. It is obvious that
algorithm proposed in this paper is more flexible in reading stage. So, the model is
divided two parts that include object detection and semantic segmentation.

After that, based on references [3, 4], a lot of traditionalmachine vision algorithms
are studied such as template matching method to correct the dials and obtain reading.
Comparedwith the traditional algorithm, the algorithmproposed in this paper ismore
robust, and a few parameters need to be adjusted.

But in the YOLOv3 model, overexposure is not considered. This leads to error in
the algorithm, if YOLOv3 cannot find eight dials. The YOLOv3 model still needs to
improve the recognition performance with supplementing overexposed datasets or
other preprocessing methods. In the U-net model, too much rust and light can also
lead to faulty recognization.

Since this algorithm is not an end-to-end deep learning algorithm, we carry out
the final reading test and compare it with other algorithms at the end. In the test, 100
images are taken for testing. As shown in Table 4, among other algorithms, although
a little faster, the accuracy is much lower than the algorithm in this paper. In the
algorithm of this paper, only six readings of the small dials are wrong. The accuracy
is 99.3%. It only takes 25 seconds on a computer with a gpu of NVIDIA GTX2060.

Table 4 Algorithm performance evaluation and comparison

Algorithm Time (s) Accuracy (%)

LRCD [1] 0.16 65.4

SVM [9] 0.20 82.4

This paper 0.25 99.3
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6 Conclusion

This paper proposes the algorithmbasedondeep learning anddouble centroidmethod
to achieve the intelligent recognize reading. As the results show, this algorithm
achieves better results than other algorithm mentioned in the references and give
much more consistent predictions in reading tasks in our dataset. At the same time,
it has the advantages of fastness and robustness. Therefore, this paper has great
significance for instrument recognition.
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