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Abstract. Stroke is a dangerous disease with a complex disease progres-
sion and a high mortality rate just behind cancer and cardiovascular dis-
ease. To diagnose brain hemorrhage, the doctors check CT/MRI images
and rely on the Hounsfield Unit to determine the region, duration and
level of bleeding. Due to the increasing number of brain haemorrhages,
it will put pressure on the treating doctors. Therefore, the construction
of an automatic system of segmentation and identification of brain hem-
orrhage with fast processing time and high accuracy is essential. In this
paper, we propose a new approach based on Hounsfield Unit and deep
learning techniques. It not only determines the level and duration of
hemorrhage but also segments the brain hemorrhagic regions on MRI
images automatically. From experiments, we compared and evaluated on
three neural network models to select the most suitable model for clas-
sification. As a result, the proposed method using Hounsfield Unit and
Faster RCNN Inception is time-effective and high accuracy with mean
average precision (mAP) of 79%.

Keywords: Brain hemorrhage · CT/MRI image · Hounsfield unit ·
Deep learning

1 Introduction

Stroke is a dangerous disease progressing quickly in case of not having prompt
treatment. According to statistics from the World Health Organization, stroke is
the second leading cause of death and the first leading cause of disability affecting
patients’ daily life. In Vietnam, stroke is the seventh leading cause of death with
0.64 deaths per 100,000 cases [11]. Stroke has two main types: hemorrhagic stroke
and ischemic stroke with a ratio of 85% and 15% respectively. This disease has
a serious complication after recovery with 92% carrying movement sequelae,
27% severe movement sequelae, and cognitive disorders [13]. To diagnose the
disease, a doctor might prescribe a CT/MRI of the cranial region. The diagnosis
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is then based on the Hounsfield Unit (HU) of the cerebral hemorrhage area in the
CT/MRI image [10,12]. However, with a large number of patients, doctors have
more pressure that can affect the accuracy of diagnosis and treatment planning.

The advancement of computer vision has benefits in many different fields,
especially medical images. The study [14] in 2017 used a convolutional neural
network (CNN) with three models including LeNet, GoogLeNet, and Inception-
ResNet to diagnosing brain hemorrhage. The dataset for experiments consisted
of 100 cases of brain hemorrhage with CT/MRI images collected from Hospi-
tal 115 (Ho Chi Minh City, Vietnam). The research results indicated that the
three models are relevant to the diagnosis of brain hemorrhage with the F1
score of LeNet, GoogLeNet, and Inception-ResNet are 0.997, 0.983, and 0.989,
respectively. In 2018, experts from the University of California, Berkeley, and
the University of California, San Francisco (UCSF) [8] trained a convolutional
neural network called PatchFCN. This model is trained on a dataset of 4,000 CT
images from hospitals affiliated with UCSF. The results show that PatchFCN
has the capability of intracranial hemorrhage detection.

In general, these methods [8,14] use the CNN technique to classify medical
images without considering the HU values. This can cause effects on the accuracy
of the segmentation and classification of cerebral hemorrhage because HU values
are often used by medical specialists to identify bleeding areas and duration of
damages in reality. On the other hand, there is a lack of comparison and evalua-
tion of neural network models on medical data. In this paper, we propose a new
approach for detection and classification of brain hemorrhage based on HU val-
ues using the techniques of deep learning. Experiments were conducted to com-
pare and evaluate the results of the four common types of cerebral hemorrhage
[10,12]: epidural hematoma (EDH), subdural hematoma (SDH), subarachnoid
hemorrhage (SAH), and intracerebral hemorrhage (ICH) (as in Fig. 1). Our con-
tributions are as follows: 1) Collect medical images of cerebral hemorrhage for
classification; 2) Apply HU values in automatic segmentation of cerebral hemor-
rhage regions to assist experts in labeling the dataset; 3) Train the multi-layer
classifier of brain hemorrhage on three deep learning network models: Faster
R-CNN Inception ResNet v2, and SSD MobileNet v2, and SSD Inception v2; 4)
Detect, segment and quantify the time and level of cerebral hemorrhage based on
HU values; 5) Compare and evaluate the classification results on these 3 models.

The remaining of the paper is organized as follows: Sect. 2 details the related
work for the detection and classification of cerebral hemorrhage. Our proposed
methods are described in Sect. 3. We show and compare experimental results of
our methods in Sect. 4. Finally, we draw the conclusion in Sect. 5.

2 Related Work

2.1 Hounsfield Unit (HU) in Brain Hemorrhage Segmentation

The diagnosis of cerebral hemorrhage needs a high accuracy because any error
can affect the treatment regimen and the patient’s recovery. In this study, we
calculate the HU values, which are often used by specialists to diagnose CT/MRI
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hemorrhagic images [10,12] for accurately determining the hemorrhage area,
bleeding time, and the extent of bleeding. This is also a new approach proposed
in our approach. We analyze input CT/MRI images in the standard DICOM
format [7] without converting them to other formats, such as JPG, BMP, and
PNG. The input information includes patient information, hospital information,
and image data. Currently, modern CT/MRI scanners have the grayscale of
–1000 to +4000 [12] while digital devices such as computer screens have the
grayscale of 0 to 255. Thus, displaying the CT/MRI images on those devices will
not be correct. In order to properly display the gray level on computer screens,
it is necessary to convert the values by the linear transformation as in formula
1.

Fig. 1. Illustration of four types of brain hemorrhage on CT/MRI image [3,4]

HU = Pixel value ∗ Rescaleslope ∗ Rescaleintercept (1)

where:

– Pixel value: is the value of each pixel
– Rescaleslope and Rescaleintercept: are the values stored in DICOM images

Specifically, a cranial DICOM image will be converted to a digital image accord-
ing to the HU value. Types of tissue, water and air show different HU values,
which are illustrates in Table 1. The Hounsfield scale of tissue density is based
on two values: air as –1000 HU (minimum HU value) and water as 0 HU. Den-
sity of other tissues is related to this range, usually from –1000 to +1000 HU

Fig. 2. Difference between bleeding and non-bleeding areas [3,4]
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[1,3]. The hemorrhagic/hematoma region has the HU values in the range from
40 to 90 (as in Fig. 2 and Table 1). We use image thresholding techniques [17]
and the contours detection technique [2] to define the contours connecting all
adjacent points with the same/approximately color value or contrast value. We
later define a convex hull [6] surrounding the contours. The brain hemorrhagic
regions are identified in this way and this is also the area for classification.

Table 1. X-ray absorption was measured on a CT/MRI image by hounsfield unit
(HU) [1,3,12]

Matter Density (HU)

Water 0

Bone 1,000

Air –1,000

Gray matter 35–40

White matter 20

Hematoma 40–90

2.2 Convolutional Neural Network (CNN) for Training
and Classifying

The choice of the appropriate deep learning models and the quality dataset plays
an important role in improving classification accuracy. With many powerful deep
learning models for images, we decide to take the advantage of two effective deep
learning models, SSD [9] and Faster R-CNN [15]. After preparing the training
dataset, we perform a training phase on these two models including SSD and
Faster R-CNN with three neural networks consisting of Inception v2, MobileNet
v2, Inception ResNet v2 for feature extraction. Below is a brief description of
the models we applied in the proposed methods.

2.2.1 Single Shot MultiBox Detector Architecture (SSD)
The SSD model [9] comes up with the idea of bounding boxes to create boxes in
multiple locations of the image. It performs calculations and evaluations on each
box for segmentation and object classification. The SSD architecture shown in
Fig. 3 is designed to optimize object detection time as quickly as possible. The
SSD model consists of two main phases.

Phase 1 - Convolutional predictors for detection: SSD uses basic networks
such as VGG16, Inception, MobileNet, and ResNet to extract image features.
The filters used have the size of 3 × 3 × p over the layers for prediction instead
of using the fully connected layer as in other network models. This is greatly
reducing computation costs.

Phase 2 - Multi-scale feature maps for detection: The size of feature maps
will decrease along with the depth of the network when using filters. This helps
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Fig. 3. Single shot MultiBox detector architecture [9]

in detecting objects at different sizes and different scales. In this study, we con-
duct experiments of the SSD model with two basic networks, Inception and
MobileNet. The architecture of the SSD model is presented in Fig. 3.

SSD has the objective loss function with localization loss and confidence loss.
The localization loss is used to evaluate the detection task and the confidence
loss is used to evaluate the classification task. The localization loss is a Smooth
L1 loss [5] between the predicted box (l) and the ground truth box (g). Let
xp
ij = {1, 0} corresponds to the i -th box that matches the ground truth box j -th

of class p. The Loss function is a weighted sum of the localization loss (loc) and
the confidence loss (conf ), as in Eq. 2.

Lloc(x, c, l, g) =
1
N

(Lconf (x, c) + αLloc(x, l, g)) (2)

where:

– Lloc(x, l, g) =
N∑

i∈Pos

∑

m∈{cx,cy,w,h}
xk
iksmoothL1(lmi − gmj )

– Lconf (x, c) = −
N∑

i∈Pos

xp
ij log(ĉpi ) − ∑

i∈Neg

log(ĉ0i )

2.2.2 Faster R-CNN Architecture
The Faster Region-based Convolutional Network model (Faster R-CNN) [15] is
improved from the Fast R-CNN model [5] with the replacement of the selective

Fig. 4. Two main phases of RPN [15]
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search algorithm to the region proposal network (RPN). Faster R-CNN works
with two main phases including the first phase using the RPN to create the
proposed zones and the second phase segmenting and classifying objects on the
proposed zones. The RPN accepts an input image of any size and outputs region
proposals with the probability containing objects.

Figure 4 illustrates the operation of the RPN algorithm, in which phase 1 uses
a convolution layer with a size of 3 × 3 and 5 layers of max pooling size 2 × 2
to create feature maps. The second phase of RPN uses a sliding window (n × n)
on the feature maps. The results achieved are the positions of the objects and
the probability containing the objects on the feature maps. The Loss function is
measure by formula 3 and 4 [15].

Loss({pi}, {ti}) =
1

Ncls
ΣiLcls(pi, p∗

i ) + λ
1

Nreg
Σipi ∗ Lreg(ti, t∗i ) (3)

SmoothL1Loss(x, y) =

{
0.5(xi − yi)2 if |xi − yi| < 1
|xi − yi| − 0.5 otherwise

(4)

where:

– i: is the index of anchor in mini-batch
– pi: is the predicted probability of anchor i is an object
– p∗

i : is the ground-truth label value, 1: if anchor is positive and 0: if anchor is
negative

– ti: is a 4-dimensional vector representing the coordinate values of the pre-
dicted bounding box

– t∗i : is a 4-dimensional vector representing the coordinate values of the ground-
truth box corresponding to the positive anchor.

– Lcls: is the log loss of 2 classes (object and non-object)
– Lreg: is the SmoothL1Loss

2.3 CNN Models for Feature Extraction

2.3.1 Inception V2
The Inception v2 network [19] is an artificial neural network made up of multiple
layers of CNN networks with the architecture described in Fig. 5 . The Inception
v2 network is trained on more than 10 million images of 1,000 different classes of
objects (ImageNet database version 2012). This is a network model with a low
error rate (3.46%). In this research, we retrain this model with SSD architecture
on the brain hemorrhagic image dataset [19].
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Fig. 5. Architecture of the inception
v2 [19]

Fig. 6. Architecture of the MobileNet
v2 [16]

2.3.2 MobileNet V2
MobileNet v2 network [16] is an artificial neural network designed to be opti-
mized for low configuration devices with limited computing power but still ensur-
ing accuracy (as shown in Fig. 6 ). Comparing with the VGG network model, the
MobileNet v2 network reduces up to 75% of the parameters with a total of 30
computational layers. In this study, we retrain the MobileNet v2 network model
together with the Inception v2 network for comparison and evaluation.

2.3.3 Inception Resnet V2
Inception Resnet v2 [19] is a network model built on a combination of the Incep-
tion and Residual Network architectures. Inception Resnetś overall architecture
is evaluated as a deep learning architecture network and trained with more than
1000 layers on ImageNet-2012 image set. The input of the model is 299 × 299
images and the output is a list of the predicted results.

2.4 Measurements for Evaluating the Accuracy of Classification

It is necessary to have a suitable method to evaluate and compare the use of net-
work models. The commonly used method for multi-class classification problems
is Precision-Recall [18], as in formula 5. High precision relates to the low False
Positive rate, i.e, the proportion of the negatives having positive outcomes. High
recall means a high True Positive rate, i.e., the rate of omitting objects that are
actually positive is low.

precision =
TP

TP + FP
recall =

TP

TP + FN
(5)

F1 is a combination of Precision and Recall, which is the harmonic mean value of
the Precision and Recall. F1 tends to get the value, which is closer to the lower
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value between Precision and Recall. F1 is high if both Precision and Recall are
high [18].

F1 =
1

1
precision + 1

recall

(6)

In addition to the two methods mentioned above, the mean average precision
(mAP) measurement is considered a popular method to evaluate model accuracy
when performing Faster R-CNN and SSD network models. It has the values in
the range between 0 and 1. The mAP measure is determined in Eq. 7.

mAP =
1
N

ΣN
i=1APi (7)

in which APi is the average precision for ith class in N class.

3 Proposed Method

In this paper, we propose the implementation consists of two processing phases:
the training phase of the network model and the testing phase. We perform
these two phases on the three network models (Faster R-CNN Inception ResNet
v2, and SSD MobileNet v2, and SSD Inception v2) so that we can evaluate
and choose a suitable model for applying in brain hemorrhage detection and
classification. Specifically, the training phase consists of 5 stages described in
Fig. 7.

Fig. 7. General model of the proposed method

Stage 1- Data Preprocessing and Automatic Hemorrhage Segmenta-
tion Based on HU : A DICOM file captured from the CT/MRI scanner will
be converted to a digital image (.jpg). The extent, duration, and location of
cerebral hemorrhage were determined based on the HU values calculated by
formula 1 and Table 1 as shown in Sect. 2.1. The results of stage 1 is a digital
image dataset with the brain hemorrhage regions highlighted.
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Stage 2- Labeling Image Dataset With the Support of Experts: Each
digital image will be automatically labeled based on the location of the brain
hemorrhage areas under the supportive supervision of specialists. At the end of
stage 2, the outcome is the labeled brain hemorrhage image dataset.
Stage 3 - Feature Extraction : To reduce the computation time and classify
hemorrhage quickly, this stage is to perform feature extraction. We extract the
features using the three network models including Inception v2, MobileNet, and
Inception ResNet v2 (presented in Sect. 2.3).
Stage 4- Training : The extracted features in Stage 3 are used to train in
three network models SSD Inception v2, SSD MobileNet v2, and Faster R-CNN
Inception ResNet v2. We monitor the training process based on the Loss value
of each network architecture presented in Sect. 2.2. This process will be done
until the Loss value does not improve (not decrease) after a certain number of
iterations. We stop training the model and move to the testing phase to compare
and evaluate the model.
Stage 5 - Storing Features and Training Parameters: At the end of
stage 4, we receive the features, labels, and training parameter values. Those
will be stored in the database for classification of cerebral hemorrhage. Next,
we compare and evaluate the network models through the testing dataset to
evaluate the accuracy with mAP, presented in Sect. 2.4.

4 Experimental Results

The experiments were conducted on the three models SSD Inception v2, SSD
MobileNet v2, Faster R-CNN Inception ResNet v2 in the same Google Colab
environment with Ubuntu 18.04. The configuration of the computer is 32 GB
RAM and Nvidia Tesla P100 GPU. The library used to support the training of
the network model is TensorFlow GPU version 1.5. Since there are no public
datasets for labeled cerebral hemorrhage images, we collected a dataset from
several hospitals with 479 MRI images with size 512 × 512, including 79 images
of EDH type, 54 images of SDH type, 90 images of SAH type and 256 images
of ICH type. Based on HU values, the dataset is automatically partitioned and
labeled under the support of experts to contribute to the high reliability train-
ing dataset. The dataset will be randomly divided into a training dataset and
a testing dataset at the rate of 80% (382 images) and 20% (97 images) respec-
tively. Since pretrained weights for medical images are not available, we do not
use transfer learning and train all the layers. The weights of these models are
initialized using “COCO dataset” and a sigmoid output layer has been added to
get our final output labels. In addition, during training, we tweak the parameters
of these models to obtain high accuracy.

Figure 9 shows the results after performing detection and segmentation of the
brain hemorrhage. Compared with the results of the FBB method [4] as shown
in Fig. 8, the proposed method has accuracy 100% for detecting the contours of
the entire hemorrhage region. Especially, our proposed method can detect all
bleeding types on the same CT/MRI image.
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Fig. 8. Hemorrhage segmentation results using FBB algorithm [4]

We evaluate the accuracy and identification time of the three network models.
First, the three models need to be assessed on the accuracy of cerebral hemor-
rhage classification. We determine the Loss value of the three network models to
decide to stop training the model and move to the testing phase. Figure 10 shows
the results comparing the Loss value of the three network models after a number
of iterations with the Learning rate of 0.0003. Figure 10.c shows the Loss value
of the Faster R-CNN is very low below 10% (Loss value < 0.01) compared to the
other models (Fig. 10.a and Fig. 10.b) after 60,000 training times. This means
that the error rate in predicting hemorrhage types and training frequency of
Faster R-CNN model is lowest compared to the other models. Figure 11 shows
the classification accuracy of the three network models by two measurements
Average Precision (AP) and mean Average Precision (mAP). In terms AP, the
Faster R-CNN Inception ResNet v2 model has the most stable classification
results in comparison with the other two models (Fig. 11.a). Similarly, when
evaluating the models with mAP, Faster R-CNN Inception ResNet v2 gives the
highest result with mAP = 0.79 for all 4 classes of brain hemorrhage (Fig. 11.b).
SSD Inception v2 and SSD MobileNet v2 have the lower mAP results of 0.72
and 0.75, respectively.

Fig. 9. Hemorrhage segmentation results of the proposed method
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Fig. 10. Comparison of the loss values of three network models

Fig. 11. Comparing the metrics of AP and mAP of the three network models for 4
classes

Fig. 12. Comparing training time (a) and testing time (b) of the three network models

In the same environment, the training time is quiet different with 17 h 15 min
of the Faster R-CNN Inception ResNet v2, 13 h 08 min of the SSD MobileNet
v2, and 9 h 93 min of the SSD Inception v2. We can see that the SSD Inception
v2 has the fastest training and reasonable classification time compared to other
models but the mAP measurement is the lowest (see Fig. 11.b and Fig. 12). The
Faster R-CNN network model has longer training time but mAP is the highest
at 79%.
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5 Conclusion

In this paper, we propose a new approach based on Hounsfield Unit and deep
learning techniques. Based on Hounsfield Unit, our method not only determines
the levels and duration of brain hemorrhage but also supports in automatic hem-
orrhage segmentation on CT/MRI images. The proposed method applies deep
learning techniques with 3 network models SSD Inception v2, SSD MobileNet
v2, and Faster R-CNN Inception ResNet v2. Our method can detect and classify
multiple types of brain hemorrhages that appear on the same CT/MRI image of
the patient. The experimental results show that the proposed method can detect
multiple types of brain hemorrhage on the same CT/MRI image and the auto-
matic hemorrhage segmentation achieves 100% accuracy. In which, the training
model with Faster R-CNN Inception ResNet v2 achieves the mean average pre-
cision of 79% for the four types of hemorrhage. This research can be extended
to the problem of collecting cranial CT/MRI images from the hospitals for seg-
mentation and classification of brain hemorrhages automatically based on HU.
Specialists and doctors can be supported to accurately diagnose cerebral hem-
orrhage and offer appropriate treatment regimens.
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