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Preface

It is my great pleasure to welcome you all to the International Conference on
Sustainable Expert Systems (ICSES 2020) held in Nepal during September 28-29,
2020.

The main thrust of ICSES 2020 is to deal with the design, implementation,
development, testing, and management of intelligent and sustainable expert systems
and also to provide both theoretical and practical guidelines for the deployment
of these systems. Due to the well-established track record of intelligent and net-
worked systems, it mandates the implementation of sustainability aspect to become
more accessible for the network users. This makes ICSES 2020 an excellent venue
for exploring the sustainable computing foundations for the challenging commu-
nication network issues.

The success of ICSES 2020 completely depends on the efforts made by the
researchers in the field of artificial intelligence and sustainable computing, who
have written and submitted research articles on various research topics.

The program committee members and external reviewers deserve sincere
accolades, as they have invested more time in assessing and analyzing multiple
papers submitted on different research domains to significantly hold and maintain
high quality for this conference event. Additional thanks are given to the Springer
publications. We hope that you will take advantage of many research insights into
intelligent expert systems.

Pulchowk, Nepal Dr. Subarna Shakya
Arad, Romania Prof. Dr. Valentina Emilia Balas
Ithaca, USA Dr. Wang Haoxiang

Geelong, Australia Dr. Zubair Baig

vii



Acknowledgements

We ICSES 2020 are very honored to have the most prominent keynote speakers,
who have significant research expertise in their respective specialty. They are Prof.
Dr. Shashidhar Ram Joshi, Dean, Institute of Engineering, Tribhuvan University,
Nepal, and Dr. Joy Iong Zong Chen, Da-Yeh University, Changhua County,
Taiwan.

Further, we would like to thank the technical conference committee and external
reviewers, who have worked very hard in reviewing the papers and making valu-
able suggestions to enhance the research works submitted by authors. We express
our sincere gratitude to the authors for contributing their innovative research results
to the conference. Special thanks go to Springer publications.

Last but not least, we wish to express our thanks to all the members of the ICSES
2020 committee for all their unprecedented efforts in making ICSES 2020 as a
successful conference. Finally, our thanks go to the Tribhuvan University (TU),
Nepal. It would have been impossible to organize the conference without their
moral support. We really hope that all the participants of ICSES 2020 will benefit
tremendously from the conference event. Finally, we would like to wish all success
in their future research direction.

ix



About the Conference

This proceedings includes the papers presented in the International Conference on
Sustainable Expert Systems (ICSES 2020), Organized by Tribhuvan University
(TU), Nepal, with a primary focus on the research information related to artificial
intelligence (Al), sustainability, and expert systems applied in almost all the areas
of industries, government sectors, and academia worldwide. ICSES 2020 will
provide an opportunity for the researchers to present their research results and
examine the advanced applications in artificial intelligence (AI) and the expert
systems field. Nevertheless, this proceedings will promote novel techniques to
extend the frontiers of this fascinating research field.

Advancement in both the sustainability and intelligent systems disciplines
requires an exchange of thoughts and ideas of audiences from different parts of the
world. The 2020 International Conference on Sustainable Expert Systems was
potentially designed to encourage the advancement and application of sustainability
and artificial intelligence models in the existing computing systems. ICSES 2020
received a total of 191 manuscripts from different countries, wherein the submitted
papers have been peer-reviewed by at least three reviewers drawn from the tech-
nical conference committee, external reviewers, and also editorial board depending
on the research domain of the papers. Through a rigorous peer-review process, the
submitted papers are selected based on the research novelty, clarity, and signifi-
cance. Out of these, 52 papers were selected for publication in ICSES 2020 pro-
ceedings. It covers papers from several significant thematic areas, namely data
science, wireless communication, intelligent systems, social media, and image
processing.

To conclude, this proceedings will provide a written research synergy that
already exists between the intelligent expert systems and network-enabled com-
munities and represents a progressive framework from which new research inter-
action will result in the near future. I look forward to the evolution of this
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conference theme over time and to learning more on the network sustainability and
continue to pave the way for applications of network sustainability in the emerging
intelligent expert systems.

Conference Chair

Prof. Dr. Subarna Shakya
Professor

Department of ECE
Pulchowk Campus
Institute of Engineering
Tribhuvan University
Pulchowk, Nepal
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Captcha-Based Defense Mechanism )
to Prevent DoS Attacks L

G. Muneeswari and Antony Puthussery

Abstract The denial of service (DoS) attack, in the current scenario, is more vulner-
able to the banking system and online transactions. Conventional mechanism of DoS
attacks consumes a lot of bandwidth, and there will always be performance degra-
dation with respect to the traffic in any of the communication networks. As there
is an advent over the network bandwidth, in the current era, DoS attacks have been
moved from the network to servers and API. An idea has been proposed which
is CAPTCHA-based defense, a purely system-based approach. In the normal case,
the protection strategy for DDoS attacks can be achieved with the help of many
session schedulers. The main advantage is to efficiently avoid the DoS attacks and
increase the server speed as well as to avoid congestion and data loss. This is majorly
concerned in a wired network to reduce the delays and to avoid congestion during
attacks.

Keywords DoS attack - Captcha-based mechanism - Security threat - Network
topology + Authentication

1 Introduction

Denial of service attacks always in the next generation attacks category to destroy the
entire network built for commercial Web sites. Most of the hackers in cyber-world
steal the information through DoS attacks. The main concern with DoS attacks is
many computational devices that make up the IoT world are forced to close the
target commercial Web sites due to DoS attacks. Mostly, a DoS attack uses a single
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computer and a single IP address to attack its target Web sites; thus, it is easy for us to
protect against this. In the modern world, the DoS attack is rejecting the service from
the customers, and it is a very big threat to commercial transactions over the commu-
nication network. Conventional threat degrades the performance of the system in
terms of the quality of service, and the bandwidth around the cluster of computers
also gets affected. To detect these types of attacks, many security measures had
been imposed over the network of systems. Such mechanisms identify the attacks
by some traffic control implementations and frequency of patterns during the data
transfer through routers held between the source and the destination. Earlier DoS
attacks were targeted only in the networks making it easy to design a protocol for the
network, but currently, the server resources and certain applications are vulnerable
to the hackers. Pertaining to the application-based DoS attacks concerned, since it
is mainly causing problems at the end system, whatever network monitoring system
implemented at the router level does not give an advantage over the threat. In this
paper, two mechanisms are implemented to overcome the DoS attacks: First mech-
anism deals with every activity in the network incorporated with session validation,
and the second mechanism is designed with captcha-based defense mechanism. In
session scheduler, every user is authenticated by solving some puzzles, and these
schedulers are designed as part of the DoS shield. The main disadvantage is the over-
head incurred during every session validation. When the network traffic is tremen-
dously high, then the captcha-based defense mechanism will introduce additional
delays and more overhead through interactive-based systems. Many of the online
transactions with a specific application system do not employ a captcha-based secu-
rity system which is simple to implement and does not require major changes in the
existing system.

The actual organization of the paper is elaborated as follows. Section 2 deals
with the existing work with a literature survey, and Sect. 3 throws limelight on the
system methodology adopted. Experimental results are described in Sect. 4, and the
conclusion has been given in Sect. 5.

2 Literature Survey

Whenever a new application is created, designed, and implemented, there should be
a mechanism that must be incorporated to handle [1] the effect of denial of service
attack. Considering the application layer of the network, the work in this paper
[2] has given all the possibilities over the protocol-related issues, and the system
is integrated with non-intrusive complaint. The attacks reduce the speeding of the
transfer of data and thus introduce network delay affecting the overall performance
of the system. The idea [3] of snort detection has proposed a wide knowledge in
preventing DoS attacks which handles a lot of requests to the servers. Captcha-based
system is indicated here that differentiates the original client and intruder system
with the help of the IP addresses. Here [4], a novel approach called live baiting based
on group testing theory was proposed to manage DoS attacks. This novel mechanism
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can be implemented in an online environment where millions of requests sent from a
client and that can be in differentiable from the attacker’s request. While considering
the novel attacks in the current scenario, even though a lot of research [5, 11, 13] has
been done, it is very difficult to distinguish malicious traffic with the normal network
flow. A confidence-based filtering method [9] is a new novel mechanism to prevent
the threat in cloud computing.

In this research [6, 8, 10], some set of taxonomies are proposed foreseeing the
different type of attacks that could occur in the network and provided a possible
solution for that. In [7], F. Kargl et al. provided a mechanism for protecting a huge
number of Web servers from the conventional DoS attacks, and with the help of unique
coding technique [12], provided a solution for DoS attacks using IP Traceback.
In [14], Soft computing-based autonomous low rate DDOS attack detection and
security for cloud computing is proposed which gives a better result with respect
to vulnerability in cloud-based systems. The solution provided in [15] is based on
machine learning algorithms for DDOS attack detection in a telecommunication
network which has the training data set obtained from the real-time data set.

3 Working Methodology

The proposed methodology adopted in this paper is to detect DoS attack using
captcha-based technique. In the simulation, around ten clients had been defined along
with the server definition. The server is implemented with the full functional server
monitoring along with the captcha verification. Every client node is illustrated with
several parameters including an IP address, the current status of the client, and the
port number defined for a specific topology. Mutual authentication with the help of
conventional authentication algorithm like MDS5 has been incorporated in the client—
server communication. Once the client is authenticated, it is allowed to initiate the
data transfer either to the destination node or to the server node. The flexibility of
scalability makes the node addition and deletion most easily.

Throughout the system design, a centralized database is maintained by the server
system in the network. It contains all the details about the client nodes including the
major authentication and encryption protocols details. Every node can be identified
in the centralized database by the server with the help of an IP address. Each time
when the client sends the request as shown in Fig. 1, it is verified by the server in the
database, and the request is responded consecutively.

Since the protocol is built on top of the transport layer, the corresponding infor-
mation has to be added in every packet transferred by the client node. The underlying
protocol once receives the packet gets the header and forwards the packet to the upper
layers for further investigations. In the second module of the proposed methodology,
all the client activities are monitored by the server, and it is created by the normal IP
address identification as shown in Fig. 2. Every network topology is pre-initialized
with a traffic threshold and the pattern of traffic.
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Whenever the system detects a change in the threshold value due to the DoS attack,
then the corresponding client node is removed from the network topology, and all the
relevant information about the node is deleted from the centralized database by the
server. Initially, the packet will be discarded and later removal of the node from the
network will take place. This ensures the detection of DoS attacks from the respective
client machine as well as from the network in a simple way.

Further to the enhancement over the server monitoring as shown in Fig. 3, a
more efficient captcha method is also incorporated by the server. According to this
mechanism, captcha is generated with the corresponding node id, process id. The
server checks whether this captcha is within the threshold or not. If it does not
fall under the threshold, then it identifies that the client node is trying to make a
DoS attack. Further, the node will be removed from the centralized database. The
monitoring process log will often be maintained in the database on the server side.

Predominantly, every node in the network topology that is intended to transfer the
data has to generate a distinct captcha depicted in Fig. 4. As mentioned earlier, every
unique captcha consists of two different components such as node id and process id.
Node id can be the combination of IP address and port number. For the identification
of the DoS attack, it is needed to find out the node along with the type of process
which caused the threat.

Fig. 3 Server monitoring i tart :
sta

, >

sever system
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value

/
remove the node

<
&
Y

provide service

/
monitoring node

end
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Fig. 4 Captcha generation
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4 Results and Discussion

The captcha mechanism for DoS attack is implemented with the help of a simulation
system. This is designed using Java swing and SQL Server 2000. Initially, all the node
registration with the given network topology is initiated with the server-side database
creation. The database is the centralized repository with all the details about the client
nodes are maintained. At the initial level, node, IP address, and port number of all
the legitimate clients are stored. When the node wants to initiate any data transfer
first of all, authentication certification has to be generated by the server.

This authentication is done by verifying with the centralized database for the
client identity. Later, with the help of the captcha generation, DoS attacks can be
prevented by checking the frequency of patterns in the network transfer. Every time
client transmission status is maintained in the log for future investigation. Figure 5
represents the node registration in the network topology, and server maintains this
information in the database. Figure 6 represents the node registration in the network,
and the corresponding client is recognized by the server node.

Figure 7 indicates captcha generation and verification procedures. The captcha
generation is initiated by the client when it is ready for transmission of data. Once
the captcha is generated on the legitimate client, it has to be subsequently verified
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Fig. 5 Node registration

by the server. This verification finally authenticates the client by the servers on the
network. For the simulation evaluation, Table 1 parameters and values are taken into
account, and the results are obtained for TCP packets. The packet size is taken as
1024 bytes, and the payload could be up to 500 bytes. The network traffic is measured
every 100 s for the client-server communication.

The comparison of attack rate versus average detection time (ADT) is depicted
in Fig. 8, and it shows that captcha-based detection mechanism time is 32%
lesser compared to the existing OTP based protocols and machine learning-based
algorithms.

Similarly, the performance metric like Accuracy, Precision, Recall, and F-
measure are compared for the same three algorithms, and captcha-based mechanism
outperforms the other existing algorithms as shown in Fig. 9.

5 Conclusion

In the current scenario, most of the users are trying to access the Internet for commer-
cial transaction purpose. As a result, every access over the network is vulnerable to a
security threat, and the idea proposed in the paper is to give a solution for preventing
DoS attacks. Since malicious transmission of data is difficult to be differentiated from
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Table 1 Simulation S. No. Parameter Value
parameters and values for
TCP packets 1 Type of packet TCP
2 Traffic flow in the network 1000
3 Data size 500 Bytes
4 Size of each packet window 100
5 Packet size 1024 KB
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the normal data transfer, the security mechanism is implemented on the authentica-
tion side. The captcha-based mechanism incorporated on the client and server side
not only provides mutual authentication but also launches a defense mechanism over
the DoS attacks. The novelty in this paper is mainly incorporated over the double-
level hierarchical security mechanism wherein with the normal mutual authentication
with OTP and user verification in commercial Web sites, a more advanced level of
captcha has been implemented which ensures much more security than the existing
mechanisms.
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Prognostic of Depression Levels Due )
to Pandemic Using LSTM L

Shahana Bano, Yerramreddy Lakshmi Pranathi, Gorsa Lakshmi Niharika,
and Gorsa Datta Sai Sreya

Abstract Depression is a medical illness that affects the way you think and how you
react. It is a serious medical issue that impacts the stability of the mind. Depression
occurs at many stages and situations. With the help of classification, the stage of
depression the person is in can be tried to categorize. Nowadays, many users are
sharing their views on social media, and it became a platform for knowing people
around us. From the data that is shared on social media, the depressing posts are
being classified using machine learning techniques. With these reports collected, the
depressed person might be helped from making any sudden decisions. So, in our
research study, the large datasets of the people in depression during the COVID-19
pandemic situations is analyzed and not in pandemic situations. Here to analyze
the data, the neural networks have been trained with the current pandemic analysis
report, and it has given a prediction that the people are less likely to get depressed
when they are not in a pandemic situation like COVID-19.

Keywords Depression + Long short-term memory + Recurrent neural network *
Preprocessing * Feature extraction * Visualization
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1 Introduction

Depression is a common mental disorder. It is seen in all ages nowadays. According
to the World Health Organization (WHO), 264 million people of all ages suffer from
depression. Depression affects the functioning of the nervous system. It lasts very
long. The major problem that comes with depression is the lack of proper diagnosis for
this. There are different kinds and stages of depression. Some people did not identify
the correct stage or suggest the correct type. The extreme stage of depression can lead
the person to attempt suicide. In a study conducted, it is known that 7.2% people are
affected with this disease starting at the age of 12. So, there is no age limitation for
the depression. But it is considerably high in medieval people. The major depressive
period is the highest among individuals between the age of 18 and 25 according to a
study conducted. Women are said to have 8.7% depression rate while men are having
a depression rate of 5.3%. This study shows that women are getting more depressed
than men due to many factors.

Depression first affects the mood of the person [1], and it makes the person feel
sad or depressed. It might affect the body as the person changes the appetite, losses
interest in activities, and has trouble in sleeping. This may also lead to suicidal
thoughts. Depression is different from having sadness and grief. Depression is the
second most common illness in the world said by the World Health Organization
(WHO). It is more prevalent in the world. It can be tested through direct physical
interaction with the psychiatrist and analysis provided by them. It is believed that
depression is caused due to chemical imbalance caused in the brain, but it is not
caused due to that [2]. Many other factors can cause depression. It can be caused due
to the stressful life, mental illness, and medications which add on lead to depression.

For this extreme point of the study, people interactions gave us a report of reasons
for the cause of the depression which is joblessness, loss of loved ones, health prob-
lems, money issues, etc. The ultimate stage of their depression is that they start
questioning their existence in life and starts comparing their life with others.

Many researchers made a strategical analysis by taking social media posts [3,
4] and measuring the depression levels by different machine learning approaches
[5]. This related work on the depression and getting an analysis of the data is the
main approach of our research work. By comparing the report of depression levels
in pandemic days and predicting that the depression levels would be less if there is
no pandemic.

So, for all this analysis, the neurons have been trained with the current report
of depression levels at the pandemic stage COVID-19. Based on those training, our
model predicts that the depression rates will be less if there is no pandemic situation.
In the final stage of predictions, the output is got in the form of graph model like a
visualization report. Here, long short-term memory (LSTM) algorithm is used for
training and building our model. This model can be used for prediction of stock
prices [6] which recurrently checks the real price of stocks.

The LSTM RNN makes the classification of timely changing factors like the
psychological series [7] which changes according to the reason of depression that
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they are in. After an in-depth survey on LSTM [8, 9] RNN methods, it is found to
implement this technique in providing statistics of depression levels by using the
count obtained through the examination of depression.

2 Procedure

2.1 Importing All the Packages

To process our model, the required packages are needed to import for training the
data in the LSTM algorithm. Here, in this model, NumPy has been imported for
calculating high mathematical functions in making the data values into matrices and
also for multidimensional array. The pandas, matplotlib, and sklearn for making
regression and clustering algorithms have also been imported for the representation
of the data in a graphical way. LSTM have been imported for this model for training
the previous dataset sequentially to predict the next dataset within the provided
constraints.

2.2 Importing Datasets

For making sure of our model, the dataset have been imported which have been got
from the recent survey done with some individuals during the pandemic situations.
This survey gave the data rate which contains the depression levels and their reasons
for the depression. The dataset taken contains depression reason with the depression
level value. The survey was taken during the pandemic situations like COVID-19.

2.3 Preprocessing and Feature Extraction

After importing packages and datasets, need to do scaling, centering, and also
normalize the raw data in the dataset. The whole dataset is not needed for making
predictions of depression levels if there is no pandemic situation. So, the data will
be preprocessed by localization of depression levels of individuals and to scale it for
feature extraction of raw data. Since this preprocessing and feature extraction role is
the keen step for the entire model to progress the raw data.
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2.4 Working Principle

When started to import all the necessary packages, datasets, preprocessing is the
crucial stage for the extraction of the data and to allocate for sequential training
of the available dataset. LSTM algorithm is a part of the recurrent neural network
(RNN) [10]. This algorithm solves our daily ways of approaches by predicting the
previous memory. For example, take cricket world cup matches which are held every
year, having all the records of previous matches, if trying to predict which team is
going to win this year’s match, can be predicted it by the performance of that country
in previous matches. It all happens in the gap while thinking of the winning possibility
of that country. LSTM model here checks sequentially with every previous data.

The model is made to train with the dataset which selects the depression value
as an attribute. This code of LSTM is trained with the dataset along with its reason
for depression. So for further analysis of data, it keeps on training the data with
depression value and reason for depression.

Here, in our model of code, the training of the previous report is made on depres-
sion levels of the individuals during the pandemic situation. It stores the data of the
particular person at that particular time. It is nothing like the history of depression
levels which are trained in every iteration. For the LSTM [11] model, it stores the
long-term memory, and it only happens because of their default nature. RNN makes
the recurrent analysis of each neuron module with the data using every single layer
[12]. The main point in LSTM is the cell state Cs_; which adds or removes the data
if needed. The depression levels will not be high in the future if there is no pandemic
situation. The possibility is that it can be high or cannot be high, but it will not be
like ‘0’ or ‘1.” So, these acts as gates for the process whether the data can be added
as depression values at that period of time. This is like predicting the situation with
no pandemic. So, if the model is trained with the depression values during pandemic
days, then when tested with no pandemic days, the model forgets the old depression
value and checks whether it can be the new value of depression or not, and finally
adds that value as a new cell state Cg [13].

forget layer, = O'(Wf-[hs—l ) xs] + b.f) M

Here, LSTM has the interactive layers where continuous or recurrent analysis is
made with depression values. The state value is got by training the depression values
of the pandemic situation based on their reason. The first step of the LSTM model
is to decide whether to take the value for future prediction of data. So through Eq. 1,
the model is being made to get into a decision either to keep the value for prediction
of future or to neglect it. It is also called a decision taking layer as &, |, x5 together
makes with sigmoid function [13].

Equation 2 acted as the input layer for taking data. This layer only takes values that
are to be added to the data. However, in forget layer, activation vector is multiplied
to the cell state and can set values to zero.
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Equations 1, 2, and 3 used by, b;, b, which is continuously learned, and initial-
ized with random numbers by neurons training biases. However, W, W;, W are
considered as neurons weights matrices to train the data with initializing random
numbers.

iy = o (Wi.[hy—r, x,] + i) )

The tanh layer in Eq. 3 is creating a function to add the value taken from the input
layer to add in a new variable with a new state. For the final upgrading of a new state
value, the new updated state value is being calculated through forget and input layer
values (Eq. 4)

C, = tanh(We.[hs—1, %] + bc) 3)

C_v:fs*csfl'i_is*as (4)

Fundamental analysis, statistics, linear regression, and all types of analysis can
also be used, but they did not give us the correct idea on daily changes of mental health.
So, this LSTM algorithm uses the recurrent approach of each neuron and predicts
the next value to be placed. By this, the human changes recurrently based on their
thoughts if the recurrent neural network approach is used to train every neuron with all
the previously available data. If the person is more depressive in a pandemic situation
and it tries to predict the depression rates when there is no pandemic situation, the
basic motto of prediction is to identify the person’s depressive levels in no pandemic
situation based on the reason that they are into depression at pandemic days.

Step 1  Start.

Step 2 Import all the necessary packages, and the dataset is taken from a recent
survey.

Step 3 Preprocessing and feature extraction of the dataset.

Step 4 Building the LSTM algorithm model.

Step 5 Training the model by passing through each neuron on the given data.

Step 6  Test the model with depression values when there is no pandemic situation.

Step 7 Displays the graph of predicting depression values after an analysis was
done using the LSTM model.

Step 8 Prediction is done.

Step 9 Repeat the steps 1,2, 3,4,5, 6,7, and 8 if you want to see a random change
in the depression values by passing the updated reports or datasets.

Step 10 End.
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3 Flowchart

To visualize our process of approach, a flowchart has been given (Fig. 1). For the
overview of our model, the packages and datasets required to train the LSTM model
have been imported. Importing these packages in Python helps to do all types of high-
level mathematical functions. After this, scaling, centering the dataset for feature
extraction, will be performed, and also this stage is named for preprocessing the
dataset. Now, the main stage of implementation takes place that is building the

}

Check whether it
is end or not?

Predict the output
model by training
of neurons.

Yes NO| (" Correct localization of

weights in LSTM
approach

Fig. 1 Overview of the process



Prognostic of Depression Levels Due to Pandemic Using LSTM 17

LSTM model. It localizes the weights of each neuron that needed to be trained for
each recurrent iteration. A recurrent neural network predicts the possible output for
the next stage by comparing it with all the previous data. If it does not identify the
depression levels of a person, it corrects the weight of neurons and starts predicting
the depression value again. This recurrent approach of the model gives the correct
predictions by calculating the long-term memory of the model. Finally, it gives the
prediction of depression value will be less in no pandemic situations like COVID-19.

4 Results

Figure 2 is a snapshot of our dataset that is taken to train our model. Here, we have
trained our model that has been trained on the reason for the depression. Based upon
their reason for depression during pandemic days, we have trained our model; if the
reason does not have a long-lasting end, then the person’s depression value will be
the same irrespective of the pandemic situation. Predicting that if the reason is solved
in the future, then depression values may decrease by taking all the possibilities in
the approach of predicting depression values in the future.

Figure 3 shows preprocessing the dataset, and it is scaled for the training of dataset
in the next stage of the LSTM model of approach. Figure 4 shows training each neuron
with the passed dataset along with the reasonable value of depression and compares
it with test data in a later stage. Then, it gives predictions for the depression levels
when there is no pandemic situation like COVID-19 (Fig. 5).

s of Depres By Age

ens of Depres By Age

ensof Depres By Age

ens of Dapres By RaceHispanic ot

of Depres By Rnce/Himpanic ot
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Symptoms of Gepres By Race/Himanic e
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%8 244 269 24.4-269
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24 10.4 255 194.258 2223

Fig. 2 Snapshot of our trained dataset
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Fig. 3 Preprocessing and
feature extraction snapshot
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Figure 5, for every prediction of an approach using LSTM algorithm, shows its
model that trains recurrently with the data. So, for every change in epochs training,
the output of depression levels gets varied in non-pandemic days. When 25 epochs is
given, then the model trains the person depression might decrease based on the reason
in non-pandemic days (Fig. 8). Figure 7 gives predictions of training the model with
50 epochs, and it also fluctuates data in raise and fall. So, this study of analytics on
change of training epochs makes us learn that for every recurrent of data that are
varying with the reason of the person’s depression.

Hereby, changes in the prediction of data have been given with training data for
every change of epochs like 100 (Fig. 5), 75 (Fig. 6), 50 (Fig. 7), and 25 (Fig. 8).



Prognostic of Depression Levels Due to Pandemic Using LSTM

[ Depression graph during pandemic days and non-pandemic days Of COVID-19

—— During COVID-19 Pandemic

» — Non-Pandemic days
s
% »
5
5 .
§s
10
5
0 -
0 S0 100 150 200 250 300
days

Fig. 5 Prediction of depression levels in non-pandemic days with 100 epochs
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Fig. 6 Prediction of depression levels in non-pandemic days with 75 epochs

C> Depression graph during pandemic days and non-pandemic days Of COVID-19

i During COVID-19 Pandemic
= Non-Pandemic days
3
w
g k]
5
g »
§ s
10
5
o T T T T T
0 S0 100 150 200 50 300
days

Fig. 7 Prediction of depression levels in non-pandemic days with 50 epochs
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C* Depression graph during pandemic days and non-pandemic days Of COVID-19
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Fig. 8 Prediction of depression levels in non-pandemic days with 25 epochs

Type QOutput shape Number of parameters
Input 359, 1 0
LSTM(Forward) 125, 60 1470
LSTM(Backward) 125, 60 1470
Dropout 50 0
Epochs 100, 75, 50, 25 0
Fully connected (Sigmoid) 1 51

Fig. 9 Representation analytics of model

These changes in epochs make the model to train the LSTM algorithm and to learn
for new data with each iteration on the reason of depression that they are in (Fig. 9).

5 Conclusion

Many methods have been implemented in the detection of depression. Depression
can be detected by using neural network classification by taking the data available
from social media. Depression has been substantially increased over a period of
time. From the outbreak of the pandemic, it has increased exponentially than before,
due to many factors such as hopelessness, loneliness, and joblessness. The data of
depression have been compared during pandemic days. With this, it can be said that
depressed people are getting more. Depressed people should be treated and taken
care of to make them stay away from suicidal thoughts. Based on the reason for
depression, the situation of depression might get low in the non-pandemic situation.
From the study, it can be said that depression levels are higher in pandemic days than
compared to normal days.
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6

Future Scope

By considering this scenario of research, an app can also be built for further improve-
ment of the research work. The depression levels of data from the social media posts
[14-16] can be used to analyze the depression levels of the person. Through the
analysis of the levels of depression that the person is in, the person can be helped and
prevented from taking any serious action, and suggested something that can help the
person.

References

10.

11.

12.

13.

14.

15.

. Ramalingam, D., Sharma, V., Zar, P.: Study of depression analysis using machine learning

techniques. Int. J. Innov. Tech. Explor. Eng. (IJITEE) 8, 188-191 (2019)

Patel, M.J., Khalaf, A., Aizenstein, H.J.: Studying depression using imaging and machine
learning methods. Neurolmage Clin. 10, 115-123 (2016)

Shuai, H., et al.: A comprehensive study on social network mental disorders detection via
online social media mining. IEEE Trans. Knowl. Data Eng. 30(7), 1212-1225 (2018)
Sonawane, N., Padmane, M., Suralkar, V., Wable, S., Date, P.: Predicting depression level using
social media posts. Int. J. Innov. Res. Sci. Eng. Tech. 7(5), 6016-6019 (2018)

Sridharan, S., Akila Banu, M., Bakkiyalakshmi, A., Buvana, P.: Detection and diagnosis on
online social network mental disorders using convolutional neural network. Int. J. Eng. Sci.
Comput. (IJESC) 8, 16146-16150 (2018)

Pang, X., Zhou, Y., Wang, P., et al.: An innovative neural network approach for stock market
prediction. J. Supercomput. 76, 2098-2118 (2020)

Karim, F., Majumdar, S., Darabi, H., Chen, S.: Istm fully convolutional networks for time series
classification. IEEE Access 6, 1662—1669 (2018). https://doi.org/10.1109/ACCESS.2017.277
9939

Liu, Y., Wang, Y., Yang, X., Zhang. L.: Short-term travel time prediction by deep learning:
a comparison of different LSTM-DNN models. In: 2017 IEEE 20th International Conference
on Intelligent Transportation Systems (ITSC), Yokohama, pp. 1-8 (2017). https://doi.org/10.
1109/itsc.2017.8317886

Duan, Y., Lv Y, Wang, F.: Travel time prediction with LSTM neural network. In: 2016 IEEE
19th International Conference on Intelligent Transportation Systems (ITSC), Rio de Janeiro,
pp- 1053-1058 (2016)

Zhu, X., Sobihani, P., Guo, H.: Long short-term memory over recursive structures. Int. Conf.
Mach. Leatn. 37, 1604-1612 (2015)

Hochreiter, S., Schmindhuber, J.: Long short-term memory. Neur. Comput. 9(8), 1735-1780
(1997)

Gers, F.A., Schraudolph, N.N., Schmidhuber, J.: Learning precise timing with LSTM recurrent
networks. J. Mach. Learn. Res. 3, 115-143 (2003)

Jozefowicz, R., Zaremba, W., Sutskever, I.: An empirical exploration of recurrent network
architectures. Int. Conf. Mach. Learn. (ICML) 37, 2342-2350 (2015)

Li, A., Jiao, D., Zhu, T.: Detecting depression stigma on social media: a linguistic analysis. J.
Affect. Disord. 232, 358-362 (2018)

Aldarwish, M.M., Ahmad, H.F.: Predicting depression levels using social media posts. In:
2017 IEEE 13th International Symposium on Autonomous Decentralized System (ISADS),
Bangkok, pp. 277-280 (2017)


https://doi.org/10.1109/ACCESS.2017.2779939
https://doi.org/10.1109/itsc.2017.8317886

22 S. Bano et al.

16. Roshini, T., Sireesha, P.V., Parasa, D., Bano, S.: Social media survey using decision tree and
Naive Bayes classification. In: 2019 2nd International Conference on Intelligent Communica-
tion and Computational Techniques (ICCT), Jaipur, India, pp. 265-270 (2019). https://doi.org/
10.1109/icct46177.2019.8969058


https://doi.org/10.1109/icct46177.2019.8969058

An Efficient Design of 8 * 8 Wallace Tree )
Multiplier Using 2 and 3-Bit Adders L

M. Sakthimohan and J. Deny

Abstract In VLSI, hardware architecture requires the multiplier unit as one of the
important parts for arithmetic operation. A multiplier is a major component in many
hardware architectures, so various experts are focusing their research in multiplier
design to accomplish compact area, delay, and power. Numerous case studies were
done for many architectures, in that the increased speed and low area are achieved
through a reduction of partial products. One and only of the finest methods is Wallace
tree multiplier (WTM). In this research article, Wallace tree 8 * 8 multiplier archi-
tecture is proposed, and it produces optimized area and delay. Our work targets
structuring and execution of Wallace tree 8 * 8 multiplier utilizing VHDL language.
Using limiting quantity of partial products, 2-bit and 3-bit adders are utilized in the 8-
bit multiplier. In this work, 8 * 8 Wallace tree multiplier development is inspected and
reproduced in XILINX Integrated Software Environment tool. In this 8-bit Wallace
tree multiplier circuit, our primary objectives are to diminish the area of multiplier
circuit and speed up multiplier routine.

Keywords Carry look-ahead adder - Wallace tree multiplier - 2-bit and 3-bit
adders -+ VLSI - VHDL - XILINX

1 Introduction

Signal handling is an essential advance in sight and sound correspondence frame-
works. Numerous application frameworks dependent on DSP, particularly the
ongoing innovative optical correspondence frameworks, require amazingly quick
handling of an enormous measure of computerized information. In signal processing
applications, multiplication is a fundamental activity. By comparison with addition
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and subtraction computation, multiplication has a huge delay. To overcome this
problem, Wallace multiplier gives an effective solution. In 1964, Wallace derived
quick multiplication with the mixture of 2-bit and 3-bit adders.

Execution of the circuit relies upon the exhibition of the little pieces of the circuit.
Along these lines, it is a troublesome and testing task the architect to structure the
elite circuit. A wide range of parameters is considered in the exhibition of the circuit
like area, power dissemination, engendering delay, and so on. Conservative area, low
power scattering, and rapid are a primary worry of any circuit designer. A multiplier
comprises three phases’ initially generation of the partial product then the addition
of the same and afterwards last phase addition. This paper focuses on the decrease of
power utilization and latency of Wallace 8 * 8 tree multiplier. It is formed with the use
of 2-bit, 3-bit adders and look-ahead carry adder. The main usage is to multiply whole
numbers (unsigned). By using AND gate, it is possible to generate partial products
after that adding generated partial products into carry look-ahead adder circuit. In
the last phase, the overall totaling process is performed with carry propagate adder.

2 Related Work

Wang etal. [1] proposed non-volatile logic implemented using memristor-based MIG
logic. A full viper of rapid is modified, in light of which a multiplier is given the
selection of Wallace tree calculation. This approach has given a chance to investigate
progressed processing designs contrasted and the old-style von Neumann design.
Contrasted and the conventional multiplier was developed by the CMOS unit, and
this plan can successfully understand the coordination of capacity and calculation,
what is more, halfway tackle memory bottleneck issue.

Dr. Karuppusamy [2] proposed a fast and a low force multiplier with a diminished
force utilization and upgraded speed of the activity, the paper proposes the Baugh
Wooley multiplier with the altered circuit utilizing the rhythm virtuoso. The structure
is mimicked utilizing the rhythm Specter by starting a simple plan condition. The
outcome acquired demonstrates the ability of the Baugh Wooley multiplier.

Navin Kumar et al. [3] described calculation capacities are completed utilizing
the multiplier, where it is seen as more force devouring part in the electronic circuits.
The significant multiplier design utilizing KSA is recognized dependent on the inves-
tigation of execution with the multiplier engineering made out of changed surmised
full viper. With the imminent advances in future, the significant multiplier might be
upgraded and can be utilized at different places, for example, picture handling, video
conferencing, and DSP.

Sundhar et al. [4] proposed 16 x 16 bit Wallace tree multiplier utilizing 154 blower
engineering that has structured and integrated force analysis of 16 x 16 Wallace tree
multiplier utilizing on Spartan 3 XC3S100E board and recreated in Xilinx ISE 14.5.
The presentation of proposed multiplier with Kogge—Stone viper is contrasted and
similar engineering of multiplier utilizing equal viper. It very well may be surmised
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that 16 x 16 multiplier design utilizing 15—4 blower with Kogge—Stone viper is
quicker contrasted with a multiplier with an equal viper.

Mukherjee et al. [5] presented the proposed counter-based GDI Wallace tree multi-
plier that shows better outcomes in low force utilization, region concern, and defer
execution. The improvement will be more for higher no. of bits. The Wallace tree
structure can be used for changed Booth Wallace tree multiplier circuit for further
improvement in marked piece increases. Such on-chip multipliers can be executed
distinctive convenient small-scale frameworks and MEMS processor units.

3 Basic Multiplication Practice

In 2-bit binary numbers, the multiplication process is carried out, first digit is called
multiplicand, and the subsequent one is multiplier [6]. The multiplication procedure
comprises the partial product of multiplier and multiplicand at the initial stage. In
partial product on the off chance that the multiplier bit is “0,” at that point, the
multiplication result will be zero, and in the event that the multiplier bit is “1” at that
point, the multiplication result will be same as multiplicand. After creation of partial
product, following task in multiplication is addition. Square graph of multiplier
(N-Bit) and multiplicand (M-Bit) is shown in Fig. 1.

A case of a multiplier and multiplicand in 4-bit and a product of two positive
(unsigned) binary numbers radix 2 is shown in Fig. 2.

4 Proposed Work

4.1 Wallace Tree Multiplier

Speed of multiplier is relied upon the entire time taken for summation in partial
products. Array multiplier is slower related to Wallace tree multiplier. Researcher
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1010 (This binary number represents 10 in decimal)
x 1001 (This binary number represents 9 in decimal)
1010 (1010x 1)
0000x (1010 x 0, shifted one position to left)
0000xx (1010 x 0, shifted two position to left)
+1010xxx (1010 x 1, shifted three position to left)
1011010 (This binary number represents 90 in decimal)

Fig. 2 Multiplication process

Generation of - Accumulation of - Summation of
Partial Product Partial Product Partial Product

Fig. 3 Process flow—WTM

Wallace Chris (1964) presented a simple and straightforward scheme for adding the
partial product bits with the equal utilizing tree of the look-ahead carry adder, which
is known as “Wallace tree.” Wallace tree multiplier utilizes look-ahead carry addition
calculation (Fig. 3).

Figure 3 shows, Wallace tree multiplier consists of three important procedures.
At the initial period, the partial product is generated by multiplier * multiplicand. In
the second step, the 2-bit and 3-bit adder help in minimizing the generated partial
products. At the third step, the final addition was done [7].

4.2 Wallace Tree 4 * 4 Multiplier

Figure 4 indicates two 4-bit multiplication. The numeric is specified as A and B and
is written as ag...az and by...bs. The LSB is denoted as ay and MSB as as. Likewise
in B term, it is also denoted like A term. For getting partial products, multiply A and
B terms of four bits, and finally, it is producing a new variable P as py...p7. The pg
is taken as LSB, and p7 is considered as MSB.

The two 4-bit numbers are multiplied to produce the middle terms that were,

a3>!<b3, az*b3, al*b3, ao*b3,
as *bz, az*bz, ai *bz, ao*bz,
a3*b1, az*bl, al*bl, ao*bl,

as x bo, ap * bo, ap x bo, ap * bo,
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Fig. 4 Multiplication arrangement of 4 x 4 quantities

Two intermediate terms in a single section are included utilizing a 2-bit adder, and
multiple terms in a single segment are included utilizing 3-bit adder as clarified in
Fig. 5. Sum got afterward Si represents every addition process, where i shifts from 1
to 10. So also, C; means carries where j shifts from 1 ...10 and next carry signified
by Qk, where k differs from 0 ...3.

Figure 6 spectacles the physical portrayal of 4 x 4 multiplier utilizing full and
half adders [8]. After the multiplication of the two digits, the support of full and
half adders expand the intermediate term. Here, product exposed how the product of
each bit demonstrated. Ry, R;...R14, R;5 is taken as different product terms which
are related from the first phase of multiplication. The product P is released from the
first bit of py which is presented in ag * by which is mentioned in Ry...R,. Then half
adder produced two output carry C; and sum S;. Now, product Ry is considered as
ap * by. Thus, various notations from R; to R;s speak to the next product terms. The
sum S is mentioned as P (bit of product) that is indicated by p;. R3...Rs which is
turned as of full adder input bits given as output for carry C, and sum S,. The older
C and S,, which is acted as next half adder as input which produces two output,
i.e., S¢ and Cg. The third bit of product P is sum S, and it is considered as P,. The
remaining product bits P, for example, Ps...Pg, individually were gotten similarly
as clarified previously.
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Fig. 5 Adders usage (middle terms) in the multiplication process

4.3 Wallace Tree 8 * 8 Multiplier

The major limitations of 4 * 4 Wallace tree multiplier are that it cannot able to give
more number of bits as an input, and also it occupies more area and delays for smaller
amount of inputs compared to 8 * 8 Wallace tree multiplier. Because of the minimum
bits of inputs in 4 * 4 multiplier, structure had a scheduled pipelined structure, and
it will consume huge power [9].

Figure 7 shows the essential design and the means associated with Wallace tree
8 * 8 multiplier. The same strategy is followed as like Wallace tree 4 * 4 multiplier
in the multiplication method [10] (Fig. 8).

From Fig. 8, The WTM is quicker than an array. Subsequently, architects
frequently maintain a strategic distance from Wallace trees, while structure multi-
faceted nature is a worry to them. 8-bit multiplier dependent on Wallace Tree is
progressively productive as far as power and consistency with low latency and area.
8 * 8 bit multiplier utilizing Wallace tree circuit comprises AND array and likewise
comprise half, full adders, and look-ahead carry adder. In that, AND gates are utilized
for the production of partial products in parallel. There will be a decrease in power
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Fig. 6 Physical illustration of 4 x 4 multiplier

utilization since the power is given uniquely to the level that is engaged with the
calculation [11].

4.4 2-Bit Adder

From Fig. 9, Half adder means that it performs addition of two bits in the combi-
national circuit. It requires two binary input and gives two binary output. One of
the input variables designates the augend, and the other designates the addend. The
output produces the sum and the carry [12] (Fig. 9).
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Fig. 8 Structural representation of 8 * 8 multiplier

4.5 3-Bit Adder

Full adder defines the addition of more than 2-bit numbers. Figure 10 explains that
a, b, and carry-in were taken as inputs. For implementing FA, the following gates are
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Fig. 10 3-bit adder

required. That is two exclusive OR gates, three AND gates, and a single OR gates.
It produces the output as S and Cyy [13] (Fig. 10).

4.6 Ripple Carry Adder (RCA)

Adder unitis the most dominant part in multiplier regarding power and speeds accom-
plishable. The 4-bit RCA involves four individual units of full adders connected in an
exceeding chain as shown in Fig. 11. During this case, the carryout of full adder unit
is the carry-input of the subsequent FA unit. To undertake and expand the speediness

C4 €3 (%] €1 &1}
~#— Full Adder [ Full Adder [#——{ Full Adder r Full Adder («—

ooy

53 5y 5 S0

Fig. 11 Ripple carry adder
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P3 G3 C3 PR G2 G2 PGl C1 Po Go
-
C4 4-bit carry look ahead generator PC CC

Fig. 12 Look-ahead carry adder

of the adder, consequently enhancing the speed, the carry-select adder additionally
enforced and compared to the first RCA [14] (Fig. 11).

4.7 Look-Ahead Carry Adder

From Fig. 12, Look-ahead carry adder (CLA) regulates the carry delay dispute by
totaling the carry flags in advance of time, in light of inputs [15]. It is because a carry
sign produced in two occurrences: The first one is ai, bi bits that were 1, and the
second one is ai or bi that is 1. Hence, one compose (Fig. 12),
Civi=a;-bi+ (@ ®b) ¢ S =(a®b)- B

With the inclusion of P;, G;, the above two equations are rewritten as

Ci+1=Gl‘+Pi'Ci Si=P D¢
where G; =a; -b; Pi=a;, ®b;

G; = Carry generate and P; = Carry propagate.

S Experimental Results

5.1 8 * 8 Wallace Tree Multiplier

The whole structure realized utilizing Xilinx Integrated Software Environment
Design Suite 14.7 and the focused on a group of FPGA is Vertex 5—xc5vsx50t. This
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Fig. 13 Power utilization summary for Wallace tree 8 * 8 multiplier

segment manages power, area, and delay utilization of 8 * 8 Wallace tree multiplier.
It additionally communicates RTL schematic, technology schematic, and package
view on the Wallace tree multiplier equipment plan.

5.2 Power

Figure 13 shows that dynamic power utilization is 0.00 W and quiescent power
utilization is 0.828 W. Subsequently, the total power utilization is 0.828 W for the
Wallace tree 8 * 8 multiplier.

5.3 Area

From Fig. 14, it has indicated a device usage outline that is area utilization. It has
indicated the utilization of slice registers, flip flops, LUTs, involved slices, LUT flip
flop combinations, bonded IOBs, and average fan-out. A flip flop is major building
blocks of every sequential circuit, which is used to store one bit of binary information.
It is used to store the previous set of input values for future references. A LUT flip
flop pair for this architecture speaks to one LUT combined with one flip flop inside
a cut. A control set is an interesting mix of a clock, reset, set, and empower signals
for an enrolled component. The slice logic distribution report is not important if
the structure is over-planned for a non-cut asset or if placement comes up short.
Overmapping of BRAM assets ought to be overlooked if the plan is over-planned
for a non-BRAM asset or if arrangement falls flat.
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Device Utilization Summary
Slice Logic Utilization Used Available Utilization
Number of Skice LUTs 89 32,640 1%
Number used as logic 89 32,640 1%
Number using O6 output only g9
Number of occupied Shees 42 8,160 1%
Number of LUT Flip Flop pairs used 89
Number with an unused Flip Flop g9 89 100%
Number with an unused LUT 0 89 137
Number of fully used LUT-FF pairs 0 89 0%
Number of bonded I0Bs 32 480 6%
Average Fanout of Non-Clock Nets 467

Fig. 14 Device utilization summary Wallace tree 8 * 8 multiplier

Total REAL time to Xst completion: 23.00 secs
Total CPU time to Xst completion: 23.28 secs

Fig. 15 Time utilization for 8 * 8 Wallace tree multiplier

5.4 Delay

From Fig. 15, it has demonstrated that total real-time completion is 23 s, and total
CPU time completion is 23.28 s.

5.5 RTL Schematic View

Figure 16 shows that RTL schematic, for the Wallace tree 8 * 8 multiplier equipment
plan. RTL View is a register-transfer level graphical portrayal of this work. This
portrayal (.ngr record delivered by Xilinx Synthesis Technology (XST)) is produced
by the synthesis tool at prior phases of a synthesis procedure when innovation plan-
ning is not yet finished. The objective of this view is to be as close as conceivable to
the first HDL code. In the RTL view, the structure is spoken to as far as large-scale
squares, for example, adders, multipliers, and registers. The standard combinato-
rial rationale is planned onto rationale entryways, for example, AND, NAND, and
additionally.
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Fig. 16 RTL schematic of Wallace tree 8 * 8 multiplier

5.6 Technology Schematic View

Figure 17 shows that technology schematic view for the Wallace tree 8 * 8 multiplier
equipment plan. After the advancement and innovation focusing on the period of the
amalgamation procedure, the plan shows a schematic portrayal of your integrated
source document. This schematic shows a portrayal of the plan as far as rationale
components enhanced to the objective Xilinx gadget or “innovation,” for instance,
as far as of LUTSs, convey rationale, I/O cushions, and other innovation explicit
segments. Review of this schematic permits you to see an innovation level portrayal
of your HDL advanced for a particular Xilinx engineering, which may assist you
with finding configuration that gives right off the bat in the plan procedure.

5.7 Package View

Figure 18 shows that package view for the Wallace tree 8 * 8 multiplier equipment
plan.
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Fig. 17 Technology schematic of Wallace tree 8 * 8 multiplier

5] Package X | @ Device X |7 Schematic X

Fig. 18 Package schematic of Wallace tree 8 * 8 multiplier
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Table 1 Tnvestigation (,)f . Parameters Wallace tree multiplier
Wallace tree 8 * 8 multiplier
Number of slice LUTs 89
Number of occupied slices 42
Number of fully used LUT-FF pairs | 0
Number of bonded I0OBs 32
Total power consumption 0.828 W
Junction temperature 513C
Average fan-out of non-clock nets 4.67
Total REAL time for completion 23.00 s
Total CPU time for completion 23.28 s
Wallace Tree Multiplier
89
90
80
70
60 513
50 42
40 i 32
30 1 23 23.28
20 i
3 REEES BTN BN N
0 { ==
MNumber Number Total £ Average Total REAL Total CPU
NUTDT o | offuly | Mot | power | %% panoutof timefor | time for
ice Z of bonded Temperat 2 3
occupied used LUT- Consumpt Non-Clock completio completio
LUTs Z I0Bs . ury
Slices FF pairs ion MNets n n
& Wallace Tree Mukiplier 89 42 0 32 0.828 513 467 23 23.28

Fig. 19 Analysis of 8 * 8 Wallace tree multiplier

5.8 Investigation of Wallace Tree 8 * 8 Multiplier

Table 1 and Fig. 19 display the investigation of Wallace tree 8 * 8 multiplier as far
as total power consumption, junction temperature, slice register numbers, scope of
LUTs, scope of involved slices, scope of completely utilized LUT-FF sets, scope of
ensured IOBs, average fan-out of non-clock nets, total real time for completion, and
total C.P.U. time for completion.

6 Conclusion

In this article, the execution and investigation of a WTM design are projected. It
tends to be inferred that Wallace Multiplier is prevalent in the whole regard like
area, speed, delay, multifaceted nature, and utilization of power. Nonetheless, array
multiplier necessitates extra utilization of power and provides an ideal number of
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segments needed, yet multiplier delay is bigger. Henceforth, for low power necessity
and fewer delay prerequisite, WTM is proposed. The code is actualized on Xilinx
ISE 14.7. The computational path delay for proposed 8 * 8 Wallace tree multiplier
is seen as 23 s. In addition, the power utilization for proposed 8 * 8 Wallace tree
multiplier is seen as 0.828 Watts. Contrasted with the conventional array multiplier,
Wallace tree multiplier is profoundly effective as far as execution time (speed), power
and area optimization. Finally from the entire work, power and area optimization
achieved very well, but delay optimization is somewhat lacking compared to other
multipliers. In future work, the delay optimization will be achieved better by replacing
the look-ahead carry adder through Kogge—Stone adder.
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Key for Secured Online oo
Training—A Survey

Priyanka Saxena, Hrithik Sanyal, and Rajneesh Agrawal

Abstract Online training has been present for over a decade, and its importance is
increasing every day. Today, it has become very important due to ongoing COVID-19
pandemic. As it has been accepted widely by the educational systems; nowadays,
challenges like hardware resources, network resources, software resource, and secu-
rity have become more demanding. Security threats among all challenges require
more researches to develop rigid systems where data of all stakeholders remain
secured. ML has a proven track record to solve such problems. In terms of secu-
rity, ML continuously learns by analyzing data to find patterns so unauthorized
access to encrypted traffic is detected better and find insider threats to keep infor-
mation safe. Here, a new system is being developed using an improved algorithm,
described in proposed work. Using this new algorithm, machines are trained to iden-
tify unauthorized access attempts and stop them from stealing data even if, they are
authenticated.

Keywords Machine learning + Artificial intelligence + Security - Authorization -
Role-based access control - Classification - Decision tree algorithm

1 Introduction

Cyber security incidents will cause significant financial and reputation impacts on
enterprises. In the world, numerous organizations are requiring to implement high
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security tools as digital assault events have increased to a great extent. These organi-
zations require a powerful and adaptable machine learning-based threat detection and
prevention as a vital piece for their security monitoring portfolio. Similarly, online
education is need for the hour and for the future; hence, they are also in a desperate
need of highly secured online training system and recently come across the similar
issue faced by unacademy, where about 22 million student’s data is been hacked; the
proposed system can be implemented to such e-learning platform to identify such
unauthorized access and make platforms secure. According to CSO India, (CSO
provides news, analysis and research on security and risk management) [1] from IDG
has provided data that very big companies have been affected by security breaches
in recent past such as Adobe, eBay, LinkedIn, MySpace, NetEase, and Yahoo. It
has been estimated that around 3 million encrypted credit card details including 38
million active user accounts were breached from Adobe, whereas from eBay 145
million user accounts were hacked. In a similar manner, around 360 million user
accounts of MySpace, 235 million user accounts of NetEase were breached. Yahoo’s
3 billion user accounts were compromised and were considered as the biggest data
breach of history.

In secured systems, three aspects of security are having, viz. authentication,
encryption, and authorization. All of these three aspects are to be considered as
an important mechanism for security implementation. As by applying password, it
can have authentication of the users to stop the non-authentic entry in system and by
encryption data transfer and storage can be made secure. Butimagine whatif someone
hacked or get a password and enters into the system, then proper authorization
becomes crucial.

So, building a system, which applies machine learning concept to train machines
for providing authorizations to the users of the system, is very much required.
Machine learning will help identify the unauthorized persons and stop them to access
data even if they somehow authenticate themselves.

In Sect. 1, introductions of machine learning and its use in security are elaborated.
In Sect. 2, explanation of why and how security in machine learning is done; in Sect. 3,
existing systems have been discussed along with classification and different types
of classification algorithms have been explored with machine learning techniques.
In Sect. 4, the existing access control mechanism has been explored. In Sect. 5,
elaborate proposed work. Section 6 shows the expected outcome obtained. In Sect. 7,
conclusions are discussed.

2 Machine Learning

2.1 Overview

The main purpose of machine learning is to understand the format of data in a
dataset and accommodate that data into models which are better understood and
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utilized by people. Machine learning is used anywhere from automating mundane
tasks to offering intelligent insights, industries in every sector try to benefit from it.
Machine learning can help businesses to better analyze threats and respond to attacks
and security incidents. Machine learning in security is a fast-growing trend. Cyber-
attacks have and hence drawing increased attention to the vulnerabilities of cyber
systems and the need to increase their security. Role-based access control enables
access management to the innermost level. Using RBAC, the level of access can be
granted only that users need to perform their work.

2.2 Security in Machine Learning

Machine learning detects threats by continuously monitoring network for anomalies.
ML is revolutionizing almost every field of science because of its unique properties
like adaptability and ability to handle unknown challenges. Machine learning is the
most common approach to describe its application in security. ML is used to collect
data to predict fraudulent activity which in turn helps the security team to address
the liability before it evolves into a costly data theft. Many cybersecurity tasks can
be made more efficient with the implementation of ML algorithms.

2.3 Authorization

Authorization is whether the individual is allowed to have an asset or not. This is
typically controlled by seeing whether that individual has a piece of a specific key
or if that individual has taken paid confirmation or has a specific degree of trusted
status. Access control components figure out which tasks the client can or can’t do by
contrasting the client’s personality with an access control list (ACL). Access control
is a strategy for ensuring that clients are who they state they are, and that they have
suitable access to organization information.

2.4 Classification

In supervised machine learning, an approach called classification is mostly used
in which the system learns from the data fed to it and make new observations or
classifications or results. Classification is a type of supervised learning where input
data is provided. In classification, a given set of data is categorized into classes.
Classification can be accessed on both structured and unstructured types of data. The
process of classification begins with the prediction of the class in which the datasets
are fed. These classes are also called as targets or labels or categories. Classification
also referred to as predictive modelling uses a process of approximation of mapping
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functions from input dataset variables and gives us discrete output variables. The
main goal of it is to judge whether the new dataset fed in, should belong to which
class or category.

Classification algorithms in machine learning are as follows:

Logistic Regression
Decision Tree
Random Forest
Naive Bayes

Logistic Regression: Logistic regression is a type of classification algorithm
in machine learning which makes use of one or more independent input variables
to come up with an outcome/output. The output is measured with a dichotomous
variable dataset hinting that it will only have two possible outputs. The main idea
of logistic regression is to find the best connection between dependent and a set of
independent variable datasets. Logistic regression is more useful than any other form
of binary classification algorithms.

Some of the pros and cons of logistic regressions are:

e [ogisticregression is specifically meant for classification, and it is useful in under-
standing how a set of independent variables affect the outcome of the dependent
variable.

e The main disadvantage of the logistic regression algorithm is that it only works
when the predicted variable is binary. It assumes that the data is free of missing
values and assumes that the predictors are independent of each other.

Naive Bayes Classifier: It is another type of classification algorithm which is
solely based on Bayes algorithm in which it assumes the presence of a particular
feature present in a class which is not related to any other feature’s presence. Its
model is easy to make and mostly used when having very large datasets. Although
its approach is very simpleton, Naive Bayes is known to perform far better than the
rest of the classification algorithms in ML.

Albeit, the features depend on each other, all of their properties independently
contribute to the probability. Its model is easy to make and mostly used when having
very large datasets. Some of the pros and cons of logistic regressions are:

¢ The naive Bayes classifier requires a very small amount of training dataset to give
an estimation of the necessary parameters for obtaining the results.

e They are extremely fast in nature when compared to other classifiers.

e One big disadvantage is that they are bad estimator.

Decision Tree: The decision tree algorithm is another type of classification algorithm
which makes use of a tree structure. It uses the “if-then” rule which is mutually
exclusive in classification.

The process of the decision tree begins on by breaking down the data into smaller
chunks/structures and consequently associating it with a decision tree which will be
incremental in nature. The final structure looks like a tree with nodes and sub-nodes.
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This also includes using training datasets for learning of rules sequentially one at
a time. After each rule is learned, the rule gets removes. This process goes on and
continues on the training datasets until the culmination point is reached, i.e., the
termination point. Some of the pros and cons of the decision tree are:

A decision tree is very simple to understand and imagine and visualize.
It requires very little datasets for preparation.
One disadvantage of a decision tree is that it can create complex trees that may
become inefficient later on.

e Another disadvantage is that it can be quite unstable, thus hindering the whole
structure of the decision tree.

Random Forest: Random decision trees or random forest is another type of classi-
fication algorithm. It works by construction multiple decision trees while at training
time and giving outputs of the class that also happens to be the mode of that class
or classification or even mean regression of the individual decision trees. It is like
a meta-estimator that fits a number of decision trees from various datasets and then
uses an approximation to improve the accuracy of the model’s predictive nature.
The training size of the datasets should always be the same as of the original input
variable size but replacements done on these datasets can often be seen. Some of the
pros and cons of the decision tree are:

e An advantage of random forest is that it is more accurate than the conventional
decision tree due to the reduction in the size of fittings.

e One disadvantage of random forest classifiers is that it is quite complex in
implementation and gets pretty slow in real-time prediction.

3 Existing Systems

Machine learning is used for many tasks and hence catches public eyes. It is used for
prediction and classification, and therefore securing sensitive data which is involved
in training and testing computation is important. Security is improved, and risk is
reduced by applying encryption and decryption. This encryption and decryption are
done in both the client and server machine in the proposed system architecture. In
the existing engine and framework, a module is built by using python and loaded
in this module encryption and then decryption is done. Encryption is done by using
CP-ABE, and after this, machine learning computation gets started [2].
User-centric machine learning system provides a complete framework and solu-
tion to risky user detection for enterprise SOC. An ML system is used between soc
workflow, SIEM alerts and soc analysis the result and generates a user risk score
for soc. And therefore now soc analyst uses these risk score to prioritize their inves-
tigation and hence improves their efficiency, and as a result, security is enhanced

[3].
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Taxonomy of ML attacks is designed for the identification of different types
of attacks on ML. These hypotheses of representation and ML risk are done as
well as architectural risk analysis is also done. Since cyber threats have increased
exponentially, so the better data mining technique is required for analyzing security
loss and thus ensuring effective and automated cyber threat detection. ML is an
emerging trend to minimize operational overhead and false positive. For this, the
optimal ML algorithm and models are being used [4].

A security flaw in access control of a data control system is explained while using
CP-ABE and attribute-based signature scheme by the authors. It has been discussed
that CP-ABE is exposed to collusion attack, and as a result, the unauthorized user can
decrypt the cipher-text. The exposure to collusion attack in CP-ABE scheme is due
to the improper bonding among user secret key elements. Collusion attack should be
handled as its resistance is one of the most important properties to make a system to
be fully secured. When CP-ABE scheme is modified, the cryptanalysis result shows
that the system’s security assurance does not hold [5].

In enterprise security of the accesses of different resources is ascertained by the
use of a high-level entry control system which applied a guard at each entry point.
Enterprise-level high-tech entry control systems automate many decision functions.
These functions put into higher tiered infrastructure. Care of the other functions
like authorized and unauthorized access to the system is taken by a guard. Guard
is guided by the risk managers, and his major functions include authentication and
controlled authorization. Such a system will have multi-layer security and expected
performance issues [6].

In this paper, it is explained that normal web-based systems are completely
different from e-learning systems. Authors have proposed to apply a role-based
access control scheme that is successfully used in the development of a complete
e-learning system. Two rules are explained here for complete security: One is called
access rule and other is called an access matrix. Access rules are defined to authentic
users who are authorized to access web documents and services, whereas the other
rule is denial rule, which does not allow a person to access web documents. Scope of
further improvement is also mentioned like access and denial matrix, along with the
scope of improvement can be a web-based interface, built to manage the matrices in
the database, which allows for managing access to the integrated e-learning system

[71.

4 Access Control

Access control is a strategy to ensure that clients are who they say or pretend they are
and that they have suitable access to organization information. Without validation
and approval, there is no information security. Validation is possible by ID and secret
key, and approval can be given or done for controlling purpose.

Role-based access (RBAC) controls the limit on dependency of an individual’s
role in an association. It has got one of the primary strategies for getting cutting
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control. It guarantees that clients just approach the data or records that are pertinent
to their present position or undertaking. In associations that have significant divi-
sions, instituting a job-based access control framework is fundamental in moderating
information misfortune and for protection and security reason. It includes setting
authorizations and benefits to empower access to approved clients. Most enormous
associations use job-based access control to give their workers shifting degrees of
access dependent on their jobs and duties and to secure important information.

S Proposed Work

In security, machine learning causes continuous learning of the machine by analyzing
data to find patterns so it can better detect accesses which are unauthorized during
access request from encrypted traffic and can also find threats to keep information
stored in them safe from unauthorized users. In this paper, a new system is being
proposed to be built by training machines to identify the unauthorized accesses and
stop data theft or mal-processed if authentication of such users has already been done
by different means.

Further, in this proposed work, after authentication, the authorization mechanism
is applied by using modified role-based access control.

Step 1 Users data with their roles will be availed or created.

Step 2 All user’s transactions shall be encrypted

Step 3 Users will be provided with an encrypted key of sixteen characters, which
will be used by them to get authorization.

Step 4 Authorization key shall be generated randomly which will be applied using
different rules enlisted here for Modified RBAC algorithm.

RULES

Forever for particular roles module-wise

Forever for particular roles for a complete system

Duration based (to be taken from module db) for a particular module

Duration based (to be taken from module db) for a complete system

Forever/Duration-Based access for particular pages of the module/complete

System

e Forever/Duration-Based access for particular action applicable on-
page/module/complete system

e Guest User roles (for a limited duration and limited page/module/action-wise

access)

KEY:
A random key generation is also proposed in this system for authorization of
the users who are authenticated, and system access has been allowed to them. The
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Start
User Transaction to
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User is
authorized

Generated Key

Provided Key to
user

Fig. 1 Flowchart of the authorization process in the proposed system

proposed key shall be of 32 alpha-numeric characters which shall be not only gener-
ated randomly but will be shuffled to avoid prediction of a key by the application
of man in the middle attack. The key is a major source of continuous access of the
resource for any user as it will be validated every time user accesses the system and
in random time interval if the access is continued for long.

IMP: Fig. 3 at the end of paper depicts the application of the above rules with the
overall time sequencing of the various use case environment.

Step 5 The key provided shall be valid for a specific duration either by event or by
time decided by administrators of the system
Step 6 Following factors shall be used to assign keys to different users:

Role

Module

Page (Submodules)

Action (add/delete/update/view/download/share, etc.)

Step 7 Key management system shall be implemented as per the following scenario:

Key (which key)

User (who owns it)

Module(s) (for which module it is applicable)

Duration (How long will be useful either forever or for a particular
duration decided by the administrator of the system (Figs. 1, 2 and 3).

6 Expected Outcome

The proposed system is expected to provide high security over the e-learning portal
where thousands of students and teachers can register. There are various parameters as
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discussed in proposed work section will be expected to have only well authenticated
and authorized users to get into the system. It is also expected that the performance
compromise is not applicable in such a system as the parameters will be used hier-
archically, i.e., Time — Module — Page — Action with the roles as categorization
of the users resulting in tree-based time complexities which are in the proportion of
log (n) time.

7 Conclusion

The need for security is paramount for the web-based systems as they are open for
the whole world and particularly when the systems are having secured and non-
sharable information the criticality of the secured system is very high. E-learning is
also having data of students, teachers, and financial information of the organization
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Denied Access Authorization is failed Aunthorization failed

Fig. 3 Sequence diagram of the proposed system

and proprietary contents of the organizations. The proposed system is expected to
have a multi-level high security system in which authentication will not guarantee
for the users to have access to the whole or partial system. Users must have properly
assigned access rights and authorization key to get into the system.
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Detecting Semantically Equivalent )
Questions Using Transformer-Based L
Encodings

Pushkar Bhuse and Pranav Bathija

Abstract Dueto theincreasing influx of users on various Q and A forums like Quora,
Stack Overflow, etc., answers to questions get fragmented across different versions
of the same question due to this redundancy of questions. However, if questions
which are lexically or semantically identical could be grouped, the search results for
a given question could yield the assimilation of answers provided for all versions of
a question. In this paper, an ensemble of four separate models is created using four
different word-embedding techniques in each. The vectorized data from each of the
embedding layers is passed through a custom-made architecture using transformer-
based encodings. This architecture is used to determine if a pair of questions have
the same semantic meaning or not. Finally, on testing the model on a subset of the
provided data, the experiments show that the proposed model achieves an F'1 score
of 84.63%

Keywords Artificial intelligence - Deep learning - Transformer - Duplicate text
detection + Semantic equivalence - Word embeddings

1 Introduction

In natural language processing (NLP), semantic similarity plays an important role in
many NLP applications like sentiment analysis, neural machine translation, natural
language understanding and many others as mentioned by Majumder et al. [1]. It is
the process of encompassing the underlying meaning of two pieces of text and then
comparing how similar they are. This technique is used in various Q and A forums
to tackle the problem of question duplication.
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However, due to a massive increase of users on such forums, it is quite likely for
a subset of these users to ask questions which semantically have the same meaning.
According to Bogdonova et al. [2], two questions can be called semantically equiv-
alent if they can be answered by the same answer. These answers get fragmented
across different versions of the same question due to the redundancy of questions in
these forums. Thus, at platforms like Quora, identifying duplicate or semantically
similar questions and merging them makes knowledge sharing more efficient and
effective in many ways. This way, users can get answers to all the questions on a
single thread and writers do not need to write the same answer in different locations
for the same question. At the time, Quora used the random forest model to identify
duplicate questions. Due to the inaccuracy of this method attributed to its simplistic
architecture which leads to an unsatisfactory performance for the given task and
the rapid advancements in the field of machine learning and deep learning, Quora
released a dataset of more than 400,000 pairs of questions with labels indicating if
a given pair could be considered duplicate or no. This dataset was then set out to
be harnessed in a Kaggle competition. Participants were challenged to tackle this
natural language processing problem by applying advanced techniques to classify
whether question pairs are duplicates or not.

To tackle the problem of detecting text equivalence, a bunch of methods were
experimented with. The most successful architecture included the creation of a setup
similar to a Siamese network, using transformer-based encodings. An ensemble of
this architecture was created which used the combination of four different types of
word2vec models, i.e., FastText crawl, FastText crawl subword, Google news vector
and FastText Wiki News Embeddings. This ensemble was then harnessed to predict
the semantic similarity between a pair of questions.

It is assumed that questions marked as duplicates in the Quora dataset are seman-
tically equivalent since Quora’s duplicate question policy [3] concurs with this
definition of semantic equivalence [4].

In Table 1, a few examples of semantically equivalent and nonequivalent questions
are shown. In the first example, since the question is asked about two inherently
different things (Pokemons and Pokemon Eggs) in the same game (Pokemon GO),

Table 1 Description of the Quora dataset

S. No. | Question 1 Question 2 Is duplicate?

1 How do I find Pokémon in How do I find Pokémon Eggs in NO
Pokémon GO? Pokémon GO?

2 Why do worrying so much when | Why do worrying? NO

worrying doesn’t bring any
difference at all is known?

3 How can someone control their | How can a person control anger? YES
anger?
4 What are your views on the What is secret of Subhash Chandra | YES

Netaji Subhash Chandra Bose’s | Bose’s death?
mystery death case?
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they cannot be considered equivalent. In the second example, the first question points
to a more specific question while the second one is more general, because of which
they are again not semantically equivalent. However in example 3 and 4, each pair of
questions, although in different tones and approaches, are directed towards the same
purpose and expect the same answer. Due to this reason, the pairs stated in example
3 and 4 are considered semantically equivalent to each other.

The rest of the paper is structured as follows. Section 2 describes the current
research done related to this work. In Sect. 3, the dataset and the preprocessing
techniques applied to it are explained. Section 4 introduces the proposed architecture
of the proposed model and the underlying deep learning concepts used in the design
of it. Section 5 presents the results obtained in this research using the proposed model.
The paper ends with a conclusion and direction for future work.

2 Related Work

The task of detecting duplicate texts on a semantic rather than lexical level involves
understanding the underlying ideas the pairs of texts convey. The complete meaning
of a text can change the insertion or deletion of a few words so even though a pair
of text may be lexically similar, their semantic meaning might be very different. To
understand the meaning of the text, various sequence models were adopted. Multiple
methods were researched [5] to determine the similarity of texts by calculating
the distance between the vectorized representations of the pair of texts. The initial
methods for detecting duplicate questions included the use of a siamese network [6].
This method included using parallelly stacked character-based BI-LSTM. Cosine
similarity was used as a distance metric for job-title normalization. Dadashov et al.
in [7] used a Siamese Ma-LSTM architecture was created for the task of detecting
duplicate questions on the Quora Question Pairs datasets. This model achieved an F
— 1 score of 79.5% and accuracy of 83.8%.

In machine learning models, the words need to be converted to some numerical
representation before they can be processed by the model. Traditionally, BoW and
TFIDF have been very popular but in recent times, pre-trained word embeddings have
been very instrumental in models which have produced a state-of-the-art results in
NLP tasks. These embeddings have been better at capturing the meaning of words
in a sentence.

Ensemble models helped in harnessing the capabilities of multiple word embed-
dings into a single model. Imtiaz and et al. used the combination of three-word
embeddings for the task of duplicate question detection [8].

However as the sequence length increases the training time for LSTMs, RNNs and
comparable models increase drastically. This kind of behavior is also noticed with a
considerable increase in training data. Due to the underlying complexity, LSTMs and
RNNSs are not considered hardware friendly and take a considerably large amount of
time to generate a trained model.



56 P. Bhuse and P. Bathija

With the introduction of transformers [9], a new method to machine translation
was created. It contains an encoder and decoder to convert sequential data from one
form to another. Ostendroff et al. used a Vanilla Transformer (BERT) for the task of
text similarity [10]. This architecture also used deep neural networks for computing
the semantic distance between two pieces of text which provided a change from the
earlier methods like Manhattan distance, cosine similarity, etc. Transformer encod-
ings can be used for a multitude of applications like text classification [11], question-
answering, neural machine translation, etc. Due to the ubiquity of the research done
on this topic using the Quora dataset, it was decided to use it as the primary dataset
for the research. In the next section, an in-depth analysis of the Quora dataset is done
along with a description of how the data was preprocessed to suit the purpose of the
proposed architecture.

In conclusion, there is an increased need to propose an architecture which not
only improves the accuracy as well as effectivity of the given use case but also
considerably reduces the training time and model complexity. Siamese networks have
proven to be highly effective in detecting equivalent content. However, its variant
using LSTM suffers from the problems of increased training time. This is one aspect
where transformers hold the upper hand. This motivates the proposed architecture,
where integration of transformers and Siamese networks is created. The performance
of this system is then further improved by creating an ensemble of word embeddings.

3 Dataset and Preprocessing

The dataset used for this research is the Quora Question Pairs dataset downloaded
from Kaggle [4]. Each record has a pair of questions and a target class that repre-
sents whether the questions are duplicate or not. The description of dataset columns
is shown in Table 1. In the following subsection, an in-depth description of the
dataset and an explanation about the preprocessing techniques used on this dataset
are provided.

A. Dataset

Quora released a public dataset that consists of 404,351 question pairs in January
2017. The question pairs are from various domains including technology, entertain-
ment, politics, culture and philosophy. This dataset is downloaded from Kaggle [4].
The data is split randomly into approximately 376 k train examples, 11 k dev exam-
ples and 15 k test examples. In the given dataset, duplicated question pairs only make
up 37% of the training data, indicating that the dataset is heavily imbalanced with
many more non-duplicated question pairs than duplicated ones. In addition, 33% of
questions appear multiple times in different question pairs

B. Preprocessing

Data preprocessing is a technique that is used to convert the raw data into a clean
dataset. Various preprocessing steps were performed on the Quora dataset. NLP
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techniques are used such as the conversion of text to lower case, lemmatization and
tokenization, with the help of freely available libraries such as Keras. Since the length
of the questions was small, it is preferable to abstain from using functions provided
by the above mentioned libraries since it included negative words like “no” and “not”
as a part of stopwords. Since these words are quite important when considering the
semantic meaning of the question, stopwords are not dropped

After the preprocessing stage, the data is converted in a format suitable to be fed
to the embedding layer and only contains information relevant for prediction. Using
the help of tokenizers, raw textual data is converted into a vectorized representation
of words. This vector of words is then assigned unique token numbers for respective
words. Once the data is converted to a numeric format, a post-padding step to set the
maximum length of all the text to 30 is performed. Questions with lengths larger than
30 will be cut short and the ones with length less than 30 will be zero-padded. Once
the numerical data is padded, it is fed to the embedding layer where all the four-word
embeddings (i.e., FastText Wiki News, FastText crawl, FastText subwords crawl,

Google news vector) are applied individually and then processed further. The
preprocessed data was made suitable to be used in the architecture explained in
Sect. 4. The following section provides a comprehensive understanding of the various
components of the setup and the architecture as a whole.

4 Proposed Methodology

The proposed model is inspired by the transformer architecture [9, 12]. It uses the
transformer encoder which consists of positional encodings, multi-head attention
and a feed-forward network which consists of layer normalization [13] and two fully
connected layers. Unlike RNNs and LSTMs models in which parallelization is not
possible because of their sequential nature, the transformer can be parallelized leading
to faster training times. The function of the encoding layer is to find encoding for each
word of the sentence by taking every other word of the sentence into consideration
which is achieved by the self-attention mechanism which draws information from
every other word and weighs their relevance to the current word before calculating
the encoding for that word.

In Fig. 1, the complete architecture of the Transformer is shown. Its contains the
internal components which help in the encoding of word embeddings to be further
passed to the deep neural network. This transformer architecture is applied in the
Siamese network as shown in Fig. 2, which serves an overall view of the complete
system architecture. Raw data is passed as input to this architecture and predicted
responses are given back as output.

The proposed model, shown in Fig. 2, consists of an embedding layer, the trans-
former encoding layer and the feed-forward network. The word embedding layer uses
four distinct word embedding models to vectorize data. The Transformer encoding
layer converts this vectorized data from both sentences into representations that are
compared to each other by flattening and concatenating them before passing them
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Fig. 1 Transformer encoding layer

through a series of fully connected layers with ReLU and dropouts [14]. The predic-
tion of the question pairs is found by passing the output of the fully connected layers
to a softmax classifier.

Multiple models have been created using different pre-trained embeddings namely
FastText Wiki News, FastText crawl, FastText subwords crawl, Google news vector
[15-17] and a model which is a combination of all the models. After each of the
single models makes their predictions, the ensemble model takes an average of the
prediction probabilities of all the models which give us the class probabilities for
the ensemble model. The probabilities obtained are then used to make the final class
predictions. The preprocessed data is first passed through a series of layers explained
below and shown in Fig. 1. These layers are interconnected to form the transformer
encoding layer .
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(1) Positional encodings

The position and order of words in a sentence created the desired meaning which
makes it very important. Since LSTMs and RNNs analyze the sentence word by word,
it implicitly takes the position of words into account. In transformers since there is no
such mechanism, a way must found to pass this information to the model. Positional
encodings [ 18] offer a way to solve this problem. Out of the various possible choices
for positional encodings, sine and cosine functions are used as used in [8].

2
) POS \ Tmodel
PE(pos,Zi) = Sln(( 10000) ) v
2i
POS \ Gmodel
PE(pos,2i+1) = COS(( 10000> - l) (2)

where pos is the position of the word, i is the dimension, and dmodel is the dimensions
of the model.

(2) Scaled dot product attention

In the proposed model, scaled dot product attention is used in which three vectors
from each of the input vectors are created; it creates the query, keys and values vectors
each having the same dimension d. The dot product of the query and key vectors is
computed before scaling it by dividing it by /d and passing it to a softmax function
to get the self-attention weights. These self-attention weights are then multiplied by
the value vectors to get the scaled dot product attention.
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Attention(Q, K, V) = softmax( OK" >V 3)
I vd

where Q, K and V are query, keys and values, respectively, and d is the dimension
of the model.

(3) Multi-head attention

Each of the query, keys and, values are split into multiple heads and each of these
heads is then passed to the scaled dot product attention where they run in parallel. The
outputs of these multiple heads are then concatenated and are linearly transformed to
obtain the expected dimensions. The idea is to combine the knowledge from multiple
heads. According to the [9], multi-head attention allows combining knowledge from
different representations at different positions which is not possible with a single
head. For the model, different values for the number of heads were tried and it was
found that ten heads worked the best.

MultiHead(Q, K, V) = [head;; .. .; headh]WO 4)
where head; = Attention(QWiQ, KWfE, VWI.V) (5)

where O, K and V are query, keys and values, respectively, and WiQ, KWk, VW,.V
are their trained parameters.

(4) Feed-forward networks

The output from the multi-head attention is passed to a fully connected feed-forward
network consisting of two linear transformations with ReLU activation in between
them. The dimension of the input and output of the model is 300 and the dimension
of the feed-forward layer is 512. The output of the multi-head attention is added with
the original input before it is normalized and passed to the feed-forward network
where linear transformation takes place. This followed by layer normalization where
the input to it is x 4+ sub-layer(x) where x is the input to the feed-forward block and
sub-layer(x) is the output of the feed-forward block

FEN(x) = max(0, xW; + b)) W, + b, (6)
The designed model was then trained, validated and tested on the Quora dataset,

and in Sect. 5, the results obtained by various components of the model as well as
the ensemble are discussed.
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5 Results and Discussion

The model has been trained on various pre-trained embeddings (FastText Wiki News,
FastText crawl, FastText crawl subword and Google news vector) individually and
tried various combinations of them. The ensemble of FastText Wiki News, FastText
crawl, FastText crawl subword and Google news vector provided the best results. The
model was trained on 376 k question pairs and tested them on 15 k question pairs.
For the proposed model, this research used a single transformer and the dimensions
of the feed-forward network that provided the best results was 1024. This research
used a dropout rate of 0.1 while training the model and L2 regularization with a
regularization parameter of le-5. Additionally, label smoothing with a smoothing of
value 0.2 was used [19]. Adding label smoothing increased the accuracy by around 1—
2% and improved the F'1 score slightly. A custom averaging layer which considered
the original length of the sentence before adding any padding was also experimented
with, global average pooling, global max pooling and a flatten as the layer after
the transformer and observed that flattening the transformer output provided the
best results. After concatenating the output from both transformers, it was tried
to directly pass it to the softmax, passing it to a feed-forward network with tanh
activation and passing it to a feed-forward network with ReL U activation. The feed-
forward network with ReLLU activation provided the best results. As evident from
Table 2, FastText Wiki News, FastText crawl, FastText crawl subword and Google
news vector provided accuracies of 83.36%, 83.85%, 83.32% and 83.23% and F'1
scores of 81.85%, 82.55%, 81.72% and 81.72%, respectively, and the ensemble
model had an accuracy of 86% and an F'1 score of 84.63%. The details of models
with each type of word embedding as well the ensemble are shown in Table 2 where
its precision, recall and accuracy are shown as well. The performance of each of the
models is shown diagrammatically in the form of confusion matrices as shown in
Fig. 3.

To understand how different embeddings and the combination are working, the
results for five pairs for each model have been extracted as shown in Table 3. In the
first question, all models have predicted the same label as the true label. In the second
question, the model using Google news vector has predicted the wrong label but as

Table 2 Description of the Quora dataset

Attribute Description

id ID of a question pair.
qidl ID of question 1
qid2 ID of question 2

question 1 | Full content of question two

question 2 | Full content of question two

is_duplicate | The target label. When set to 1, it means that the pair of questions are semantically
equivalent. When set to 0, it means that the pair of questions is not equivalent
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Fig. 3 Confusion matrix of different word embeddings on test data

Table 3 Results using different word embeddings

Word embedding Accuracy (%) | Precision (%) | Recall (%) | F1-Score (%)
FastText Crawl (600B) 83.85 82.58 82.53 82.55
FastText Crawl Subword (600B) | 83.32 82.28 81.27 81.72
FastText Wiki News (16B) 83.36 82.21 81.54 81.85
Google News Vectors 83.23 82.05 81.43 81.72
Ensemble of 4 word embeddings | 86.0 85.31 84.1 84.63

all other models have predicted the label correctly, the combination model predicts
the label correctly. In the third and fifth questions, the pattern of the results is similar
to the second question but instead of the model with Google news vector, the model
with FastText subword crawl predicts the wrong class. In the fourth question, two
models predict the wrong class and two predict the right class so the prediction of
the combination model depends on the probability with which each model predicts
the class.

In Figs. 4 and 5, a graphical description on the variation of the accuracy and
loss (in Figs. 4 and 5, respectively) is shown for all of the embeddings used in the
ensemble. Each of the embedding’s performance is analyzed during its respective
training phase.
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Fig. 4 Training and
validation accuracies for
individual word embeddings
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Fig. 5 Training and
validation losses for
individual word embeddings
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The metrics that are used to evaluate this model’s performance are accuracy,
model loss and F — 1 score. Accuracy simply helps in understanding that out of
all tested examples, how many are predicted correctly. The proposed model uses
a cross-entropy loss. F'1 Score is used in cases where the distribution of all labels
are unequal. F1 Score is the weighted average of precision and recal. Therefore,
this score takes both false positives and false negatives into account. A true positive
is a correctly predicted positive class; similarly, a false positive is a positive class
predicted incorrectly, a true negative is a correctly predicted negative class and a
false negative is a negative class predicted incorrectly (Table 4).

.. TP
Precision = — (7)
TP+ FP
TP
Recall = ———— )
TP+ FN

Precison x Recall
F1 score =2 x — &)
Precision + Recall

The successful performance of this architecture opens doors to new methodologies
and techniques for this use case. The future scope and concluding remarks on this
research have been discussed in the next section.

6 Conclusion and Future Work

In this paper, transformers have been used as the primary source of encoding text to
extrapolate its semantic meaning (feature extraction). It is found that the performance
by coupling of transformer-based encodings and deep neural networks for simi-
larity calculation performed comparable and sometimes better results than existing
methods depending on the preprocessing and word embeddings used. To improve
performance further, a combination of the results predicted by four different word
embedding models (Google news vector, FastText crawl, FastText crawl subwords
and FastText Wiki News) has been used. This combination helped us achieve a perfor-
mance superior to the one achieved when their embeddings were used individually.
This research managed to achieve an accuracy of 86% and an F1 of 84.63% with
this ensemble model.

As a continuation of this research, various data augmentation techniques can be
used to counter overfitting of the proposed models during training phase after a given
number of iterations. The use of different distance metrics can be used to calculate the
similarity of the transformer encodings, and at the same time, different transformers
like BERT, ALBERT, T5-11B, which have proved most effective for the process of
text similarity can be used in this architecture in order to attempt to produce more
accurate feature extraction.
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Table 4 Question pair classification using different word embeddings and their combination

Question 1 | Question2 | True |Google |FastText |FastText |FastText |Ensemble of
Label | News Wiki crawl crawl 4 word
Vectors | News subword | (600B) embeddings
(16B) (600B)
Is Kellyanne | Did 0 0 0 0 0 0
Conway Kellyanne
annoying in | Conway
your really imply
opinion? that
attention
should not
be paid to
the words
that come
out of
Donald
Trump’s
mouth?
What are What is 1 0 1 1 1 1
your views | secret of
on the Netaji | Subhash
Subhash Chandra
Chandra Bose’s
Bose’s death?
mystery
death case?
How do 1 How do 1 0 0 0 1 0 0
play play
Pokemon Pokemon
GO in GO in
Korea? China?
What is the | What are 0 0 1 0 1 1
probability | some
thataleap | unknown
year has 53 | facts about
Sundays? leap year
and 29th
February?
Why is US | Why 1 1 1 0 1 1
mainstream | mainstream
media media hates
biased Donald
against Trump?

Trump?
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Detection and Monitoring of Alzheimer’s = M)
Disease Using Serious Games—A Study L

Shrushti Jagtap, Atharva Kawade, Vikramjit Banerjee, Sharvari Gadiwan,
Rajeev Ramesh, Aman Shinde, and Prashant Gadakh

Abstract Alzheimer’s disease is an intensifying disorder attacking the neurons of
the brain which causes hampering of memory skills and language skills as well as
a change in behaviour of the patient affected. Alzheimer’s has no definite cure but
the patient’s life can be prolonged with the help of certain treatments. Serious games
have proven to be a source with high potential for the improvement of cognitive
abilities. The paper suggests a single application that can be accessed anywhere, free
of cost to single-handedly detect and identify the symptoms of Alzheimer’s using a
series of tests that can be conducted anywhere and predict if the user has Alzheimer’s
or not along with corresponding stages using machine learning algorithms.
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1 Introduction and Motivation

Alzheimer’s is a neurodegenerative illness, the cause of which is still unknown. It is
the most common cause of dementia. It is a generic term for cognitive impairment
that is very severe, causes hindrance in day-to-day life. The elderly population is
most prone to get affected by Alzheimer’s. Early detection of AD is important so
that preventative measures can be taken. Alzheimer’s disease is incurable, but certain
treatments can be used for slowing down the advancement of the disease [1, 2].

All over the world, an estimated 44 million people suffer from Alzheimer’s
disease. It is said that every 4 s, a new case of dementia is diagnosed [1]. Among old
people, it is the third leading cause of death after heart diseases and cancer (Refer
Fig. 1) [3, 4]. There are over 4 million people suffering from Alzheimer’s and other
forms of dementia in India. 47.5% of people in India live with it without even knowing
about it. In the USA, 5.5 million people of an estimated age have Alzheimer’s disease
(Refer Fig. 2).

Serious games have a primary purpose other than amusement or relaxation. Under
the commercial and educational categories, some serious games have been widely
used that improve cognitive skills such as attention, visual-spatial abilities and
memory skills among people [4]. There are a lot of serious games available world-
wide but they are not used to detect Alzheimer’s or any other form of dementia. The
currently available serious games are developed for the sole purpose of entertainment.
People without any cognitive impairment can also improve their cognitive skills by
playing these serious games [6]. Instead, they can be used for healthcare purposes,
after some updates in them so that they can be used for detection of dementia,
especially Alzheimer’s [7].

My 5, Ch {n Ay
o "Oke Yop, o, o ey
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Fig. 1 Global cause of death in 2016 [5]



Detection and Monitoring of Alzheimer’s Disease ... 71

Fig. 2 Alzheimer’s age-wise
patient distribution in the
USA among 5.8 million [5]

W 75-84 years
W 35+ years
M 65-74 years

2 Findings and Methodology

The disease is categorized into seven different stages, and each of the stages has few
different symptoms. The diagram (Fig. 3) shows the stages of Alzheimer’s along
with their symptoms briefly classified.

The proposed method aims at detecting Alzheimer’s disease (AD) at the near stage
so that the patient will have a brief idea of her/his mental health before consulting
a doctor [6]. The system uses serious games which correspond to the symptoms of
each stage of AD. Furthermore, after seeking medical consultation, the user can opt

—— Stagel

* Alzheimer’sisnotdetectable and no memory problems or other
symptoms of dementia are evident.

—— Stagel
* Minor memory problems or lose things around the house

—— Stage3

* Cognitive problems. Problem finding right word during conversation,
planning and remembering names.

—— Staged4
* Problemsin simple maths, paying bills and financial accounting.

—— StageSs
* Getting confused and forgetsome simple personal details.

—— Stage6

+ Inability to recall most of their personal details along with recognizing
faces of their closed ones, Wandering , Personality changes along with
behavioural problems.

—— Stage7
* Can’t communicate and respond to environment. Fatal(nearing death)

Fig. 3 Stages of Alzheimer’s disease
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Stag_e 1
* Cannotbe detected

Stage 2 —Minor Memory Loss & Problemsin Spatial Navigation
* Memory Test— Visual Perception
* Spatial Navigation - Find the route
Stage 3 - Remembering Names
* ObjectRecognition-Who Am I?

Sta ge 4-Problemsin simple calculations
* Simple math—Playing With Numbers
Stage 5 & 6 - Confusion & Forgetfulness
* Personal Details Quiz

* Confusion Test

Stage 7— Speech Impediment

» Fatal

Fig. 4 Proposed serious games corresponding to each stage of Alzheimer’s disease

to continue using serious games to monitor her/his mental health and consult their
doctor for continuous evaluation. In the proposed solution, the symptoms which the
patient has will be identified through the game (Refer Fig. 4) [8, 9].
Each level of this game is designed in accordance with the stages of Alzheimer’s
which will help in the identification of the problems the user is dealing with [10].
The games along with their basic functionality are as follows (Refer Figs. 4 and
5):

Memory test—Checks the user’s immediate/short-term memory [11].

Spatial navigation test—Checks the user’s sense of direction.

Object recognition test—Checks the user’s ability to identify simple objects [12].
Basic maths test—Checks the user’s mathematical skills.

Personal quiz—Checks the user’s capability of remembering personal details.
Confusion test—Checks the user’s ability to stay focused in a confusing situation
and answer correctly [8, 13].

AUk L=

The results of these games will be stored in the database. With the help of a proper
machine learning prediction model, the results will be delivered to the user [14].

The result will consist of the stage of Alzheimer’s user, precautions and also
details of doctors nearby to consult. This solution will also help the doctor to track
and monitor the patient’s health repeatedly over a period of time. It will also give the
patient a clear picture of her/his medical progress [10, 15].

The proposed solution also has a feature of guardian panel, in which the guardian
of the patient will be able to fill in the patient’s details to ensure the correctness of
data.
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ENTURED NUMBER 15 SMALLER |
ThES 710

TIME REMAINING 01:29

Fig. 5 UI of games showing basic functionality

In Fig. 6(Data Process Cycle):

a.

b.

Data Extraction: Initially, the test results and personal details filled by
user/guardian will be stored in a database.

Data Processing: All stored details are fetched, processed and analysed. The raw
information is processed into meaningful data.

Predictive Model: The result obtained from the games will be passed to the
predictive model. With the help of machine learning and the existing database,
the model will predict if a user has AD or not. Classification algorithms like
decision tree, neural networks, logistic regression, Naive Bayes, etc., can be
used to classify into seven stages of Alzheimer’s.

Model Deployment: Deploys model on any cloud infrastructure for 24 x 7 uptime
and real-time changes.
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Data Extraction

Data Processing

User Details+

Test result
Predictive
Model (ML)
Result
(Alzheimer’s Stage) Model
i Deployment

Fig. 6 Data process cycle

c.

Database: Stores results and user details. Used to share results with relevant
personnel such as doctors and guardians.

In Fig. 7 (Flow chart of the Proposed System):

a.

Fill Details and Sign-up: User/guardian will fill the patient’s details and sign-up.
Games: User will play the series of serious games as proposed in Fig. 4

Game Results: The game results are stored in the database in a suitable data
format which can be used for predictive modelling.

Predictive Model: The results of the games are passed to the predictive model as
mentioned in Fig. 6. The model uses machine learning algorithms to predict if
the user has Alzheimer’s disease (AD) or not. If AD is detected, the stage which
the user is facing currently will be displayed and doctors will also be suggested
Result: Stage of Alzheimer’s: If Alzheimer’s is detected, the stage and the severity
are predicted

Doctor/Guardian: The patient’s result related to Alzheimer’s is shared with the
guardian or doctor for further diagnosis.
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Fig. 7 Flow chart of the
proposed system
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The results obtained from the games will be given as input to the pre-trained machine
learning predictive model. The model will predict the stage of Alzheimer’s the patient
is suffering, along with the precautions to be taken and nearby expert doctors.
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Conclusion and Future Work

Cognitive stimulation therapy uses the concept of serious games. Existing serious
games are not specifically used for detection of Alzheimer’s or as a tool to help people
suffering from Alzheimer’s disease. Serious games powered by machine learning are
effective in the prediction of Alzheimer’s disease at the early stages.

Thus, the need for constant intervention by medical personnel could be reduced

or eliminated as they can remotely monitor the patient, saving time and resources.
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Factors Affecting the Online Travel )
Purchasing Decision: An Integration L
of Fuzzy Logic Theory

Oumayma Labti and Ezzohra Belkadi

Abstract Understanding consumer’s characteristics should be a crucial question in
studying consumer behavior. In this context, investigation is done on how consumers’
characteristics affect their intention to purchase travel online. This research aims to
examine the effect of extraversion and personal innovativeness on consumers’ travel
online purchase intention, by using the fuzzy logic technique. The implementation
of fuzzy logic enables us to identify the level of these factors’ effect on online
purchase intention, and it helps to identify the link that exists between input vari-
ables and output variables. To do this, 102 sample surveys were collected from
customers with experience in purchasing travel online. Results show that extraver-
sion and personal innovativeness have both a meaningful influence on consumers’
travel online purchase intention

Keywords Online purchase intention * Travel industry - Personality
characteristics + Extraversion - Personal innovativeness

1 Introduction

Over recent years, information technology has emerged as an increasingly impor-
tant part of our personal and professional lives and has remarkably influenced them.
Nowadays, no one can argue the prominent relevance of technology in society as
it affects more and more people’s lives. Technology has influenced both the way
services are offered and the nature of the services provided [1]. This substantial
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progress in technology, boosted by the Internet, has brought changes to the business
environment in many markets. The Internet permits consumers to look for infor-
mation and purchase products/services at lower costs when compared with offline
shopping. Consumers can find product’s information through a fast search process
on the Internet helping to save time and money [2]. In addition to this, it has been a
medium through which commercial communications, sales transactions and logistics
have been facilitated [3]. Therefore, the Internet is considered as a central marketing
tool for many products/services [2], with the dramatic expansion of Internet users.
Similarly, the Internet has led to a revolution in business operations in all service
sectors, including online services [4].

According to the survey on the online shopping behaviors conducted in 2014, led
by MasterCard, Moroccan consumers are increasingly making their purchases on
the Internet. Almost half of those surveyed reported making online purchases over
the Internet, with more than 90% saying they are very satisfied with their online
shopping experience. Consumers reported spending the majority of their money on
airlines, travel and hotels. The travel industry is just as much a part of this revolution.
Many travel consumers use the Internet either to book airline tickets, make hotel
reservations or other online purchases instead of going to travel agencies to do it for
them [5]. This has been supported in various studies with the requirement that the
Internet offers to travel consumers a greater choice of products, extra information
and often competitive prices than they can get in travel agencies [6]. In this context,
it is vitally important to understand consumers’ intention to purchase travel online.
Most research has been interested in testing existing theories of consumer behavior.
The technology acceptance model (TAM) [7] has been heavily utilized to investigate
online purchase behavior in the travel context [8]. The unified theory of acceptance
and use of technology (UTAUT) [9] have also been employed to examine various
drivers of online airline ticket purchasing behavior [10]. One further study [11] has
used the theory of planned behavior (TPB) [12], to examine travelers’ intention to
purchase travel online by including trust and risk. Another research has focused
on determinants and results of consumer trust toward online travel Web sites [13].
The authors of those previous papers have investigated attitude models that seem to
be a fairly sustainable foundation. Another key driver in the acceptance of Internet
shopping is personality because individual differences affect the decision customers
make. Few research has focused on the consequence of personal characteristics on
the consumer’s decision [14]. It is, therefore, necessary to examine the influence of
personality characteristics on travel online purchase intention and that makes the
current study urgent and topical.

This study attempts to determine how travelers’ online purchase intention varies
depending on their personal innovativeness and on their extraversion degree. The
remainder of the paper is structured into five sections: Sect. 2 briefly presents liter-
ature associated with the subject of the study, including the definition of constructs.
Methodological details are then given in Sect. 3 including an introduction of the
concept of fuzzy inference system. In Sect. 4, the results and discussions are provided.
Section 5 outlines the conclusion, limitations and directions for future research.
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2 Literature Review

The theory of reasoned action [15] is able to describe human behavior drivers. In that
respect, humans are rational and will look at the outcomes of their acts when deciding
to perform a particular behavior [16]. This theory is considered as a pioneer model for
understanding individuals’ behavior toward technology adoption [17]. According to
this theory, customers’ purchase behavior is determinable from customers’ purchase
intention [16], and this concept is one of the most studied variables in marketing
and management research [18]. Therefore, online purchase intention is used in this
study as a dependent variable. Online purchase intention can be explained by many
factors [19]. Huang [20] and Lan [21] observed that emotional and psycholog-
ical attributes could be used to measure online purchase intention. Demographic
factors can also be viewed as parameters that influence the online purchase inten-
tion. According to Brown et al. [22], gender can affect the intention to purchase
products online. Monica and Mark [23] have worked on gender factors and shoppers
backgrounds and their consequences on the online purchase intention. In addition to
demographic characteristics, consumers’ shopping motivations have been reached
predicting online purchase intention [24]. Nevertheless, little research has been done
to evaluate the impact of personality characteristics on customers’ online purchase
intention. Hence, the relevance of examining the impact of personality characteristics
on online purchase intention.

Personal innovativeness is a very important dimension in order to study individual
behavior in the context of innovation. Several researchers have tried to define this
concept. Hurt et al. [25] have considered innovativeness as a personality character-
istic that reflects “The willingness to change.” Consumer innovation corresponds to
individual’s response to new experiences and new stimuli [26]. Consumers’ capacity
for innovation is described as the tendency to shop new and various goods instead of
following traditional choices and consumption habits [27]. In particular, this construct
was identified in the context of information technology “the openness of an individual
to experiment emerging information technology” [28], in other words, it means that
highly innovative users are likely to adopt computer innovations rather than others
that are not very innovative [29]. It is generally accepted that people who are highly
innovative embrace new technologies very easily [30]. Bommer and Jalajas [31]
have linked personal innovativeness to risk tolerance, meaning that individuals tend
to innovate if they are willing to take risks, particularly in the area of Internet shop-
ping, as online shopping involves risks and uncertainties [32]. This concept has been
studied in various fields of research, such as office automation [28], web retailing
[29], online shopping [33] and online travel purchasing [34]. Kanthawongs [35]
have found that personal innovativeness favorably affects the intention to purchase
online clothing. However, Lestari [36] has rejected the hypothesis that assumes that
consumers’ innovativeness has no influence on the intention to use an online shopping
forum.

Recently, a limited but emerging body of research literature on personality traits in
terms of consumer behavior has appeared [37]. Earlier studies found that shoppers’
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character is a substantial factor for the success of e-vendors [38]. Personality can be
defined as a group of characteristics or traits relatively durable, which distinguish
individuals between them and trigger certain reactions to stimuli coming from their
environment [39]. Over the last many years, the big five models have been considered
as a supported model of personality [40]. According to this model, five aspects are
needed to introduce human personality in terms of traits: neuroticism, extraversion,
agreeableness, openness and conscientiousness [37]. In an online shopping context,
Tsao and Chang [41] have observed that the five factors could affect the shoppers’
buying motivations. Due to the lack of research on the extraversion trait, we will
focus on this concept and its impact on the intention to purchase online. Based on
the literature review, Robu [42] has considered that extroverts are communicative,
dynamic, act in a controlling manner and are seeking for sensation. For those having
a limited interest in communication, online shopping may be the preferred choice
[43]. Nevertheless, consumers with a high desire to interact with others will be
prone to buy from offline stores [44]. Saleem et al. [45] have shown that there is
a favorable relationship between extraversion and computer use. At the same time,
Khare et al. [46] found that extroverts tend to assume risks as they are experimenting
with innovations; as a result, they are inclined to adopt online banking. Lissitsa
and Kol [47] have found that extraversion is positively correlated with m-shopping
intention. Hence, not only consumers’ innovativeness may determine their purchase
intention, but it may also depend on the consumers’ extraversion degree.

The analysis of the literature reveals that personal characteristics, especially
personal innovativeness, can affect the adoption of technological innovations in
general and the online purchase intention in particular. Extraversion was found
to significantly enhance purchasing behavior. Extraversion can positively affect
purchase intention in a digital context. Following this line of research, this paper
focuses on two main aspects of personal characteristics as determinants of travel
online purchase intention, namely extraversion and personal innovativeness.

In the existing consumer behavior literature, many studies are employing statistical
techniques to examine consumer purchasing behavior. However, these traditional
statistical approaches are not capable of explaining such phenomena. Indeed, the
results of these techniques do not capture the imprecision, uncertainty and vagueness
of the participants’ choices. Therefore, fuzzy logic technique has been used in this
paper.

Fuzzy logic applies set theory to examine the relationship, which exists of an
independent variable (called input variable) with a dependent variable (called output
variable), viewing the input or combinations of inputs as an adequate condition for
the output. Fuzzy logic can lead to a more precise comprehension of the difficult
reality behind the intention to buy online. Fuzzy logic may provide an alternative
approach to investigate how an individual factor in a system may lead to a positive
or negative influence on the online purchase intention. In other words, fuzzy logic
provides a clearer explanation of how perceptual and personal factors interact to shape
online purchase intention. Fuzzy logic has been first introduced by Zadeh [48]. This
method has been developed in several works as a decision support instrument [49]. It
is relevant to mention that fuzzy logic is an effective method for depicting uncertain,
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vague and imprecise data. In addition, fuzzy logic helps to provide more accurate
insights into customer preferences and to improve the understanding of such a topic.
This research helps to support the literature relative to consumer purchasing behavior.

3 Methodology

3.1 Fuzzy Inference System

A fuzzy logic inference system is used in this paper. It is a system that allows
transferring input variables to output vectors starting from O to 1 following defined
rules. Fuzzy logic inference system includes four-step process: they are fuzzification,
rule-based inference, aggregation and defuzzification. (The design of the fuzzy logic
system is illustrated by Fig. 1.)

(1) Fuzzification: It is the first step in the fuzzy inference system that transfers the
system’s input values into fuzzy sets with their corresponding ranges of values
where they are determined.

(2) Rule-based inference: Defining the rules is a crucial phase in the process of
developing fuzzy systems. Rules are made by a collection of fuzzy “If~Then”
syntax that links between one or more antecedents clause and one or more
consequences clause. The formation of fuzzy rules, in general, is derived by
using questionnaires, panel techniques or from experts.

(3) Aggregation: In this step, the subsets are aggregated to form a single set and to
calculate the fuzzy output.

(4) Defuzzification: It is the unit where the fuzzy output is converted to a crisp

output.
Fuzzy input Inference Fuzzy output
Crisp engine | Crisp
input A A output
':> Fuzzification Defuzzification :>
inerface inerface
b 3
i Data i Rule ‘
! base i base |
Knowledge base

Fig. 1 Typical fuzzy logic controller structure
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3.2 Sampling and Procedures

The fuzzy mathematical model presented in the current study intends to analyze
online purchase intention as an output variable by using extraversion and personal
innovativeness as input variables (Fig. 2). In this case, the first phase consists of data
collection. A questionnaire was distributed online to collect data. The questionnaire
included three constructs. A five-point Likert scale (from 1—strongly disagree to 5
strongly agree) was used for all these constructs. The second step in the fuzzy logic
within our model is to associate input variables and output variables with membership
functions. A triangular membership function is going to be employed in this study.
In this context, it is relevant to indicate that the triangular membership function
is commonly utilized in the practice. Triangular membership functions are made
from straight lines. These straight lines are simple to work with and easy to compute.
Extraversion (EX) and personal innovativeness (PI) are the main input variables. The
corresponding fuzzy values for the first input extraversion (EX) are very low, low,
medium, high and very high (Fig. 3). Similarly, for the second input variable personal
innovativeness (PI), the corresponding fuzzy values are defined to be very low, low,

XX~
-

Ex Online purchase inlention

{mamdani)

2]

Fig. 2 Fuzzy logic system with two input variables and one output variable

Very ow Low Medium High Very, igh

25

input variable "EX"

Fig. 3 Membership function plots for the input variable “extraversion”
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medium, high and very high (Fig. 4). Finally, the output of the fuzzy model is the
online purchase intention (OPI) denoted as very low, low, medium, high and very
high (Fig. 5). The fuzzy rules have been extracted from the questionnaire responses.
In this study, a total of 15 rules are defined (Fig. 6). In this contribution, the fuzzy
Mamdani inference model [50] is applied. This tool allows adding rules via logical
operators OR/AND. These rules are described through a series of fuzzy “If-Then”
rules in which the antecedents/consequent implies linguistic variables. This series of
rules explain the behavior of the system. After defining the rules, the gravity center
or centroid method shall be implemented to get the crisp output. It is one of the most
widely employed techniques for defuzzification [50]. To implement this method,
fuzzy logic toolbox for the Mamdani system in MATLAB has been applied.

Very, ow Low Medium High Very, igh

input variable "P1"

Fig. 4 Membership function plots for the input variable “personal innovativeness”

Very, ow Low Medium High VerJHigh

output variable "OPI"

Fig. 5 Membership function plots for the output variable “online purchase intention”
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2. If (EXis Very_Low) and (Plis Low) then (OPlis Very_Low) (1)
3. If (EX is Low) and (Plis Low) then (OPI is Low) (1)

4.If (EXis Low) and (Pl is Medium) then (OPI is Medium) (1)

5. If (EX is Low) and (Pl is Very_Low) then (OPI is Very_Low) (1)
6. If (EX is Low) and (Pl is High) then (OPl is Very_High) (1)

7. If (EX is Medium) and (Pl is Medium) then (OP! is High) (1)

8. If (EX is Medium) and (Pl is Low) then (OP! is Medium) (1)

9. If (EX is Medium) and (Pl is High) then (OP! is High) (1)

10. If (EX is High) and (Pl is Medium) then (OP!is Very_High) (1)
11. If (EX is High) and (Pl is Low) then (OP1is High) (1)

12.If (EX is High) and (Pl is High) then (OP!is Very_High) (1)

13. If (EX is Very_High) and (Pl is Medium) then (OP! is Very_High) (1)
14. If (EX is Very_High) and (Pl is Low) then (OP1 s High) (1)

15. If (EX is Very_High) and (Pl is Low) then (OPI s High) (1)

Fig. 6 Fuzzy rules

Figure 2 presents the input and output variables that have been corresponding to
OPI and EX as fuzzy input variables. The output variables represent OPI on that the
fuzzy sets have been determined.

Figure 3 shows the membership functions defined for the first input variable “EX,”
with five triangular membership functions (very low, low, medium, high, very high).

Figure 4 illustrates the membership functions developed for the second input
variable “PL,” using five triangular membership functions (very low, low, medium,
high, very high).

The membership functions identified in Fig. 5 indicate five triangular membership
functions for the output variable “OPI” (very low, low, medium, high, very high).

Once the membership functions for the fuzzy variables were established, the
rules that the inference system will employ to generate the ultimate result have been
outlined as seen in Fig. 6. Based on the responses of the questionnaire, those rules
have been derived.

The questionnaire starts with some demographic questions, and then the measures
of the different constructs have been established. The sample consisted of 102
Moroccan consumers. All the participants have already purchased travel online.
97.1% of the participants have received a university or college degree, with more
females (51%) than males (49%). Approximately, 32.4% were <25 years old, 63.8%
were aged 25—44, and 3.9% were 45 and older.
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3.3 Measures
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The reliability of the constructs in this research was evaluated through Cronbach
alpha indicator. All used measures have been found reliable since all Cronbach’s
alpha values have exceeded 0.7. Extraversion (four indicators) with scale reliability
Cronbach’s a = 0,789, personal innovativeness (four indicators) with scale reliability
Cronbach’s a = 0.713 and online purchase intention (three indicators) with scale

reliability Cronbach’s a = 0.931 (Table 1).

Table 1 Reliability of constructs

Construct and indicator

Cronbach alpha

Scales origin

Input variables

Extraversion

I am the life of the party
I am skilled in handling
social situations

I make friends easily

I know how to captivate
people

0.789

Adapted from Buchanan
[51]

Personal innovativeness

If I heard about a new method
of buying travel, I would look
for ways to experiment

with it

Among my peers, I am the
first to explore online travel
purchasing

I like to experiment with new
online travel purchasing
techniques

In general, I am hesitant to
try to purchase travel online

0.713

Adapted from Agarwal and
Prasad [28]

Output variables

Online purchase intention
I will use the Internet to
purchase travel regularly in
the future

I will frequently use the
Internet in the future to
purchase travel

I will strongly recommend
others to use the Internet to
purchase travel

0.931

Adapted from Moon and
Kim [52]
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4 Results and Discussion

4.1 Fuzzy Inference System Results

The results of the inference system that have been developed in MATLAB are
provided in Figs. 7, 8, 9, 10 and 11. The rule viewer and the surface viewer are
presented, respectively. Once the membership functions for the fuzzy variables had
been established, a definition of the rules that were used by the inference engines to
obtain the final result has been made as given in Fig. 6. The rules were extracted from
the questionnaire. Figs. 7, 8, 9 and 10 depict the rule viewer, and Fig. 11 illustrates
the surface viewer of the fuzzy set.

A fuzzy set of rules linking the input variables and the output are constructed as
illustrated by Fig. 7. The model is used to test the intention to purchase travel online
using two inputs, namely extraversion and personal innovativeness. The result of
the model is relevant on a scale of 1-5, as shown in Fig. 7. The developed model
is evaluated by testing all input coefficients equal to 3, providing an output of 4,
meaning a high level of purchasing travel online.

As shown in Fig. 8, the model is designed to be operated with inputs equal to 2.
The fuzzy logic output of the model is 2, representing a low intention to purchase
travel online.

DS = | = |
2 [ s | _ |
s = | = s | L= |
& e | | | |
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Fig. 7 Summary of results using the Mamdani’s inference method for extraversion = 3, personal
innovativeness = 3 and online purchase intention = 4
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Fig. 9 Summary of results using the Mamdani’s inference method for extraversion = 4, personal
innovativeness = 4 and online purchase intention = 4.68

The model shown in Fig. 9 is measured with inputs equal to 4. The fuzzy logic
output of the model is 4.68, indicating a very high intention to purchase travel online.

Figure 10 demonstrates that the model is operated with inputs, extraversion equal
to 2 and personal innovativeness equal to 4. The output of the model is 4.68,
representing a very high intention to purchase travel online.

EX and OPI membership functions are assessed on the following basis on a scale
of 1-5. As aresult of the fuzzy model, the membership functions as an output variable
are based on travel online purchase intention. The fuzzy model result is measured
on a scale of 1-5 (very low to very high), which turns to be very high as one nears 5.
The online purchase intention of travel is represented by the surface graph as shown
in Fig. 11.

4.2 Discussion

Figure 9 depicts a possible combination in which the results of the input variables
extraversion, personal innovativeness would be EX = 4PI = 4, and the output vari-
able online purchase intention equals to 4.68. Hence, Fig. 9 shows the relationship
between extraversion, personal innovativeness and the online purchase intention.
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Fig. 10 Summary of results for extraversion = 2, personal innovativeness = 4 and online
purchase intention = 4.68

OPI

Fig. 11 Surface viewer of the relationship between the extraversion (EX), personal innovativeness
(PI) and online purchase intention (OPI)
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As can be seen in Fig. 9, when consumer extraversion and personal innovativeness
are high, the intention to buy travel online is very high. Similarly, to ensure a high
level of intention to purchase travel online, a medium level of extraversion and a
medium level of personal innovativeness are required (Fig. 7). A weak intention for
purchasing travel is resulting from a low degree of extraversion and a low rate of
personal innovativeness (Fig. 8). Nevertheless, it was found that if extraversion is
low and personal innovativeness is high, the online purchase intention is very high.
This highlighted how important personal innovativeness is to assure a high online
purchase intention of travel (Fig. 10). The 3D surface illustrates the relationship
between the three parameters. Figure 11 reveals that if extraversion and personal
innovativeness values decrease, the level of consumers’ online purchase intention
for travel decreases.

The results reveal that consumers with high extraversion level and high personal
innovativeness degree are more closer to get a high intention to purchase travel online.
The fuzzy system findings support that extraversion and personal innovativeness
have both a positive impact on consumers’ online purchase intention. Someone who
scores high on extraversion and personal innovativeness is expected to have a high
intention to purchase travel online, while a low intention to purchase travel online
may be explained by a low level of extraversion and personal innovativeness, which
is supported by the fact that extroverts and highly innovative consumers tend to be
more risk-taking compared to introverts and less innovative consumers.

This paper introduces a new model in an e-commerce travel environment and has
explored the relationship that exists between two factors and the online purchase
intention of travel. The outcomes show that consumer characteristics (extraver-
sion and personal innovativeness) have successfully demonstrated their influence
on online travel purchase intention, with personal innovativeness being a high
influencing factor, followed by extraversion.

5 Conclusion

In this contribution, a new model has been proposed to understand online consumers’
behavior. The major purpose of this study is to examine personality traits and their
influence on travel online purchase intention in Morocco. This study tests two
concepts, namely extraversion and personal innovativeness, from the perspective that
more extroverted individuals tend to assume more risks which results in a growing
intention to purchase travel online. Personal innovativeness has also been included in
our model since individuals who adopt information technology innovations particu-
larly in the area of online shopping are likely to be highly innovative consumers. The
fuzzy logic specificity consists of identifying the impact of the two inputs proposed in
our model at once on the output. The findings revealed that both input variables have
apositive impact on the output variable. With these findings, online service managers
will be able to implement more appropriate strategies for consumers who tend to be
less extroverts and also for consumers who are considered less innovative. Certain
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limitations of this study should be mentioned. Primarily, this work is limited by the
sample size N = 102. Secondly, the respondents are all Moroccans, the necessity
to generalize our findings in future studies is then required. In this paper, only two
variables are considered as personality characteristics that could affect consumers’
intention, but if other personality traits are going to be included, results ban be varied.
Finally, as previously mentioned, fuzzy logic approach provides results of both input
variables at the same time, therefore, it will be interesting to combine fuzzy logic
with another analysis method as structural equation modeling (SEM) to investigate
the effect of each input variable on the output variable.
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An Empirical Study on the Occupancy )
Detection Techniques Based L
on Context-Aware IoT System

Kavita Pankaj Shirsat and Girish P Bhole

Abstract Occupancy detection and behavior in buildings has a huge impact on
cooling, heating, ventilation demand, building controls, and energy consumption in
lighting appliances. The human factor is an important factor in real-time occupancy
information and building energy management systems that offer great potential for
maximizing energy efficiency and assessing energy flexibility. The occupancy predic-
tive strategy provided a better quality of service and energy savings performance
than reactive strategies. In this research paper, 20 papers based on context-aware [oT
systems for occupancy detection are reviewed. The research works are categorized
into the sensor, sensor fusion, Wi-Fi, LAN, radio frequency (RF) signals, machine
learning, and so on. The research gaps and the challenges faced during the occupancy
detection are listed for further enhancement in the occupancy detection methods. The
research work is analyzed based on the performance metrics, classification methods,
and the publication year. The analysis shows that the most frequently used perfor-
mance metrics is accuracy, the most commonly used classification technique is the
sensor, whereas most of the research papers are published in the year 2018.

Keywords Occupancy detection * Internet of things - Sensor - Network *
Automation system

1 Introduction

Internet of things (IoT) is becoming a reality in everyday life due to recent findings
and commercial products. Sensors are used for the transmission, acquisition, and data
analysis, which is then coupled with cheap and low-power transceivers and micro-
controllers for digital communications that enable the user for accessing numerous
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applications in various domains, like mobile health care, home automation, energy
management, and other applications. The IoT is foreseen as an important technology
in the Smart City concept as it fits perfectly in urban scenarios. The smart cities tend
to increase the life quality of the citizen along with the reduction in the operation
costs of public administrations [1]. Smart buildings and IoT technology required the
need for smart devices to operate without human intervention. The basic applica-
tion of the home automation system is the detection of occupancy. The automation
systems are built by incorporating IoT technologies in them. For instance, the occu-
pancy tracking can help during a fire or natural disaster for evacuating the survivors
from the building. The occupancy detection techniques are also used in the intrusion
detection that detected the activities at abnormal times [2].

Recent studies have shown that the identification of occupancy patterns in building
and smart home applications had lower-energy consumption when compared to the
approaches that assume usage patterns and fixed occupancy. The detection of occu-
pancy in buildings is an expensive and difficult process as it needs to overcome the
issues, like false detection and the intrusive nature of visual sensors [3]. The devices
that are used for detection of occupancy are based on audible sensors, radio frequency
identification (RFID)-based systems, video cameras, passive infrared (PIR) technolo-
gies, and microwave [4]. PIR sensors detected the body movements using the infrared
image for the detection of occupancy. Ultrasonic and the microwave sensors used
the change in the pattern of the reflected wave for the detection of occupancy. The
drawback of the motion sensor in occupancy detection is the inability to detect the
presence of the user if he/she remains idle, and it resulted in uncomfortable situa-
tions, like turning OFF fans and lights during the presence of the user [5]. The audible
sound sensors are not able to distinguish the non-human and human noises, and they
are prone to false alarms. To overcome these limitations, the occupancy detectors are
used in the place of motion detector [2].

The accurate occupancy detection is obtained by blending a multi-sensor data, like
motion sensors, sound, humidity, temperature, and CO,. Accurate detection of the
occupancy assists in developing context-driven control techniques, in which sensing
and actuation tasks are done based on the contextual changes. Moreover, with recent
advances in wireless sensors networks, most of the industries and researchers have
confirmed the prospective of IoT [6, 7] as an enabler to the development of context-
aware and intelligent services and applications. These services energetically respond
to the environment changes and users’ preferences. Figure 1 shows the block diagram
of the occupancy detection system.

The objective of this research is to facilitate a detailed survey of occupancy
detection systems.

The organization of the paper is as follows: Sect. 1 describes the introduction
to occupancy detection, Sect. 2 elaborated the literature review of the occupancy
detection methods, Sect. 3 describes the research gaps and issues, Sect. 4 depicts the
analysis of the researches, and finally, Sect. 5 concludes the paper.
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Fig. 1 Block diagram of the occupancy detection system

2 Categorization of Occupancy Detection Techniques

This section explains various research papers for occupancy detection. The occu-
pancy detection techniques are categorized into the sensor, sensor fusion, Wi-Fi,
LAN, radio frequency (RF) signals, machine learning techniques, and so on. Figure 2
shows the categorization of occupancy detection techniques. The existing occupancy
detection techniques are categorized into five groups based on the way, in which,
they detect the occupancies.
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Fig. 2 Categorization of occupancy detection techniques
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Occupancy detection via sensors

Occupancy detection via sensor fusion

Occupancy detection via Wi-Fi and LAN

Occupancy detection via radio frequency (RF) signals
Occupancy detection using machine learning techniques
Other types of occupation detection.

AR e

2.1 Occupancy Detection via Sensors

Baroffio et al. [1] developed a distributed occupancy detection based on visual
features and low-power visual sensor networks. The analyze-then-compress (ATC)
paradigm used in this method required the features of the sensing devices for further
processing. This method had a good trade-off between the accuracy, transmission
bandwidth, and also provided greater flexibility. However, this method failed to
provide effective visual features and the validation of the effectiveness in a real
deployment.

Akkaya et al. [8] developed an approach for the detection of occupancy by incor-
porating IoT in meeting space. This method consumed and occupied fewer amounts
of energy and space in the room. This method provided the status of real-time room
occupancy, generated notifications, room management, and booking and the use of
remote location for controlling the environment of the room, but it failed to fuse the
sensors for achieving better accuracy.

Jeon et al. [9] modeled a particulate matter (PM) concentration for IoT-based
occupancy detection system. This method detected the occupancy using triangular
shape extraction and point extraction algorithm. This method was applied for the
occupancy detection for the patients and the elderly patients, who were living alone,
but it failed to evaluate the spatial distribution of particulate matter.

Ji et al. [4] designed an IoT environment sensor for occupancy detection. This
method detected the occupancy based on the information on temperature, CO,, and
humidity. Although this method improved the performance, the accuracy varied
depending on the characteristics of the individual spaces.

Luppe et al. [10] developed an occupancy detection method by combining the
sensing modalities. This method reduced the false-negative rates, false-positive
rates, and visualized the data on the cloud. However, this method failed to estimate
occupancy detection on a large scale.

Tushar et al. [11] designed an occupancy detection technique using IoT-based
signal processing method. The transfer learning-based method captured the images
at the building entrances and the deep learning method used the information obtained
from the sound sensors for the detection of occupancy. However, this method was
not implemented in large-scale commercial building.
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2.2 Occupancy Detection via Sensor Fusion

Akbar et al. [2] designed a non-intrusive approach for the detection of occupancy.
This method used the electricity consumption data that detected the occupancy along
with the contextual information. It also dealt with the situations that occur when the
user leaves the seat for short intervals and the requirement of extra equipment for
the detection of occupancy. Although this method detected occupancy with high
efficiency, it failed to fuse the possibility of other sensors along with the energy
consumption data.

Nesa and Banerjee et al. [12] modeled a Dempster—Shafer evidence theory for
the detection of occupancy in the room. The Dempster—Shafer evidence theory fused
the information that was collected from the heterogeneous sensors and derived a
conclusion by performing a mass combination. The probability density functions
were considered for calculating the mass assignments. This method provided high
accuracy, precision, and specificity in the detection of occupancy. However, this
method failed to estimate the number of occupants.

Javed et al. [13] developed an occupancy detection method using the RNN-
based intelligent controller. The intelligent controller integrated the IoT with cloud
computing. Mean vote-based set points and the number of occupants were calculated
by learning the user preferences for controlling the heating, cooling, and ventilation.
This method provided accurate occupancy estimation and better power consumption.
However, this method had a high computational complexity.

Roselyn et al. [14] designed an automation system for the detection of occu-
pancy. The slave controllers, like image processing algorithms and thermal sensor
algorithms, were combined using the sensor fusion model. The dynamic and the
statistical changes in the environment were detected based on the ROI segregation
model and background subtraction-based model using the image processing algo-
rithm. This method provided highly secured storage and low latency, but it failed to
generate measurable ROIs within the initial phase.

2.3 Occupancy Detection via Wi-Fi and LAN

Zou et al. [15] developed a Wi-Fi-enabled Internet of things (IoT) devices for device-
free occupancy detection. The information fusion and the transfer kernel learning
were done using crowd counting classifiers for the environmental and temporal
disparities. The difference between the target and the source distributions was mini-
mized by constructing domain-invariant kernel. Although this method provided
better crowd counting accuracy and occupancy detection accuracy, it had a high
computational cost.

Sadhukhan [16] modeled a prototype for the E-parking system. This method
provided information regarding the availability of parking space. The occupancy
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duration of the parking lot and the improper parking were detected using the inte-
grated component known as the parking meter, which was deployed at every parking
lot. This method reserved the parking lot and gathered information through a suitable
reservation-based parking management facility.

Huang et al. [17] developed the IoT prototype for the detection of occupancy
of rooms in energy-efficient buildings. The prototype had Raspberry Pi modules
and Lattice iCE40-HX1K stick FPGA boards. The prototype was installed at the
door frame, and the infrared streams were blocked when a person entered the door
frame. The direction of the movement of humans was obtained by comparing the
time instances of the obstructive events and updating the quantity of the occupancy
of a thermal zone. The room occupancy information was acquired by building the
automation system or by allowing the anonymous users in the open-source applica-
tion user interface. This method had better occupancy counting accuracy and a low
failure rate.

2.4 Occupancy Detection via Radio Frequency (RF) Signals

Baldini et al. [18] developed an occupancy detection technique using plug and play
solution. The location of the smart objects was derived using the anchor nodes which
was estimated by determining the weighted distance matrix. In this method, the smart
objects were identified automatically using the threshold weighted matrix. However,
it failed to determine the robustness of the approach.

Ng and She [19] developed a device-free occupancy detection using denoising-
contractive autoencoder (DCAE). This method constructed the fingerprint vector
by appending the temporal difference between subsequent RSS measurements with
time average received signal strength. The DCAE method dealt with the common
issues of RF fingerprint methods, like sparsity and noise. Although this method
provided occupancy detection with better accuracy, it failed to optimize the detection
performance.

Ng et al. [20] designed a DCAE method for the detection of occupancy in the
sub-room level. This method encoded the meaningful hidden representation even if
the size of the input data was larger. Even though the input data size was larger,
the meaningful hidden representations were encoded. This method was robust in
environmental noise and RSS variations, but it failed to consider the dimensionality
of the encoded feature.
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2.5 Occupation Detection Using Machine Learning
Techniques

Adeogun et al. [21] designed a machine learning technique for the detection of occu-
pancy. An augmented data set was formed by combining the multi-sensor measure-
ments and door status. A two-layer feed-forward neural network with sigmoid output
neurons was applied to the data. This method provided better accuracy for multi
and binary-class problems. However, this method failed to improve classification
performance.

Ling et al. [22] designed machine learning techniques for developing a parking
space based on parked vehicle positions. The occupation detection pipeline along
with the clustering-based learning method identified the parking spaces correctly
and determined the occupancy without specifying the parking locations manually.
Although this method provided high accuracy in the detection of parking space, it
had high computational complexity.

Elkhoukhi et al. [23] developed a holistic platform by combining big data and
IoT technologies for occupancy detection. The machine learning algorithms were
integrated for the detection of the presence of the occupant. The mining of the
big data streams was done by integrating with the Scalable Advanced Massive
Online Analysis (SAMOA) platform. However, this method had a high computational
complexity.

2.6 Other Types of Occupation Detection

Casado-Mansilla et al. [24] designed a context-aware and a human-centric architec-
ture for occupancy detection. The energy consumption was reduced by cooperating
the devices with eco-aware users. The interactions between the energy-consuming
assets and the occupants were enhanced in this method. The necessary understanding
was provided by the socioeconomic behavioral model that transformed the energy-
consuming device into active pro-sustainability agents. Although this method had
reduced energy consumption, it failed to get rid of the intermediate devices that
performed forecasting algorithms.

Paganelli et al. [25] designed an ontology-based context model for handling
and monitoring patient chronic conditions. This method supported the operators
by developing a prototype and integrating the prototype with the service platform in
home-based care networks. However, this method required modification in the alarm
threshold values and reasoning rules.

Forkan et al. [26] developed a BDCaM for context-aware computing. This method
distinguished the normal from the emergency conditions accurately. Although this
method predicted the abnormal conditions accurately, it required proper training for
predicting the abnormal conditions for large samples.
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3 Research Gaps and Issues

Internet of things (IoT) faces challenges during the development of green IoT tech-
nologies, employment of artificial intelligence methods during the creation of intel-
ligent things of smart objects, development of context-aware [oT middleware solu-
tions, integration of IoT solutions with social networking and while combining cloud
computing and IoT [13]. In [9], the occupancy was detected using particle concen-
tration, but the main challenge lies in the consideration of the spatial distribution of
particulate matter and the effects of particulate matter on other factors. Occupancy
detection using visual features provided higher flexibility, but the challenge lies
during the real-time deployment of the method [1]. Occupancy detection using Demp-
ster—Shafer evidence theory faces challenges during the estimation of the number
of occupants [12]. In [14], the occupancy detection using the automation system
provided low latency and highly secured detection, but the main challenge lies in the
generation of measurable ROIs in the initial phase.

4 Result and Discussion
This section describes the analysis of different techniques of occupancy detection
based on the publication year, performance metrics, and classification techniques.

4.1 Analysis Based on Publication Year

This section describes the analysis of the occupancy detection technique based on
the year of publication. Figure 3 shows the analysis based on the publication year.
From the analysis, it is concluded that more research papers were published in the
year 2018.

Fig. 3 Analysis based on
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Table 1 Analysis based on
performance metrics
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Performance

Number of research papers

Accuracy

[1,4,8,12,17, 19-23]

Success rate

(18]

Training time

[20]

Recall, precision, F-measure

(2]

Humidity, temperature

(18]

Load power

(1]

Energy consumption

(13, 22]

Control decision delay

[13]

Energy efficiency

[24]

4.2 Analysis Based Performance Metrics

This section depicts the analysis based on the performance metrics. The performance
metrics used for the analysis are accuracy, success rate, training time, recall, precision,
F-measure, load power, energy consumption, control decision delay, and energy
efficiency. The most commonly used performance metrics is accuracy. Table 1 shows
an analysis based on performance metrics.

4.3 Analysis Based on Classification Techniques

This section describes the analysis of the occupancy detection methods based on
classification techniques. The analysis shows that the most frequently used classi-
fication methods are the sensor. Table 2 shows the analysis based on classification

techniques.

Table 2 Analysis based on
classification techniques

Classification techniques

Number of research papers

Sensor [1, 4,8, 18, 22]
Sensor fusi 2,12, 13, 23]
Wifi, LAN [16, 17]

Radio frequency (RF) signals [18-20]
Machine learning techniques [21-23]

Others [24, 26]
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5 Conclusion

Occupancy detection is the process of detection of occupancy by overcoming issues
like false detection, energy issues, and intrusive nature of sensors. In this research, the
detailed survey of context-aware [oT system for occupancy detection is discussed,
and for the analysis, 20 research papers are considered moreover; the methods are
categorized as sensor, sensor fusion, Wi-Fi, LAN, radio frequency (RF) signals,
machine learning, and so on. The research papers are collected from Google Scholar,
IEEE, Elsevier, Science Direct, and so on. The research gaps and challenges faced
during occupancy detection are elaborated. The research works are analyzed based
on performance metrics, classification methods, accuracy, and the year of publica-
tion. From the analysis, it is concluded that the most commonly used classification
technique is the sensor. Most of the research works are published in the year 2018.
Future enhancement in occupancy detection can be done by including more coding
methods and visual features in the system.
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Abstract Holoportation is a technique in which two persons communicate with
each with anyone’s virtual presence in front of the other. There have been efforts to
make it as much smoother and real as possible by the researchers in the recent past.
But the challenges are many in this field not only due to unavailability of software
resources but due to hardware constraints as well. Major hardware constraints are
based on the transmission of a lot of data being collected by the camera and audio
devices which require good data transfer rates between the communicating devices.
Reason of challenge is viewed in two faces, i.e., one is slow data transfer speed and
the second is huge amount of data transfer. Slow data transfer speed of resources is
being tackled, and a good data transfer rate has been reached to but still not suffice
and unavailable in all areas around the world. A huge amount of data transfer may
also suffer from network lag spikes and dropouts of the signals which will lead
to disruption in reproduced Holoportation on the receiver’s end. In this paper, the
focus is on proposing a buffering and correction mechanism which will require to be
applied on both sender and receiver ends. The system will produce high accuracy and
will not increase network latency and hence the smoothness of service. The system
will leverage normal human behaviour and persistence of vision delays to provide
better accuracies.

Keywords Holoportation + Data transport + Human bond communication *
Real-time processing * Virtual reality - Augmented reality - Intelligent system
architecture

H. Sanyal ()

Department of Electronics & Telecommunications, Bharati Vidyapeeth College of Engineering
Pune, Pune, India

e-mail: hrithiksanyal14@gmail.com

R. Agrawal
Comp-Tel Consultancy, Mentor, Jabalpur, India
e-mail: rajneeshag @gmail.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license 107
to Springer Nature Singapore Pte Ltd. 2021

S. Shakya et al. (eds.), Proceedings of International Conference on Sustainable Expert

Systems, Lecture Notes in Networks and Systems 176,
https://doi.org/10.1007/978-981-33-4355-9_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4355-9_9&domain=pdf
mailto:hrithiksanyal14@gmail.com
mailto:rajneeshag@gmail.com
https://doi.org/10.1007/978-981-33-4355-9_9

108 H. Sanyal and R. Agrawal

1 Introduction

Holoportation is a vivid and creative type of innovation that has incredible potential
in changing human life. Major work in Holoportation is being done by Microsoft
which characterizes Holoportation as a 3D capture technology spectacle the high-
resolution 3D models of people that are to be renewed, smoothed and broadcasted
anywhere on the planet. They are putting efforts to develop hardware and software for
Holoportation such as 3D catch innovation and reality headsets (HoloLens). Holo-
portation requires clients must be in a room furnished with the innovation camera,
which reproduces and transmits the client as a 3D model. They are further elabo-
rating on concepts of augmented reality (AR) and virtual reality (VR) for identical
purposes.

Holoportation with its enhancement is being envisioned to be immensely helpful
for mankind, e.g., remote meetings, training, gaming, research, medical sciences,
etc. Figure 1 below, gives a step by step processing in Holoportation.

Advancements in virtual reality and augmented reality techniques are becoming
a boon for holoportation. Virtual reality is used to create an artificial environment to

v
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Fig.1 The complete process of Holoportation
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be in which users feel that they are part of it, whereas augmented reality produces the
images which are seen by any user and portray the same in the 3D vision for users. This
is the greed of human to communicate with others around the world virtually which
alsohas been leveraged in developing applications for communication of text, images,
audio, video, etc., in the 2D environment and now shifting to the 3D transmission
which will make the communication to be most effective and real experience for the
users of the system.

All technologies used together will make it possible to implement Holoportation
and providing the most revolutionary communication system for the human. Holo-
portation is employable in all parts of human communication and will save a lot of
human efforts being applied otherwise.

In this paper, Sect. 1 introduces and discusses more on the term Holoportation
and also about its history and technologies. Sect. 2 details about techniques of virtual
reality (VR) and augmented reality (AR), and Sect. 3 discusses more on human bond
communication. Section 4 describes the network errors, and Sect. 5 enlists the details
about the existing systems of Holoportation. In Sect. 6, the limitations of the existing
models have been discussed on, Sect. 7 enlists all the errors and shortcomings and
what has been proposed to overcome them, and in Sect. 8, the future scope has been
discussed along with the conclusion.

2 Virtual Reality and Augmented Reality

2.1 Virtual Reality (VR)

Humans know the world through senses and perception systems which are taste,
contact, smell, sight and hearing. Out of these for a few senses, electronic sensors
have been developed and work is under research for others too. VR uses these sensors
to create a virtual human eye-oriented vision, and the user feels embedded within to
feel it as a real situation. A computerized simulated environment is created in VR
using the sensors which can be transmitted to a user remotely situated, and special
headsets can make the remote user feel like a part of the simulated environment.
Though it seems to be pretty real, a lot of the work is yet to be carried on VR, as a
human only has 180° of vision, and similarly, other senses make it more susceptible
to be away from reality. Still, some of the wide varieties of applications for virtual
reality include

1. Architecture

2. Sport

3. Medicine

4. The arts

5. Entertainment.
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2.2 Augmented Reality (AR)

AR is a combination of real-time processing, computer-generated, real and accurate
3D generation of the superimposed real and virtual objects. Augmented reality (AR)
creates a camera vision image which is transmitted to a remote user which is sensed
using similar sensors as used in VR. VR uses the human eye vision to create near
reality, whereas AR uses sensors to see the genuine condition directly before the user.
AR produces computer visions fetched from sensors and software algorithms and
superimposes the same in human view to make a realistic view for the users. Apart
from gaming, AR is being applied in innumerable human areas such as architectural
design, commerce, archaeology and manufacturing.

3 Human Bond Communication

In past, the human had been communicating electronically with the remote users
using multiple different media such as text, images, audio and video. This not only
shows the greed of human bonding but also depicts the gradual enhancement of elec-
tronic communication systems. But these communications are 2D communication,
and user on the remote end views these only. The remote user cannot become a part
of it actually or virtually. Growth in communication technologies, networking and
sensor technologies has made acommunication to the virtual reality (VR), augmented
reality (AR) and Internet of things (IoT)-based communication. But, except for aural
and optical media, challenges in the transmission of the sensory features, namely
gustatory, olfactory and tactile are quite remote from reality.

HBC is a notion of understanding the transmission of data that involves all the five
sensory features such as the gustatory, tactile and olfactory ((five human body sensa-
tions (smell, sight, touch, taste and sound)). This human body sense is significant
to have the data exchange through communication methods for human sentiment-
centric communication that ranges from the digital to broadcast and replicate at the
receiver’s end to permit the data transfer between the human beings and in peculiar
events between the machines and human beings (M2H)/Internet of things (IoT).

Some of its applications are virtual and augmented presence, augmented reality,
virtual reality and gaming. These applications attain an advantage with the assistance
of the medical field. At present, there are innovative models of social networking
applications that are available based on HBC technology, merely the application
would have to undergo radical changes to meet them.

Some technologies that go hand in hand to make the process of Holoportation
smooth and success are as follows:

e Augmented reality/virtual reality

e Haptics

e Real-time human bond communication human avatar creation/human body model
acquisition based on 3D
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o (Gaze-aware facial reenactment and real-time facial identification
e Real-time animation of the avatar—photorealistic.

4 Network Error

When large data is transferred over the network, there are lots of chances because of
which network errors may occur. The biggest cause may be manipulations of bits due
to network errors. Network errors may change the important bits and will mutilate
the actual Holoportation image, and output may be confusing and distorted. Another
important network issue is network latency, i.e., when packets are transferred over
the network, then it flows through various routes some of which might cause huge
latency. This causes the Holoportation to be non-smooth and will cause the users
to be in viewing delayed information which may lead to Holoportation to be very
much annoying. Yet another reason may be due to security flaws over the network
leading to producing unexpected Holoportation images. Making data to be secure
over the network, application of encryption and compression may be applied which
further may lead to latency in a reproduction of the images resulting in distorted
Holoportation (Fig. 2).
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Fig. 2 Hardware and software used in holoportation
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5 Existing System

The author talks about the immersive AR/VR telepresence is a technology which
people could enjoy and experience around the world. The 3D telepresence system
addresses the eye contact between the participants and also paves the way for gaze
perception and the sense of having the difference between the orator (“me”) and
the presenter’s whereabouts (“here”) or “spatial faithfulness”. With the expanded
accessibility and refinement of the buyer VR/AR glasses and the RGB-D sensors,
the current extent of 3D telepresence systems is still limited. Further, the skeleton data
is extricated from the intensity level of the sensor that aids to animate a 3D model of
the human, and also it incorporates rigging face to facial expression. Though thought
to be encouraging at the beginning (no latency, no loss of data), it was seen that the
sensors used did not allow the transfer of complicated hand movements and many
users with real-time telepresence. The system works by instigating a 3D capturing
and pipeline remodelling which would generate and distribute 3D user pictures in
the real-time which will be very realistic [1]. Table 1 gives works of the authors who
have contributed a lot in the field of Holoportation.

The author in this article starts the abstract talking about the recent advancements
of technologies in the grounds of sensor technologies and wireless networks. This
technology helps to monitor remote patients constantly. Henceforth, the author’s
concern is bent toward the medical field. Since he is more concerned about the
medical area, he continues by saying that these advancements have opened scope
for innovative boundaries in the different domains of smart health care, particularly
when observing and analyzing the patients. According to him, researches and scien-
tists have been working more toward the domain of HBC for the betterment of the
medical science field, mainly suggested while transmitting and detection of data by
utilizing all the five human body senses such as the smell, sight, touch, taste and
sound. HBC recognizes these senses to duplicate and copy at the remote location
and also allows to monitor several minor diseases through diagnosis. To make all
these possible, special devices are available that would help the medical experts in
making a crucial, important and timely decision for the critical patients. The author
then describes saying that he presents an aesthetic/artistic investigation on HBC and
all the possibilities between medical health care and HBC. So an HBC framework
model is proposed for helping in the process of monitoring and diagnosis which
would be helpful for courtesy discrepancy hyperactivity disorder patients and finally
concludes by mentioning the possible future applications and challenges might face
in the field of HBC [2].

In this paper, the author introduces a new method of human bond communication
(HBC), which is based on head-mounted displays (HMDs). This helps in consec-
utive bidirectional communication among a large number of users irrespective of
their access to the Internet. However, the author brings in the disadvantages of these
existing technologies and says that these existing technologies do limit the possi-
bilities of this new method of HMD-based HBC. But with a positive connotation, it
brings out the suspense that a technology known as optical camera communication
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Table 1 Comparison of existing researches
S. No. | Authors Paper title Year | Methodology Achievements
1 Agata Manolova, | Challenges for 2019 | Transmission of | Successful HBC
Nikolay Neshov, real-time dynamic by extraction of
Krasimir Tonchev, | long-distance movements of skeleton data by
Pavlina Koleva, Holoportation to dataset depth sensors for
Vladimir Poulkov | enable human animating facial
[1] bond expression
communication * 3D capture and
pipeline
reconstruction
which would
generate and
distribute 3D
user pictures
in real-time.
2 Tayaba Iftikhar, Human bond 2019 | Study of HBC * Making smart
Hasan Ali Khattak, | communications: health care
Zoobia Ameer, architectures, ¢ The five human
Munam Ali Shah, | challenges and body senses
Faisal Fayyaz possibilities serve as the
Qureshi and framework to
Muhammad detect and
Zeeshan Shakir [2] transmit the data
for all the major
and minor
diseases
3 Md. Tanvir Hossan, | Human bond 2019 | Study of optical |+ A new method of
Mostafa Zaman communication camera optical camera
Chowdhury, Md. with communication communication
Shahjalal and head-mounted (OCC)-based (OCC)-based
Yeong Min Jang [3] | displays: scope, head-mounted head-mounted
challenges, displays (HMD) displays (HMD)
solutions and in the field of
applications HBC
* Challenges
faced,
advantages,
architecture
4 Sudhir Dixit, Multi-sensory 2019 | Study of * The sensory
Seshadri Mohan, human bond multi-sensory structures such as
Ramjee Prasad, communication structures gustatory (taste),

Hiroshi Harada [4]

tactile (touch)
and olfactory
(smell) are
integrated to
overwhelm the
challenges faced
during the
breakdown of
transmission

(continued)
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Table 1 (continued)
S. No. | Authors Paper title Year | Methodology Achievements
5 Christoph Miiller, | Optimized 2019 | Study of ¢ Improvement of
Matthias Braun, molecular microsoft rendering speed
Thomas Ertl [5] graphics on the HoloLens of atom-based
HoloLens technology molecules
» Conservative
depth output
6 Ziyang Wang Wei | Study on 2019 | Study of human | Penetration of a
Liao [6] non-direct signal body body region over
transmission and characteristics the network
characteristic of for non-direct system in the
human body transmission medical field
communication * Comparison
between
the surface and
non-surface link
* Surface link
plays a decisive
role and has
delays
7 Jingzhen Li, Modeling and 2017 | Study of HBC in | » Use of electrical
Zedong Nie, characterization characterization signal in HBC
Yuhang Liu and of different of channels * The finite
Lei Wang [7] channels based difference time
on human body domain (FDTD)
communication method aids to
assist the
investigations on
the on-body to
in-body (OB-IB),
on-body to
on-body
(OB-0OB),
in-body to
in-body (IB-IB)
and in-body to
on-body (IB-OB)
channels
8 Ramjee Prasad [8] | Human bond 2015 | Study of HBC * Insight into the
communication HBC
* Need for

improvements in
technology and
algorithms
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(OCC) would help to break the barriers of the existing technologies, thus are being
introduced with virtual applications with the approach of visual communications. In
this process, the OCC could be jumble sale as a recipient, but proximate infrared
radiation (IR), or infrared light source has to be further integrated to the HMD so
that it could work as a transmitter. And the writer then accomplishes talking about
the future scope, future applications, effective architectures and the challenges might
face in the forthcoming future and the solutions to these challenges when working
on OCC-based HMD for HBC [3].

The author in this paper discusses firstly on the swift progress of the communi-
cation and telecommunication technologies, ranging from image, speech, text and
video, and the corresponding manner of communication has procrastinated to the
machine-to-machine (M2M), Internet of things (IoT) and machine-to-human (M2H)
communication. Then the author explained the challenges that still fail to overcome
including the three sensory structures, namely olfactory (smell), gustatory (taste)
and tactile (touch) and integrating them. HBC is a concept that includes all the five
sensible features of data ranging from identifying digital to broadcast and allows to
have the extra attractive, expressive, holistic and representative to transport all the
data between people and also between the machine-to-human (M2H) or IoT. Other
sorts of applications are augmented reality, virtual reality, gaming and virtual pres-
ence. HBC-based social schmoozing applications also exist with the new framework
and would undergo extreme changes to compete with other technologies [4].

Due to the advancements in recent technologies, communication enables the
individuals to have interconnections using the media (optical) and speech (aural).
These communications are established through their auditory and optical senses.
The challenges faced by the sensory features are far away from reality. HBC helps
to stabilize the transmission of data through tactile, olfactory and gustatory. It
also aids to communicate through the communication techniques for more of the
human sentiment-centric data. In the future, innovation ideas or concepts promote
the strategy of holistic communication [5].

6 Limitation of Existing Models

As per the studies of the various Holoportation techniques and models, the challenges
are many in this field not only due to unavailability of software resources but due to
hardware constraints as well. Major hardware constraints are based on the transmis-
sion of a lot of data being collected by the camera and audio devices which requires
good data transfer rates between the communicating devices. Reason of challenge
is viewed in two faces, i.e., one is slow data transfer speed and second huge amount
of data transfer. Slow data transfer speed of resources is being tackled and to a good
data transfer rate have been reached but still not suffice and unavailable in all areas
around the world. A huge amount of data transfer may also suffer from network
lag spikes and dropouts of the signals which will lead to disruption in reproduced
Holoportation on the receiver’s end.
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7 Proposed System

In the past few years, researches on Holoportation are increasing slowly. Although
it is in its infantry state, the results are promising and encouraging. Despite many
challenges related to hardware, software, network bandwidth, network speed and
network errors, the researchers are overcoming them in steps. In this work, the
network error which might occur during the data transfer is being addressed. The
error on the network may occur due to many reasons but they can lead to any of the
two discrete states, viz. “SPIKE” or “DROPOUT”. The complete proposed system
will be required to be applied on both source and receiver ends as follows:

1. Sender’s End:

a. The camera or other capturing devices will be collecting information to be
used for Holoportation.

b. The collected information will be sent to a device where the information
shall be divided into chunks and stored in a data queue for re-transmission if
receiver demands it again.

c. The transmitter will send data chunks over the network toward a receiver.

2. Receiver’s End:

a. Received chunks of data shall be stored in a data queue.

b. The preprocessor unit will fetch the data chunks for filtering and 3D
modelling one by one.

c. The preprocessor will analyze the data chunks and will mark them as
“CORRECT”, “SPIKE” or “DROPOUT”.

. The preprocessor will send the marked chunks to the filter.

e. The filter will send data chunks to the 3D modeller for creating 3D models
at the receiver which are marked “CORRECT” by the preprocessor.

f. The filter will drop any chunks marked as “SPIKE” or “DROPOUT” and will
proceed to work on next chunks of data (Fig. 3).

The preprocessor will use the algorithm to mark the chunks to be “CORRECT”,
“SPIKE” and “DROPOUT” based on the following:

a. The preprocessor will analyze “n” data chunks from the data queue.

b. It will apply parameters for analysis based on the previous “n/2” chunks and next
“n/2” chunks for chunk under preprocessing.

c. Parameters will be decided based on the bit patterns.

d. If the bit patterns are very different from previous and next chunk bit patterns
and most of them are negative, then chunk will be marked as “DROPOUT”.

e. If the bit patterns are very different from previous and next chunk bit patterns
and most of them are positive, then chunk will be marked as “SPIKE”.

f. If the bit patterns are having similarity with previous and next chunk bit patterns,
then chunk will be marked as “CORRECT”.
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Fig. 3 System flow of the proposed work

8 Conclusion & Future Scope

Holoportation technique is currently in its infantry state but is very much promising
for the future of the communication systems where human will be sitting virtu-
ally, participating in different events, attending meetings and many more. This has
several challenges which include hardware, software and networking-based chal-
lenges. Researchers are working hard to tackling problems. The proposed work in
this paper has been focused on network errors-related problems and by taking the
advantage of human behaviour and different persisting nature of senses of the human,
problems related with the network can be handled and will affect accuracy and perfor-
mance of the Holoportation. The system is expected to have high accuracy and low
latency as it is applied end to end no extra burden on the network has been imposed.

The work can be enhanced in future to include more parameters in the prepro-
cessing state for marking the data chunks; variation of chunk sizes can also be tested.
Actual implementation can further lead to add some fundamental changes in the
process and parameters.
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Sixth-Gen Wireless Tech with Optical )
Wireless Communication i

Alex Mathew

Abstract Fifth-generation (5G) communication is about to arrive. It has too many
features than existing Fourth-generation (4G) communication. And then later Sixth-
generation (6G) communication will arrive having the features of artificial intel-
ligence in it. In 5G, many things need to be upgraded and improved like more
system capacity, higher data speed, and quality of services. This paper is about Sixth-
generation (6G) technology with wireless communication. It contains the discussion
of new technologies like artificial intelligence, optical wireless technology, and also
the required technology for 6G communication and challenges to achieve this target.

Keywords 5G - Al - Sixth generation - Optical wireless communication

1 Introduction

Today, everything is connected with the Internet known as the Internet of things
(IoT). So, with the development of applications like IoT, artificial intelligence (Al),
and virtual reality, there is a huge volume of traffic. It has increased from 7.462 to
5016 EB/Month in 20 years [1]. It shows the importance of improved communication
systems. It has affected every sector of society, such as health, industry, education,
road, smart life, and many other things. Hence, to meet these requirements and
support these applications, 5SG was introduced. It has a high data rate with reliable
connectivity. It has many new features like the millimeter wave and the optical
spectra. 5G communication is the next and very advanced level of 4G communication.
But the technology is growing at a very faster rate. Certain devices need beyond 5G
as they require higher data rate virtual reality which is one of them. It is believed that
5G will reach its goal in 2030. And then, 6G will be introduced with much higher
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data rates and many new features. The main key factor of 6G communication is that
it will support all past features and high reliability.

2 Discussion

Sixth-generation (6G) communication is the future in the communication sector. It
supports all the existing features of other communication such as high reliability,
less energy utilization, and high connectivity. It will also add new technologies such
as Al, smart devices, autonomous vehicles, sensing, and 3D mapping. The most
important features of 6G are its high data rate (Figs. 1 and 2).
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Table 1 Reference [14]

Issue 2010 2020 (Predicted) 2030 Unit
Mobile subscriptions 5.32 10.7 17.1 Billion
Smartphones subscriptions 0.645 1.3 5.0 Billion
M2M subscriptions 0.213 7.0 97 Billion
Traffic volume 7.462 62 5016 EB/month
M2M traffic volume 0.256 5 622 EB/month
Traffic per subscription 1.35 10.3 257.1 GB/month

The 6G will improve the quality of services as well as it will also protect the
data. It is estimated to be 1 Tb/s of data rate [2]. It is designed to provide wireless
connectivity which will be 1000 times greater than 5G [3]. The most exciting feature
of 6G is Al support terahertz band (THz), optical wireless communication (OWC),
3D networking, and wireless transfer.

The growing trend of mobile communication is shown below. It shows the new
generation of communication, and it compares the use of mobile in connectivity
in 2010, 2020, and 2030. It is believed that the mobile to mobile subscription will
increase 33 times in 2020 and 455 times in 2030 as compared to 2010. It is also
expected that the global traffic volume will also increase 670 times in 2030 compared
to 2010 (Table 1).

Till the end of 2030, it is believed that 5G will not be able to meet the requirements
of the market. So, 6G will be introduced to fill the gap between 5G and market
demands. The main objective of the 6G system is high data rates, high connected
devices, global connectivity, low energy use, high reliability, and Al It is estimated
that 6G will be integrated with satellites.

The 6G will have many technologies in it. Some of them are:

Artificial intelligence 4G does not support Al and 5G supports only partial Al
However, 6G will support Al fully. The introduction of Al will improve efficiency and
reduce the communication delay [4-8]. Al will also play an important role in interac-
tion with machines. Al based communication needs lots of supported metamaterials,
smart structure, and networks.

Optical Wireless Technology It is one of the main features of 6G communications. It
will enable all the devices to access networks. OWC technologies are practices in 4G
communication and are more likely to meet the demand of 6G communications. OWC
technologies such as light fidelity, visible light, and optical camera communication
are based on optical band technologies [9—12]. It is on the progress to enhance these
technologies. Communication in optical wireless technologies will be more secure
and safer. It will also provide high data rates with low latency. One of its main
technologies is LiDAR. It is based on the optical band. It is used for 3D mapping in
high resolution in 6G communication.
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2.1 Advantages of Optical Wireless Communication

There are many advantages of OWC in 6G communications. Some of them are:

e [t does not require any spectrum license to use the band of 380 and 780 nm.

e It has a huge bandwidth of 400 THz. So, the data rates in it will be very high up
to 1 Gbps.

e [t has a more secure system for indoor, and the optical wave cannot pass through
the walls. So, the signal cannot be heard by others.

e [t does not require any extra components. The transmission and reception are
available at cheap cost.

e [t can also be used for illuminations.

2.2 Indoor Applications

Optical wireless technology supports a wide range of indoor applications. These
applications have, but are not bound to,

Indoor networks: This application is used to connect OWC to devices inside an
office, homes, hospitals, hotels, and many more things. It supports devices having
less distances between transmitter and receiver. It can also be used to transfer the
data of a patient to any storing devices. This application requires high security.

2.3 Outdoor Applications

Optical wireless technology supports a wide range of outdoor applications. These
applications have and are not bound to,

e Wireless sensor networks (WSN): OWC can be used to recharge the battery of
the sensors in WSN. These transmitters are small in size and can be fixed in any
sensors. It can also be used to increase the transmit power and thus increase its
reliability of the WSN.

e OWC also provides communication between wide ranges of vehicles. This comes
into effect by using the front and taillight of the vehicle. So, it requires high
network coordination.

e Due to high-speed rate in OWC, it can be used to connect with satellites in space.
OWC has a data rate of 400Tbps.
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3 Challenges and Future of 6G

6G communications are the demand of the future. But to implement this 6G
completely, many technical problems are needed to be solved. Some of the possible
concerns are:

High absorption of THz in the atmosphere: More the frequencies, more will be
data rates. However, it has a major challenge of long-distance data transfer because of
atmospheric absorption. So, to overcome this challenge, the receiver should be able
to operate at high frequencies. It should also be able to use the complete bandwidths,
so it must have THz band antennas. Safety of people is also important in THz band
communications.

3D networking: Since the 3D networking has extended in upward direction, a new
dimension was added. Moreover, a new technique was also introducing for resource
management and optimization for mobile support, routing protocol, and many other
essentials. So, it needed a new network design.

Heterogeneous hardware constraints: It includes many types of a communica-
tion system such as frequency bands, communication topologies, and so on. These
all are involving in 6G communication. Different devices have different hardware
configurations. So, a more complex structure is required which will also complicate
the communication protocol and algorithm design. It will be a major challenge to
integrate everything into a single platform.

Autonomous wireless system: The 6G system supports automation system like
an autonomous car, UAVs on Al [13]. To execute these services, many subsystems
are also required such as machine learning and machines of system. So, it becomes
a challenging part.

Modeling of frequencies: Frequencies have few characteristics due to which
absorption and dispersion effects are seen. Therefore, it has a complex channel band,
and also it does not have any channel model.

Device support system: 6G communications will have lots of features, so devices
must have the capability to support those features. These new features mainly include
Al XR, and sensing. So, it is believed that the cost of new devices will be high as
compared to current devices. To overcome this challenge, devices which are used in
5G communications should also be compatible with 6G technology.

Backhaul connectivity: 6G has a very high density of access networks. It supports
high data rate connectivity. Backhaul networks be ingused to connect the access
network to a core network for a large amount of data. The optical fiber and FSO are
used for backhaul connectivity.

Spectrum and interference: The resources in spectrum and interference are very
low. So, it is very important to manage 6G spectrum and its technique. Then only,
maximum resource utilization would be possible.

Beam management: Beam forming does support high data rate communications.
However, in the THz band, it is a major concern because of its propagation character-
istics. Therefore, beam management in unfavorable condition would be a challenging
task for massive MIMO systems.
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4 Conclusion

Every generation of communication has brought a revolution. The 5G communication
has also come up with many new and exciting features which will meet the demand
of the market for next ten years. However, 6G will be active then to meet the further
demand of the market. It is still in the study phase. This paper has shown the lights
to the future of 6G communications. The possible challenges and OWC are shown
in it. Besides working theoretically on 6G, many technologies have been introduced
that could be used for 6G communications.
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Intuitive and Impulsive Pet (IIP) Feeder m
System for Monitoring the Farm Using e
WoT

K. Priyadharsini, J. R. Dinesh Kumar, S. Naren, M. Ashwin, S. Preethi,
and S. Basheer Ahamed

Abstract In this rapidly changing environment, caring for the pet is emerging as the
prime need of PCS. Generally, the pets rely on their owners for both food and shelter.
In the absence of their caretakers, their caring will be worst. The root cause for this
problem is the lack of care on pets and believing that the pet feeding device will
compensate this challenge. Pet feeding (PCS) occupies the major part of this paper,
and the controlling of the device was done via the voice comment, which may generate
using Google Assistance. This project will perform a research on the possibilities for
deploying novel technologies to communicate and control and make the interaction
between pet and owner by using the Internet of Things [IoT] model. The recent
innovation in feeding system has leveraged advancement in the pet utilization. This
major constrain is controlling the pet through virtual mode. This may uplift by using
the fixing vision-based systems, which could help the pet to see their owners and
follow their comments. In addition, this project has the robot design at the base. The
feeding section is placed on the top of the robot in order to sense the movement of the
pet in the house and timely monitoring with the food delivery. This system creates
the texture by extracting the type of the pet and controls the metallic gallon in which
the food has been placed. Once the food level is low, a notification will be sent to
the owners via MQTT protocol, and through this M-app, user can identify the rate of
changes in the taking nourishment to the pet via graphical representation. The graph
variation could also help to diagnose the problem associated with the pet’s health.
Henceforth, this system becomes more suitable for the farmhouse, where large no.
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of the pets should be taken care at the same time and also to monitor them, which
are at a different level of food consumption.

Keywords WoT - IoT - Pet feeders - MQTT - Google assistance

1 Introduction

The modern era of technology changes our life as much faster [1] and every new
invention supports the different live beings of the earth [2, 3]. This paper is focused on
caring of pet animals with automatic alert on feeding system to them based on WoT.
This paper will give the ideal solutions for employees who have left their lovable
pet animals in their home. Spending a separate time to feed pets on this busy life is
difficult to overcome that problem [4], and our project helps to minimize the pressure
faced by owner in feeding their pets on time. This pet feeding system is completely
equipped for caring for the pet to the health concern process [5]. The process of this
project is divided into modules for monitoring the pet with the automated system on
feeding, which could be done with the Google Assistance (Fig. 2).

Catching convenient data, utilizing setting data, and communicating straightfor-
wardly by a physical item are the fundamental solicitation in this modem world with
the versatile customer. That is the principal use of the Web of things (WoT). That is,
the IoT gives guidelines and strategies to operate the object in reality. There are a few
methodologies for the arrangement of users, which make such associations as could
reasonably be expected. A few researchers and people groups state that when setting
off to a recreation center toward the end of the week, there are more individuals
walking pets and taking their children to park. Designing the autonomous system
for the pet feeding gets significance as the market, and the associated business with
this is tremendously high. One of the research surveys predicts the US market on
pet service (PSC) and care unit took nearly $4.68 Billion between 2014 and 2016,

ags 508 [l
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Fig. 1 Research survey on pet care service in the U.S. market
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and it was 363 Million in 2005-2016 (Fig. 1). With a short period, the market rate
has got a peak, and in future, the overall amount on spending toward pet care service
increases by 10%; the probability of the growth rate of PCS is shown in (Fig. 1). In
the US, not only almost all the inner and outer part of the world is looking for the
PCS unit and ready to spend a huge amount. Especially, Europe and Asian area are
a more promising and potential place for PCS.

Henceforth, this trend is accounted for by the pet care services (PCS). This paper
aims to build the strong relationship between the pet and its owner by virtually. Even
in the absence of the owner, the pet should be taken with utmost care. The modern
technologies have different modulus [5, 6] on supporting segregated parts of them.
One of the objectives is to cumulative the different process on PCS and convert them
as more optimized one. It means making them as independent, relay on the other PCS
support, consumes lower power, energy-optimized one, easy GUI [7], sensor nodes
connected, easy access of data, and control. The evergreen trend on communication
is controlling the device remotely by the Personal Assistant Devices (PAD). The PAD
has a wide variety based on their configurations and the communicating network, and
mostly this device will follow the adhoc-based networks which could communicate
with base stations frequently. Therefore, our proposed model follows the principle of
communication through WSN [8, 9], and all the devices are closely connected with
owners, and also the signal integrity problem and handoff problems on the traditional
devices can be overcome by this. This [oT-WoT based setup will eliminate the major
supports of PCS [10], in which master will give the comment, the device associated
with them will act as a slave, and it is like controlling the pet virtually. Almost the
sensitivity part of this model design is using the camera [11] and type of material for
delivering the food and carrying the water dispenser, which could not affect the pet
and also could not get damaged by the pets. Upcoming sections describe the existing
technology used in PCS and followed by the system architecture explanation with
the experimental setup.

2 Study of Existing Methodology

(a) RFID Technology: One of the familiar and ancient technologies in tracking
people in the indoor environment is RFID, since its low cost. This RFID [3,
11] based systems will use the RF tags to capture the information about the
object movement in a defined limit. This system overcomes the drawback of IR
based sensor for finding the dynamic movement in a door entrance. Initially,
this looks good, and even different tags could be connected with the pet to track
the movement inside the home. However, due to electromagnetic interference,
it could fail to track. Another approach has been developed to come across this
bug via EPC global connected architecture [11]. It uplifts the process of sharing
the information with the pet’s owners. The system was mainly used to realize
collaboration between participants in terms of creating communication between
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(b)

(©)

(d)
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them with the fullest cooperation and coordination. The EPC based models help
to connect different adhoc pet owners to a single point of access (Fig. 2).

This could create a problem on the overlapping of the signal that could lead to the
wrong window on an exchange, and the RF tags are limited to the range. So, the
user always has to see their surrounding limits where they can communicate with
the device without interference, and this makes the oriented figure of pattern to
improve the performance and seamless information flows. Another technology
was implementing pet feeders equipping with a camera, which is functions as
allowing the users to monitor the behavior of the pet and its activity in a home
from the workplace or somewhere out of home locations with uninterrupted
streaming video in smart mobile. By using the monitoring device, the user can
observe the behavior of pets only in the direction where the camera is focused.
But, these machines were stable, so the pet movement cannot be tracked beyond
the camera angle. Henceforth, it gives less precision on tracking the behavior
of pet in the home. Another article on automated feeding process is based on
the monitoring. The group of researchers develops it. The objective is to feed
pet [11] anytime by using the special software application. It requires a huge
investment, and also it sets the pet’s mealtime. For example, it can be set up to
09 feed for the pets [11]; the pour food settings allow users to feed their animals
any time since it uses program-based feeding system at the fixed time; it failed
to read the food requirement of pet since the feed time are frequently altered.
The taking care of cat likewise speeds down as indicated by breed type to define
the eating speed. The feeder works with sauce food and oats. Shockingly, the
level of the feeder does not show the sum of food left within the bowl.

Pet net Smart Feeder: It requires a wireless router of 2.6 GHz [11, 12]
frequency. Use the Pet net software to say about what breed, age, height, weight,
and activeness of pet, and it will recommend specific set off level to feed the pet
in the desired format. A specialized smartphone application is available in the
play store [12] and app store which can be downloaded. One owner can control
only a single animal at a time.

Petzi Treat Cam: A feeder which can connect with the owner and feed our pet
from all over at intervals the world is shown in Fig. 3. The Petzi Treat Cam
[11] helps you connect at the side of your pets get through. Usually often not
a wise feeder for meals, except dispensing treats to our pets throughout the
day. Through the mobile app [13], the user can interact with their pet even in
their absence. The recording is spot on with this. It has the camera, so all the
movements can be captured by this and can be viewed by the user.

Pet cube Pet recorder: Feed pet from anywhere [12]. Feed your pet from
any distance in the world, or set automatic feeding from the Pet cube software
application. The camera [11] used in this product uses the ultra-wide angle to
record the video with the high definition. It has three stages as (i) Controller—
for the feeder which can be controlled only through the Pet cube software and
Amazon Al (ii) Food throwing—the food is thrown at a distant to make the pets
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Fig. 2 a Pet safe, b pet net smart feeder, ¢ petzi treat cam, and d Arf pets automatic feeder

Fig. 3 Block diagram of
system
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active and playful with their owner. (iii) Amount of food—the food is limited
by the size and shape to make it sufficient enough on all day. The imitation of
this device is communicating [14] with user, and the food delivery is limited
which cannot be adjusted once it is fixed.

(e) Arf Pets Automatic Feeder: Programmed pet feeder makes [11] taking care
of issue free for pets to get their sufficient nourishments to make them fit and
sound in Fig. 3b. Arf Pets Automatic Feeder are intended to set the hour of six
times each day [11, 15]. The pet feeder likewise has different other extraordinary
highlights to set the time and set the degree of food that should be filled in the
bowl, and the distributor additionally is uniquely intended to change the degree
of an outlet with the goal that the measure of food poured can be controlled.

The different technology [11] has been implemented to feed the pet in an effective
manner, but the main objective of the pet care is not satisfied, and these models were
found effective for an animal, and it is not suited for more than two pets; hence, these
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models are not suitable for the farmhouses. Our system design was defined in next
section to overcome the various drawbacks quoted in these sections.

3 Proposed Methodology

The proposed scheme has a two objective as designing a remote-control system and
movement is based on [5, 14] wheel locomotion robot which is furnished with a
vision-based camera along with the auto-feeding system for the required level of
food and water. This setup makes the users receive the image captured by the vision
system via a smart mobile, yet additionally to control its gesture through MQTT [10,
14] to achieve the basic need of the pet feed when it is controlled via remote location,
alsoitcould be developed for water supply alone. The scheme of pet feeder care (PFC)
connection is shown in Fig. 3. It defines the way how the basic components of the
pet feeder circuits are connected. The main blocks are LCD, 12C module, Google
Assistant, and servo motor.

The I2C is used to communicate with the devices and has high speed communi-
cation of data transfer, and the servo motor section controlled the feed section of the
system. In this, servo motor is highly précised one with the control of food delivery
to the particular per. The vision-based system is used to identify the type of pet.
The backend support of image processing is used to extract the information about
the particular animal, and it performs the computations [16, 17] to show the level of
food to be feed to the animal. According to this commend from the Arduino, the servo
motor is acted to provide the food in load cell chamber, and simultaneously, the food
weighted is calculated and sent to the control unit. The more understanding of the
system is developed as shown in Fig. 4. The entire block diagram is defined for the
communication between Arduino board which was controlling the motor section.
The wheel mechanism control section is connected to the wheels of the robot, in
which the mechanism is defined for a robot to move in different surface without any
flaws. Another block is Node MCU ESP 8266 [5]-based system which is connected
to the cloud for the data communication. Another sensor is associated with the setup
which is laser range finder. The laser range finder sensor is used to identify and
measure any obstacle or object that is between the feed robot and real-time environ-
ment. By using this sensor, our robot gets easily deviated from hitting the obstacle in
the path. The relay switch is for transferring the type and level of food to be delivered
to the different types of pet and relay-based switches.

If any pet lovers wish to bring up more than two pet in the same place, this switch
will be helpful to identify the type of animal and provide different feeding to them
and monitor the health condition [18]. The driver mechanism is based on the wheel
locomotion type. One of the most familiar mechanisms used in the robotic industry
is based on the wheels only. The wheels are driven by the driver IC LP293D [5].
This base robot has more dynamic stability and can able to hold the max of 2-2.5 kg
of food. The level of stability is ensured by the four different wheels where each
wheel is communicated with Arduino via motor driver IC [19, 20]. The standard
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Fig. 5 Block diagram of robot design

fixed wheel [8] is used rather than Swedish wheel because of the environment where
this robot is being used that is based on the smooth surface, and especially the friction
loss and wheel dynamic losses are reduced when the system wheel is connected in a
synchronized way. The front wheel sections are steering type, and the steering type
is controlled by the signal generated from the wheel speed sensor which could be
communicated with the wheel via controller (Fig. 5).

There are numerous approaches to actualize a pet feeder, you can set it to top off
the bowl at a specific time, and you can order it to fill up whenever the bowl gets
vacant, or possibly to give your canine food after they follow a lot of requests that
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you instructed them to be trained. In this particular task, the command instruction is
given by the user through voice command by the platform Google.

In addition, it is also decided to add the option for user defined to feed the pet at a
specific time interval. The combination of MQTT [7] and IFTTT [8] in Fig. 6 is used
to integrate a seamless connection between user and pet feeder. After the instruction,
the received the servo motor is activated.

3.1 Hardware Implementation

The schematic diagram of pet feeder is shown in Fig. 7. The common pins such
as V. and GND pin of servo motor, LCD, and I2C [5] are connected to the node
D1 and D2. The remaining pins of I’C like SCL and SDA pins are connected with
NodeMCU receiver and data transmitter sections. The prototype of the pet feeder
model is defined for the two or more pet is shown in Fig. 8. Where the metal body
is used for the food container with a food bowl to store the food, and it has the
internal separation of a block through which the different food is delivered to the
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Fig. 7 Schematic of pet feeder
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Fig. 8 Portable pet feeder model and level of display
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Fig. 9 Hub system and MQTT connections

corresponding pet, and this task are done based on the type of features taken from
the vision-based systems (Fig. 9).

The servo motor is directly attached to the outlet of the food container. The display
and controller placed on the board and display are shown below.

3.2 System Implementation

The pet feeder contains various components such as Google Assistant and servo
motor which are used to send the data and receive data from the cloud through MQTT
[7] and IFTTT. All the necessary commands and actions are stored by Adafruit IO
server to make the working process easier as predicted in Fig. 10. Figure 11 shows
the voice command given by the user which is stored in the cloud to make the actions
work. Out of several protocols proposed for MOM/IoT applications, the MQTT [14]
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and CoAP are widely used because of its error handling capacity. MQTT is a weight
free and using broker protocol which is beside the TCP/IP for M2M connectivity
with 8-bit and 256 RAM controller. Usage of MQTT is provided with low bandwidth
[8, 14].

MQTT Client: The client will send and receive from any microcontroller system.
The client of MQTT can produce or collect the telemetry data by connecting to the
server. When it is declared as publisher, the data can be viewed. For example, left
food in the tray is 32.86 g or current feeding amount is 22.15 g. The reason behind
the implementation of MQTT for this project is security, and it has better efficiency
in WoT devices and machine-to-machine communications; also it is easily adopted
to real-time signal [21] absorption and quick response to the sensory unit changes.

Corresponding library files are installed to make the use of the communication
between client and server via the intermediate hub as shown in Fig. 10. A broker is
the central device that plays a role of transferring the message from the client to the
respective subscriber [13]. When information in a text format is iterated from the
client, the broker could search for the topic on handout, and this can even handle up to
10,000 messages simultaneously. The user name and password given by the MQTT
client will be the first process by the broker. After checking, the broker will initiate
permission for the client whether to restrict or publish the data. For further communi-
cation, TLS and SLS encryption are used. With the publish/subscribe pattern, MQTT
[8, 14] is used in various communication. The broker has also the additional capa-
bility of queuing the message when the client is not connected. Then, the client
message will be released when the subscriber is ready. Figure 10 flowchart explains
the working of the pet feeder. The process starts with the voice command given by
the user to Google Assistant as “Ok Google, feed my pet.” Then, the Wi-Fi checks
whether the device is on or not. If the device is on, the further process goes as the
timing inside the microcontroller is being activated and makes the servo motor open
and close in the specific time to dispense the food, Table 1 shows the average amount
of the meal that the dog can consume and the left out in the tray. Table 2 represents
the meal consumed by the pet. The Google Assistant sends the word phrase which
is being created in IFTTT as an applet where the certain keywords are triggered to
make some specific action. The phrases are sent to Adafruit IO server as on/off data
to process the task. The on/off is made into binary as 1 and 0 which is received by
the NodeMCU to control the servo motor to dispense the food in the bowl.

The prototype model is tested, and the results were tabulated with the level of
food delivered and at different time slots. Initially, for the prototype model, the limit
is specified as 2 on initial days, and day 3 is meant for the pet owner who is out of
the station for more than one day, it will automatically change its feeding type as 4
per day. However, this function is done based on the comment received from the user
through a GUI or mobile app. The level of food consumed by the different species
is listed below with the classification for adult and kid.

Google Assistant can move information to MQTT [8, 14] convention by a cloud
worker setup by Adafruit IO. This cloud worker, the End client application, can create
a correspondence between the cloud as the consequence of an associate procedure.
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Table 1 Food amount per meal

No. |Prediction date | Taking nourishment per meal (g)
and hour
Pattern hour Craving food | Halted food in | Current taking
amount box(80) nourishment

amount

1 08/04/2020 2.00 am 65.00 15.00 81.25

2 08/04/2020 8.00 pm 45.50 35.50 56.875

3 09/04/2020 1.00 pm 60.77 20.23 75.9625

4 09/04/2020 7.00 pm 40.64 40.36 50.8

5 10/04/2020 8.00 am 40.00 40.00 50.2

6 10/04/2020 1.00 pm 10.00 30.00 12.5

7 10/04/2020 4.00 pm 20.00 10.32 25.3

8 10/04/2020 9.00 pm 40.55 40.45 50.6875

9 11/04/2020 10.00 am 75.20 5.35 93.75

10 11/04/2020 6.00 pm 60.00 20.00 75.3

Table 2 Amount of food eaten by different pets

S. No. Type of pet Average food consumption per day for each pet (g)

Adult Kid
1 Dog 200-800 50-200
2 Cat 150-450 50-100
3 Rabbit 200400 20-100
4 Hamster 100-200 50-100
5 Guinea Pig 150-250 10-100

For that reason, an applet is required that permits the IFTTT [7] to make activities
and results in bringing certain procedure or work. Figure 12 shows the feed record.
Consequently, this venture IF THEM THAT to make another activity where the
client says a particular voice state is said Google Assistant. Pet feeder has built up an
association with the Web worker of ESP§266 NodeMCU module of around 12 pins.
The esp8266 accompanies NodeMCU module. NodeMCU will host and control the
correspondence with MQTT convention.

This Wi-Fi module likewise underpins correspondence with encryption. There-
fore, it switches the modes from “0” (which sets up correspondence without encryp-
tion) to “1” (made sure about correspondence). NodeMCU gets order from Web
cloud and sends it to servo engine by SCL. This order is then scrambled by servo
engine, so it can work the specific activity characterized by the client. In taking care
of the procedure, the client provides the voice ordering through Google associate.
The Google associate imparts the order to MQTTT [10] and IFTTT to trigger the
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Fig. 12 Feed record

particular activities which are now coordinated in the worker to play out the assign-
ment. Sometimes, the amount of food feeding exceed the amount of food which
is defined by the user, so this is one of the disadvantages, Where the code inside
the microcontroller has set that the measure to open and close of the servo motor
can drop around 75 g in a single open. There are odds of getting cereals blocked in
the pipeline prompting disappointment in the feeding process. In down to bowl, the
servo motor can naturally diminish the blockage of food stuck such halfway open
and close.

This pet feed system can be implemented in a farmhouse to support the farmer
to monitor and feed their animals in the farmhouse as shown in Fig. 13. The most

Fig. 13 Automated pet feed systems in farmhouse
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tedious process in the farm for owners is in maintaining the hygienic and equal food
delivery to the large area of them. So, by implementing this pet feeder system in
the farmhouse, it will help to identify the deficiency of food delivered to the pet and
behavior of the pet, and isolate the affected pet before it starts to spread which will
help to improve the yield and their economic with low investment at initially.

4 Conclusion

Pet feeding framework is regularly handled by transfer information to Google partner
with cloud and NodeMCU, and that they move the data and orders with MQTT
convention. For secure and quicker transmission, Adafruit IO was utilized all together
that the correspondence between Google aid to cloud and NodeMCU is consistent and
precise. Pet feeder is often made bigger using longer chute and tank to reserve the pet
food/cereals. This app could further progress with features, like a free-rolling camera
on 360°, implementation of Al for smarter feeding system, and water dispenser for
brand-spanking devices. By implementing these devices in the farmhouse, economic
support to the farmers can be provided which help to develop the nation’s production
and export in animal and boost the research associated with them. The feature of smart
farming depends on the way technology it is using, and this project has encountered
the problem of signal interference when it is implemented for the larger farm areas.
Henceforth, this area has to be focused in future to utilize this technology which is
well-defined manner to build the strong nation in farm—agriculture.

References

1. Dinesh Kumar, J.R., Ganesh Babu, C., Balaji, V.R.: Analysis of effectiveness of power on
refined numerical models of floating point arithmetic unit for biomedical applications. IOP
Conf. Ser. (2020)

2. Priyadharsini, K., Yazhini, V.: A novel methodology for smart soil management and
health assessment system to support the contemporary cultivation using Al on mobile app
environment, vol. 7s (29). IJAST (2020)

3. Priyadharsini, K., Nanthini, N., Soundari, D.V., Manikandan, R.: Design and implementation
of cardiac pacemaker using CMOS technology. J. Adv. Res. Dyn. Control Syst. 10(12-Special
Issue) (2018). ISSN 1943-023X

4. Own, C.-M.: For the pet care appliance of location aware infrastructure on cyber physical
system. Int. J. Distrib. Sensor Netw. 8 (2012). https://doi.org/10.1155/2012/421259

5. Kranz, M., Holleis, P,, et al.: Embedded interaction interacting with the internet of things. IEEE
Internet Comput. 14(2), 46-53 (2010). https://doi.org/10.1109/MIC.2009.141

6. Dinesh Kumar, J.R., Ganesh Babu, C.: Performance investigation multiplier for computing and
control applications. J. Adv. Res. Dyn. Control Syst. (2019)

7. Hunkeler, U., Stanford-Clark, A., Truong, H.L.: MQTT-S—a publish/subscribe protocol for
wireless sensor networks. In: Proceedings of the COMSWARE 08


https://doi.org/10.1155/2012/421259
https://doi.org/10.1109/MIC.2009.141

Intuitive and Impulsive Pet (IIP) Feeder System ... 139

8.

10.

11.

12.
13.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Wagle, S.: Semantic data extraction over MQTT for IoT centric wireless sensor networks. In:
2016 International Conference on Internet of Things and Applications (IOTA) Maharashtra
Institute of Technology, Pune, India 22 Jan—24 Jan (2016)

. Dinesh Kumar, J.R., Priyadharsini, K., Yazhini, V.: Performance Metric Interpretation on

Handwritten Digit Recognition Using Neural Networks, vol. 7s (29). IJAST (2020)

Light, R.A.: Mosquitto: server and client implementation of the MQTT protocol. J. Open
Source Softw. 2(13) (2017)

Berhan, T.G., Ahemed, W.T., Birhan, T.Z.: PPF—Programmable pet feeder. Int. J. Sci. Eng.
Res. (IISER) (2015)

Kim, S.: Smart pet care system using internet of things. Int. J. Smart Home (2016)

Nanthini, N., Soundari, D.V., Priyadharsini, K.: Accident detection and alert system using
Arduino. J. Adv. Res. Dyn. Control Syst. 10(12-Special Issue) (2018)

. Truong, H.L., Stanford-Clark: MQTT For Sensor Networks (MQTT-SN) Protocol Specifica-

tion, MQTT Documents (2013)

. Soundari, D.V., Padmapriya, R., Thirumariselvi, C., Nanthini, N., Priyadharsini, K.: Detection

of breast cancer using machine learning support vector machine algorithm. J. Comput. Theor.
Nanosci. 16, 441-444 (2019)

Priyadharsini, R., Mr. Mahesh Kumar, H.: Effective power optimization of CMS scheme. Int.
J. Adv. Res. Comput. Commun. Eng. 3(2), February (2014)

Kumar, J.R.D., Babu, C.G., K.S.P.: Performance analysis of 16 bit adders in high speed
computing applications. In: 2019 International Conference on Advances in Computing and
Communication Engineering (ICACCE), Sathyamangalam, Tamil Nadu, India, pp. 1-7 (2019).
https://doi.org/10.1109/ICACCE46606.2019.9079985

Dinesh Kumar, J.R, Priyadharsini, K., Ganesh Babu, C., Soundari, D.V. Karthi, S.P.: A novel
system design for intravenous infusion system monitoring for betterment of health monitoring
system using ML- AL J. Int. J. Innovative Technol. Exploring Eng. (JITEE) 9(3), 2278-3075
(2020)

Parvin, J., Rejina, S., Gokul Kumar, A., Elakya, K., Priyadharsini, Sowmya, R.: Nickel mate-
rial based battery life and vehicle safety management system for automobiles. Mater. Today:
Proceedings (2020)

Priyadharsini, K., Little Judy, A., Mohan, K., Divya, R.: Design of an integrated circuit for
electrical vehicle with multiple outputs. Int. J. Pure Appl. Math. 118(20), 4887-4901 (2018)
Maheshkumar, H., Priyadharsini, K.: Self time regenerator for signaling scheme authors. J. Int.
J. Adv. Res. Comput Commun. Eng. 3(2)

Al-Fugaha, M., Guizani, M., Mohammadi, M., Aledhari, Ayyash, M.: Internet of things: a
survey on enabling technologies, protocols and applications. IEEE Commun. Surv. Tutor. 17(4),
2347-2376 (2015)

Yick, J., Mukherjee, B., Ghosal, D.: Wireless sensor network survey. Comput. Netw. 52(12),
229, 230 (2008).https://doi.org/10.1016/j.comnet.2008.04.002

Karyono, V.K., Nugroho, I.H.T.:Smart dog feeder design using wireless communication,
MQTT and Android client. In: 2016 International Conference on Computer, Control, Infor-
matics and its Applications (IC3INA), pp. 191-196. Tangerang (2016). https://doi.org/10.1109/
IC3INA.2016.7863048

Priyadharsini, K., Dinesh Kumar, J.R., Ganesh Babu, C., Surendiran, P., Sankarshnan, S.,
Saranraj, R.: An experimental investigation on communication interference and mitigation
during disaster using lifi technology. In: 2020 International Conference on Smart Electronics
and Communication (ICOSEC), Trichy, India. pp. 794-800 (2020). https://doi.org/10.1109/
ICOSEC49089.2020.9215280

Dinesh Kumar, J.R., Ganesh Babu, C., Balaji, V.R., Priyadharsini, K., Karthi, S.P.: Perfor-
mance investigation of various SRAM cells for IoT based wearable biomedical devices. In:
Ranganathan, G., Chen, J., Rocha, A. (eds.) Inventive Communication and Computational
Technologies. Lecture Notes in Networks and Systems, vol. 145. Springer, Singapore (2021).
http://doi-org-443.webvpn.fjmu.edu.cn/10.1007/978-981-15-7345-3_49


https://doi.org/10.1109/ICACCE46606.2019.9079985
https://doi.org/10.1016/j.comnet.2008.04.002
https://doi.org/10.1109/IC3INA.2016.7863048
https://doi.org/10.1109/ICOSEC49089.2020.9215280
http://doi-org-443.webvpn.fjmu.edu.cn/10.1007/978-981-15-7345-3_49

140 K. Priyadharsini et al.

27. Kumar, J.R.D., Dakshinavarthini, N.: Analysis and design of double tail dynamic comparator
in analog to digital converter. [IPCSC 7(2) (2015)



Machine Learning Algorithms m
for Prediction of Credit Card oo
Defaulters—A Comparative Study

Sunil Kumar Vishwakarma, Akhtar Rasool, and Gaurav Hajela

Abstract The prime goal of this study is to predict the accuracy of the classifiers
predicting the default credit card customers in Taiwan. Since the last few years, the
transactional companies are providing loans to their customers on their credibility,
but they suffer from the default customers’ payments. It is difficult to predict the
accuracy of real credit card customers who are going to be the next default. So,
various classification methods including boosting methods and some other methods
to predict the probability of default are studied. The accuracy of different classifiers
is calculated by using the confusion matrix and area under the curve (AUC) and
compared with other classification techniques.

Keywords Banking - Data mining - Classification - Machine learning

1 Introduction

In the late 90s, for the expansion of business and to increase the market share, the
Taiwan banks started new bussiness-credit cards and cash cards [1]. To engage the
more customers, banks lowered the requirement for getting credit card approvals,
and the young peoples of Taiwan became the target, having not enough income
to repay the loans at time. Due to this incautious credit card lending, banks faced
bad debt, and in February 2006, the debt reached $268 billion USD, and more than
half billion people were not able to pay their loans, and they became credit card
slaves. This issue turned into bigger societal problems, many debtors and their fami-
lies committed suicide due to huge loans, some became homeless, some debtors
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involved in crime, and others could not afford to pay for their basic needs. According
to the Taiwanese Department of health report, the suicide rate in the Taiwan is the
second highest in the world, and debt is one main reason behind it. So to stop these
kind of incident, it is important to having a relevant system to classify the appropriate
customers for lending the credit or cash cards, which can save the both companies
and customers and their relationship. The right acquisition of software solutions
can help the banking-based companies to deal with these kind of situations [2]. A
statistics Table 1 of 2005 from April to September has been attached which can be
seen clearly that how much credit cards are issued and what are the delinquency rate
with their revolving money [3]. In the field of transactional systems, the companies
issuing credit cards face a debt crisis due to unexpected defaults. Different banks and
companies offer loans and sometimes over issued the credit cards and cash to non-
eligible customers [4] to raise market shares. But the problem happens when most of
the cardholders overuse and accumulate huge cash and credit debt due to overcon-
sumption. This uncertainty raises the question of the customer—finance relationship
and their confidence which is a major challenge for companies and customers. So
there is a need for a well-developed financial crisis management system where risk
prediction is upstream. The Internet of things can also be used for better manage-
ment of communication of these type of companies [5]. The prediction is possible
only if available data of financial customers are used like transaction statements of
customers, repayment information, other financial records, etc. [6]. It is important to
predict every client’s credit risk, so that the business performance can be increased
to grow the company, and damage and uncertainty are reduced. For the sake of
this, many methods have been studied such as Bayes classifiers, k-nearest neighbor,
and some boosting methods like AdaBoost, CatBoost for risk prediction. Eight data
mining techniques are reviewed (Random forest classifiers, Gaussian Naive Bayes,
K-nearest neighbors, MLP classifier, AdaBoost, CatBoost, XGBoost, LightGBM
classifiers), and their applications on credit scoring and the classification accuracy
among them can be compared and found the boosting algorithm that performs well
having the highest accuracy of the LightGBM algorithm.

Table 1 Credit card and financial information from April 2005 to September 2005

Month Card in force | Revolving balance | Delinquency ratio | Delinquency ratio
(in NT$ 1000) (3-6 months) (over 6 months)
April 44,924,431 473,665,343 2.18 0.56
May 45,147,399 470,077,082 2.24 0.52
June 45,385,369 473,539,271 2.26 0.50
July 45,472,639 480,421,836 2.34 0.47
August 45,656,778 477,656,247 2.20 0.34
September | 45,606,672 488,331,243 2.33 0.34
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2 Literature Review

Nowadays, a huge amount of information is collected in the form of text, image,
audio, or video data by the companies. The mining of collected data is important
to retrieve the useful knowledge from it for the growth and development of the
company. In transactional system companies, like in Taiwan banking system, the
forecast about the clients is very important for risk assessment [7]. So eight data
mining techniques are studied and applied them on the dataset and measured the
performance with the area under curve (AUC) with ROC chart [8]. AUC measures
the area underneath the receiving operating charts (ROC) curve from (0,0) to (1,1). It
is based on the confusion matrix. Using the confusion matrix, ROC curve is plotted
as true positive rate (TPR) vs false positive rate (FPR). TPR is the probability that
an actual positive will test positive. FPR is the probability that actual negative will
test positive that is when false alarm is raised. The curves of different models can be
compared directly, and area under the curve is used as a summary of the model skill.
AUC is scale-invariant, and it is also classification-threshold-invariant which means
it gives a quality of algorithms predictions irrespective of what the classification
threshold is given. The scale range for AUC is from O to 1. AUC infers that how well
the models can discriminate the class. If the AUC is 1, it means that the model can
discriminate the classes perfectly and AUC 0.5 means, model cannot discriminate. In
between 0.5 and 1, the discrimination power of models can be relatively compared
as greater the value of AUC gives better model performance (prediction). AUC
is O if the prediction of the model is 100% false, and it is 1 if the prediction of
models 100% accurate. The mining technique used to predict the accuracy is random
forest classifier, Gaussian Naive Bayes classifier, MLP classifier—a class of artificial
neural network, K-nearest neighbors (KNN) classifier, AdaBoost classifier, CatBoost
classifier, XGBoost classifier, and LightGBM classifier.

2.1 Random Forest Classifier

It is an ensemble tree-based learning algorithm used for classification and regression
both. It combines the result of different subtrees to decide the final class of the test
or new data object. Random forest [9] classifier runs smoothly on big datasets. It is
also effective when there is a wide portion of data which is missing and maintains
accuracy. The main cons of this classifier are sometimes overfitted for some datasets,
and it also shows biased behavior in favor of those attributes which have more levels
if they are categorical in nature.
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2.2 Gaussian Naive Bayes Classifier

Naive Bayes classifier [10, 11] is based on Bayes theorem, and it is a probabilistic
method to classify the data. The fundamental assumption of this classifier is that it
assumes that all the features are independent and every attribute equally contributes
to the outcomes. It is based on conditional probability as it gives the happening events
with condition that the other event has already occurred. Let A and B are two events,
and the probability of happening of B is not O, then the mathematical equation is
given as P(A/B) = P(B/A)P(A)/P(B). In this method, the values of each feature are
supposed to be Gaussian distribution or normal distribution. The main drawback of
Naive Bayes is the performance accuracy of the model which is strongly related to
the presumption made so for.

2.3 Multi-layer Perceptron (MLP) Classifier

MLP [12] is used mostly on labeled training data, so it is a type of supervised learning
technique, and it is a type of feed-forward ANN. MLP uses the backpropagation
method for teaching and training the model. It solves the problem stochastically,
so it is widely used in research. The main pros of MLP classifiers are that it can
learn nonlinear models, and it also learns various models using partial fit in real time
too. The drawback of MLP classifier is that it is sensitive to feature scaling, and
it requires to set different hyperparameters. Sometimes, it gives different accuracy
during validation due to random weights initialization, for MLPs having hidden
layers with non-convex loss functions.

2.4 K-Nearest Neighbors Classifier

KNN [10, 13] is nonparametric (means no assumption are made for data distribution)
and lazy learning (does not require any training data points, all training data used in
testing phase) algorithms. In KNN, K is the number of neighbors, which is the main
deciding factor. In this algorithm, each point finds the closest similar point, which
is measured in terms of distance such as Euclidean distance and Hamming distance.
KNN is easy to use and does not require to establish a model before classification.
The cons of this model are that its accuracy depends on the quality of data, a measure
of distance, and cardinality k of the neighborhood.
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2.5 AdaBoost Classifier

There are various ensemble boosting classifiers, and adaptive boosting (AdaBoost)
[14] is one of them. It is an iterative ensemble method that combines multiple classi-
fiers to build a stronger classifier with increased accuracy. The pros of this classifier
are that it repetitively corrects the fault of the week classifier which increases the
accuracy of the resulting classifier and is also easy to perform. It is not prone to
overfitting. Since this model tries to fit every point accurately, so it is affected by
outliers and is subtle to noisy data.

2.6 CatBoost Classifier

CatBoost [15] is the acronym for the category and boosting. This algorithm works
well with multiple categorical data. It is based on a gradient boosting machine
learning algorithm, which is a powerful ML algorithm widely used in business chal-
lenges like fraud detection. The main advantage of this algorithm is that it yields a
good score without ample training compared to other ML algorithms and also gives
extra support for descriptive data formats. This algorithm is robust in nature as there
is less chance of overfitting and needs fewer hyperparameters setup.

2.7 XGBoost Classifier

XGBoost [16] is an acronym for extreme gradient boosting, and it is a more advanced
version of the gradient boosting algorithm. The main focus of XGBoost is the
speed and efficiency of the model, and for this reason, it has additional features.
It works on parallelization by creating decision trees, instead of sequential modeling
in computing algorithms. It is a more popular algorithm because it outperforms
other algorithms and has a wide variety of tuning parameters like cross-validation
and regularization.

2.8 LightGBM Classifier

LightGBM [17] is short for light gradient-boosted machine. It is also a type of gradient
boosting method which uses a tree-based learning algorithm. It is different than other
methods using tree learning as its tree grows vertically (means trees grow leaf by
leaf), whereas other algorithm grows tree horizontally (grows level by level). It can
handle large datasets and takes lesser memory to execute the algorithm smoothly. It
focuses on accuracy and supports GPU learning that is why it is so popular nowadays.
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But for small data, it can easily overfit as it is subtle to overfitting and also required
tuning of parameters.

3 Experimental Setup and Results

3.1 Dataset Description

The dataset is taken from the UCI repository [18]. It contains the basic information of
credit card clients’ payments, credit amount, payment history, and their bill amount
in Taiwan from April 2005 to September 2005. It consists of 30,000 instances and
25 features/variables. The description of features is as:

ID: Customer’s unique ID, LIMIT BAL: Actual credit given in NT dollars (which
consists customer’s self and other supplementary credit like family), SEX: customer’s
Gender(1 = male and 2 = female), Education: Education level of clients (1 for school
graduate, 2 for university level, 3 for high school level, 4 for other levels, and 5
for unknown education), Marital status: It tells whether the client is married = 1,
unmarried = 2, and 3 for others, AGE: Customer’s age (yr), Repay0O: September
month repayment done by the client (—1 stand for duly payment, 1 for delay of
payment by one month, 2 for delay of payment by two months, ...0.8 for delay
of payment by eight months, 9 stands for delay of payment by nine months and
above), Repay2: August month repayment done by the client (scale same as above),
Repay3: July month repayment done by the client, Repay4: June month repayment
done by the client, Repay5: May month repayment done by the client, Repay6: April
month repayment done by the client, Billl: September bill statement of the client
(all the amount is in NT dollar), Bill2: August bill statement of the client, Bill3: July
bill statement of the client, Bill4: June bill statement of the client, Bill5: May bill
statement of the client, Bill6: April bill statement of the client, Paymentl: Amount
paid by the client (September)(NT dollar), Payment2: Amount paid by the client
(August), Payment3: Amount paid by the client (July), Payment4: Amount paid by
the client (June), Payment5: Amount paid by the client (May), Payment6: Amount
paid by the client (April), Default: Customer’s chance of default payment in the next
month (1 for yes, 0 for no).

3.2 Data Visualization

As the dataset is explored, got all clients are distinct, and the average of the credit
card limit of the dataset is 167,484 NT$ having a large standard deviation, where the
maximum value is around one million. The education status of the clients is mostly
university level and school graduates. Customers are either married or unmarried
having an average age of 35.5 years, and the std. deviation is 9.2. Here also got that
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Fig. 1 Default amount of credit limit—grouped by payment next month

there are 22.1% of customers who will default next month which is around 6630
(defaults) clients in 30,000.

There is no missing data in the whole dataset, and data is balanced with respect
to the target variable. The largest group of the amount of credit limit is observed
apparently for the amount of 50,000 as there are 3365 clients with credit limit S0k
followed by 1976 clients with a credit limit 20k, 1610 clients with 30k, 1567 clients
with 80k, and 1528 clients with a credit limit 200k. From Fig. 1, for a credit limit up
to 100k, they have the larger density for defaults, and larger default numbers are for
the amounts of 50k, 20k, and 30k. The credit limit is equally spread between sexes,
which is quite balanced. Married males have a mean age above married women.

3.3 Results Using Tables and Graphs

After the visualization, found that the dataset is already preprocessed, as there are
no null values, the dataset is balanced, and there is no noise in the dataset. Then,
different classifiers are applied on the dataset to classify the default customers. In
order to classify, confusion matrix and ROC curve are drawn. The block diagram of
the experimental process is shown in Fig. 2. From the confusion matrix and receiver
operating characteristic curve of different classifiers, the area under the curve (AUC)
is calculated to compare the performance of classifiers. The higher value of AUC
gives a better classifier. From result Table 2 we can observe that For MLP classifier,
the AUC value is 0.500, which is least among all the classifiers used here. There
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Fig. 2 Block diagram of the proposed system
Table 2 Different classifiers S. No. Classifiers/methods Area under ROC curve

and AUC values
Random forest classifier | 0.662

Gaussian Naive Bayes | 0.552

classifier
3 MLP classifier 0.500
4 KNN classifier 0.542
5 AdaBoost classifier 0.658
6 CatBoost classifier 0.662
7 XGBoost classifier 0.782
8 LightGBM classifier 0.785

is little difference in the AUC values of GNB and KNN classifiers. AUC value for
GNB is 0.552, and KNN has a value 0.542. AdaBoost has a value of 0.658. RFC and
CatBoost have the same performance, both give AUC values 0.662. XGBoost with
AUC value 0.782 and LightGBM with AUC value 0.785 perform well.

k-fold, cross-validation is done [19] to use data in a better way and to verify the
performance given by the classifiers taking k = 5.

4 Conclusion and Further Extensions

In this paper, the eight most popular classification algorithms are examined to predict
the default clients as per the historical data of the company. The boosting algorithm
found to perform better than other algorithms, and among the boosting algorithm,
XGBoost and LightGBM have little difference in their AUC values. LightGBM has
a maximum AUC value for the ROC curve. The results strongly suggest that the
LightGBM classifier gives the best performance accuracy among all classifiers, so
it can be used for the prediction of the default probability of new clients. This study
shows that there is a possibility of other algorithms of boosting family which may be
stronger than LightGBM and can predict more accurately. The further visualization
and exploration of data can give some more interesting insights. Some other methods
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and techniques can be used for the prediction of the probability of default clients,
and it may result in more accurate performance. Some cascade learning systems,
k-level classifier ensembles along with some more preprocessing steps can also be
used for risk assessment. The real probability of default is difficult to predict, so for
the perspective of risk control and clients confidentiality, it needs more research and
study.
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Investigation of Gait and Biomechanical )
Motion for Developing Energy i
Harvesting System

Nazmus Sakib Ribhu, M. K. A. Ahamed Khan, Manickam Ramasamy,
Chun Kit Ang, Lim Wei Hong, Duc Chung Tran, Sridevi, and Deisy

Abstract Finding a means of clean and free source of energy has become vital in
this age and era. With rapidly shifting technological advancements, the necessity for
harvesting energy is a top priority. Moreover, the time has come to utilize the core
of humanity, the human body itself, for greater purposes. In this report, thorough
and proper research has been carried out to learn extensively about human gait
and biomechanical movement and the means of extracting clean energy from that.
Proper research along with practical experiments including that on different human
test subjects of different body mass index, weight, and gender has been carried out in
order to find the forces acting on the plantar region considering different test subjects
of varying weight, age, gender, and body mass index to find out plantar pressure
distribution and the precise distribution of forces acting. A working prototype has then
been modelled and devised based on the findings from the research. The prototype
has been made from 3D printing, a combination of piezoelectric materials is then
tested and the results are tabulated which are provided herewith.

Keywords Biomechanical motion - Human gait - Clean energy

1 Introduction

Numerous researches have been carried out for decades to come up with energy
extracting devices that can extract or harvest a significant amount of energy without
compromising the environment or the stability of the factors involved [1]. A clean
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and safe method of extraction of energy, which can be used to power various useful
objects, can be the pioneer to the sheer amount of possibilities that can lead to a
noteworthy advancement in future technologies and feasibility of usable energy. As
it has been divulged in the project title, this research is carried out to investigate the
general gait of the human body and the biomechanical motion of it, to devise and
develop an energy harvesting system that uses human gait and motion for harvesting
the energy. The research is then followed by implementing a design along with the
practical build of a prototype that demonstrates a functional way to generate energy
with the help of biomechanical activities of the human body. The mainspring leading
to the concept is to provide a means of yielding clean energy that could be of use
to numerous situations and circumstances that might not always be favourable or
in general conditions. There are many human-worn devices that are commercially
available at the time being, different devices bear different characteristics and func-
tions, while some may be available at an affordable price and vast quantity, some
may be so expensive that it will be out of reach for general people and the availability
might be limited.

At the same time, while some are suitable for robust use, some are better off as
prototypes only and not quite practical for outdoor usage. While the general objective
or outcome of these bio-mechanical motion utilizing devices is to extract or harvest
energy, the method of extraction varies quite widely among manufacturers and their
devices. Energy can be extracted from various parts of the human body [2]. In general,
these devices are built to extract energy by using either the upper limbs or the lower
limbs of the human body, where the upper limbs consist of the arms, elbows, hands,
and shoulders and the lower limbs consist of the hip joints, knee joints, ankle joints,
or heels of the feet.

During this work, first, an extensive investigation of the complete human gait and
motion will be done to familiarize with a different types of movements of the human
body, as well as the energy dissipation and distribution of the human body during
these movements, and the suitable limb or part of the body from which this energy can
be extracted. For practical usage and safety, proper analysis on the plantar pressure
distribution, biological structure of the nerves, muscles, and bones of the selected
area from where the energy is expected to be extracted is carried out. Once familiar
with the biological structure of the human body, especially the part this research is
concerned on, the author will be looking into the medical ethics and laws pertaining
to the usability of the devices on a human body, since this work almost solely relies
on human participation.

Finally, to illustrate the design of the energy harvesting system from the biome-
chanical motion of human anatomy, a prototype is to be made and the methods of
building it and outcomes will be discussed and demonstrated in the suitable sections.

The main objectives of this study are to analyse and comprehend the overall human
gait cycle, which also includes study about the distribution of pressure in the plantar
region, the biological structure of the human body, especially the area this project
will be related to. To understand and identify the appropriate sensors and suitable
electro-mechanical systems to harvest or extract the energy also to design and develop
a complete energy harvesting system considering the power/force distribution along
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the particular area of human body in terms of formulating data obtained from different
human subjects.

Using the human body as a provenance of energy can be useful as it has been found
that [3] just 0.2 kg of body fat can produce energy equating to about 800-2500mAh
double-A batteries.

2 Material and Methods

2.1 Human Gait Analysis

There are eight phases in the gait cycle, and the different phases of the human gait
cycle are shown in Fig. 1. The terminologies are to be discussed below:

1. Initial contact (IC): This is the foremost phase of the gait cycle (at 0%) where
the hip is at 20° flexion, the knee is at O to 5° flexion, and the ankle joint is at 0°
flexions. The heel is in contact with the ground.

2. Loading response (LR): The second phase of the gait cycle ranges from O to
12% where the hip is flexion towards the 20°, and the flexion near the knee is
at 20°, and the flexion of the ankle joint is at the range of 5°-~10°. Knee and
talocrural joints are susceptible to absorption of shock, the hip is susceptible to
load transmission and stability, forward motion by heel rocker.

3. Mid-stance (MST): Third phase of the gait cycle (at 12-31%) where the hip is at
0° flexion, the knee is at 0° flexion and the ankle joint is at 5° dorsal flexion. Tibia
has a controlled motion forward, and ankle rocker shifts the centre of gravity to
the front.

4. Terminal stance (TST): Fourth phase of the gait cycle (at 31-50%) where the hip
is at —20° hyperextension, the knee is at 0°-5° flexion and the ankle joint is at
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Fig. 1 Human gait phases [4]
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10° dorsal flexion. The ankle joint performs controlled dorsal extension, while
the heel is lifted on from the ground.

5. Pre-swing (PSW): Fifth phase of the gait cycle (at 50-62%) where the hip is at —
10° hyperextension, the knee is at 40° flexion and the ankle joint is at 15° plantar
flexion, where the passive knee joint undergoes a 40° flexion, and the ankle joint
is at plantar flexion.

6. Initial swing (ISW): Sixth phase of the gait cycle (at 62-75%) where the hip is
at 15° flexion, the knee is at 60°~70° flexion and the ankle joint is at 5° plantar
flexion. The knee bears a minimum of 55° of flexion for ground clearance.

7. Mid-swing (MSW): Seventh phase of the gait cycle (at 75-87%) where the hip
is at 25° flexion, the knee is at 25° flexion and the ankle joint is at 0°. Ankle joint
extends dorsally to neutral-zero-position.

8. Terminal swing (TSW): Eighth and final phase of the gait cycle (at 87-100%)
where the hip is at 20° flexion, the knee is at 0°-5° flexion and the ankle joint is at
0°. Knee joint extension to neutral flexion and the next stance phase preparation
Initiates.

2.2 Plantar Pressure Distribution

As this work concentrates mainly on the heel strike/foot strike of human gait to build
a device that extracts energy from the motion, it is essential to know the distribution
of pressure on the inferior aspect or bottom of the foot, that is, the sole. A number
of researches have been done on the topic; the data that are to be provided here are
excerpted from few of the researches that have been previously done by researchers
on the distribution of pressure on the plantar region of the feet.

A strong solid fibrous membrane that lies underneath the skin and surface layer
of fat and binds is called the plantar fascia [5], which assists between the foot and
calcaneus. The calcaneus helps to connect the talus and cuboid bones. The plantar
fascia is very flexible and supports the human being to attain a stable position while
standing [4]. During the process of having the movement of the sole, this plantar fascia
plays a vital role. The proposed method adopts the two methods, namely rotary and
linear electromagnetic generation for accumulating energy by the heel strike [6]. The
other similar methods are highlighted in selecting a particular material in which the
design of the various power generators directs to be very complicated. The proposed
method succeeds with a simple design and cost effective to extend the performance of
the energy during the conversion from the kinetic energy to electrical energy with the
assistance of the mechanical footstep power generator on the portion of the foot [7].
The design is implemented with a critical step of establishing the electromagnetic
generator to produce a set of natural frequencies which should be equal to the natural
frequency level. The power is attained at a maximum of 12.5 mW from the bridge
vibrations caused by the passing traffic [8]. Vibration energy harvesting is a new
technique that mobilizes the unwanted energy that occurred inside the connections.
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A huge quantity of vibration happens due to the movement of vehicles on the bridges
and different machinery in industries and buildings [9, 10].

Data acquisition using Qualisys motion capture analysis: Human gait and
complete bio-mechanical motion study is carried out by Qualisys Motion Capturing
system which has precise motion capturing technology and 3D-positioning systems
for engineering, bio-mechanics, virtual reality and movement sciences [11].

The system consists of a quadrant set-up of multiple high-performance motion
capture cameras that can capture intricate details of motion and movement with
the help of sensors attached to the subject. Along with that, a 2-tile pressure plate,
which acted as the primary instrument in this research, helps to formulate the forces,
moments and centre of pressure acting on a subject’s body on the X-plane, Y-plane
and Z-plane. All these hardware components are connected to a computer where the
data are sent through and can be accessed by Qualisys’s software Qualisys Track
Manager (QTM) [12, 13].

In Fig. 2, the numbers 1-6 represent the main six motion capturing camera set-
up, number 7 represents the 2-tile pressure plate with pressure sensors mounted
underneath and number 8 represents the workstation with QTM software where the
hardware is connected to. The experiments to find the forces acting, moment and
centre of pressure were carried out in this exact set-up and three test subjects were
used to find an average dissipated force, moment and the centre of pressure.

Figure 3 shows one of the six major motion capturing cameras at the Qualisys set-
up. Special features of these cameras include: high-speed sensor mode—a subsam-
pling mode with an optimum frame rate without interfering with the field of view.
It captures data at 1740 frames per second with a resolution of 640 x 512 and 5
megapixels.

It also has lower latency settings for real-time applications, active and passive
marker support, daisy-chaining and Wi-Fi connectivity. These cameras provide real-
time data to the software which then can be stored for the analysis stage. All of

Fig. 2 Qualisys motion capture cameras, pressure plates and workstation
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Fig. 3 Qualisys motion
capture camera

the six cameras are linked to each other by the process known as the daisy chain
method. In that manner, the cameras can visualize a three-dimensional plane and
using inputs from the sensors such as pressure sensors and the camera, the QTM
software establishes a proper rendering of the subject and the forces acting on the
body.

The slabs that are shown in Fig. 4 are the set of 2-tile pressure plate that is
interconnected with the Qualisys cameras and software system. It is activated by a
subject standing on it and moving from one tile to another in a walking or stepping
motion.

Real-time information such as the amount of forces acting in the X-plane, Y-plane
and Z-plane, the amount of moment acting at any particular stance and the centre of
pressure acting towards the Z-plane are shown and recorded in the QTM software.
The process is carried out by the numerous pressure sensing data that are underneath
the slab, as well as the interconnected cameras that help with obtaining the intricate
details of the outcome.

The pictures in Fig. 5 demonstrate how the pressure plates can be used. In these
photographs, the test subject can be seen in standing stance gait phase and in initial
swing (ISW) phase, multiple tests of 30 s each and different gait phases were done

Fig. 4 2-tile pressure plate
by Qualisys
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Fig. 5 Test subject using the
2-tile pressure plate

to four subjects of different gender, body mass index (BMI) and age, and the outputs
were recorded (Fig. 6) [14, 15].

Qualisys Software Interface

Testing Procedure

During this experiment, four test subjects were presented; each of the test subjects
had differing qualities than the other in terms of body mass index, weight, gender
and feet size. Multiple tests were done on each of the subjects and the results were
recorded. In this report, the results without outliers are presented to make it more
efficient and straight forward. Table 1 represents the details of the test subjects. QTM
software records the complete data till 30 seconds when the test subjects start walking
on the test tile.

Fig. 6 Graphical user
interface (GUI) of the
Qualisys Track Manager
application




158 N. S. Ribhu et al.

Table 1 Test Subject Information Qualisys

Test subject | Gender | Age (years) | Weight (kg) | BMI | Feet size (in.) | Number of tests
done

1 Male 26 100 29.9 | 105 5

2 Female |24 96 29.5 |10 5

3 Male 25 104 342 |8 4

4 Male 25 98 30.8 |9 4

Table 2 Test subject information DIERS
Test subject | Gender | Age (years) | Weight (kg) | BMI | Feet size (in.) | Number of tests

done
Male 22 89 264 |9 1
2 Female |20 65 21.0 |7 1
Female |24 68 21.8 |7 1

Plantar Pressure distribution data acquisition using DIERS insole

In this investigation, the EEG data set is reached from the resting state along with
the eye closed (EC) position. Participants relax themselves with the EC condition
while the other participants were employed in a multimedia learning task. This
learning process was replicated three times to evaluate the cognitive capacity of
each participant. These three states were implied as L1, L2 and L3.

Testing Procedure on DIERS

Table 2 contains a list of information related to the test subjects.

It is to be noted that the design process of the insole vastly relied on the outcomes
of this particular set of experiments, as the pressure points were required to design
the holes in the insoles.

Prototype Formation and Hardware Selection

As this research is based on the plantar region of humans, it leaves very less room for
the flow of ideas to be implemented regarding making a device suitable to harness
energy from. After thorough research, only two feasible ways were observed, in
which some energy can be extracted from this region:

(1) A shoe with a dynamo mechanism to manually harvest energy.
(i) An insole with electrical connections to assist in energy harvesting.

To build an electricity-based generator, studies were done to find suitable hard-
ware, in the end, piezoelectric transducers were selected as the main generator of
energy. The effects of piezoelectric materials were first observed in the 1880s [12].
Piezoelectric materials bear something known as Weiss domain, and these are local
regions that are polarized with steady moments that are magnetic (Fig. 7).
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Fig. 7 Piezoelectric
transducers that are used in
the project

The general idea is to incorporate the piezoelectric tiles onto a shoe insole and
demonstrate the current produced by stepping on them each time the wearer walks.
However, setting it up is not as straightforward as it looks. The short bursts of current
piezoelectric transducers produce are in an alternate form (AC current). To harvest
the current and use it, it needs to be in direct form (DC current). And to do so, a
certain filtration method needs to be used. After going through thorough research
on which filtering system is the best for this project, it was decided that passing
the AC through bridge rectifiers is the best solution to get a filtered DC as output
that can be used to store in a battery and/or operate a string of LED to demonstrate
harvest of energy. To make a bridge rectifier, IN4007 diodes are used. Four diodes
are connected to form one bridge rectifier. Figure 8 shows the diodes that were used
in the project. For the piezoelectric transducers to work, they need to bend when
mechanical stress is applied to them.

In general, polylactic acid material (PLA) is used for cheap and conventional 3D
printing [13]. But in this case, the material did not deem suitable as PLA is very stiff
and brittle, making it unsafe for its use as an insole. Chlorinated polyethylene (CPA)
is another comparatively cheaper option for 3D printing; however, despite being less
stiffer and brittle than PLA, it was not used since it is malleable, making it unsuitable
for the piezoelectric discs to settle in. After more test and trials, it was found that the
material acrylonitrile butadiene styrene (ABS) is the perfect choice for developing
the insole as it is durable, water-resistant, heat resistant and has a very good stiffness

Fig. 8 Diodes that are used
in the project
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which is perfectly suitable for the piezoelectric discs to set on. Therefore, ABS was
used as the printing element while printing the insole out.

What follows by is designing the insole that needs to be 3D printed, for that,
specific software for 3D modelling has been referred to and design has been done
(Fig. 9).

Insole Designing and Printing

The insole that is to be used in this project has been designed by using SolidWorks
CAD drawing software. An initial sketch of the insole had been done on hand and
then transferred on to the SolidWorks software and drawn there.

Advantage of using computer-aided design (CAD) software such as SolidWorks
is that the work 2D planar drawing can later be converted into a 3D model, which
this project needs. Figure 10 shows the CAD model of the sole.

Fig. 9 Bridge rectifier using ' i
% "

four diodes

Fig. 10 CAD model of the insole (top view)
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Assembling and connecting the prototype

Before connecting the piezoelectric transducers and the bridge rectifier, it was neces-
sary to perform a set of tests to obtain the most efficient way of connecting them.
From the plantar pressure distribution results obtained, the location where the piezo-
electric sensors shall be installed was pinpointed and it was observed that a total of
seven piezoelectric transducers can be installed in the selected regions.

Therefore, seven piezoelectric transducers were taken and varying circuit forma-
tions were formed and tested to find the most efficient set of connections. The insole
was placed on a flat surface and piezoelectric transducers were glued according to the
holes. The wiring was then soldered according to the circuit diagram. Figure 11 shows
the finalized product. A rectifier was added to the circuit where seven piezoelectric
transducers are connected in parallel to each other. A USB connector (Fig. 12) was
then added to the rectifier to help obtain the output from the rectifiers. Rubber pads
were cut according to a specific size and were placed on top of each piezoelectric
transducer’s ceramic disc. It was done to maximize the pressure point efficiency
when being stepped on. Figure 13 shows the finalized product after foam pads were
installed on the ceramic discs.

To visually demonstrate the output of the prototype, two mutually independent
methods have been pertained to:

Fig. 11 Finalized top view
of the insole

Fig. 12 USB connection
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Fig. 13 Foam pads on the
ceramic discs

Fig. 14 LED strip
connected to USB

(a)

(b)

N. S. Ribhu et al.

A direct connection method to an LED strip contains six LED bulbs, which are
attached to a male USB port to have a plug and play installation option to demon-
strate instantaneous outputs whenever the insole generator is stepped upon. This
method can be useful in demonstrating the energy harvesting capability of the
prototype in any instance. Figure 14 shows an image of the aforementioned
LED strip that is to be used.

A 3.7V, 2000mAh lithium-ion battery has been set up in a battery compartment
and connected to a circuit to have two ends of a USB connecting port. The
idea of this has been adapted from the design of a power bank module. Using a
charging cable, this storage system can be connected to the prototype and every
instance the piezoelectric set-up is to be pressed while walking. The battery will
store the generated energy in voltage form.

3 Results and Analysis

Qualisys Analysis
Figures 15, 16, 17 and 18 contain force data, moment data and centre of pressure data
for different individuals varying through weight. Each of the tests had been recorded
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Fig. 16 Subject 1 moment data

for 30 s as the subjects walked across the two pressure plates. Four subjects took part
in this experiment and the data that were obtained are discussed in this section .
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Fig. 17 Subject 1 COP data

Fig. 18 Force distribution in
the plantar region
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The results of the experiments are shown in the following images, and a short
explanation is given for some of the images. Table 3 shows the individual denom-
ination and colour code of the axis of forces acting that can be seen on the
images.

SUBJECT 1

Subject 1’s force data in Fig. 15 shows the force distribution in Newton’s (N) for
30 s while the subject was moving from one tile to another. Data are absent for the
time period 20.15-23.50 s and again on 28.00 s onward, it happened because the test
subject was not on the pressure plate during that time period.

Figure 16 shows the moment distribution of the test subject while walking on the
pressure plates. It shows the subject to have a varying amount of moment acting on
each step, where each step is generating a considerable amount of moment on the
x-axis and is subdued once the feet are moved across.
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Table 3 Denomination and colour code of Qualisys output graphs

Parameter Force (N) Moment Centre of Colour of graph
Denoted by (Nm) Pressure
Denoted Denoted
by by
X- Axis Fx Mx COPx
Y - Axis Fy My COPy
Z - Axis Fz Mz COPz

Figure 17 shows the subject’s centre of pressure data while performing the motion.
It can be seen that with each step the COP data peaks at x-axis and y-axis and readily
disintegrates.

Calculations
Power Analysis of the Prototype:

Each human being has varying types of force that they exert while walking, as it
was seen from the Qualisys gait analysis part. Hence, rather than calculating the
exact amount of power to be generated from a specific human being, the total force
exerted by the four test subjects is taken and then divided by four to get an average
estimation of force acting on the z-axis while an average human being is walking,
which provides:

F =1006.5 N

Before setting up the circuit, for pin calculation, an average force of 1006.5 N
produced a voltage of 12.5 V and a current of 18 A This gives the circuit a power
input of

Py=VI
=125V x 18 pA
— 0.225 mW (1)

Therefore, 0.225 mW or mJ/s of power is given to the circuit per step.
The voltage and current output measured across the load (after constructing the
circuit) were found to be 9.85 V and 15.24 wA, respectively. This gives a power



166 N. S. Ribhu et al.

output (per second) of

P =VI
=985V x 1524 uA
=0.15 mW = 0.15 mJ/s 2)

generated per step.
Therefore, the efficiency of the constructed circuit is

POUI
n= <_) x 100
Pin

.1
= 0.15 x 100
0.225

= 66.7% efficient 3)

Considering the output of the circuit, and also taking consideration of the fact, an
average person walks 8000 steps a day [1], the average amount of energy that this
prototype (worn in two shoes) can generate is:

0.15 mW x 8000 =1.217]

4 Conclusion

This experiment was carried out with a specific goal in mind, to implement the results
and see if it is fit for regular practice. Many reports and findings have been published
where it states that it can be possible to extract energy from human biomechanical
motion, and there have been other theories as well that tried to study the approach in
harvesting energy from human motion; however, in very few cases, it was observed to
see through the end of it and build a prototype suggesting the claims. That is exactly
what has been done in this research, a prototype was created and it was tested to find
out how much it supports the theory.

As the practical experiments, calculations, and tabulations have demonstrated, the
amount of energy extracted by the insole may not be very suitable for practical use
at the very stage. However, many factors can be related to this situation to help in
perceiving the underwhelming achievement, as well as open up new ways to improve
the outcome. Mainly, the piezoelectric transducers used in this project are not meant
for robust use or applications such as using in a proper power generating circuit that
can harvest enough energy to run a modern device. The piezoelectric transducers that
are locally available are not viable for mass energy production. Hence, one way to
maximize efficiency and generate a considerable amount of power is to use high-rated
piezoelectric transducers. The overall cost of the devices must be analysed for better
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usage. However, without the core energy harvesting unit such as the piezoelectric
transducer, it is improbable to generate positive results. So it is highly recommended
to change the type of piezoelectric transducers to gain a substantial amount of energy.
One other factor pertaining to the efficiency of the circuit is the wiring. Wiring must
be done by good quality wires which have a very good conducting capability as well
as less electrical wastage. Besides that, the connections have to be properly soldered
and embedded to help lessen inefficiency.
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Abstract A novel type of coronavirus, now known under the acronym COVID-
19, was initially discovered in the city of Wuhan, China. Since then, it has spread
across the globe and now it is affecting over 210 countries worldwide. The number
of confirmed cases is rapidly increasing and has recently reached over 14 million on
July 18, 2020, with over 600,000 confirmed deaths. In the research presented within
this paper, a new forecasting model to predict the number of confirmed cases of
COVID-19 disease is proposed. The model proposed in this paper is a hybrid between
machine learning adaptive neuro-fuzzy inference system and enhanced genetic algo-
rithm metaheuristics. The enhanced genetic algorithm is applied to determine the
parameters of the adaptive neuro-fuzzy inference system and to enhance the over-
all quality and performances of the prediction model. Proposed hybrid method was
tested by using realistic official dataset on the COVID-19 outbreak in the state of
China. In this paper, proposed approach was compared against multiple existing
state-of-the-art techniques that were tested in the same environment, on the same
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datasets. Based on the simulation results and conducted comparative analysis, it is
observed that the proposed hybrid approach has outperformed other sophisticated
approaches and that it can be used as a tool for other time-series prediction.

Keywords COVID-19 - Genetic algorithm - Adaptive neuro-fuzzy inference
system *+ Machine learning - Optimization * Prediction

1 Introduction

COVID-19 (now officially known as SARS-CoV-2) [1] is a novel respiratory virus,
which was recently discovered in Wuhan, China [2, 3]. Since its discovery in late
December 2019, the COVID-19 has spread worldwide, on all continents. It is now
affecting more than 210 countries, with the number of confirmed cases of infection
rising to over 14 million, and the number of deaths rising to 600,000, as of July
18, 2020. Since it is a newly discovered type of virus, scientists, virologists, and
epidemiologists still have a lot to learn about its characteristics.

According to the initial estimations from the World Health Organization (WHO),
the COVID-19 is extremely contagious and dangerous [4]. In just three months
from the start of pandemic, the virus had reached all continents and practically every
country worldwide. Many countries were forced to declare the state of emergency and
enforce serious measures such as curfew, gathering restrictions and social distancing,
in order to try to slow down the virus spread and minimize the number of deaths.
In order to decide which measures to apply, the authorities had utilized numerous
epidemiological models to try to predict the virus spread, to estimate the peak of the
epidemic, and to predict the number of deaths.

The recent literature overview that deals with the prediction of the virus outbreak
shows a great interest of the research community about this hot topic. The majority of
the recent papers focus on the prediction of the number of infections, serious cases,
and deaths. The machine learning approach in outbreak prediction was discussed in
[5]. It surveys several machine learning models and suggests that two models that
have shown very promising results (MLP or multi-layered perceptron, and ANFIS—
adaptive network-based fuzzy inference system). The same approach was conducted
on the case of outbreak in Hungary [6], with a goal to show the potential of utilizing
the machine learning technique in this domain. Machine learning was also used
in [7] in order to estimate the number of reported cases in individual provinces of
South Korea, by utilizing a combination of XGBoost and MultiOutputRegressor as
a machine learning model.

The most important goal of the research proposed within this paper was set
toward enhancements in time-series predictions by using hybrid approaches between
machine learning and nature-inspired algorithms. To complete this goal, an improved
version of the genetic algorithm was implemented, which is then utilized to deter-
mine the parameters of the adaptive neuro-fuzzy inference system (ANFIS) model.
In the research presented in this paper, antecedent and conclusion ANFIS parameters
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were taken into consideration. However, the types of membership functions were not
considered in the process of optimization.

Therefore, as a part of research conducted in this paper, first, the basic GA has
been enhanced. Next, the ANFIS model trained by the improved GA has been utilized
to create a hybrid prediction model for the virus outbreak estimation. The proposed
approach has been tested on the COVID-19 dataset in China.

The rest of the paper is organized as follows: Sect. 2 gives an overview of the
ANFIS and swarm intelligence metaheuristics application in solving various NP-
hard problems, Sect. 3 provides insights of ANFIS method. In Sect. 4, details of the
original and improved GA algorithm, as well as the proposed ANFIS framework
implementation are deployed. Section 5 exhibits simulation results and discussion,
while Sect. 6 provides a conclusion and final remarks of this research along with the
future work.

2 Background and Related Work

The ANFIS is a popular and effective artificial intelligence technique, which merges
two approaches together: artificial neural networks and fuzzy inference systems,
respectively. Neuro-fuzzy systems have been used in the past to solve many real-
world problems. ANFIS model was initially introduced by Jang in 1993 [8], and
since then, it became one of the most popular neuro-fuzzy systems. ANFIS has been
applied in wide range of fields, including traffic control, economic data, image pro-
cessing, feature extraction, prediction, etc [9]. The ANFIS was already used for dis-
ease spread forecasting. It was applied in forecasting Measles cases in Ethiopia [10].
Other researches include Hepatitis C [11], tuberculosis [12], and finally, COVID-19
outbreak prediction [5, 6, 13].

The most important challenge with machine learning algorithms is to find the
appropriate values of the parameters specific to a given problem. Finding the optimal
or near-optimal (but still good enough) values of these parameters is considered to
be an NP-hard problem, and it is possible to use metaheuristics approach to solve
it. NP-hard problems are the group of problems which cannot be solved within
the polynomial time by using traditional (deterministic) methods. Practical NP-hard
problems can be found in a wide spectrum of domains, including machine learning,
cloud computing, and wireless sensor networks, to name the few. To solve NP-hard
problems within the reasonable amount of time, it is necessary to use the stochastic
approach.

Metaheuristics are one group of algorithms that belongs to the stochastic app-
roaches, with a goal to find an approximate solution which not necessarily optimal
but good enough within the reasonable time [14—16]. The most famous family of
metaheuristics is nature-inspired algorithms. Generally speaking, nature-inspired
metaheuristics can be separated into two distinctive groups: evolutionary algorithms
(EA) and swarm intelligence algorithms, respectively.
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The EA tries to mimic the process of natural selection, which is defined as the
survival of the fittest individuals, which are selected for breeding and producing the
offspring for the next generation. The most important example of the evolutionary
algorithms is a genetic algorithm (GA) [17]. The GA was used to solve numerous
NP-hard real-life problems in the past, including task scheduling and load balancing
in the cloud computing [18], designing convolutional neural networks [19], feature
selection for machine learning [20], etc.

The second large group of nature-inspired algorithms, swarm intelligence, was
inspired by the behavior exhibited by the group of otherwise primitive individu-
als: ants, bees, fireflies, dragonflies, bats, elephants, wolves, fish, etc. One of the
first swarm intelligence algorithms is the particle swarm optimization algorithm
(PSO) [21]. Another important representative of this group of algorithms is artifi-
cial bee colony (ABC), which has been applied to various practical NP-hard prob-
lems, as stated in [22, 23]. Some representatives of other important examples of the
swarm intelligence algorithms with numerous practical applications either in origi-
nal or modified forms are the bat algorithm (BA) [24, 25], cuckoo search (CS) [26,
27], whale optimization algorithm (WOA) [28], firefly algorithm (FA) [14, 29], and
monarch butterfly optimization (MBO) [30, 31].

Literature overview shows that, in [32], ABC algorithm was applied for the opti-
mization process of ANFIS, with a goal to estimate the number of tourists coming to
Turkey. The same authors also suggested training ANFIS model with a hybrid ABC
algorithm, as stated in [33]. Another recent research paper [34] proposes ANFIS
paired with PSO to estimate gas density based on the gas parameters (temperature,
volume, etc.). The suggested ANFIS-PSO model was more precise when compared
to other gas prediction models.

3 Overview of Adaptive Neuro-Fuzzy Inference System

Neuro-fuzzy systems are nowadays utilized to model a wide spectrum of real-life
problems. The fuzzy logic part is responsible of the learning abilities, while the
artificial neural network is responsible for the feature interpretation which comes
from the fuzzy logic. Combining two approaches allows elimination of the drawbacks
of individual components, and resulting neuro-fuzzy systems have superior features
and performances.

The error of the model is defined as the difference between the output of the
system during the training process with the actual output of the observed system.
According to the error status, the ANFIS parameters are repeatedly updated in order
to achieve the optimum structure. The neural network architecture in ANFIS consists
of five fixed layers: fuzzification (layer one), fuzzy inference system (layer two and
layer three), defuzzification (layer four), and aggregation (layer five).

The first layer contains adaptive nodes with one parametric activation function.
The calculated membership values fall inside the [0, 1] range. Parameters a;, b;, ¢;
are used in ANFIS training, with a role to set the shape of the applied membership
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function. These parameters are also known under the name antecedent parameters.
The output is the membership degree of inputs which satisfy the membership func-
tions. As an example, the generalized bell membership function is given with Egs.
(1) and (2).

1
na, = gbellmf(x;a,b,c) = ———- (D
1 | xX—c |2b

Oi1 = W4, (x) )

On the second layer, every node is fixed and calculates the product of the inputs.
In most cases, it applies the fuzzy operation AND. Firing strengths w; are obtained
by using the membership values which are the output of the first layer. Values w; are
calculated as a product of the membership values, as given in Eq. 3:

0} = wi = pa, (x) x pp (y), i=1,2 3)

Third layer consists of fixed nodes. Every node calculates the normalized firing
strengths for each rule by taking into the account the firing strengths that are the
output of the second level. Normalized firing strength for the rule i is calculated as
given in Eq. 4:

Ol=w=——, i=1,2 €]

Fourth layer is a defuzzification layer, where every node is adaptive. Output for
each rule is computed by multiplying the normalized firing strength from the third
layer and a first-order polynomial. The set of polynomial’s parameters {p;, g;, r;} is
called the conclusion parameters, and these parameters are used in the training of
the ANFIS model. The output of each rule is calculated by using the Eq. 5:

O} =w; f; = Wi(pix + qiy +ri) )

Fifth layer consists of fixed nodes. Every node adds all input values. As the result,
the final output of ANFIS is calculated as a sum of outputs of every rule from the
fourth layer, as given by the Eq. 6:

Z W fi = Z“Z)ﬁ (©)

The training process of ANFIS represents the process of the optimization of the
ANFIS parameters, including the number of inputs, the number of the membership
functions that are used within the model and their types, and a total number of rules
required by the model. The total set of parameters for optimization also includes the
antecedent and conclusion parameters.
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In the research presented in this paper, an enhanced GA was used to perform the
optimization process. Only optimization of the antecedent and conclusion parameters
was considered, while for membership function, the generalized bell membership
function was selected and utilized.

4 Proposed Hybrid Machine Learning Method

GA is the most famous representative of the evolutionary algorithms family, and it
was proposed by John Holland in 1992 [35]. The main characteristics of GA are
that the potential solution to the given problem is encoded by binary strings of fixed
length, cross-operators are executed over the pair of individuals, and the mutation
operator is used to randomly modify the solutions. Potential solutions within the GA
context are called chromosomes, and their parts are called genes.

GA belongs to the group of stochastic methods of global search which simulate
the process of biological evolution. The initial population is typically consisting
of 10 to 200 individuals. To solve a particular problem with GA, it is required
to encode the potential solutions (individuals). The greatest challenge of the GA
is that there is no universal coding scheme, but it rather depends on the particular
problem. Each individual is given a certain quality, calculated by the fitness function.
During the search phase, GA repeatedly enhances both the absolute fitness of every
individual in the population and the average fitness of the complete population,
therefore converging to the optimum.

Convergence is achieved by repeatedly applying the genetic operators: crossover,
mutation, and selection. The selection favors the individuals with above-average
fitness, and their parts (genes) have greater chance to survive and take role as a
parent in the forming of the next generation. Individuals which are less adapted have
smaller chance for reproduction and will eventually die out. The basic implication
of this process is that the new individuals will be more adapted to the environment
than their parents, as it is the case in the biological systems as well.

The simple GA is characterized with the crossover with the single breaking point,
simple mutation, and proportional, roulette selection.

4.1 Improved GA

It is known that the GA also exhibits some disadvantages. The search process of
the GA is very susceptible to modifications of the control parameters, such as the
population size, employed selection criteria, as well as crossover and mutation prob-
abilities [36]. If the combination of parameters is not chosen carefully, the search
process may easily converge to some of suboptimal domain of the search space.



Hybrid Genetic Algorithm and Machine Learning Method ... 175

By conducting simulations with the traditional GA on standard unconstrained
benchmark functions, it frequently happens that some solutions do not improve in
consecutive iterations and this is good indicator that the search process has trapped
in local optimum. To overcome this, exploration process from the ABC metaheuris-
tics was adopted [37]. Each solution (chromosome) is encoded with the additional
attribute counter, and each time when a solution is not improved and is being prop-
agated into next generation, the counter is incremented. When a counter for a
particular solution reaches a predetermined threshold value (fvalue), this solution
is replaced with the random solution and the counter of newly created individual is
initialized to 0. In approach proposed in this paper the same expression for generating
random solution was used, as it is used in the initialization phase:

cij=1bj + gauss x (u; —1;), 7

where ¢; ; represents j-th component of the i-th chromosome, /; and u ; are lower and
upper bounds of j-th component, respectively and gauss denotes pseudo-random
number drawn from Gaussian distribution with mean O (x = 0) and standard devia-
tionof 1 (62 = 1).

Moreover, proposed approach utilizes stochastic universal sampling (SUS) selec-
tion mechanism and uniform crossover operator. According to performed empiri-
cal simulations, it was concluded that combination of SUS selection and uniform
crossover operators yields best results. More about GA recombination and selection
methods can be read in [38].

Since ABC’s exploration was incorporated in the GA method, the proposed
approach was named GA ABC exploration (GAAE). The GAAE pseudo-code is
presented in Algorithm 1.

Algorithm 1 Pseudo-code of the GAAE

Initialization: generate initial population of n chromosomes and adjust control
parameters (pc,py, and tvalue)
for gen = 1 to maxGen do
Replace all solutions for which the condition counter == tvalue is satisfied with the random
solution by using Eq. (7)
Calculate fitness f(x) for each chromosome in the population
while ! n offspring created do
Select the pair of parent chromosomes from the current population by using SUS method
Apply the uniform crossover operator to the selected parents with the probability p. and
create two offspring
Apply mutation operator to the generated offspring with probability p,,
end while
Rank all solutions according to fitness and choose n best chromosomes for next generation
end for
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4.2 Hybrid GAAE-ANFIS Method

Devised GAAE metaheuristics was incorporated into the ANFIS training process.
Generally speaking, the training process of ANFIS is optimization of its structure
and parameters for a specific problem and represents one of the greatest issues in
this domain. In optimization process, antecedent and conclusion ANFIS parameters
were taken into the account.

Each GAAE individual represents potential ANFIS structure with the length that
is equal of the sum of ANFIS’s antecedent and conclusion parameters. Membership
function was not taken in optimization process, and the generalized bell membership
function was used. By incorporating GAAE into the ANFIS, we devised GAAE-
ANFIS method for forecasting time-series. Employed solutions encoding scheme is
shown in Fig. 1.

Proposed method has similar structure as approach presented in [13]. It employs
standard ANFIS model with five layers, where inputs are given in the Layer 1, while
the Layer 5 generates forecasted outputs. The weights between Layer 4 and 5 are
obtained by the GAAE metaheuristics.

Inputs to GAAE-ANFIS are first formatted in a form of time-series by employing
autocorrelation function (ACF and variables with the ACF value grater than 0.2 were
considered. The fuzzy c-mean (FCM) method was used for constructing ANFIS
model. The 25% of dataset was utilized for testing and remaining 75% for training.
The best generated solution (ANFIS structure) by the GAAE is returned, and this
solution was used in the testing phase.

Metric mean square error (MSE) was taken as objective function:

N
1
MSE, = — i — vi)? 8
N;:l(y yi) 8

where 3; and y; represent predicted and real data for each observation, respectively,
and the total number of observations is denoted as N.
Flowchart diagram of proposed GAAE-ANFIS is given in Fig. 2.

Al B1 c1 p1 q1 M

Antecedent parameters Condlusion parameters

Fig. 1 GAAE-ANFIS solutions encoding
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Updating ANFIS parameters with GAAE has high computation costs, since for
each individual in the population objective function (MSE) should be calculated.
However, since the proposed framework automatizes the process of determining
satisfying ANFIS parameters for a concrete problem, computational costs can be
neglected when compared to the benefits for the researcher.

5 Experimental Setup and Simulations

In this section, obtained results for predicting confirmed cases of COVID-19 on one
practical study are shown. A comparative analysis of the proposed approach with
other techniques that were tested on the same dataset and with the same experimental
setup was performed [13]. The proposed approach was validated and applied to the
current COVID-19 challenge, by utilizing the dataset from China.

5.1 Performance Metrics, Datasets, and GAAE-ANFIS
Control Parameters’ Setup

The quality of the proposed GAAE-ANFIS approach has been evaluated by applying
the standard set of regression metrics: root mean square error (RMSE), mean absolute
error (MAE), mean absolute percentage error (MAPE), root mean squared relative
error (RMSRE), and coefficient of determination (R?). Lower values of RMSE,
RMSRE, MAE, and MAPE metrics indicate the better performance, while the higher
value of R? suggests a better correlation and consequently better quality of the
obtained results.

The performances of the proposed model have been tested on a limited time period
of COVID-19 dataset on the case of China. Additionally, the performances of the
proposed GAAE-ANFIS were validated by comparing it to the hybrid between flower
pollination algorithm and salp swarm algorithm (FPASSA) which has been applied
to the same problem [13]. To accomplish this, throughout the experiments, the same
dataset and similar experimental environment has been utilized as in [13].

The COVID-19 dataset used in conducted experiments was retrieved from the
World Health Organization (WHO) official reports that contain daily confirmed cases
reported in China within the time interval from January 21, 2020, till February 18,
2020. The official data was retrieved from the following URL: https://www.who.
int/emergencies/diseases/novel-coronavirus-2019/situation-reports/. The graphical
representation of the observed dataset is given in Fig. 3.

Also, in the experiments, 25% of the data was used for testing and the remaining
75% for training, which is the same configuration as in [13].

Additionally, as we wanted to provide a better analysis of GA-ANFIS model per-
formances, we have performed additional simulations by utilizing one more dataset
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Fig. 3 Graphical representation of the number of reported cases of COVID-19 in China in the
interval January 21, 2020 to February 18, 2020, obtained from WHO reports

containing confirmed influenza cases, asin [13]. The dataset (influenza dataset—IDS)
was obtained from the Center for Disease Control and Prevention (CDS). The IDS
contains weekly reported cases for time period between fourteenth week in 2015 and
sixth week in 2020 (URL.: https://www.cdc.gov/flu/weekly/). Global GAAE-ANFIS
control parameters were adjusted in a similar fashion as in [13]: The size of popula-
tion was fixed to 25, while the number of generations was fixed to 100. Algorithms
that were proposed in [13] were tested by using 25 solutions in the population. Spe-
cific GAAE-ANFIS parameters were adjusted as: fvalue was set to 4, while p. and
Ppm were established to 0.1 and 0.005, respectively. All implemented algorithms were
executed in 30 independent runs, and we have taken the best values and noted them
for the comparative analysis.

In both set of experiments (COVID-19 and influenza cases), the past time-series
were considered as independent variables, while the prediction of new cases of
COVID-19 and influenza was observed as dependent variables. The dataset with
time-series was prepared as follows: Time-series data were categorized into four
inputs for the last four consequently odd days of confirmed cases which were then
used for predicting x,, as the number of confirmed cases for the following day.

The GAAE-ANFIS framework was implemented in Python programming lan-
guage. The ANFIS 0.3.1 module for Python was utilized along with the following
Python libraries for data preprocessing and visualization: Scipy, Pandas, Pyplot, and
Seaborn. The platform that was used for testing the algorithms was Intel i7 CPU, with
32GB of RAM and Windows 10 x 64 operating system. Additionally, CUDA with
one GPU NVIDIA 1080 with 8GB RAM was utilized throughout the experiments.
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5.2 Results and Comparative Analysis

In [13], together with the proposed ANFIS-FPASSA method, results for other bio-
inspired approaches were given: ANFIS-GA, ANFIS-PSO, ANFIS-GA, ANFIS-
FPA, and ANFIS-ABC. Moreover, the comparative analysis also included other
standard machine learning techniques: artificial neural network (ANN), K-nearest
neighborhoods (KNN), support vector regression (SVR) and pure ANFIS. In this
research, all these results were included in comparative analysis to evaluate pro-
posed GAAE-ANFIS. The performed comparative analysis and obtained results are
given in Table 1.

Obtained results indicate that the proposed GAAE-ANFIS method in average
outperforms all other techniques which were the part of the comparative analysis.
Approach proposed in [13], the ANFIS-FPASSA, only in the case of MAE metric
obtained better result than the proposed method, while both, GAAE-ANFIS and
ANFIS-FPASSA for the RMSRE indicator, achieved same results.

It is important to compare results of proposed hybrid GAAE with the basic GA
and ABC metaheuristics. From the Table 1, it can be plainly concluded that the
GAAE-ANFIS obtained much better results than the ANFIS-GA and ANFIS-ABC
and that the proposed approach efficiently combines advantages of basic GA and
ABC. In detailed analysis of each run, it can be observed that the GAAE overcomes
premature convergence of the original GA, while it also performs more efficient
exploitation than the basic ABC metaheuristics.

Table 1 Comparative analysis between GAAE-ANFIS and other techniques for COVID-19 out-
break prediction results, based on the observed China dataset obtained from the official WHO
reports—results for methods included in comparative analysis were retrieved from [13]

Method | RMSE MAE MAPE RMSRE | R? Time
ANN 8750 5413 13.09 0.204 0.8991 -
KNN 12100 7671 8.32 0.130 0.7710 -
SVR 7822 5354 8.40 0.080 0.8910 -
ANFIS 7375 5523 5.32 0.09 0.9032 -
ANFIS- 6842 4559 5.12 0.08 0.9492 24.18
PSO

ANFIS-GA | 7194 4963 5.26 0.08 0.9575 27.02
ANFIS- 8327 6066 6.86 0.10 0.7906 46.80
ABC

ANFIS-FPA | 6059 4379 5.04 0.07 0.9439 2341
ANFIS- 5779 4271 479 0.07 0.9645 23.30
FPASSA

GAAE- 5293 4305 4.62 0.07 0.9721 16.34

ANFIS
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Fig. 4 Predicted cases of COVID-19 in China by GAAE-ANFIS
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Fig. 5 Distribution of RMSE (left) and MAE (right) indicators over 30 runs

Visual representation of predicted COVID-19 for proposed GAAE-ANFIS is
shown in Fig. 4, while the distribution of RMSE and MAE values obtained by the
GAAE-ANFIS over 30 runs is depicted in Fig. 5.

Comparative analysis with influenza dataset (IDS) is presented in Table 2.

It can be seen that the results presented in Table 2 are very similar to those shown
in Table 1 (COVID-19 dataset vs. influenza dataset). The second best approach,
ANFIS-FPASSA, for M A E performance metrics only obtained better result than the
proposed GAAE-ANFIS, while for the R? indicator both methods showed the same
performance. Moreover, in simulations with influenza dataset, GAAE-ANFIS sig-
nificantly outscored original ABC (ANFIS-ABC) and GA (ANFIS-GA) adaptations.
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Table 2 Simulation results for datasets with the number of confirmed influenza cases (IDS)—
results for methods included in comparative analysis were retrieved from [13]

Method RMSE MAE MAPE RMSRE R? Time
ANFIS 952 570 37.61 0.551 0.969 -
ANFIS- 798 494 34.13 0.510 0.978 25.43
PSO

ANFIS-GA | 766 480 35.44 0.530 0.98 28.70
ANFIS- 878 564 39.79 0.593 0.972 49.27
ABC

ANFIS-FPA | 618 411 37.69 0.570 0.979 24.58
ANFIS- 609 391 32.58 0.497 0.986 24.55
FPASSA

GAAE- 605 403 32.49 0.495 0.986 19.64
ANFIS

6 Conclusion

In this manuscript, a new approach has been proposed to predict new COVID-19
cases by employing hybridized algorithm between machine learning adaptive neuro-
fuzzy inference system (ANFIS) and enhanced genetic algorithm (GA) metaheuris-
tics which has been employed in parameters’ optimization and adjustments.

GA algorithm has been incorporated for updating ANFIS parameters and tested in
on practical COVID-19 new cases prediction. The proposed method has been tested
on the COVID-19 case study because it is currently the most important challenge the
entire humanity faces. However, the method can be generalized and applied to predict
any time-series. The proposed GAAE-ANFIS was compared against several existing
successful techniques that were tested in the same experimental environment, with
the same datasets. It was showed that proposed methods can be successfully applied
in this domain.

Our plan is to continue research from this domain and to devise other hybridized
methods between GA and swarm intelligence. Moreover, we plan to adapt other
swarm intelligence methods for machine learning approaches.
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Abstract Dynamic pricing is expected to become the main pricing scheme in case
of smart grids. A comprehensive prototype of battery charger is proposed here for
the electric vehicle. The proposed prototype can attain energy saving by deploying
additional features in the design. Exchange of energy transfer between consumer and
grid reveals the energy management system to become more convenient and safe. For
the switching purpose, a PWM algorithm is used. In addition, power electronic com-
ponents and DSP (TMS320f28335) processor make the system to be more efficient
and faster with a frequency of 150 MHz. In this paper, a suitable bidirectional battery
charger design is presented. The implemented bidirectional battery charger is estab-
lished by H bridge converter (combination of AC-to-DC and DC-to-DC converter)
which is having the same DC-based capacitor. The first stage (AC-to-DC conversion)
persists between the power grid and the DC-based capacitor. The proposed system
is constructed with a parallel combination of power converters which control the
current through the grid and voltage across the DC-based capacitor. The chopper
(DC-to-DC conversion) subsists between the DC-based capacitor and the battery.
Control of phase amplitude and frequency is done by the processor. The proposed
system enhances different applications such as charging of battery, act as inverter
during load shedding period and vehicle-to-vehicle operation in an emergency sit-
uation. The experimental validation was performed on MATLAB/Simulink and the
operation of grid-to-vehicle (G2V) and vehicle-to-grid (V2G) are exhibited in the
simulation results.
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1 Introduction

The term “Electricity” has gained a huge change in our technology, especially in
case of transport sector. Moreover, the expeditious growth of industrialization and
population has fallen to tremendous utilization of conventional energy sources. The
availability of fossil fuels will be mitigated in the coming years. Nowadays, most of
the consumers are using internal combustion engine (ICE) vehicle which is powered
by fossil fuels like petrol, diesel, coal, etc., and emit large amount of greenhouse gases
into the environment that are detrimental to the lives. To overcome the disadvantage
of ICE vehicle, a paradigm is introduced, “Electric Vehicle” (EV) which drives with
electricity. People began to switch from ICE vehicle to electric vehicle by realizing
the supremacy of the new paradigm. So that this idea enhances the sustainability and
efficiency of transportation side. However, charging of electric vehicle will become
a burden to the current energy resources. Charging is the crucial part while consid-
ering the idea of electric vehicle. It is required to defeat such scarcity of energy by
implementing a proper Energy Management System (EMS). The growing evolution
of present grid into smart grid furnishes an elegant energy management system. The
concept of smart grid reveals the improvement in reliability, security, and efficiency
of the electric grid. Nevertheless, it correlates the smart grid and electric vehicle to
build a new renewable energy source in the form of a battery charger.

There are mainly two types of battery chargers available in market, namely on-
board charger and off-board charger. On-board charger is located inside the vehicle,
which is charged through plug in a socket while the vehicle is at parking area. The
main concerns about this charger topology are cost, minimal size, distance covered
per charging, high energy density and light weight. Besides this topology widely
enacted with low power converters. Off-board charger is charged by removing the
battery from the vehicle and to be recharged via fast charger. They do not consider the
weight and cost, but small strategy about this charger topology is to lower the price
of architecture for public charging. In addition, on-board charger can be charged
in everywhere rather than the off-board charger [1]. This paper presents a compre-
hensive prototype of battery charger for electric vehicle, which is bidirectional and
controllable with the help of power converters. It operates in two modes which are
grid to vehicle and vehicle to grid. First mode is widely used when the electric vehi-
cle battery is not having required charge; second mode can be used when there is
load shedding and electric scarcity. In V2G mode, considerable amount of charge is
stored in the battery that can be exploited effectively thereby stabilizing the power
grid. It can conserve energy through the charging and discharging of battery. The
proposed system has many applications. The various functions of proposed system
are shown in Fig. 1. The charging of battery is done through plug-in socket and is used
to charge the battery. In grid-to-vehicle, the main application is to load the battery to
drive the vehicle. However, the main utilization of our system is in vehicle-to-grid
mode which can be used for many applications. In that scenario, energy from the
vehicle can be utilized for any home applications even in the sudden load shedding
times (like an inverter); furthermore, another application of the proposed system is to
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Vehicle

Fig. 1 Applications of the proposed system

transfer energy from one electric vehicle to another electric vehicle in an emergency
situations. People are switching from conventional vehicle system to electric vehi-
cle by realizing the advantages and possibilities of electric vehicle. In that scenario,
where most of the people will be using electric vehicle, if a running vehicle is turned
off suddenly due to the shortage of charge, the neighboring vehicle can be utilized
to give energy from its battery, which makes the application of the proposed system
more wider.

The first section describes the difficulties in the conventional system, motivation,
and how to solve the bug. The second section reveals the ideas that have been done in
different methods and topologies and also depicted the previously done works. Next
two sections discuss the methodology, topology, operation modes, and simulation
results of the proposed system. The fifth section deals the experimental setup and
results. Last section gives the overall conclusion about this project.

2 Literature Review

To attenuate the obstructive impact of electric vehicle on the energy system, various
researchers have suggested smart charging approaches. A lot of research works on
vehicular networks, electric vehicles and hybrid vehicles are going on today [2]. A
model predictive control for off-board plug-in electric vehicle (PEV) and its algo-
rithm have been proposed in [3, 4]. It is implemented with photovoltaic integration
using two-level four-leg-inverter topology. In [5], numerical simulation results of a
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nonlinear controller is designed using Lyapunov approach has been exhibited. The
controller is nonlinear and also follows the Lyapunov approach which is based on
ordinary differential equation and is originated from Russia. Sousa et al. in [6] pro-
pose a system for both traction and battery charging of electric vehicle with the help
of universal interface. This proposed system can be performed with mainly three
types of power grid, which are single-phase AC power grid, three-phase AC power,
and DC-power grid. A single-phase battery charger model has innovated, which
operates in all four quadrant of P-Q plane [7]. In [8], authors present the design and
installation of a battery charger for electric vehicle, which uses Landsman converter
instead of diode converter in conventional charger. A SiC bidirectional LLC charger
architecture is developed in [9] and also obtained a digital adaptive synchronous
rectification driving method, which can be provided high immunity to the circuit.
In [10], authors propose a charging method which deals with the power supervisory
characterization on constant current and constant voltage. Indeed, this method can
withstand power consumption inside the available aggregator and showed the graph
between charge and power. The prototype of 3kW bidirectional converter for battery
bank in electric vehicle is presented in [11], which includes the filter design and
impedance measurement. The distributed system of mobile ad hoc network is very
difficult, and each node operates individually with their requirements. Moreover,
this system operates independently and gives fluctuations in random node. Hariku-
mar et al. in [12] propose a architecture which is used to maintain the mobility
problem using the three structures which are (1) mesh tree, (2) mesh cluster and
(3) mesh backbone. A modular charge equalizer circuit with bidirectional battery
charger has been implemented in [13], and the circuit operates in two modes, namely
grid-to-vehicle and vehicle-to-grid. In addition, the implemented system has active
and reactive capabilities while operating in the respective modes. The paper [14]
reveals a charging strategy to minimize charge loss in Li-ion battery, and it uses
with required current status based on the changes of internal resistance of battery.
A 3.6kW bidirectional charger prototype and valid experimental results have been
discussed in [15] ,where five modes of operations are illustrated. The operation
modes described are vehicle-to-grid (V2G), grid-to-vehicle (G2V), vehicle-to-home
(V2H), home-to-vehicle (H2V), and vehicle-for-grid (V4G). The aforementioned
papers exhibit the idea of a controlled electric vehicle charging contours to alleviate
energy price, eliminate operative limits of power system, and reduce the system loss.
It controls the phase, amplitude, and frequency of the generated output. Also, unlike
previous papers, a new technology has been implemented for controlling these char-
acteristics, that is a hardware PLL DSP controller is used for controlling the phase,
amplitude, and frequency. The full control of phase, amplitude, and frequency in
both vehicle-to-grid and grid-to-vehicle scenario and the control of these parameters
using TMS320£28335 DSP Processor with PLL method in a hardware arrangement
are the uniqueness of our project.

In this proposed context, a controllable and bidirectional battery charger is pro-
posed to enhance the grid capacity and efficiency of charging. The proposed charger
topology for EV can be integrated with smart grid. The implemented bidirectional
battery charger is established by H bridge converter which is having the same DC-
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based capacitor. The proposed system has mainly two stages. The first stage (AC-
to-DC conversion) persists between the power grid and the DC-based capacitor.
The proposed system is developed with a parallel combination of power converters
which control the current through the grid and voltage across the DC-based capacitor.
The second stage (DC-to-DC conversion) subsists between the DC-based capacitor
and the battery. It can operate in two modes which are grid-to-vehicle (G2V) and
vehicle-to-grid (V2G). Charging of battery is happening in G2V mode, and dis-
charging process is happening in V2G mode, so that modes are also called as charg-
ing mode and discharging mode, respectively. Bidirectional property is achieved
through H-bridge converter to superintend the overall system by a DSP processor
named TMS320£28335. Moreover, the processor controls the phase, amplitude and
frequency of the signal. It is implemented with power electronics components and
uses PWM algorithm for the effective switching of these components. The developed
prototype can attain energy saving in addition, to be more convenient and safer to
the energy management system.

3 Proposed System

3.1 Methodology

The block diagram of proposed system is shown in Fig. 2. This system consists of
bidirectional converter, battery, and controller. The bidirectional converter has mainly
two power stage conversions. The first stage is AC-DC converter, and second stage is
DC-DC converter. It can operate in two modes: grid-to-vehicle and vehicle-to-grid.
The bidirectional converter can act as both converter and inverter in G2V and V2G
modes, respectively. When the charger is in charging mode, rectification is performed
by AC-DC converter which is followed by DC-based capacitor. The chopper (DC-
DC) operates as buck converter and the energy is stored in the battery. When the
vehicle is in rest condition, the battery is integrated with grid; moreover, AC-DC
converter acts as an inverter. During this time, DC-AC conversion is initiated by
switching of power converters in H-bridge circuit. Entire system is under the control
of digital signal processor (TMS320f28335). The detailed circuit topology and used
tools are illustrated below.

3.2 Topology

The circuit topology of proposed bidirectional battery charger for electric vehicle
is depicted in Fig. 3. It is based on a bidirectional converter using the same DC-
based capacitor. The circuit has mainly two sections which are AC-DC converter and
DC-DC converter. The power converters are implemented by insulated gate bipolar
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junction transistors (IGBT). Furthermore, an isolation circuit for the protection of
controller is fabricated with opto-couplers. The DC-link capacitor is used for the
filtering process. This same circuit can work in two modes so that the proposed
system can ensure the bidirectional property. The PWM signal which is generated
from the controller that will switch the corresponding IGBTs for the respective
periods. Different modes and operations of developed system are detected as follows.

3.3 Grid to Vehicle (G2V)

The electric vehicle battery is connected to grid when the battery is not having
sufficient charge; thus, this mode is also called as charging mode. For this mode,
230V is taken from grid which is stepped down to required AC value; moreover,
only the body diodes of AC-DC converter is turned on and performs rectification
(AC-to-DC conversion). It does not require PWM signal for the switching of IGBTs
during this mode. The converted DC signal may have some ripples, in order to
filter such ripple it is passed through the DC-based capacitor. The voltage across the
capacitor will be high, DC-DC converter will act as buck converter and steps down
to the needed voltage. Finally, the voltage will be stored in battery. If the voltage
that appears across the capacitor is of a low value, the DC-DC converter will act
as boost converter at that time. So it will operate according to the voltage across
the DC-based capacitor. Moreover, the DC-DC converter needs PWM signal for the
proper working buck/boost action. The controller will generate the PWM signal with
required duty cycle and is fed to the gate terminal of IGBT through an opto coupler.

3.4 Vehicle to Grid (V2G)

This mode contributes the idea of integrating grid and battery for an efficient energy
management system. This time, energy flows from vehicle to grid after some condi-
tions to access the energy from the battery. The condition is that whether the battery is
having minimal voltage and does the owner ready for taking energy from the battery.
If the aforementioned conditions are satisfied, then user can perform this mode of
operation. The reverse action of G2V mode will be happening in this mode. First,
the DC-DC converter will be initiated for the boosting up the voltage from battery
which is followed by a DC-link capacitor. The boosted voltage is given to the AC-DC
converter, it will act as an inverter and convert the AC to DC by turning on the IGBTs
in complementary manner. The generated PWM signals is given to a NOT gate, input
pin and output pin of the NOT gate is connected to each opto-couplers. The controller
operates in 5V, if the controller and hardware set up connected directly, the controller
will be damaged when an excess voltage passes to the controller from the hardware.
To avoid such burden an isolated circuit is included.
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4 Experimental Results

The circuit topology of proposed system is simulated on MATLAB/Simulink. Two
modes of operations are generated and verified. Energy flows from grid to vehicle in
the forward mode and vice versa (vehicle to grid) occurs in the reverse mode. The
simulated circuits and results of respective modes are exhibited below.

4.1 Charging Mode (Forward Mode)

The simulation circuit of grid-to-vehicle mode is illustrated in Fig. 4. H bridge has
mainly two power stage conversions. In G2V, the first stage acts as converter, and
second stage acts as a buck converter. In this mode, 230V AC supply is taken from
the power grid which is reduced by a step-down transformer. The step-down voltage
is given to the first stage. The first stage consists of four IGBTs, in which the body
diodes of IGBTs get ON, resulting in AC-DC conversion. So that, this mode does
not require PWM signals for turn ON the IGBTs. The rectified voltage is having
some ripples in order to filter such ripples by passing through a DC link capacitor
and which is followed by a DC-DC converter. The voltage across the capacitor is a
high value, to reduce that value by passing to the DC-DC converter. For that the DC-
DC converter is enabled for buck operation. The final output will be approximately
12V. So the 230V AC value is converted to 12V DC value. The simulated result of
grid-to-vehicle mode is depicted in Fig. 5.

Fig. 4 Simulation circuit for G2V
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Fig. 6 Simulation circuit for V2G

4.2 Discharging Mode (Reverse Mode)

The simulation circuit of discharging mode is shown in Fig. 6. In V2G, the first stage
acts as inverter and second stage acts as a boost converter. The operation of this mode
is started from the right side. In this mode, 15V DC voltage is boosted by the DC-DC
converter. For that DC-DC converter is enabled as boost operation by setting the lower
IGBT is triggered PWM signal. The output is passed through the body diode of the
upper IGBT of the DC-DC converter. The boosted volatge is given to inverter circuit,
where all IGBTs are triggered by the PWM signal. During the positive half cycle,
two opposite IGBTs are turned ON by PWM signal without phase shift. During the
negative half cycle, other two IGBTs are turned ON by PWM signal with phase shift.
Finally, the 15V DC value is converted to 200V AC approximately. The obtained
output of discharging mode is represented in Fig. 7.
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Fig. 7 Obtained waveform for V2G

5 Experimental Setup

Overall experimental setup of proposed system is shown in Fig. 8. The circuit is
implemented in dotted board for testing our proposed system before the fabrication
of PCB. The experimental setup consists of AC/DC converter, DC-DC converter
(H bridge circuit), opto-coupler and DSP processor. An H bridge is an electronic
circuit that switches the polarity of a voltage applied to a load. It has two power stage
conversions. The first stage is AC/DC converter, and the second stage is DC-DC
converter. It can be constructed using any power electronics component like power
transistor, power diode, etc. It requires a fastest switching and high current handling
capability. So that IGBTSs are chosen for the implementation. H bridge has a property
of bidirectionality. So it can act as both converter and inverter in G2V and V2G mode,
respectively. An opto-coupler is a protection component which is used to isolate the
processor and implemented circuit. Five opto-couplers are used for the protection
of processor. If there is any voltage higher 5V comes the coupler will not pass it to
the processor and protects the processor. So the PWM signal from the processor is
given to the H bridge through the opto-coupler. TMS320£28335 is used as a control
unit. It has many features over other processors. It is required to monitor the system
in real time. It runs with a clock frequency 150 MHz and also contains 6 internal
PWM channels. The main functions of control unit are in controlling the overall
system; PWM signals are generated for switching the IGBT, provides authorization,
and controls the phase, amplitude and frequency. Transformer is used to step down
the voltage, which is taken from the grid in the forward mode. A 15V battery will be
taken as the DC source.

Initially, the generated PWM signals from the processor is given to a NOT gate for
getting phase-shifted signal of the generated PWM for triggering the IGBTs in the
corresponding modes. The 230 V AC signal is taken from grid fed to H-bridge circuit
for conversion of AC to DC. Moreover, PWM signal is not required at the beginning



Bidirectional Battery Charger for Electric Vehicle 195

Fig. 8 Experimental setup of proposed system

Fig. 9 Output for G2V
mode

of G2V mode. Hence, the input of NOT gate will be zero and output will be high.
The input and output of the NOT gate are connected to opto-couplers for the safety
purpose. The input of the NOT gate will turn OFF a pair of IGBTs in the H-bridge
circuit, and the output of the NOT gate will turn ON the other pair of IGBTs. Both
pair of IGBTs should be turned OFF at this mode. In order to OFF the pair of IGBTs
that are turned ON, an extra opto-coupler will be used. Then, the body diode of each
IGBTs get activated and performs rectification. The rectified signal is filtered by
using a DC-link capacitor, which is followed by buck/boost converter and is stored
in the battery. The obtained value is displayed on the multimeter 19.08 V, is shown in
Fig. 9 which is enough for the charging 15V battery. There should 16.6-20V range
voltage for the charging 15V battery. In case, if there is any voltage higher 20V the
buck operation is initiated and voltage is reduced to the required voltage.
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Fig. 10 Output for V2G mode
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Fig. 11 Layout of proposed system

In V2G, voltage taken from the battery is boosted up by buck/boost converter and
is fed to H bridge circuit. The generated PWM signal from the processor is given to
gate terminals of IGBTs via an opto-couplers. The input of the NOT gate is PWM
signal without phase shift and output of NOT gate is its phase shifted signal. The
PWM signals will turn ON the pair of IGBTs in the respective cycles. The obtained
waveform of AC waveform of 15.5V is shown in Fig. 10 which can be boosted to
our required level by a step up transformer for other applications. Altium designer
software is used to draw the circuit diagram and layout of proposed system which is

shown in Fig. 11. It is fabricated as a two-layer board which is represented as colored
lines in the layout.
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6 Conclusion

This paper proposes a controllable bidirectional charger for electric vehicle which
enhances the power grid capabilities. It is fabricated in simple and affordable cost
with power converter circuits. The proposed system ensures the energy saving in
the energy management system. This paper deals with two modes, namely grid-to-
vehicle and vehicle-to-grid. A single circuit can be operated in two modes; moreover,
it can provide the property of bi-directionality. The proposed system is very useful
for the charging of vehicle, different home appliance requirements like an inverter
(when sudden load shedding is happened), and charge can share to another vehicle in
an urgent situations. The circuits for the corresponding modes are evaluated and also
simulated on MATLAB/Simulink. The board layout is drawn on Altium Designer
tool. The efficiency of the system is bit less due to conversions of AC to DC and
vice versa, and cost of DSP processor is high. The recognition of proposed system
has been done in a small-scale prototype. The proposed system is compatible that
delivers power from grid to battery and battery to grid with required power factor.
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Sangeetha Muthiah and A. Senthilrajan

Abstract A digital image is often required to be rescaled. When the pixels in
the image are mapped to a larger grid, new coordinate positions will be formed.
The interpolation procedures are used to approximate the value for the unknown
sample points set between the initial sample points. The concept is to replace the
missing values using the known values of the initial sample points. The interpola-
tion techniques are intended to effectively preserve the characteristic features of an
image. There is an indeed greater number of interpolation algorithms available which
have their strengths and challenges. In this study, interpolation techniques based on
the nearest neighbour, bilinear interpolation, and high-quality magnification (hq3x)
scaling were examined. The qualitative and quantitative properties of these three
interpolation techniques were analysed. The parameters considered are the SSIM
and SNR measure. In the experiment, the performance of the three methods was
compared and measured from objective and visual assessments. The aim of this study
is to analyse the visual quality of the output to determine the suitable method. From
the analysis, it is observed that hqx scaling performs better than nearest neighbour
interpolation and bilinear approach performs fairly closer to hgx scaling.

Keywords Image interpolation - Magnification - Nearest neighbour - Bilinear *
Hgx scaling - SSIM

1 Introduction

Interpolation is a method of estimating the values at any given position between
the range of distinct sets of points [1]. For several image processing applications,
this is one among the basic procedures [2]. In digital imaging, scaling refers to
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expanding or reducing the number of pixels in the image. When the image dimen-
sion is extended, an additional number of sample points is created. Most commonly,
magnifying the image involves interpolation procedures to approximate the numer-
ical values of unknown sample points. A technique called image panning is related to
image magnification in a way how the images are viewed in the display. In the context
of image display, panning allows viewing of the image horizontally or vertically in
the display system, whereas image magnification provides a deeper insight into the
image or a wider perspective of the viewed object. The issue with inspecting the
zoomed image, however, will only reveal a portion of the image. Panning makes it
possible to look at the different parts of the zoomed image by shifting the focus inside
the image to the desired area. Similarly, contrast enhancement is done to maximize the
intensity values present in the image to give a better visual perception. This process
differentiates objects and the background in a more distinguishable way [3, 4]. Image
rescaling is often necessary for many image operations such as zooming or shrinking
images for digital display devices, geometric transformations and subpixel registra-
tion, and decompression [5-7]. Interpolation algorithms are structured to achieve
optimal results with a trade-off between maximum performance, edge smoothness
and sharpness [8]. Interpolation, however, is meant to retain the image the details
as the image is extended, adding new details would never make the original image.
Image interpolation is the problem of approximating the value for the new sample
point with the known points located around the unknown point. There are a number
of practical methods for upscaling images which obtain the desirable result, but it is
valuable to find the appropriate method of significantly lower distortion. In this study,
to evaluate an efficient approach to achieving optimum performance, the efficiency
of the image interpolation methods is tested from objective criteria along with visual
criteria.

This paper is structured as follows. The second section provides a review of
relevant literature on methods of image interpolation. The third section describes the
three interpolation techniques. The fourth section presents the experimental analysis
and performance comparisons and the conclusion is drawn in the final section.

2 Related Work

The classical interpolation approaches do not consider the local details of the image
and the unknown pixel values are interpolated in the same way across the whole
image. Dianyuan Han presents a comparison of widely used interpolation methods for
image upscaling. The results show the bicubic interpolated image scores better both in
SNR measures as well as the visual quality and take less computation time compared
to cubic B spline method. The nearest neighbour interpolation is fast however it
produces uneven edges. According to the author, the bilinear interpolation method
makes an effective option with respect to the processing speed and visual quality [9].
There has been many study addresses interpolation based on the differences in local
intensity features to preserve sharp edges. An edge-directed interpolation employed
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by Allebach et al. proposes expanding the image with the high-resolution edge map
generated based on subpixel estimation of the original image and the edge map is
used as a direction to interpolate the smooth regions with bilinear interpolation and
the visual quality is achieved through iteration [10]. Another approach by Li et al.
proposed a model to preserve edges using local covariance measures to estimate the
covariance pixels of the high-resolution image. This estimation of covariance is done
based on the geometric duality of the pixels of the low-resolution and high-resolution
image. To minimize the complexity, a hybrid method is adopted to interpolate exactly
the edge region with covariance-based interpolation and to interpolate smooth regions
with bilinear interpolation [11]. Zhang presents a nonlinear interpolation method to
retain the edge structure using directional filter and data fusion. The directional filter
estimates two values along with the orthogonal directions of a missing sample from a
local window and the directional estimated values are adaptively merged together to
calculate a more robust value with linear MMSE [12]. To reduce the computational
complexity and to achieve high-resolution image, the method focuses on isolating
edge pixels from non-edge pixels. To do so, it measures the local variance of the
unknown pixel’s nearest pixels. With bilinear interpolation, the non-edge pixels are
interpolated and the edge pixels are adaptively interpolated.

3 Image Interpolation

Image interpolation is the process by which the unknown points are estimated using
the known points. It generates high-resolution image from the low-resolution image
without affecting the visual information present in the original image. Unknown
sample points are created to extend the original image grid according to the inter-
polation ratio. Accuracy of the image being constructed depends on the number of
identified samples. In interpolation, it is presumed that the closest known points have
a greater impact when measuring value at the unknown point than those farther away
[13].

The brightness values of points P1, P2, P3, P4, for example, represent the pixels
in the original image as shown on the left in Fig. 1, and its original dimension is
magnified three times as seen in Fig. 1 on the right. The number of unknown sample
points generated is determined by the desired magnification ratio. The values of
original points P1, P2, P3, P4 are mapped to the new position in the enlarged grid,
respectively. Notice the number of unknown points such as X, between these four
known sample points. Now the values of those unknown samples are to be estimated
by interpolation procedure using the brightness values of original points P1, P2, P3,
P4 [9].
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Fig. 1 Image interpolation

3.1 Nearest Neighbour Interpolation

The nearest neighbour interpolation is the simplest approach which assigns each
sample with the value of a sample closest to the point. It is a piecewise polynomial.
It is a single point approach; therefore, the function g(x) at any point is interpolated
based on just one nearest sample value. The nearest neighbour approximation kernel
is described by a box filter kernel

1if |¢t] < 0.5
0 otherwise

s(r) = { (1)

This filter kernel is the first-order family of B-splines. The samples are interpo-
lated by convolving the sampled signal with the box filter in the spatial domain. This
is equivalent to multiplication of the transformed function with a sinc function in
the frequency domain [5]. Since sinc function has endless side lobes on both sides
of the main lobe, it is not an optimal filter for interpolation. If the sinc function is
approximated with the box window function defined in Eq. (1), the inverse transform
of this filter displays ringing effect as shown in Fig. 2. This is due to the poor absorp-
tion of the high-frequency elements which often contributes to the discontinuity of
the intensity surface of the image. This method is preferred, however, because of its
simple operations which make implementation easier with little computing time.

As shown in Fig. 3, the pixel P(x,y) is at non-integer location and is interpolated
using the closest single known neighbour, if, for example, the input coordinates of
the original sample points P(x1,y1), P(x1,y2), P(x2,y1), P(x2,y2) are the four nearest
neighbours to the new sample point. Now to find the value for the new coordinate
point P(x.y), the distance between P(x,y) and the four neighbouring points P(x, y1),
P(x1,y2), P(x2,y1), P(x2,y2) are computed. The closest point is determined and its
intensity value is assigned to the new sample point P(x,y) [9].

The nearest neighbour method, if scaled to an integer coordinate, will reproduce
the original image. This approach can induce distortion if it is mapped partially within
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the original location. However, the arrangement of pixels which form the image
becomes visible as the scale factor is increased. Olivier et al. proposed a new nearest
neighbour value interpolation to overcome this problem. According to the proposed
approach, determining the nearest value is guided by bilinear interpolation. The
value for the missing pixel is estimated by taking the minimum difference between
the values of four nearest cells and the value obtained by bilinear interpolation. The

value which is almost equal to the nearest cells is set as the value for the missing
pixel [14].

3.2 Bilinear Interpolation

The box filter in Eq. (1) is convolved with itself produces a triangular function and
the triangular filter kernel is defined as [15]

1—t |t < 1
0 otherwise

s() = { ®)
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Itis alinear piecewise polynomial where straight lines are used to connect between
the points. The sampled image is convolved with the triangular filter and the Fourier
transform will be sinc function multiply with a sinc function. This filter is a low-pass
filter and gives smoother frequency response as seen in Fig. 4.

The bilinear interpolation takes into account two closest sample points in each
direction located near to the undefined sample point. The linear interpolation along
with the horizontal directions and on the vertical direction is computed. The final
value for the undefined sample point is the weighted average value of the closest
neighbours. The weights are calculated based on the distance from the undefined
sample point to the four nearest points and the points located close to an undefined
point are assigned greater weights.

Figure 5 illustrates the process of bilinear interpolation. The sampling point at
P(x,y) is to be interpolated. This point is surrounded by two nearest neighbour on the
bottom row denoted by P(1,1) and P(2,1) and two nearest neighbour on the top row
denoted by P(1,2), P(2,2). The value for sample point Q is determined, by performing
two linear interpolations: one in the x-direction of the bottom row to estimate the
value for intermediate point P(x,y;) and top row to estimate the point.

e
8

(b)

Fig. 4 Bilinear interpolation a triangle kernel, b frequency response

Fig. 5 Illustration of "
bilinear interpolation P(1,2) P(x,y2) ! P(2,2)
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P(x,y,) and one in the y-direction using the previously estimated points P(x,y;),
P(x,y,) to interpolate P(x,y).

To calculate the value for the sample point P(x,y;) and P(x,y,), the bottom row is
linearly interpolated followed by top row in the x-direction

X —x
P y1) = e yn) + (P, ) = P y)) s —— (3.1)
2 — X1
¥ —
P(x,yz)=P(xl,yz)—l-(P(xz,yz)—P(x1,y2))*x P (3.2)
2 = X1
and one linear interpolation on the y-direction to estimate the point)(x,y).
P _ Y=V
(x:y)—P(x:yl)‘i‘(P(x:)Q)—P(x,)’l))* (4)

2=V

3.3 High Quality Magnification (Hqgx) Interpolation

HQX stands for high quality magnification [16]. It was created by Maxim Stepin. It
is created for pixel art scaling algorithm. This interpolation approach checks for lines
in the image and gives smooth interpolation. The hgx scaling algorithm compares the
color of the 8 immediate neighbours to the color of each sample point. The difference
in colour between the source and each neighbour is calculated based on the YUV
threshold and further, the Y component has a greater weight assigned compared to U
and V components. The pixels compared is either classified as close or distant which
gives 256 possible combinations. Further, If the colour difference in any one of the
three planes is above the threshold, that bit is 1 otherwise 0. The magnification of
each input sample points to the corresponding 9 output sample points.

The interpolation pattern for each 3 x 3 is searched in the preconstructed lookup
table. This table directs which pixel color is assigned to a particular pattern. For
each close or distant combination, there is an entry in the lookup table. Each entry
states how to blend the colors of the source pixels and its neighbours to interpolate
nine output pixels. The hqx works well when the input is not anti-aliased. This
algorithm produces an image of better visual quality and retains the edges without
much blurriness.

4 Experiment and Discussion

The widely used algorithm for image interpolation is the nearest neighbour and
bilinear interpolation. The high-quality magnification algorithm considered in pixel
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art scaling is compared with these approaches. The consistency of each of these
methods is analysed. To determine the accuracy of the magnified images, a test
image taken is reduced to a third of its original size and using different interpolation
algorithms the image is extended to its original arrangement. The original size of the
test image is compared with the reconstructed image for similarity measure.

4.1 Objective Assessment

In this study, the performance of the selected image magnification algorithms is
compared. To evaluate the fidelity of the interpolated images, signal-to-noise ratio
(SNR) and structure similarity index (SSIM) of those scaled images are measured.
The SSIM measures the structure content variation between the original image and
the magnified image and the SNR computes the difference between two images.
These methods are tested in 20 images and the results of the different interpolation
algorithms are shown in Table 1.

The SNR measure between two images produces larger value, represents better
quality of an image and the mean SSIM value should be close to one. The results
of SSIM and SNR values of different interpolation algorithms from the table show
the bilinear interpolation and hgx scaling performed better than nearest neighbour
interpolation. Importantly, if the image is not antialiased the hgx scaling provides
better image quality. The SSIM and SNR values of bilinear interpolated images are
greater than the nearest neighbour approach but fairly close to hgx scaling algorithm.

Table 1 Evaluation of SSIM and SNR of different interpolated method

Metrics SSIM SNR

Interpolation Nearest Bilinear HQX Nearest Bilinear HQX
algorithm neighbour neighbour

Baboon 0.7922 0.8774 0.9101 20.43559 23.05296 | 23.08568
Leaf 1 0.6357 0.7215 0.7495 13.96609 17.17062 17.38480
Pepper 0.7502 0.8235 0.8402 18.40475 21.39917 22.29207
Lena 0.6342 0.7615 0.7621 14.32169 18.42498 18.45049
Leaf 2 0.6502 0.8374 0.8322 16.75714 21.97753 21.84567
Leaf 3 0.7689 0.8199 0.8593 18.07040 20.15241 20.65962
Leaf 4 0.7844 0.8603 0.8592 19.99927 23.05181 23.49497
Leaf 5 0.8003 0.8533 0.9077 20.84055 22.90923 23.36608
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4.2 Visual Quality Assessment

Generally, the quality of the magnified images by various interpolation methods
can be determined by performing a visual examination of the results. For visual
evaluation, the test images are enlarged to a scale factor of 3 to illustrate the visual
contrast between nearest neighbour, bilinear and hgx scaling methods. An example of
a magnified image for visual comparison is shown in Fig. 6. The nearest neighbour
interpolation displays the presence of serration near the borders, curves and lines
which can be realized from Fig. 6, since this filter suppresses the stopband frequencies
which results in unwanted deviations in the frequency response. It also generates
significant blockiness over the entire surface of the image. Hence the accuracy of the
image is reduced.

On the other hand, the bilinear interpolation eliminates the serrated edges which
are more apparent in the nearest neighbour approach. Due to the improved stopband
attenuation performance, this filter gives a smoother frequency response. But this
is achieved by blurring the high-frequency data present in the original image. This
produces extensive smoothing on the image surface which makes the sharp edges and
other features appear smudged. The hgx approach is a pattern matching algorithm
which interpolates pixels from the pregenerated table. It begins to search for edges
in the image and smoothly interpolate those edges. However, it has slightly visible

Fig. 6 Interpolated images for visual contrast a shrunken image, b original image, ¢ nearest
neighbour, d bilinear, e HQX
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serrated edges in the image. It retains much of the sharp features contained in the
original image.

5 Conclusion

The nearest neighbour interpolation can be used for its speed and ease of implemen-
tation. It replicates the closest sample point intensity. This possibly brings a stair
step pattern across the image surface, specifically around the edges. This method,
however, does not add any new information to the image. The bilinear interpola-
tion which works in the opposite way to the latter approach in computing time as
well as many sample points involved for an interpolating point. It requires addi-
tional calculation as it stretches around interpolating point to four nearest pixels. It
is a low-pass filter with a decent frequency response that softens the high-frequency
features such as image borders which looks indistinct. Unlike the nearest neighbour
method, the bilinear interpolation provides an image of continuous intensity. As a
consequence, the quality of the image is more satisfactory for viewing. The hgx algo-
rithm can get reasonably better image quality with fast computing time except the
difficulty involved in constructing the custom lookup table for interpolation. The hqx
produces an image of very good in quality. All the edges and lines contained in the
image appears sharper. It performs better in the case of antialiased image. However,
extending the image size past a certain level cannot be done since interpolating a
large number of pixels would become unrealistic. In this scenario, opting for high
quality sensor would be useful.
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Healthy Sri Lankan Meal Planner )
with Evolutionary Computing Approach L

M. I. M. Jayarathna and W. A. C. Weerakoon

Abstract Due to the busy lifestyle and the negligence of health, human beings are
becoming the victims of non-communicable diseases (NCD). Further, the hereditary
and lifestyle factors are major causes of NCD. My Smart Diet is a menu planning
Android application with the genetic algorithmic (GA) approach. It suggests healthy
meals with Sri Lankan foods and beverage. Moreover, My Smart Diet app uses calorie
requirements and nutrition needs per day of a person according to age, height, weight,
and daily activities. These parameters are taken from the user. Foods and actual daily
calorie and nutrients that suggested by nutritionist and other sources have been stored
in MySQL database. In this application, evolutionary computing has been applied
on two levels. In the first level, the chromosomes have been designed using a dietary
nutrient with 21 genes, where the nutrients and quantities were used as the genes.
In the second level, the chromosomes have been designed using dietary foods with
a variable length. The numbers of genes rely on user inputs. There, the Sri Lankan
food items and quantities have represented the genes. Further, in the first level, the
fitness function has been designed using user inputs and sample personal data based
on nutritional data and chromosomes, while in the second level, the fitness function
has been designed using foods that insert by the user, nutrition recommendation that
given by the first genetic algorithm and chromosomes. Moreover, in these two levels,
the individual with the lowest fitness value has been selected as the output. In addition
to that, application testing was conducted by colleagues for its functionality and user
satisfaction. Finally, the app has been evaluated using the preference given by its
users compared with the preference received by the same group of users who used
the Fitness Meal Planner app (an existing western food meal planner). After that, the
preferences have been evaluated by applying the sign test. Overall, the Smart Diet
app ranks higher than Fitness Meal Planner. Ultimately, Sri Lankan users can live a
healthy life using My Smart Diet app.

Keywords Genetic algorithm + Android application - My smart diet - PHP restful
API
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1 Introduction

Due to the busy lifestyle and the negligence of health, human beings are becoming
the victims of non-communicable diseases (NCD). In fact, the dietary and lifestyle
factors such as inadequate physical activities and unhealthy diets are major causes
for NCD. As a trend, people those who have concerns on this tend to surf the Internet
to find healthy diets or exercise plans. A healthy diet plan helps to maintain or
improve overall health with various foods. In app stores, it could find plenty of diet
planner apps. Several such food planning applications exploit GA. It could find a
menu planning application for diabetic mellitus patients [1] and a diet schedule for
kidney patients using GA with a fuzzy expert system [2] In addition to those, in
2016, a personal guidance application was developed with the GA approach [3].
Further, an automated food menu planning application was developed in 2012 with
evolutionary algorithms [4]. Another such attempt was a Web-based weekly menu
planning application [5]. However, most of these planners were not suitable for the
Sri Lankans as the foods and the others environmental factor such as a climate could
be varied. Furthermore, the daily calorie consumption rate of a Sri Lankan could be
varied. As such, it was difficult to find a diet app with Sri Lankan foods that matches
to the environment in Sri Lanka. My Smart Diet app [6] is the solution for above-
mentioned problem which was developed for the Sri Lankan context with an Android
and genetic algorithmic approach. It suggests healthy diet with Sri Lankan foods.
Moreover, My Smart Diet app uses calorie requirements and nutrition needs per day of
a Sri Lankan according to age, height, weight, and daily activities. The values for these
parameters are taken from the user. Foods and actual daily calorie and nutrients that
suggested by nutritionist and other sources was stored in a MySQL database. These
data were collected through interviews and questionnaires. A multiobjective genetic
algorithm was used to suggest appropriate daily meals based on personal inputs.
Daily calorie requirement is calculated using the Harris Benedict equation. The
genetic algorithm approach has the initial population, chromosome coding, fitness
score calculating, crossover, and mutation operators. In this application, five meals
were suggested for every day according to user’s preference. Those are three main
meals and two snacks. Accordingly, each chromosome has not in a fixed length. Each
gene includes nutrients and the quantity of it per day. Nutrients include carbohydrate,
protein, calcium, fats, salt, sugar, vitamin B12, water, fiber, iron, and folic acid. This
application implement in two parts. First genetic algorithm implement with PHP
Restful Application Programming Interface (API). This API passes the result of the
genetic algorithm to an Android Studio. My Smart Diet app [6] was developed with
the Android Studio to get user inputs and to display the meals. The final result of this
project is to suggest daily meals according to personal inputs. Further, application
testing was conducted by the colleagues to check its functionality compared the user
preferences with respect to another existing meal planner app. The user preferences
were statistically analyzed using the sign test. Finally, it could prove that My Smart
Diet app is a user-friendly meal planner for Sri Lankans.
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2 Background Related Works

Many recent studies on meal planners have focused on menu planning with a genetic
algorithm. In 2017, M. F. Syahputra, V. Felicia, R. F. Rahmat, and R. Budiarto
researched Schedule Diet for Diabetes Mellitus (DM) Patients using genetic algo-
rithm. This has produced a menu plan for DM patients for a period of a week as per
their calorie needs. This consists of two data types, such as DM patients’ details and
details of food nutrition. Calorie needs can be calculated using the Harris Benedict
equation. The initial population was randomly generated through foodstuffs, and the
chromosome was composed of 15 genes. Then, a gene represents the total number of
calories required from an item. The fitness score was calculated using the total caloric
requirements and the total number of calories in the foods. This rank-based fitness
assignment method was used for the selection, hence selecting the individual with the
lowest fitness value. Further, the two-point crossover method and random mutation
are used in the genetic algorithm. Here, the test was carried out for twelve times
with different individuals and generations. It recommends that genetic algorithms
perform well in menu designing for diabetes mellitus patients [1].

In2012, a project on automatic dietary menu planning [4] based on an evolutionary
algorithm was conducted by Kotodziejczyk and Przybylek. This article presents
an advisory system for dietitians to arrange a set of divers daily meals that satis-
fying personalized nutrition standard. The initial population was randomly gener-
ated through foodstuffs, and the chromosome consisted of 20 genes. It suggested
five meals per day, and each meal had four products, where a gene represents a
food product. Fitness scores are calculated by measuring the nutrient requirements
depending on the food references of the diet. Further, the tournament selection was
used to select the best individual with uniform crossover method and standard muta-
tion. Here, the test was conducted using 10 menus with a fitness value with more than
0.75. The advantage of this method was it generates a variety of meals. However, it
did not suggest the type of cooking, which was a disadvantage of the system [4].

Next, a Dietary Menu Planning application [5] using an evolutionary method
was introduced by Barbara Korousi¢ Seljak in 2007. This paper has proposed a
computer-aided Web-based application for weekly menu planning considering diet-
planning principles and the aesthetic standards. Here, GA was used in a multilevel
way. The initial population was constant for all levels. There were three levels of
chromosomes. At the firstlevel, seven genes were there and a gene in the chromosome
has represented one daily meal. Then, the middle-level chromosome had five genes,
where a gene has represented one meal. Further, the end-stage chromosome does
not have a fixed length, and a gene has represented food item and quantity. In fact,
the aesthetic standards considered in calculating the fitness scores were cost, color,
and nutrients. In addition to that, the binary tournament selection method was used
with two-point crossover and a linear descent mutation, where the individual with
the largest crowding distance and the non-dominant solution was selected as the best
individual. Finally, the testing was conducted using the dietary requirements of a
local hospital and the experimental results were obtained by running GA 25 times.
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Next two kinds of research used a genetic algorithm with fuzzy system. The first
research was conducted for patients suffering from kidney and urinary tract (UT)
diseases [2] by Sri Hartati in 2013. In this work, an initial population of 100 individ-
uals were randomly selected from food indices and the chromosome was composed
of 10 genes. Then, a gene represents one food index. Further, they have identified
five types of kidney disease and have used different fitness functions for each type
of kidney disease. Dietary supplements were used for the fitness function. Genetic
algorithms use crossover probability and mutation probability given by Mamdani’s
fuzzy inferential system. Here, the testing was conducted using real test cases, and it
has recommended the genetic algorithm perform well in designing menus for patients
with kidney and UT diseases.

Next research was personalized dietary guidance conducted by Petri Heinonen
and Esko K. Juuso in 2016. As an initial population, 100 individuals are randomly
selected from the diet and there is no fixed length for the chromosome. Use this
tournament selection method as a selection and select the individual with the lowest
fitness rating. Genetic algorithms use arithmetic crossover and mutation probability
given by Mamdani’s fuzzy inferential system. Except for these operators, elitism
was used here. Here, the validity of the system was done with specialist expertise,
comparison of nutritional status and monitoring of key aspects of the work of the
Gas [3].

3 Genetic Algorithm

Genetic algorithm is a heuristic search algorithm [7]. It is based on the idea of
natural selection [7] and genetics. It uses to select fittest individuals for reproduction
to produce offspring of the next generation. They are commonly used for genetic
high-quality solutions for optimization problems and search problems. It is espe-
cially efficient with an optimization problem. There are five phases [7] in GA. The
first phase is the initial population. The initial population is a subset of all possible
solutions to a given problem. The chromosome is one such solution to the given
problem. Gene is one element position of chromosomes. Fitness function is the first
step of creating a genetic algorithm. It is a function which gets solutions as an input
and makes a suitable solution as output. Mainly, there are three types of genetic oper-
ators in GA. These are selection, crossover, and mutation. The parent selection is the
process of selecting parents which mate and recombine to create offsprings [7] for
the next generation. Crossover is combining two individuals to create new individ-
uals for possible inclusion in the next generation. Most popular crossover operators
are uniform crossover [4], two-point crossover [5], and arithmetic crossover [3]. The
mutation may be defined as a small random tweak in the chromosome, to get a new
solution. “Apply random changes to individual parents from children” [8]. It is used
to maintain and introduce diversity in the genetic population. It is usually applied in
low probability. Most popular mutation operators are standard mutation [4], linear
descending mutation [5], and random resetting scramble mutation [1].
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4 Methodology

My Smart Diet application was developed as an Android app. Figure 1 shows the
design of My Smart Diet. Implementation of My Smart Diet was done covering
the phases illustrated in Fig. 2. First, the database was created using the MySQL
server. There were nine tables, namely the personal table, the recommended nutrition
table, cereals, vegetables, leafy vegetables, fruits, juices, meat and fish and dairy
product. Group of 100 people has participated in the personal data collection process.
After that, the data collected were stored in the personal data table. Age, gender,
BMLI, activity level, and pregnancy have been used as personal data. In addition to
that, according to the personal data table, 21 essential nutritional data have been
inserted into the nutrition data table. These are energy (kcal), fat (g), carbohydrate
(g), protein (g), calcium (mg), thiamin (mcg), riboflavin (mg), vitamin C (mg), iron
(mg), sodium (mg), cholesterol (mg), fiber (mg), moisture (g), potassium (mg), zinc
(mg), magnesium (mg), phosphorus (mg), niacin (mg) carotenoid (mcg), and vitamin
A (mcg).

Subsequently, seven tables have been added to the database under the Sri Lankan
food category. They are whole grains, vegetables, green leafy vegetables, fruits,
juices, meat and fish and dairy products. Sample personnel data were collected
through questionnaires. Recommendations on nutrients and quantity for personal
data samples have been collected using interviews with a nutritionist. The nutrition
information on Sri Lankan food and beverages was collected using the Web site of
biodiversity for food and nutrition project. According to the information gathered on
food nutrition, energy, protein, calcium, moisture and carotenoids are found in abun-
dance in vegetables, green vegetables, fruits, juice, and cereal. As shown in Fig. 3,
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dairy products are rich in energy, fats, calcium, vitamins, and cholesterol, energy,
protein, calcium, fat, iron, and phosphorus are common in fish and meat.

This application was developed as an Android application using the Android
Studio. Here, the daily diet was suggested by the daily caloric intake, nutritional
factors, the daily caloric intake, and nutritional factors were determined by age,
height, weight, gender, and activity level. These data were inserted as user inputs via
an Android application, and those inputs were sent to the server via the API as an
HTTP request.

The respective genetic algorithm was developed using PHP. In this application,
evolutionary computing has been applied on two levels. In the first level, the chromo-
somes have been designed using a dietary nutrient with 21 genes, where the nutrients
and quantities were used as the genes. In the second level, the chromosomes have
been designed using dietary foods with a variable length. The numbers of genes rely
on user inputs. There, the Sri Lankan food items and quantities have represented
the genes. In both the implementation stage, 100 individuals were used as the initial
population, single-point crossover operation has been used and selects crossover
point randomly, and random mutation operator has been used in the mutation phase.
In the first level, the fitness functionality has been designed using user inputs and
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sample personal data based on nutritional data and chromosomes as shown in Fig. 4.
The individual with the lowest fitness value has been selected as the output.

In the fitness equation, the output recommendation (O;) represents records on the
nutrition recommendation table, for example, O, is the first record of the nutrition
recommendation table and the chromosome is represented by C;. As an example, C
is the first chromosome. Here, the initial population is equal to 100. So, j is changed
from one to one hundred. n denotes the number of genes in the chromosome, where
a gene represents the required intake of the nutrition and nutrition such as carbohy-
drates, fats, calcium, and sodium. Further, chromosome length is not fixed. Therefore,
the parameter k is changed from 1 to the length of the particular chromosome. For
example, the chromosome contains 21 nutrients, such as carbohydrate, energy, fat,
calcium, sodium, and then k has been varied 1-21 and n equal to 21.

Further, personal data records (P;) represent the records on the personal data table.
For example, P is the first record of the personal data table. The input personal data
(I,) variable represents the data entered by the user. Age, BMI, gender, activity level,
and pregnancy are represented by x. For example, /; is the age of the user. The
personal data table has five columns, so x is changed from 1 to 5.

In the second level, the fitness functionality has been designed using foods that
input by the user, nutrition recommendation that given by the first genetic algorithm,
and chromosomes as shown in Fig. 5. The individual with the lowest fitness value
has been selected as the output.

In the fitness equation, the nutrition recommendation (X;) represents nutrition
given by the first genetic algorithm. Quantity of food item (Q;) represents a gene on
chromosome, n represents the number of genes in chromosome, and n depends on
user preference. Nutrition (N;) represents the nutrition of each food item.

After the foods and quantity suggested by the genetic algorithm, the Android
application has been referred to as a JSON object which has been displayed to the
user through the Android app. This suggests the quantity of foods that the user
chooses using genetic algorithms.

5 Discussion

The system was tested with a group of 75 people which includes university students,
school students, and members of the village death donation society, collecting their
personal information. Their responses were collected by distributing a questionnaire
among them. The questionnaire covered the questions to check the satisfiability of
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the non-functional requirements of the system. Under the non-functional require-
ments, whether the system’s interfaces match the resolution of the user’s phones,
appropriateness of colors, texts, and font sizes, whether the users can understand
the application’s request data, and the attributes in the interface such as buttons,
cursors, and dropdown buttons separately. Analyzing data under these requirements
ensures system usability. Functional requirements have been verified using the feed-
back provided by the user in the questionnaires. Under the functional requirements
checking, it was required to check the functionality of the system. For examples,
are the submission forms functioning properly, are the inserted data passing through
the API, is the fitness function operated according to the included data calculating
the fitness value and producing the desired output, which is a constructive food
recommendation. Analyzing the data under this criteria, it could ensure the system is
functioning desirably. The app has been evaluated using the preference given by its
users compared with the preference received by the same group of users who used
the Fitness Meal Planner app (an existing western food meal planner). After that,
the preferences have been evaluated by applying the sign test. Further, a descriptive
analysis was conducted over the preferences. For example, 83% of the participants
like the food variations produced by the application, 85% understood the inquired
data in the application, 89% satisfied with the response time, and 94% agreed that the
cost incurred due to the meals suggested by the application was lower than the other
application. Overall, the Smart Diet app ranks higher than Fitness Meal Planner to
the food preferences and respective questions. However, only 23% indicated that the
interfaces of these applications were attractive.

Moreover, this application can be enhanced by combining food recipes with meal
recommendations in the future. In addition to that, this app can also be developed as
a Web-based application.

Ultimately, Sri Lankan users can live a healthy life using My Smart Diet app.
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Fuzzy Logic-Based Approach for Back m
Analysis of VISA Granting Process L

Susara S. Thenuwara and R. A. R. C. Gopura

Abstract In this paper, a fuzzy logic-based approach is proposed for the back anal-
ysis of the VISA granting process in common practice. VISA granting process is
varying with countries, regions as well as other factors. Different types are granted
and they have different criteria that apply to VISA a particular country or a region.
The final results of VISA decisions affect the passport ranking index in a particular
country. The passport ranking index is the most common factor for the measurement
of the wealthiness and healthiness of a country. Hence, it is very important to study
the procedure of modifying, updating, and maintaining the rules and regulations of
the VISA granting process in common practice. The proposed fuzzy logic-based
approach is developed by considering vague factors that impact the final decision
making for VISA. After applying the fuzzy logic-based approach, VISA granting
process can be modified according to the particular country as well as maintaining
the quality of the decision.

Keywords Fuzzy logic + VISA grating process - Passport ranking index

1 Introduction

In general, the VISA is granting permission to enter a country. The Latin meaning
of VISA is “a paper that has been seen” [1]. However, it is a document or seal issued
by a country to a person to enter, leave, or stay in a region for a specific period.
The most common VISA types are tourist, work, student, and transit, but there are
many subcategories and different types as well. Depending on the specific region of
travel, it can be valid for single or multiple entries. In common practice, approval
of VISA depends on several factors: validity and availability of primary documents,
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proof of income (livelihood), sponsorship and relatives, illegal, criminal and overstay
activities, travel history, health condition (health index), and other straight forward
factors.

The results of VISA decisions influence the passport ranking index in a particular
country. The passport ranking index is the most common factor for the measurement
of the wealthiness and healthiness of a country. Hence, it is very important to study
the procedure of modifying, updating, and maintaining the rules and regulations of
the VISA granting process in common practice.

After analyzing the previous VISA granting data, issues have been identified in
the common practice of the VISA granting process. Major issues identified are VISA
guidelines are not up to date and passport ranking index is not even slightly changed
in a very long period. To study the procedure of modifying, updating, and maintaining
the rules and regulation of the granting process, a proper back analysis of the process
is required. Therefore, in this paper, a fuzzy logic-based approach is proposed for
the back analysis of the VISA granting process [2].

The research paper is structured as follows. A brief literature review of the current
complex decisions is available in the next section. Section 3 explains the solu-
tion suggested. This involves designing and implementing the program proposed.
Section 4 presents results and discussions. The final section concludes the paper by
outlining the research conclusions, limitations, and future directions.

2 Literature Review

Many types of research have been conducted on fuzzy-based decision-making
systems. They have used popular fuzzy inference systems like Mamdani and Sugeno.
The fuzzy logic algorithm helps to solve many vague decision-making problems that
humans involved in. In this section, the authors investigate the use and how their
involvement and weakness influence final decisions of fuzzy logic systems.

The VISA process is a kind of decision-making process. Therefore, it is poten-
tially important to study decision-based fuzzy applications. Zaher et al. discussed an
artificial intelligence approach for decision making in investment [3]. The proposed
fuzzy inference system is Mamdani and the major objective of the research was to
advise their clients to allocate the portion of their investments. The paper discussed
different membership functions (MF) and comparison with other methods as well.

Sajfert et al. introduced a fuzzy logic framework into decision-making processes
concerning managers selection [4]. The manager’s qualifications considered in this
research were wealth, expertness, leadership, and status. The purpose of this paper
was to use dynamic logic to construct a list and to achieve an advantageous solution.

Lietal. [5] proposed an extended Takagi—Sugeno—Kang inference system (TSK+)
with fuzzy interpolation and rule base generation. This paper introduced an entirely
distinctive, fuzzy interpolation response to the TSK statement. It also suggested a
database method for producing the expanded TSK thinking framework. The proposed
system enhances the standard TSK thought in two ways. The experimental result is
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unquestionable because the program with compact rules and competitive efficiency
is very significant.

Vermonden and Gay presented the Migration from Oaxaca, Mexico fuzzy
modeling [6]. This study shows the fluid model of logic based on migration factors
such as higher primary employment, high unemployment rates, and a high marginal-
ization index. The model shows the tendency of primary-sector workers to migrate
and a growing effect on migration patterns of soil degradation. The proposed
approach uses the Sugeno model to evaluate the two selected input variables.

The next literature based on VISA granting-based decision-makin