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Preface

It is my great pleasure to welcome you all to the International Conference on
Sustainable Expert Systems (ICSES 2020) held in Nepal during September 28–29,
2020.

The main thrust of ICSES 2020 is to deal with the design, implementation,
development, testing, and management of intelligent and sustainable expert systems
and also to provide both theoretical and practical guidelines for the deployment
of these systems. Due to the well-established track record of intelligent and net-
worked systems, it mandates the implementation of sustainability aspect to become
more accessible for the network users. This makes ICSES 2020 an excellent venue
for exploring the sustainable computing foundations for the challenging commu-
nication network issues.

The success of ICSES 2020 completely depends on the efforts made by the
researchers in the field of artificial intelligence and sustainable computing, who
have written and submitted research articles on various research topics.

The program committee members and external reviewers deserve sincere
accolades, as they have invested more time in assessing and analyzing multiple
papers submitted on different research domains to significantly hold and maintain
high quality for this conference event. Additional thanks are given to the Springer
publications. We hope that you will take advantage of many research insights into
intelligent expert systems.

Pulchowk, Nepal Dr. Subarna Shakya
Arad, Romania Prof. Dr. Valentina Emilia Balas
Ithaca, USA Dr. Wang Haoxiang
Geelong, Australia Dr. Zubair Baig
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About the Conference

This proceedings includes the papers presented in the International Conference on
Sustainable Expert Systems (ICSES 2020), Organized by Tribhuvan University
(TU), Nepal, with a primary focus on the research information related to artificial
intelligence (AI), sustainability, and expert systems applied in almost all the areas
of industries, government sectors, and academia worldwide. ICSES 2020 will
provide an opportunity for the researchers to present their research results and
examine the advanced applications in artificial intelligence (AI) and the expert
systems field. Nevertheless, this proceedings will promote novel techniques to
extend the frontiers of this fascinating research field.

Advancement in both the sustainability and intelligent systems disciplines
requires an exchange of thoughts and ideas of audiences from different parts of the
world. The 2020 International Conference on Sustainable Expert Systems was
potentially designed to encourage the advancement and application of sustainability
and artificial intelligence models in the existing computing systems. ICSES 2020
received a total of 191 manuscripts from different countries, wherein the submitted
papers have been peer-reviewed by at least three reviewers drawn from the tech-
nical conference committee, external reviewers, and also editorial board depending
on the research domain of the papers. Through a rigorous peer-review process, the
submitted papers are selected based on the research novelty, clarity, and signifi-
cance. Out of these, 52 papers were selected for publication in ICSES 2020 pro-
ceedings. It covers papers from several significant thematic areas, namely data
science, wireless communication, intelligent systems, social media, and image
processing.

To conclude, this proceedings will provide a written research synergy that
already exists between the intelligent expert systems and network-enabled com-
munities and represents a progressive framework from which new research inter-
action will result in the near future. I look forward to the evolution of this
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conference theme over time and to learning more on the network sustainability and
continue to pave the way for applications of network sustainability in the emerging
intelligent expert systems.

Conference Chair
Prof. Dr. Subarna Shakya

Professor
Department of ECE
Pulchowk Campus

Institute of Engineering
Tribhuvan University

Pulchowk, Nepal
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Captcha-Based Defense Mechanism
to Prevent DoS Attacks

G. Muneeswari and Antony Puthussery

Abstract The denial of service (DoS) attack, in the current scenario, is more vulner-
able to the banking system and online transactions. Conventional mechanism of DoS
attacks consumes a lot of bandwidth, and there will always be performance degra-
dation with respect to the traffic in any of the communication networks. As there
is an advent over the network bandwidth, in the current era, DoS attacks have been
moved from the network to servers and API. An idea has been proposed which
is CAPTCHA-based defense, a purely system-based approach. In the normal case,
the protection strategy for DDoS attacks can be achieved with the help of many
session schedulers. The main advantage is to efficiently avoid the DoS attacks and
increase the server speed as well as to avoid congestion and data loss. This is majorly
concerned in a wired network to reduce the delays and to avoid congestion during
attacks.

Keywords DoS attack · Captcha-based mechanism · Security threat · Network
topology · Authentication

1 Introduction

Denial of service attacks always in the next generation attacks category to destroy the
entire network built for commercial Web sites. Most of the hackers in cyber-world
steal the information through DoS attacks. The main concern with DoS attacks is
many computational devices that make up the IoT world are forced to close the
target commercial Web sites due to DoS attacks. Mostly, a DoS attack uses a single
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computer and a single IP address to attack its targetWeb sites; thus, it is easy for us to
protect against this. In the modern world, the DoS attack is rejecting the service from
the customers, and it is a very big threat to commercial transactions over the commu-
nication network. Conventional threat degrades the performance of the system in
terms of the quality of service, and the bandwidth around the cluster of computers
also gets affected. To detect these types of attacks, many security measures had
been imposed over the network of systems. Such mechanisms identify the attacks
by some traffic control implementations and frequency of patterns during the data
transfer through routers held between the source and the destination. Earlier DoS
attacks were targeted only in the networks making it easy to design a protocol for the
network, but currently, the server resources and certain applications are vulnerable
to the hackers. Pertaining to the application-based DoS attacks concerned, since it
is mainly causing problems at the end system, whatever network monitoring system
implemented at the router level does not give an advantage over the threat. In this
paper, two mechanisms are implemented to overcome the DoS attacks: First mech-
anism deals with every activity in the network incorporated with session validation,
and the second mechanism is designed with captcha-based defense mechanism. In
session scheduler, every user is authenticated by solving some puzzles, and these
schedulers are designed as part of the DoS shield. The main disadvantage is the over-
head incurred during every session validation. When the network traffic is tremen-
dously high, then the captcha-based defense mechanism will introduce additional
delays and more overhead through interactive-based systems. Many of the online
transactions with a specific application system do not employ a captcha-based secu-
rity system which is simple to implement and does not require major changes in the
existing system.

The actual organization of the paper is elaborated as follows. Section 2 deals
with the existing work with a literature survey, and Sect. 3 throws limelight on the
system methodology adopted. Experimental results are described in Sect. 4, and the
conclusion has been given in Sect. 5.

2 Literature Survey

Whenever a new application is created, designed, and implemented, there should be
a mechanism that must be incorporated to handle [1] the effect of denial of service
attack. Considering the application layer of the network, the work in this paper
[2] has given all the possibilities over the protocol-related issues, and the system
is integrated with non-intrusive complaint. The attacks reduce the speeding of the
transfer of data and thus introduce network delay affecting the overall performance
of the system. The idea [3] of snort detection has proposed a wide knowledge in
preventing DoS attacks which handles a lot of requests to the servers. Captcha-based
system is indicated here that differentiates the original client and intruder system
with the help of the IP addresses. Here [4], a novel approach called live baiting based
on group testing theory was proposed to manage DoS attacks. This novel mechanism
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can be implemented in an online environment where millions of requests sent from a
client and that can be in differentiable from the attacker’s request. While considering
the novel attacks in the current scenario, even though a lot of research [5, 11, 13] has
been done, it is very difficult to distinguish malicious traffic with the normal network
flow. A confidence-based filtering method [9] is a new novel mechanism to prevent
the threat in cloud computing.

In this research [6, 8, 10], some set of taxonomies are proposed foreseeing the
different type of attacks that could occur in the network and provided a possible
solution for that. In [7], F. Kargl et al. provided a mechanism for protecting a huge
number ofWeb servers from the conventionalDoSattacks, andwith the help of unique
coding technique [12], provided a solution for DoS attacks using IP Traceback.
In [14], Soft computing-based autonomous low rate DDOS attack detection and
security for cloud computing is proposed which gives a better result with respect
to vulnerability in cloud-based systems. The solution provided in [15] is based on
machine learning algorithms for DDOS attack detection in a telecommunication
network which has the training data set obtained from the real-time data set.

3 Working Methodology

The proposed methodology adopted in this paper is to detect DoS attack using
captcha-based technique. In the simulation, around ten clients had been defined along
with the server definition. The server is implemented with the full functional server
monitoring along with the captcha verification. Every client node is illustrated with
several parameters including an IP address, the current status of the client, and the
port number defined for a specific topology. Mutual authentication with the help of
conventional authentication algorithm like MD5 has been incorporated in the client–
server communication. Once the client is authenticated, it is allowed to initiate the
data transfer either to the destination node or to the server node. The flexibility of
scalability makes the node addition and deletion most easily.

Throughout the system design, a centralized database is maintained by the server
system in the network. It contains all the details about the client nodes including the
major authentication and encryption protocols details. Every node can be identified
in the centralized database by the server with the help of an IP address. Each time
when the client sends the request as shown in Fig. 1, it is verified by the server in the
database, and the request is responded consecutively.

Since the protocol is built on top of the transport layer, the corresponding infor-
mation has to be added in every packet transferred by the client node. The underlying
protocol once receives the packet gets the header and forwards the packet to the upper
layers for further investigations. In the second module of the proposed methodology,
all the client activities are monitored by the server, and it is created by the normal IP
address identification as shown in Fig. 2. Every network topology is pre-initialized
with a traffic threshold and the pattern of traffic.
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Fig. 1 Creation of client
nodes

Fig. 2 Creation of server
node
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Whenever the systemdetects a change in the threshold value due to theDoS attack,
then the corresponding client node is removed from the network topology, and all the
relevant information about the node is deleted from the centralized database by the
server. Initially, the packet will be discarded and later removal of the node from the
networkwill take place. This ensures the detection of DoS attacks from the respective
client machine as well as from the network in a simple way.

Further to the enhancement over the server monitoring as shown in Fig. 3, a
more efficient captcha method is also incorporated by the server. According to this
mechanism, captcha is generated with the corresponding node id, process id. The
server checks whether this captcha is within the threshold or not. If it does not
fall under the threshold, then it identifies that the client node is trying to make a
DoS attack. Further, the node will be removed from the centralized database. The
monitoring process log will often be maintained in the database on the server side.

Predominantly, every node in the network topology that is intended to transfer the
data has to generate a distinct captcha depicted in Fig. 4. As mentioned earlier, every
unique captcha consists of two different components such as node id and process id.
Node id can be the combination of IP address and port number. For the identification
of the DoS attack, it is needed to find out the node along with the type of process
which caused the threat.

Fig. 3 Server monitoring
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Fig. 4 Captcha generation

4 Results and Discussion

The captcha mechanism for DoS attack is implemented with the help of a simulation
system. This is designed using Java swing and SQLServer 2000. Initially, all the node
registration with the given network topology is initiated with the server-side database
creation. The database is the centralized repositorywith all the details about the client
nodes are maintained. At the initial level, node, IP address, and port number of all
the legitimate clients are stored. When the node wants to initiate any data transfer
first of all, authentication certification has to be generated by the server.

This authentication is done by verifying with the centralized database for the
client identity. Later, with the help of the captcha generation, DoS attacks can be
prevented by checking the frequency of patterns in the network transfer. Every time
client transmission status is maintained in the log for future investigation. Figure 5
represents the node registration in the network topology, and server maintains this
information in the database. Figure 6 represents the node registration in the network,
and the corresponding client is recognized by the server node.

Figure 7 indicates captcha generation and verification procedures. The captcha
generation is initiated by the client when it is ready for transmission of data. Once
the captcha is generated on the legitimate client, it has to be subsequently verified
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Fig. 5 Node registration

by the server. This verification finally authenticates the client by the servers on the
network. For the simulation evaluation, Table 1 parameters and values are taken into
account, and the results are obtained for TCP packets. The packet size is taken as
1024 bytes, and the payload could be up to 500 bytes. The network traffic is measured
every 100 s for the client–server communication.

The comparison of attack rate versus average detection time (ADT) is depicted
in Fig. 8, and it shows that captcha-based detection mechanism time is 32%
lesser compared to the existing OTP based protocols and machine learning-based
algorithms.

Similarly, the performance metric like Accuracy, Precision, Recall, and F-
measure are compared for the same three algorithms, and captcha-based mechanism
outperforms the other existing algorithms as shown in Fig. 9.

5 Conclusion

In the current scenario, most of the users are trying to access the Internet for commer-
cial transaction purpose. As a result, every access over the network is vulnerable to a
security threat, and the idea proposed in the paper is to give a solution for preventing
DoS attacks. Sincemalicious transmission of data is difficult to be differentiated from
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Fig. 6 Successful registration of clients

Fig. 7 Captcha generation
and verification
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Table 1 Simulation
parameters and values for
TCP packets

S. No. Parameter Value

1 Type of packet TCP

2 Traffic flow in the network 1000

3 Data size 500 Bytes

4 Size of each packet window 100

5 Packet size 1024 KB

Fig. 8 Attack rate versus ADT comparison

Fig. 9 DoS attack detection percentage comparison
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the normal data transfer, the security mechanism is implemented on the authentica-
tion side. The captcha-based mechanism incorporated on the client and server side
not only provides mutual authentication but also launches a defense mechanism over
the DoS attacks. The novelty in this paper is mainly incorporated over the double-
level hierarchical securitymechanismwhereinwith the normalmutual authentication
with OTP and user verification in commercial Web sites, a more advanced level of
captcha has been implemented which ensures much more security than the existing
mechanisms.

References

1. Xuan, Y., Shin, I., Thai, M.T, Znati, T.: Detecting application denial-of-service attacks: a
group-testing-based approach. In: Proceedings of IEEE (2010)

2. Thai, M.T., Xuan, Y., Shin, I., Znati, T.: On detection of malicious users using group testing
techniques. In: Proceedings of International Conference on Distributed Computing Systems
(ICDCS), New York (2018)

3. Lanke, N.M., Raja Jacob, C.H.: Detection of DDOS attacks using snort detection international.
J. Emerg. Eng. Res. Tech. 2(9), 13–17 (2014)

4. Khattab, S., Gobriel, S., Melhem, R., Mosse, D.: Live baiting for service-level DoS attackers,
In: Proceedings of IEEE INFOCOM (2018)

5. Saxena, R., Dey, S.: Cloud shield: effective solution for DDoS in cloud. In: IDCS 2015, Lecture
Notes in Computer Science (LNCS), vol. 9258, pp. 3–10. Springer, Berlin Heidelberg (2015)

6. Mirkovic, J., Reiher, P.: A taxonomy of DDoS attack and DDoS defense mechanisms. ACM
Sigcomm Comput. Commun. Rev. 34(2), 39–53 (2004)

7. Kargl, F., Maier, J.,Weber,M,: Protecting Web Servers from Distributed Denial of Service
Attacks, In:Proc. 10th Int’l Conf. World Wide Web (WWW ’01), pp. 514–524, (2011)

8. Atallah, M.J., Goodrich, M.T.,Tamassia, R.: Indexing Information for Data Forensics, In:Proc.
Int’l Conf. Applied Cryptography and Network Security (ACNS), pp. 206–221, (2005)

9. Dou, W., Chen, Q., Chen, J.: A confidence-based filtering method for DDoS attack defense in
cloud environment. Future Gener. Comput. Syst. 29(7), 1838–1850 (2012)

10. Meena, D., Jadon, R.S.: Distributed denial of service attacks and their suggested defense
remedial approaches. Int. J. Adv. Res. Comput. Sci. Manage. Stud. 2(4), 183–197 (2014)

11. Katkar, V.D., Bhatia, D.S.: Lightweight approach for the denial of service attacks using numeric
to binary preprocessing, In: International Conference on Circuit System Communication and
Information Technology Application (CSCITA) in IEEE (2014)

12. Sathya Priya, J., Ramkrishnan, M., Rajagopalan, S.P.: Detection of DDoS attacks using IP
traceback and network coding technique. J. Theor. Appl. Inf. Tech. 99–106 (2014)

13. Muneeswari, G., Antony Puthussery, Multilevel security and dual OTP system for online
transaction against attacks. In: IEEE 3rd International Conference on IOT in Social, Mobile,
Analytics and Cloud, SCAD Institute of Technology (2019)

14. Mugunthan, S.R.: Soft computing based autonomous low rate DDOS attack detection and
security for cloud computing. J. Soft Comput. Parad. (JSCP) 1(02), 80–90 (2019)

15. Smys, S.: DDOS attack detection in telecommunication network using machine learning. J.
Ubiquit. Comput. Commun. Tech. (UCCT) 1(01), 33–44 (2019)



Prognostic of Depression Levels Due
to Pandemic Using LSTM

Shahana Bano, Yerramreddy Lakshmi Pranathi, Gorsa Lakshmi Niharika,
and Gorsa Datta Sai Sreya

Abstract Depression is a medical illness that affects the way you think and how you
react. It is a serious medical issue that impacts the stability of the mind. Depression
occurs at many stages and situations. With the help of classification, the stage of
depression the person is in can be tried to categorize. Nowadays, many users are
sharing their views on social media, and it became a platform for knowing people
around us. From the data that is shared on social media, the depressing posts are
being classified using machine learning techniques. With these reports collected, the
depressed person might be helped from making any sudden decisions. So, in our
research study, the large datasets of the people in depression during the COVID-19
pandemic situations is analyzed and not in pandemic situations. Here to analyze
the data, the neural networks have been trained with the current pandemic analysis
report, and it has given a prediction that the people are less likely to get depressed
when they are not in a pandemic situation like COVID-19.
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1 Introduction

Depression is a common mental disorder. It is seen in all ages nowadays. According
to the World Health Organization (WHO), 264 million people of all ages suffer from
depression. Depression affects the functioning of the nervous system. It lasts very
long.Themajor problem that comeswith depression is the lackof proper diagnosis for
this. There are different kinds and stages of depression. Some people did not identify
the correct stage or suggest the correct type. The extreme stage of depression can lead
the person to attempt suicide. In a study conducted, it is known that 7.2% people are
affected with this disease starting at the age of 12. So, there is no age limitation for
the depression. But it is considerably high in medieval people. The major depressive
period is the highest among individuals between the age of 18 and 25 according to a
study conducted. Women are said to have 8.7% depression rate while men are having
a depression rate of 5.3%. This study shows that women are getting more depressed
than men due to many factors.

Depression first affects the mood of the person [1], and it makes the person feel
sad or depressed. It might affect the body as the person changes the appetite, losses
interest in activities, and has trouble in sleeping. This may also lead to suicidal
thoughts. Depression is different from having sadness and grief. Depression is the
second most common illness in the world said by the World Health Organization
(WHO). It is more prevalent in the world. It can be tested through direct physical
interaction with the psychiatrist and analysis provided by them. It is believed that
depression is caused due to chemical imbalance caused in the brain, but it is not
caused due to that [2]. Many other factors can cause depression. It can be caused due
to the stressful life, mental illness, and medications which add on lead to depression.

For this extreme point of the study, people interactions gave us a report of reasons
for the cause of the depression which is joblessness, loss of loved ones, health prob-
lems, money issues, etc. The ultimate stage of their depression is that they start
questioning their existence in life and starts comparing their life with others.

Many researchers made a strategical analysis by taking social media posts [3,
4] and measuring the depression levels by different machine learning approaches
[5]. This related work on the depression and getting an analysis of the data is the
main approach of our research work. By comparing the report of depression levels
in pandemic days and predicting that the depression levels would be less if there is
no pandemic.

So, for all this analysis, the neurons have been trained with the current report
of depression levels at the pandemic stage COVID-19. Based on those training, our
model predicts that the depression rates will be less if there is no pandemic situation.
In the final stage of predictions, the output is got in the form of graph model like a
visualization report. Here, long short-term memory (LSTM) algorithm is used for
training and building our model. This model can be used for prediction of stock
prices [6] which recurrently checks the real price of stocks.

The LSTM RNN makes the classification of timely changing factors like the
psychological series [7] which changes according to the reason of depression that
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they are in. After an in-depth survey on LSTM [8, 9] RNN methods, it is found to
implement this technique in providing statistics of depression levels by using the
count obtained through the examination of depression.

2 Procedure

2.1 Importing All the Packages

To process our model, the required packages are needed to import for training the
data in the LSTM algorithm. Here, in this model, NumPy has been imported for
calculating high mathematical functions in making the data values into matrices and
also for multidimensional array. The pandas, matplotlib, and sklearn for making
regression and clustering algorithms have also been imported for the representation
of the data in a graphical way. LSTM have been imported for this model for training
the previous dataset sequentially to predict the next dataset within the provided
constraints.

2.2 Importing Datasets

For making sure of our model, the dataset have been imported which have been got
from the recent survey done with some individuals during the pandemic situations.
This survey gave the data rate which contains the depression levels and their reasons
for the depression. The dataset taken contains depression reason with the depression
level value. The survey was taken during the pandemic situations like COVID-19.

2.3 Preprocessing and Feature Extraction

After importing packages and datasets, need to do scaling, centering, and also
normalize the raw data in the dataset. The whole dataset is not needed for making
predictions of depression levels if there is no pandemic situation. So, the data will
be preprocessed by localization of depression levels of individuals and to scale it for
feature extraction of raw data. Since this preprocessing and feature extraction role is
the keen step for the entire model to progress the raw data.
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2.4 Working Principle

When started to import all the necessary packages, datasets, preprocessing is the
crucial stage for the extraction of the data and to allocate for sequential training
of the available dataset. LSTM algorithm is a part of the recurrent neural network
(RNN) [10]. This algorithm solves our daily ways of approaches by predicting the
previous memory. For example, take cricket world cup matches which are held every
year, having all the records of previous matches, if trying to predict which team is
going to win this year’s match, can be predicted it by the performance of that country
in previousmatches. It all happens in the gapwhile thinking of thewinning possibility
of that country. LSTM model here checks sequentially with every previous data.

The model is made to train with the dataset which selects the depression value
as an attribute. This code of LSTM is trained with the dataset along with its reason
for depression. So for further analysis of data, it keeps on training the data with
depression value and reason for depression.

Here, in our model of code, the training of the previous report is made on depres-
sion levels of the individuals during the pandemic situation. It stores the data of the
particular person at that particular time. It is nothing like the history of depression
levels which are trained in every iteration. For the LSTM [11] model, it stores the
long-term memory, and it only happens because of their default nature. RNN makes
the recurrent analysis of each neuron module with the data using every single layer
[12]. The main point in LSTM is the cell state CS–1 which adds or removes the data
if needed. The depression levels will not be high in the future if there is no pandemic
situation. The possibility is that it can be high or cannot be high, but it will not be
like ‘0’ or ‘1.’ So, these acts as gates for the process whether the data can be added
as depression values at that period of time. This is like predicting the situation with
no pandemic. So, if the model is trained with the depression values during pandemic
days, then when tested with no pandemic days, the model forgets the old depression
value and checks whether it can be the new value of depression or not, and finally
adds that value as a new cell state CS [13].

forget layers = σ
(
W f .

[
hs−1, xs

] + b f
)

(1)

Here, LSTM has the interactive layers where continuous or recurrent analysis is
made with depression values. The state value is got by training the depression values
of the pandemic situation based on their reason. The first step of the LSTM model
is to decide whether to take the value for future prediction of data. So through Eq. 1,
the model is being made to get into a decision either to keep the value for prediction
of future or to neglect it. It is also called a decision taking layer as hs–1, xS together
makes with sigmoid function [13].

Equation 2 acted as the input layer for taking data. This layer only takes values that
are to be added to the data. However, in forget layer, activation vector is multiplied
to the cell state and can set values to zero.
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Equations 1, 2, and 3 used bf , bi, bc which is continuously learned, and initial-
ized with random numbers by neurons training biases. However, Wf , Wi, Wc are
considered as neurons weights matrices to train the data with initializing random
numbers.

is = σ
(
Wi .

[
hs−1, xs

] + bi
)

(2)

The tanh layer in Eq. 3 is creating a function to add the value taken from the input
layer to add in a new variable with a new state. For the final upgrading of a new state
value, the new updated state value is being calculated through forget and input layer
values (Eq. 4)

C̃s = tanh
(
WC .

[
hs−1, xs

] + bC
)

(3)

Cs = fs ∗ Cs−1 + is ∗ C̃s (4)

Fundamental analysis, statistics, linear regression, and all types of analysis can
also beused, but theydid not give us the correct idea ondaily changes ofmental health.
So, this LSTM algorithm uses the recurrent approach of each neuron and predicts
the next value to be placed. By this, the human changes recurrently based on their
thoughts if the recurrent neural network approach is used to train every neuronwith all
the previously available data. If the person is more depressive in a pandemic situation
and it tries to predict the depression rates when there is no pandemic situation, the
basic motto of prediction is to identify the person’s depressive levels in no pandemic
situation based on the reason that they are into depression at pandemic days.

Step 1 Start.
Step 2 Import all the necessary packages, and the dataset is taken from a recent

survey.
Step 3 Preprocessing and feature extraction of the dataset.
Step 4 Building the LSTM algorithm model.
Step 5 Training the model by passing through each neuron on the given data.
Step 6 Test the model with depression values when there is no pandemic situation.
Step 7 Displays the graph of predicting depression values after an analysis was

done using the LSTM model.
Step 8 Prediction is done.
Step 9 Repeat the steps 1, 2, 3, 4, 5, 6, 7, and 8 if you want to see a random change

in the depression values by passing the updated reports or datasets.
Step 10 End.
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3 Flowchart

To visualize our process of approach, a flowchart has been given (Fig. 1). For the
overview of our model, the packages and datasets required to train the LSTMmodel
have been imported. Importing these packages in Python helps to do all types of high-
level mathematical functions. After this, scaling, centering the dataset for feature
extraction, will be performed, and also this stage is named for preprocessing the
dataset. Now, the main stage of implementation takes place that is building the

Fig. 1 Overview of the process
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LSTM model. It localizes the weights of each neuron that needed to be trained for
each recurrent iteration. A recurrent neural network predicts the possible output for
the next stage by comparing it with all the previous data. If it does not identify the
depression levels of a person, it corrects the weight of neurons and starts predicting
the depression value again. This recurrent approach of the model gives the correct
predictions by calculating the long-term memory of the model. Finally, it gives the
prediction of depression value will be less in no pandemic situations like COVID-19.

4 Results

Figure 2 is a snapshot of our dataset that is taken to train our model. Here, we have
trained our model that has been trained on the reason for the depression. Based upon
their reason for depression during pandemic days, we have trained our model; if the
reason does not have a long-lasting end, then the person’s depression value will be
the same irrespective of the pandemic situation. Predicting that if the reason is solved
in the future, then depression values may decrease by taking all the possibilities in
the approach of predicting depression values in the future.

Figure 3 shows preprocessing the dataset, and it is scaled for the training of dataset
in the next stage of theLSTMmodel of approach. Figure 4 shows training each neuron
with the passed dataset along with the reasonable value of depression and compares
it with test data in a later stage. Then, it gives predictions for the depression levels
when there is no pandemic situation like COVID-19 (Fig. 5).

Fig. 2 Snapshot of our trained dataset
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Fig. 3 Preprocessing and
feature extraction snapshot

Fig. 4 Training the model

Figure 5, for every prediction of an approach using LSTM algorithm, shows its
model that trains recurrently with the data. So, for every change in epochs training,
the output of depression levels gets varied in non-pandemic days. When 25 epochs is
given, then themodel trains the person depressionmight decrease based on the reason
in non-pandemic days (Fig. 8). Figure 7 gives predictions of training the model with
50 epochs, and it also fluctuates data in raise and fall. So, this study of analytics on
change of training epochs makes us learn that for every recurrent of data that are
varying with the reason of the person’s depression.

Hereby, changes in the prediction of data have been given with training data for
every change of epochs like 100 (Fig. 5), 75 (Fig. 6), 50 (Fig. 7), and 25 (Fig. 8).
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Fig. 5 Prediction of depression levels in non-pandemic days with 100 epochs

Fig. 6 Prediction of depression levels in non-pandemic days with 75 epochs

Fig. 7 Prediction of depression levels in non-pandemic days with 50 epochs
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Fig. 8 Prediction of depression levels in non-pandemic days with 25 epochs

Type Output shape Number of parameters 
,953tupnI 1 0 

LSTM(Forward) 125, 60 1470 
LSTM(Backward) 125, 60 1470 

005tuoporD
Epochs 100, 75, 50, 25 0 
Fully connected (Sigmoid) 1 51 

Fig. 9 Representation analytics of model

These changes in epochs make the model to train the LSTM algorithm and to learn
for new data with each iteration on the reason of depression that they are in (Fig. 9).

5 Conclusion

Many methods have been implemented in the detection of depression. Depression
can be detected by using neural network classification by taking the data available
from social media. Depression has been substantially increased over a period of
time. From the outbreak of the pandemic, it has increased exponentially than before,
due to many factors such as hopelessness, loneliness, and joblessness. The data of
depression have been compared during pandemic days. With this, it can be said that
depressed people are getting more. Depressed people should be treated and taken
care of to make them stay away from suicidal thoughts. Based on the reason for
depression, the situation of depression might get low in the non-pandemic situation.
From the study, it can be said that depression levels are higher in pandemic days than
compared to normal days.
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6 Future Scope

By considering this scenario of research, an app can also be built for further improve-
ment of the research work. The depression levels of data from the social media posts
[14–16] can be used to analyze the depression levels of the person. Through the
analysis of the levels of depression that the person is in, the person can be helped and
prevented from taking any serious action, and suggested something that can help the
person.
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An Efficient Design of 8 * 8 Wallace Tree
Multiplier Using 2 and 3-Bit Adders

M. Sakthimohan and J. Deny

Abstract In VLSI, hardware architecture requires the multiplier unit as one of the
important parts for arithmetic operation. A multiplier is a major component in many
hardware architectures, so various experts are focusing their research in multiplier
design to accomplish compact area, delay, and power. Numerous case studies were
done for many architectures, in that the increased speed and low area are achieved
through a reduction of partial products. One and only of the finest methods isWallace
tree multiplier (WTM). In this research article, Wallace tree 8 * 8 multiplier archi-
tecture is proposed, and it produces optimized area and delay. Our work targets
structuring and execution of Wallace tree 8 * 8 multiplier utilizing VHDL language.
Using limiting quantity of partial products, 2-bit and 3-bit adders are utilized in the 8-
bit multiplier. In this work, 8 * 8Wallace treemultiplier development is inspected and
reproduced in XILINX Integrated Software Environment tool. In this 8-bit Wallace
tree multiplier circuit, our primary objectives are to diminish the area of multiplier
circuit and speed up multiplier routine.

Keywords Carry look-ahead adder · Wallace tree multiplier · 2-bit and 3-bit
adders · VLSI · VHDL · XILINX

1 Introduction

Signal handling is an essential advance in sight and sound correspondence frame-
works. Numerous application frameworks dependent on DSP, particularly the
ongoing innovative optical correspondence frameworks, require amazingly quick
handling of an enormous measure of computerized information. In signal processing
applications, multiplication is a fundamental activity. By comparison with addition
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and subtraction computation, multiplication has a huge delay. To overcome this
problem, Wallace multiplier gives an effective solution. In 1964, Wallace derived
quick multiplication with the mixture of 2-bit and 3-bit adders.

Execution of the circuit relies upon the exhibition of the little pieces of the circuit.
Along these lines, it is a troublesome and testing task the architect to structure the
elite circuit. A wide range of parameters is considered in the exhibition of the circuit
like area, power dissemination, engendering delay, and so on. Conservative area, low
power scattering, and rapid are a primary worry of any circuit designer. A multiplier
comprises three phases’ initially generation of the partial product then the addition
of the same and afterwards last phase addition. This paper focuses on the decrease of
power utilization and latency ofWallace 8 * 8 treemultiplier. It is formedwith the use
of 2-bit, 3-bit adders and look-ahead carry adder. Themain usage is tomultiplywhole
numbers (unsigned). By using AND gate, it is possible to generate partial products
after that adding generated partial products into carry look-ahead adder circuit. In
the last phase, the overall totaling process is performed with carry propagate adder.

2 Related Work

Wang et al. [1] proposed non-volatile logic implemented usingmemristor-basedMIG
logic. A full viper of rapid is modified, in light of which a multiplier is given the
selection ofWallace tree calculation. This approach has given a chance to investigate
progressed processing designs contrasted and the old-style von Neumann design.
Contrasted and the conventional multiplier was developed by the CMOS unit, and
this plan can successfully understand the coordination of capacity and calculation,
what is more, halfway tackle memory bottleneck issue.

Dr. Karuppusamy [2] proposed a fast and a low force multiplier with a diminished
force utilization and upgraded speed of the activity, the paper proposes the Baugh
Wooleymultiplier with the altered circuit utilizing the rhythm virtuoso. The structure
is mimicked utilizing the rhythm Specter by starting a simple plan condition. The
outcome acquired demonstrates the ability of the Baugh Wooley multiplier.

Navin Kumar et al. [3] described calculation capacities are completed utilizing
the multiplier, where it is seen as more force devouring part in the electronic circuits.
The significant multiplier design utilizingKSA is recognized dependent on the inves-
tigation of execution with the multiplier engineering made out of changed surmised
full viper. With the imminent advances in future, the significant multiplier might be
upgraded and can be utilized at different places, for example, picture handling, video
conferencing, and DSP.

Sundhar et al. [4] proposed 16× 16 bitWallace treemultiplier utilizing 154 blower
engineering that has structured and integrated force analysis of 16 × 16Wallace tree
multiplier utilizing on Spartan 3 XC3S100E board and recreated in Xilinx ISE 14.5.
The presentation of proposed multiplier with Kogge–Stone viper is contrasted and
similar engineering of multiplier utilizing equal viper. It very well may be surmised
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Fig. 1 Process
flow—multiplier

that 16 × 16 multiplier design utilizing 15–4 blower with Kogge–Stone viper is
quicker contrasted with a multiplier with an equal viper.

Mukherjee et al. [5] presented the proposed counter-basedGDIWallace treemulti-
plier that shows better outcomes in low force utilization, region concern, and defer
execution. The improvement will be more for higher no. of bits. The Wallace tree
structure can be used for changed Booth Wallace tree multiplier circuit for further
improvement in marked piece increases. Such on-chip multipliers can be executed
distinctive convenient small-scale frameworks and MEMS processor units.

3 Basic Multiplication Practice

In 2-bit binary numbers, the multiplication process is carried out, first digit is called
multiplicand, and the subsequent one is multiplier [6]. The multiplication procedure
comprises the partial product of multiplier and multiplicand at the initial stage. In
partial product on the off chance that the multiplier bit is “0,” at that point, the
multiplication result will be zero, and in the event that the multiplier bit is “1” at that
point, the multiplication result will be same as multiplicand. After creation of partial
product, following task in multiplication is addition. Square graph of multiplier
(N-Bit) and multiplicand (M-Bit) is shown in Fig. 1.

A case of a multiplier and multiplicand in 4-bit and a product of two positive
(unsigned) binary numbers radix 2 is shown in Fig. 2.

4 Proposed Work

4.1 Wallace Tree Multiplier

Speed of multiplier is relied upon the entire time taken for summation in partial
products. Array multiplier is slower related to Wallace tree multiplier. Researcher
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Fig. 2 Multiplication process

Fig. 3 Process flow—WTM

Wallace Chris (1964) presented a simple and straightforward scheme for adding the
partial product bits with the equal utilizing tree of the look-ahead carry adder, which
is known as “Wallace tree.”Wallace treemultiplier utilizes look-ahead carry addition
calculation (Fig. 3).

Figure 3 shows, Wallace tree multiplier consists of three important procedures.
At the initial period, the partial product is generated by multiplier * multiplicand. In
the second step, the 2-bit and 3-bit adder help in minimizing the generated partial
products. At the third step, the final addition was done [7].

4.2 Wallace Tree 4 * 4 Multiplier

Figure 4 indicates two 4-bit multiplication. The numeric is specified as A and B and
is written as a0…a3 and b0…b3. The LSB is denoted as a0 and MSB as a3. Likewise
in B term, it is also denoted like A term. For getting partial products, multiply A and
B terms of four bits, and finally, it is producing a new variable P as p0…p7. The p0
is taken as LSB, and p7 is considered as MSB.

The two 4-bit numbers are multiplied to produce the middle terms that were,

a3 ∗ b3, a2 ∗ b3, a1 ∗ b3, a0 ∗ b3,

a3 ∗ b2, a2 ∗ b2, a1 ∗ b2, a0 ∗ b2,

a3 ∗ b1, a2 ∗ b1, a1 ∗ b1, a0 ∗ b1,

a3 ∗ b0, a2 ∗ b0, a1 ∗ b0, a0 ∗ b0,
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Fig. 4 Multiplication arrangement of 4 × 4 quantities

Two intermediate terms in a single section are included utilizing a 2-bit adder, and
multiple terms in a single segment are included utilizing 3-bit adder as clarified in
Fig. 5. Sum got afterward Si represents every addition process, where i shifts from 1
to 10. So also, Cj means carries where j shifts from 1 …10 and next carry signified
by Qk, where k differs from 0 …3.

Figure 6 spectacles the physical portrayal of 4 × 4 multiplier utilizing full and
half adders [8]. After the multiplication of the two digits, the support of full and
half adders expand the intermediate term. Here, product exposed how the product of
each bit demonstrated. R0, R1…R14, R15 is taken as different product terms which
are related from the first phase of multiplication. The product P is released from the
first bit of p0 which is presented in a0 * b0 which is mentioned in R0…R2. Then half
adder produced two output carry C1 and sum S1. Now, product R0 is considered as
a0 * b0. Thus, various notations from R1 to R15 speak to the next product terms. The
sum S1 is mentioned as P (bit of product) that is indicated by p1. R3…R5 which is
turned as of full adder input bits given as output for carry C2 and sum S2. The older
C1 and S2, which is acted as next half adder as input which produces two output,
i.e., S6 and C6. The third bit of product P is sum S6, and it is considered as P2. The
remaining product bits P, for example, P3…P8, individually were gotten similarly
as clarified previously.
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Fig. 5 Adders usage (middle terms) in the multiplication process

4.3 Wallace Tree 8 * 8 Multiplier

The major limitations of 4 * 4 Wallace tree multiplier are that it cannot able to give
more number of bits as an input, and also it occupies more area and delays for smaller
amount of inputs compared to 8 * 8Wallace tree multiplier. Because of the minimum
bits of inputs in 4 * 4 multiplier, structure had a scheduled pipelined structure, and
it will consume huge power [9].

Figure 7 shows the essential design and the means associated with Wallace tree
8 * 8 multiplier. The same strategy is followed as like Wallace tree 4 * 4 multiplier
in the multiplication method [10] (Fig. 8).

From Fig. 8, The WTM is quicker than an array. Subsequently, architects
frequently maintain a strategic distance from Wallace trees, while structure multi-
faceted nature is a worry to them. 8-bit multiplier dependent on Wallace Tree is
progressively productive as far as power and consistency with low latency and area.
8 * 8 bit multiplier utilizing Wallace tree circuit comprises AND array and likewise
comprise half, full adders, and look-ahead carry adder. In that, ANDgates are utilized
for the production of partial products in parallel. There will be a decrease in power
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Fig. 6 Physical illustration of 4 × 4 multiplier

utilization since the power is given uniquely to the level that is engaged with the
calculation [11].

4.4 2-Bit Adder

From Fig. 9, Half adder means that it performs addition of two bits in the combi-
national circuit. It requires two binary input and gives two binary output. One of
the input variables designates the augend, and the other designates the addend. The
output produces the sum and the carry [12] (Fig. 9).
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Fig. 7 Multiplication structure of 8 * 8 numbers

Fig. 8 Structural representation of 8 * 8 multiplier

4.5 3-Bit Adder

Full adder defines the addition of more than 2-bit numbers. Figure 10 explains that
a, b, and carry-in were taken as inputs. For implementing FA, the following gates are
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Fig. 9 2-bit adder

Fig. 10 3-bit adder

required. That is two exclusive OR gates, three AND gates, and a single OR gates.
It produces the output as S and Cout [13] (Fig. 10).

4.6 Ripple Carry Adder (RCA)

Adder unit is themost dominant part inmultiplier regarding power and speeds accom-
plishable. The 4-bit RCA involves four individual units of full adders connected in an
exceeding chain as shown in Fig. 11. During this case, the carryout of full adder unit
is the carry-input of the subsequent FA unit. To undertake and expand the speediness

Fig. 11 Ripple carry adder
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Fig. 12 Look-ahead carry adder

of the adder, consequently enhancing the speed, the carry-select adder additionally
enforced and compared to the first RCA [14] (Fig. 11).

4.7 Look-Ahead Carry Adder

From Fig. 12, Look-ahead carry adder (CLA) regulates the carry delay dispute by
totaling the carry flags in advance of time, in light of inputs [15]. It is because a carry
sign produced in two occurrences: The first one is ai, bi bits that were 1, and the
second one is ai or bi that is 1. Hence, one compose (Fig. 12),

Ci+1 = ai · bi + (ai ⊕ bi ) · ci Si = (ai ⊕ bi ) · ⊕ci

With the inclusion of Pi, Gi, the above two equations are rewritten as

Ci+1 = Gi + Pi · ci Si = Pi ⊕ ci
where Gi = ai · bi Pi = ai ⊕ bi

Gi = Carry generate and Pi = Carry propagate.

5 Experimental Results

5.1 8 * 8 Wallace Tree Multiplier

The whole structure realized utilizing Xilinx Integrated Software Environment
Design Suite 14.7 and the focused on a group of FPGA is Vertex 5—xc5vsx50t. This
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Fig. 13 Power utilization summary for Wallace tree 8 * 8 multiplier

segment manages power, area, and delay utilization of 8 * 8 Wallace tree multiplier.
It additionally communicates RTL schematic, technology schematic, and package
view on the Wallace tree multiplier equipment plan.

5.2 Power

Figure 13 shows that dynamic power utilization is 0.00 W and quiescent power
utilization is 0.828 W. Subsequently, the total power utilization is 0.828 W for the
Wallace tree 8 * 8 multiplier.

5.3 Area

From Fig. 14, it has indicated a device usage outline that is area utilization. It has
indicated the utilization of slice registers, flip flops, LUTs, involved slices, LUT flip
flop combinations, bonded IOBs, and average fan-out. A flip flop is major building
blocks of every sequential circuit, which is used to store one bit of binary information.
It is used to store the previous set of input values for future references. A LUT flip
flop pair for this architecture speaks to one LUT combined with one flip flop inside
a cut. A control set is an interesting mix of a clock, reset, set, and empower signals
for an enrolled component. The slice logic distribution report is not important if
the structure is over-planned for a non-cut asset or if placement comes up short.
Overmapping of BRAM assets ought to be overlooked if the plan is over-planned
for a non-BRAM asset or if arrangement falls flat.
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Fig. 14 Device utilization summary Wallace tree 8 * 8 multiplier

Fig. 15 Time utilization for 8 * 8 Wallace tree multiplier

5.4 Delay

From Fig. 15, it has demonstrated that total real-time completion is 23 s, and total
CPU time completion is 23.28 s.

5.5 RTL Schematic View

Figure 16 shows that RTL schematic, for theWallace tree 8 * 8 multiplier equipment
plan. RTL View is a register-transfer level graphical portrayal of this work. This
portrayal (.ngr record delivered by Xilinx Synthesis Technology (XST)) is produced
by the synthesis tool at prior phases of a synthesis procedure when innovation plan-
ning is not yet finished. The objective of this view is to be as close as conceivable to
the first HDL code. In the RTL view, the structure is spoken to as far as large-scale
squares, for example, adders, multipliers, and registers. The standard combinato-
rial rationale is planned onto rationale entryways, for example, AND, NAND, and
additionally.
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Fig. 16 RTL schematic of Wallace tree 8 * 8 multiplier

5.6 Technology Schematic View

Figure 17 shows that technology schematic view for theWallace tree 8 * 8 multiplier
equipment plan. After the advancement and innovation focusing on the period of the
amalgamation procedure, the plan shows a schematic portrayal of your integrated
source document. This schematic shows a portrayal of the plan as far as rationale
components enhanced to the objective Xilinx gadget or “innovation,” for instance,
as far as of LUTs, convey rationale, I/O cushions, and other innovation explicit
segments. Review of this schematic permits you to see an innovation level portrayal
of your HDL advanced for a particular Xilinx engineering, which may assist you
with finding configuration that gives right off the bat in the plan procedure.

5.7 Package View

Figure 18 shows that package view for the Wallace tree 8 * 8 multiplier equipment
plan.
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Fig. 17 Technology schematic of Wallace tree 8 * 8 multiplier

Fig. 18 Package schematic of Wallace tree 8 * 8 multiplier
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Table 1 Investigation of
Wallace tree 8 * 8 multiplier

Parameters Wallace tree multiplier

Number of slice LUTs 89

Number of occupied slices 42

Number of fully used LUT-FF pairs 0

Number of bonded IOBs 32

Total power consumption 0.828 W

Junction temperature 51.3 C

Average fan-out of non-clock nets 4.67

Total REAL time for completion 23.00 s

Total CPU time for completion 23.28 s

Fig. 19 Analysis of 8 * 8 Wallace tree multiplier

5.8 Investigation of Wallace Tree 8 * 8 Multiplier

Table 1 and Fig. 19 display the investigation of Wallace tree 8 * 8 multiplier as far
as total power consumption, junction temperature, slice register numbers, scope of
LUTs, scope of involved slices, scope of completely utilized LUT-FF sets, scope of
ensured IOBs, average fan-out of non-clock nets, total real time for completion, and
total C.P.U. time for completion.

6 Conclusion

In this article, the execution and investigation of a WTM design are projected. It
tends to be inferred that Wallace Multiplier is prevalent in the whole regard like
area, speed, delay, multifaceted nature, and utilization of power. Nonetheless, array
multiplier necessitates extra utilization of power and provides an ideal number of
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segments needed, yet multiplier delay is bigger. Henceforth, for low power necessity
and fewer delay prerequisite, WTM is proposed. The code is actualized on Xilinx
ISE 14.7. The computational path delay for proposed 8 * 8 Wallace tree multiplier
is seen as 23 s. In addition, the power utilization for proposed 8 * 8 Wallace tree
multiplier is seen as 0.828 Watts. Contrasted with the conventional array multiplier,
Wallace treemultiplier is profoundly effective as far as execution time (speed), power
and area optimization. Finally from the entire work, power and area optimization
achieved very well, but delay optimization is somewhat lacking compared to other
multipliers. In futurework, the delay optimizationwill be achievedbetter by replacing
the look-ahead carry adder through Kogge–Stone adder.
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Application of Rules and Authorization
Key for Secured Online
Training—A Survey

Priyanka Saxena, Hrithik Sanyal, and Rajneesh Agrawal

Abstract Online training has been present for over a decade, and its importance is
increasing every day. Today, it has become very important due to ongoing COVID-19
pandemic. As it has been accepted widely by the educational systems; nowadays,
challenges like hardware resources, network resources, software resource, and secu-
rity have become more demanding. Security threats among all challenges require
more researches to develop rigid systems where data of all stakeholders remain
secured. ML has a proven track record to solve such problems. In terms of secu-
rity, ML continuously learns by analyzing data to find patterns so unauthorized
access to encrypted traffic is detected better and find insider threats to keep infor-
mation safe. Here, a new system is being developed using an improved algorithm,
described in proposed work. Using this new algorithm, machines are trained to iden-
tify unauthorized access attempts and stop them from stealing data even if, they are
authenticated.

Keywords Machine learning · Artificial intelligence · Security · Authorization ·
Role-based access control · Classification · Decision tree algorithm

1 Introduction

Cyber security incidents will cause significant financial and reputation impacts on
enterprises. In the world, numerous organizations are requiring to implement high
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security tools as digital assault events have increased to a great extent. These organi-
zations require a powerful and adaptablemachine learning-based threat detection and
prevention as a vital piece for their security monitoring portfolio. Similarly, online
education is need for the hour and for the future; hence, they are also in a desperate
need of highly secured online training system and recently come across the similar
issue faced by unacademy, where about 22 million student’s data is been hacked; the
proposed system can be implemented to such e-learning platform to identify such
unauthorized access and make platforms secure. According to CSO India, (CSO
provides news, analysis and research on security and riskmanagement) [1] from IDG
has provided data that very big companies have been affected by security breaches
in recent past such as Adobe, eBay, LinkedIn, MySpace, NetEase, and Yahoo. It
has been estimated that around 3 million encrypted credit card details including 38
million active user accounts were breached from Adobe, whereas from eBay 145
million user accounts were hacked. In a similar manner, around 360 million user
accounts of MySpace, 235 million user accounts of NetEase were breached. Yahoo’s
3 billion user accounts were compromised and were considered as the biggest data
breach of history.

In secured systems, three aspects of security are having, viz. authentication,
encryption, and authorization. All of these three aspects are to be considered as
an important mechanism for security implementation. As by applying password, it
can have authentication of the users to stop the non-authentic entry in system and by
encryption data transfer and storage canbemade secure.But imaginewhat if someone
hacked or get a password and enters into the system, then proper authorization
becomes crucial.

So, building a system, which applies machine learning concept to train machines
for providing authorizations to the users of the system, is very much required.
Machine learning will help identify the unauthorized persons and stop them to access
data even if they somehow authenticate themselves.

In Sect. 1, introductions of machine learning and its use in security are elaborated.
In Sect. 2, explanation ofwhy and howsecurity inmachine learning is done; in Sect. 3,
existing systems have been discussed along with classification and different types
of classification algorithms have been explored with machine learning techniques.
In Sect. 4, the existing access control mechanism has been explored. In Sect. 5,
elaborate proposed work. Section 6 shows the expected outcome obtained. In Sect. 7,
conclusions are discussed.

2 Machine Learning

2.1 Overview

The main purpose of machine learning is to understand the format of data in a
dataset and accommodate that data into models which are better understood and



Application of Rules and Authorization Key … 43

utilized by people. Machine learning is used anywhere from automating mundane
tasks to offering intelligent insights, industries in every sector try to benefit from it.
Machine learning can help businesses to better analyze threats and respond to attacks
and security incidents. Machine learning in security is a fast-growing trend. Cyber-
attacks have and hence drawing increased attention to the vulnerabilities of cyber
systems and the need to increase their security. Role-based access control enables
access management to the innermost level. Using RBAC, the level of access can be
granted only that users need to perform their work.

2.2 Security in Machine Learning

Machine learning detects threats by continuously monitoring network for anomalies.
ML is revolutionizing almost every field of science because of its unique properties
like adaptability and ability to handle unknown challenges. Machine learning is the
most common approach to describe its application in security. ML is used to collect
data to predict fraudulent activity which in turn helps the security team to address
the liability before it evolves into a costly data theft. Many cybersecurity tasks can
be made more efficient with the implementation of ML algorithms.

2.3 Authorization

Authorization is whether the individual is allowed to have an asset or not. This is
typically controlled by seeing whether that individual has a piece of a specific key
or if that individual has taken paid confirmation or has a specific degree of trusted
status. Access control components figure out which tasks the client can or can’t do by
contrasting the client’s personality with an access control list (ACL). Access control
is a strategy for ensuring that clients are who they state they are, and that they have
suitable access to organization information.

2.4 Classification

In supervised machine learning, an approach called classification is mostly used
in which the system learns from the data fed to it and make new observations or
classifications or results. Classification is a type of supervised learning where input
data is provided. In classification, a given set of data is categorized into classes.
Classification can be accessed on both structured and unstructured types of data. The
process of classification begins with the prediction of the class in which the datasets
are fed. These classes are also called as targets or labels or categories. Classification
also referred to as predictive modelling uses a process of approximation of mapping
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functions from input dataset variables and gives us discrete output variables. The
main goal of it is to judge whether the new dataset fed in, should belong to which
class or category.

Classification algorithms in machine learning are as follows:

• Logistic Regression
• Decision Tree
• Random Forest
• Naive Bayes

Logistic Regression: Logistic regression is a type of classification algorithm
in machine learning which makes use of one or more independent input variables
to come up with an outcome/output. The output is measured with a dichotomous
variable dataset hinting that it will only have two possible outputs. The main idea
of logistic regression is to find the best connection between dependent and a set of
independent variable datasets. Logistic regression is more useful than any other form
of binary classification algorithms.

Some of the pros and cons of logistic regressions are:

• Logistic regression is specificallymeant for classification, and it is useful in under-
standing how a set of independent variables affect the outcome of the dependent
variable.

• The main disadvantage of the logistic regression algorithm is that it only works
when the predicted variable is binary. It assumes that the data is free of missing
values and assumes that the predictors are independent of each other.

Naive Bayes Classifier: It is another type of classification algorithm which is
solely based on Bayes algorithm in which it assumes the presence of a particular
feature present in a class which is not related to any other feature’s presence. Its
model is easy to make and mostly used when having very large datasets. Although
its approach is very simpleton, Naïve Bayes is known to perform far better than the
rest of the classification algorithms in ML.

Albeit, the features depend on each other, all of their properties independently
contribute to the probability. Its model is easy to make and mostly used when having
very large datasets. Some of the pros and cons of logistic regressions are:

• The naive Bayes classifier requires a very small amount of training dataset to give
an estimation of the necessary parameters for obtaining the results.

• They are extremely fast in nature when compared to other classifiers.
• One big disadvantage is that they are bad estimator.

Decision Tree: The decision tree algorithm is another type of classification algorithm
which makes use of a tree structure. It uses the “if-then” rule which is mutually
exclusive in classification.

The process of the decision tree begins on by breaking down the data into smaller
chunks/structures and consequently associating it with a decision tree which will be
incremental in nature. The final structure looks like a tree with nodes and sub-nodes.
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This also includes using training datasets for learning of rules sequentially one at
a time. After each rule is learned, the rule gets removes. This process goes on and
continues on the training datasets until the culmination point is reached, i.e., the
termination point. Some of the pros and cons of the decision tree are:

• A decision tree is very simple to understand and imagine and visualize.
• It requires very little datasets for preparation.
• One disadvantage of a decision tree is that it can create complex trees that may

become inefficient later on.
• Another disadvantage is that it can be quite unstable, thus hindering the whole

structure of the decision tree.

Random Forest: Random decision trees or random forest is another type of classi-
fication algorithm. It works by construction multiple decision trees while at training
time and giving outputs of the class that also happens to be the mode of that class
or classification or even mean regression of the individual decision trees. It is like
a meta-estimator that fits a number of decision trees from various datasets and then
uses an approximation to improve the accuracy of the model’s predictive nature.
The training size of the datasets should always be the same as of the original input
variable size but replacements done on these datasets can often be seen. Some of the
pros and cons of the decision tree are:

• An advantage of random forest is that it is more accurate than the conventional
decision tree due to the reduction in the size of fittings.

• One disadvantage of random forest classifiers is that it is quite complex in
implementation and gets pretty slow in real-time prediction.

3 Existing Systems

Machine learning is used for many tasks and hence catches public eyes. It is used for
prediction and classification, and therefore securing sensitive data which is involved
in training and testing computation is important. Security is improved, and risk is
reduced by applying encryption and decryption. This encryption and decryption are
done in both the client and server machine in the proposed system architecture. In
the existing engine and framework, a module is built by using python and loaded
in this module encryption and then decryption is done. Encryption is done by using
CP-ABE, and after this, machine learning computation gets started [2].

User-centric machine learning system provides a complete framework and solu-
tion to risky user detection for enterprise SOC. An ML system is used between soc
workflow, SIEM alerts and soc analysis the result and generates a user risk score
for soc. And therefore now soc analyst uses these risk score to prioritize their inves-
tigation and hence improves their efficiency, and as a result, security is enhanced
[3].
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Taxonomy of ML attacks is designed for the identification of different types
of attacks on ML. These hypotheses of representation and ML risk are done as
well as architectural risk analysis is also done. Since cyber threats have increased
exponentially, so the better data mining technique is required for analyzing security
loss and thus ensuring effective and automated cyber threat detection. ML is an
emerging trend to minimize operational overhead and false positive. For this, the
optimal ML algorithm and models are being used [4].

A security flaw in access control of a data control system is explained while using
CP-ABE and attribute-based signature scheme by the authors. It has been discussed
that CP-ABE is exposed to collusion attack, and as a result, the unauthorized user can
decrypt the cipher-text. The exposure to collusion attack in CP-ABE scheme is due
to the improper bonding among user secret key elements. Collusion attack should be
handled as its resistance is one of the most important properties to make a system to
be fully secured. When CP-ABE scheme is modified, the cryptanalysis result shows
that the system’s security assurance does not hold [5].

In enterprise security of the accesses of different resources is ascertained by the
use of a high-level entry control system which applied a guard at each entry point.
Enterprise-level high-tech entry control systems automate many decision functions.
These functions put into higher tiered infrastructure. Care of the other functions
like authorized and unauthorized access to the system is taken by a guard. Guard
is guided by the risk managers, and his major functions include authentication and
controlled authorization. Such a system will have multi-layer security and expected
performance issues [6].

In this paper, it is explained that normal web-based systems are completely
different from e-learning systems. Authors have proposed to apply a role-based
access control scheme that is successfully used in the development of a complete
e-learning system. Two rules are explained here for complete security: One is called
access rule and other is called an access matrix. Access rules are defined to authentic
users who are authorized to access web documents and services, whereas the other
rule is denial rule, which does not allow a person to access web documents. Scope of
further improvement is also mentioned like access and denial matrix, along with the
scope of improvement can be a web-based interface, built to manage the matrices in
the database, which allows for managing access to the integrated e-learning system
[7].

4 Access Control

Access control is a strategy to ensure that clients are who they say or pretend they are
and that they have suitable access to organization information. Without validation
and approval, there is no information security. Validation is possible by ID and secret
key, and approval can be given or done for controlling purpose.

Role-based access (RBAC) controls the limit on dependency of an individual’s
role in an association. It has got one of the primary strategies for getting cutting
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control. It guarantees that clients just approach the data or records that are pertinent
to their present position or undertaking. In associations that have significant divi-
sions, instituting a job-based access control framework is fundamental in moderating
information misfortune and for protection and security reason. It includes setting
authorizations and benefits to empower access to approved clients. Most enormous
associations use job-based access control to give their workers shifting degrees of
access dependent on their jobs and duties and to secure important information.

5 Proposed Work

In security, machine learning causes continuous learning of themachine by analyzing
data to find patterns so it can better detect accesses which are unauthorized during
access request from encrypted traffic and can also find threats to keep information
stored in them safe from unauthorized users. In this paper, a new system is being
proposed to be built by training machines to identify the unauthorized accesses and
stop data theft or mal-processed if authentication of such users has already been done
by different means.

Further, in this proposed work, after authentication, the authorization mechanism
is applied by using modified role-based access control.

Step 1 Users data with their roles will be availed or created.
Step 2 All user’s transactions shall be encrypted
Step 3 Users will be provided with an encrypted key of sixteen characters, which

will be used by them to get authorization.
Step 4 Authorization key shall be generated randomly which will be applied using

different rules enlisted here for Modified RBAC algorithm.

RULES

• Forever for particular roles module-wise
• Forever for particular roles for a complete system
• Duration based (to be taken from module db) for a particular module
• Duration based (to be taken from module db) for a complete system
• Forever/Duration-Based access for particular pages of the module/complete

System
• Forever/Duration-Based access for particular action applicable on-

page/module/complete system
• Guest User roles (for a limited duration and limited page/module/action-wise

access)

KEY:
A random key generation is also proposed in this system for authorization of

the users who are authenticated, and system access has been allowed to them. The
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Fig. 1 Flowchart of the authorization process in the proposed system

proposed key shall be of 32 alpha-numeric characters which shall be not only gener-
ated randomly but will be shuffled to avoid prediction of a key by the application
of man in the middle attack. The key is a major source of continuous access of the
resource for any user as it will be validated every time user accesses the system and
in random time interval if the access is continued for long.

IMP: Fig. 3 at the end of paper depicts the application of the above rules with the
overall time sequencing of the various use case environment.

Step 5 The key provided shall be valid for a specific duration either by event or by
time decided by administrators of the system

Step 6 Following factors shall be used to assign keys to different users:

• Role
• Module
• Page (Submodules)
• Action (add/delete/update/view/download/share, etc.)

Step 7 Keymanagement system shall be implemented as per the following scenario:

• Key (which key)
• User (who owns it)
• Module(s) (for which module it is applicable)
• Duration (How long will be useful either forever or for a particular

duration decided by the administrator of the system (Figs. 1, 2 and 3).

6 Expected Outcome

The proposed system is expected to provide high security over the e-learning portal
where thousands of students and teachers can register. There are various parameters as
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Fig. 2 Flowchart of the
proposed system START

Input User Name & Password 

Is Valid 

Apply Proposed Rules & Select Service 

Is Authorized 

Generate Authorization Key 

Provide Key to User 

STOP

NO

YES

NO

YES 

discussed in proposed work section will be expected to have only well authenticated
and authorized users to get into the system. It is also expected that the performance
compromise is not applicable in such a system as the parameters will be used hier-
archically, i.e., Time → Module → Page → Action with the roles as categorization
of the users resulting in tree-based time complexities which are in the proportion of
log (n) time.

7 Conclusion

The need for security is paramount for the web-based systems as they are open for
the whole world and particularly when the systems are having secured and non-
sharable information the criticality of the secured system is very high. E-learning is
also having data of students, teachers, and financial information of the organization



50 P. Saxena et al.

Fig. 3 Sequence diagram of the proposed system

and proprietary contents of the organizations. The proposed system is expected to
have a multi-level high security system in which authentication will not guarantee
for the users to have access to the whole or partial system. Users must have properly
assigned access rights and authorization key to get into the system.
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Detecting Semantically Equivalent
Questions Using Transformer-Based
Encodings

Pushkar Bhuse and Pranav Bathija

Abstract Due to the increasing influxof users on variousQandA forums likeQuora,
Stack Overflow, etc., answers to questions get fragmented across different versions
of the same question due to this redundancy of questions. However, if questions
which are lexically or semantically identical could be grouped, the search results for
a given question could yield the assimilation of answers provided for all versions of
a question. In this paper, an ensemble of four separate models is created using four
different word-embedding techniques in each. The vectorized data from each of the
embedding layers is passed through a custom-made architecture using transformer-
based encodings. This architecture is used to determine if a pair of questions have
the same semantic meaning or not. Finally, on testing the model on a subset of the
provided data, the experiments show that the proposed model achieves an F1 score
of 84.63%

Keywords Artificial intelligence · Deep learning · Transformer · Duplicate text
detection · Semantic equivalence · Word embeddings

1 Introduction

In natural language processing (NLP), semantic similarity plays an important role in
many NLP applications like sentiment analysis, neural machine translation, natural
language understanding and many others as mentioned by Majumder et al. [1]. It is
the process of encompassing the underlying meaning of two pieces of text and then
comparing how similar they are. This technique is used in various Q and A forums
to tackle the problem of question duplication.
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However, due to a massive increase of users on such forums, it is quite likely for
a subset of these users to ask questions which semantically have the same meaning.
According to Bogdonova et al. [2], two questions can be called semantically equiv-
alent if they can be answered by the same answer. These answers get fragmented
across different versions of the same question due to the redundancy of questions in
these forums. Thus, at platforms like Quora, identifying duplicate or semantically
similar questions and merging them makes knowledge sharing more efficient and
effective in many ways. This way, users can get answers to all the questions on a
single thread and writers do not need to write the same answer in different locations
for the same question. At the time, Quora used the random forest model to identify
duplicate questions. Due to the inaccuracy of this method attributed to its simplistic
architecture which leads to an unsatisfactory performance for the given task and
the rapid advancements in the field of machine learning and deep learning, Quora
released a dataset of more than 400,000 pairs of questions with labels indicating if
a given pair could be considered duplicate or no. This dataset was then set out to
be harnessed in a Kaggle competition. Participants were challenged to tackle this
natural language processing problem by applying advanced techniques to classify
whether question pairs are duplicates or not.

To tackle the problem of detecting text equivalence, a bunch of methods were
experimented with. The most successful architecture included the creation of a setup
similar to a Siamese network, using transformer-based encodings. An ensemble of
this architecture was created which used the combination of four different types of
word2vec models, i.e., FastText crawl, FastText crawl subword, Google news vector
and FastText Wiki News Embeddings. This ensemble was then harnessed to predict
the semantic similarity between a pair of questions.

It is assumed that questions marked as duplicates in the Quora dataset are seman-
tically equivalent since Quora’s duplicate question policy [3] concurs with this
definition of semantic equivalence [4].

In Table 1, a few examples of semantically equivalent and nonequivalent questions
are shown. In the first example, since the question is asked about two inherently
different things (Pokemons and Pokemon Eggs) in the same game (Pokemon GO),

Table 1 Description of the Quora dataset

S. No. Question 1 Question 2 Is duplicate?

1 How do I find Pokémon in
Pokémon GO?

How do I find Pokémon Eggs in
Pokémon GO?

NO

2 Why do worrying so much when
worrying doesn’t bring any
difference at all is known?

Why do worrying? NO

3 How can someone control their
anger?

How can a person control anger? YES

4 What are your views on the
Netaji Subhash Chandra Bose’s
mystery death case?

What is secret of Subhash Chandra
Bose’s death?

YES
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they cannot be considered equivalent. In the second example, the first question points
to a more specific question while the second one is more general, because of which
they are again not semantically equivalent. However in example 3 and 4, each pair of
questions, although in different tones and approaches, are directed towards the same
purpose and expect the same answer. Due to this reason, the pairs stated in example
3 and 4 are considered semantically equivalent to each other.

The rest of the paper is structured as follows. Section 2 describes the current
research done related to this work. In Sect. 3, the dataset and the preprocessing
techniques applied to it are explained. Section 4 introduces the proposed architecture
of the proposed model and the underlying deep learning concepts used in the design
of it. Section 5 presents the results obtained in this research using the proposedmodel.
The paper ends with a conclusion and direction for future work.

2 Related Work

The task of detecting duplicate texts on a semantic rather than lexical level involves
understanding the underlying ideas the pairs of texts convey. The complete meaning
of a text can change the insertion or deletion of a few words so even though a pair
of text may be lexically similar, their semantic meaning might be very different. To
understand the meaning of the text, various sequence models were adopted. Multiple
methods were researched [5] to determine the similarity of texts by calculating
the distance between the vectorized representations of the pair of texts. The initial
methods for detecting duplicate questions included the use of a siamese network [6].
This method included using parallelly stacked character-based BI-LSTM. Cosine
similarity was used as a distance metric for job-title normalization. Dadashov et al.
in [7] used a Siamese Ma-LSTM architecture was created for the task of detecting
duplicate questions on the Quora Question Pairs datasets. This model achieved an F
− 1 score of 79.5% and accuracy of 83.8%.

In machine learning models, the words need to be converted to some numerical
representation before they can be processed by the model. Traditionally, BoW and
TFIDF have been very popular but in recent times, pre-trainedword embeddings have
been very instrumental in models which have produced a state-of-the-art results in
NLP tasks. These embeddings have been better at capturing the meaning of words
in a sentence.

Ensemble models helped in harnessing the capabilities of multiple word embed-
dings into a single model. Imtiaz and et al. used the combination of three-word
embeddings for the task of duplicate question detection [8].

However as the sequence length increases the training time for LSTMs, RNNs and
comparable models increase drastically. This kind of behavior is also noticed with a
considerable increase in training data. Due to the underlying complexity, LSTMs and
RNNs are not considered hardware friendly and take a considerably large amount of
time to generate a trained model.
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With the introduction of transformers [9], a new method to machine translation
was created. It contains an encoder and decoder to convert sequential data from one
form to another. Ostendroff et al. used a Vanilla Transformer (BERT) for the task of
text similarity [10]. This architecture also used deep neural networks for computing
the semantic distance between two pieces of text which provided a change from the
earlier methods like Manhattan distance, cosine similarity, etc. Transformer encod-
ings can be used for a multitude of applications like text classification [11], question-
answering, neural machine translation, etc. Due to the ubiquity of the research done
on this topic using the Quora dataset, it was decided to use it as the primary dataset
for the research. In the next section, an in-depth analysis of the Quora dataset is done
along with a description of how the data was preprocessed to suit the purpose of the
proposed architecture.

In conclusion, there is an increased need to propose an architecture which not
only improves the accuracy as well as effectivity of the given use case but also
considerably reduces the training time andmodel complexity. Siamese networks have
proven to be highly effective in detecting equivalent content. However, its variant
using LSTM suffers from the problems of increased training time. This is one aspect
where transformers hold the upper hand. This motivates the proposed architecture,
where integration of transformers and Siamese networks is created. The performance
of this system is then further improved by creating an ensemble of word embeddings.

3 Dataset and Preprocessing

The dataset used for this research is the Quora Question Pairs dataset downloaded
from Kaggle [4]. Each record has a pair of questions and a target class that repre-
sents whether the questions are duplicate or not. The description of dataset columns
is shown in Table 1. In the following subsection, an in-depth description of the
dataset and an explanation about the preprocessing techniques used on this dataset
are provided.

A. Dataset

Quora released a public dataset that consists of 404,351 question pairs in January
2017. The question pairs are from various domains including technology, entertain-
ment, politics, culture and philosophy. This dataset is downloaded from Kaggle [4].
The data is split randomly into approximately 376 k train examples, 11 k dev exam-
ples and 15 k test examples. In the given dataset, duplicated question pairs only make
up 37% of the training data, indicating that the dataset is heavily imbalanced with
many more non-duplicated question pairs than duplicated ones. In addition, 33% of
questions appear multiple times in different question pairs

B. Preprocessing

Data preprocessing is a technique that is used to convert the raw data into a clean
dataset. Various preprocessing steps were performed on the Quora dataset. NLP
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techniques are used such as the conversion of text to lower case, lemmatization and
tokenization, with the help of freely available libraries such asKeras. Since the length
of the questions was small, it is preferable to abstain from using functions provided
by the above mentioned libraries since it included negative words like “no” and “not”
as a part of stopwords. Since these words are quite important when considering the
semantic meaning of the question, stopwords are not dropped

After the preprocessing stage, the data is converted in a format suitable to be fed
to the embedding layer and only contains information relevant for prediction. Using
the help of tokenizers, raw textual data is converted into a vectorized representation
of words. This vector of words is then assigned unique token numbers for respective
words. Once the data is converted to a numeric format, a post-padding step to set the
maximum length of all the text to 30 is performed. Questions with lengths larger than
30 will be cut short and the ones with length less than 30 will be zero-padded. Once
the numerical data is padded, it is fed to the embedding layer where all the four-word
embeddings (i.e., FastText Wiki News, FastText crawl, FastText subwords crawl,

Google news vector) are applied individually and then processed further. The
preprocessed data was made suitable to be used in the architecture explained in
Sect. 4. The following section provides a comprehensive understanding of the various
components of the setup and the architecture as a whole.

4 Proposed Methodology

The proposed model is inspired by the transformer architecture [9, 12]. It uses the
transformer encoder which consists of positional encodings, multi-head attention
and a feed-forward network which consists of layer normalization [13] and two fully
connected layers. Unlike RNNs and LSTMs models in which parallelization is not
possible becauseof their sequential nature, the transformer canbeparallelized leading
to faster training times. The function of the encoding layer is to find encoding for each
word of the sentence by taking every other word of the sentence into consideration
which is achieved by the self-attention mechanism which draws information from
every other word and weighs their relevance to the current word before calculating
the encoding for that word.

In Fig. 1, the complete architecture of the Transformer is shown. Its contains the
internal components which help in the encoding of word embeddings to be further
passed to the deep neural network. This transformer architecture is applied in the
Siamese network as shown in Fig. 2, which serves an overall view of the complete
system architecture. Raw data is passed as input to this architecture and predicted
responses are given back as output.

The proposed model, shown in Fig. 2, consists of an embedding layer, the trans-
former encoding layer and the feed-forward network. Theword embedding layer uses
four distinct word embedding models to vectorize data. The Transformer encoding
layer converts this vectorized data from both sentences into representations that are
compared to each other by flattening and concatenating them before passing them
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Fig. 1 Transformer encoding layer

through a series of fully connected layers with ReLU and dropouts [14]. The predic-
tion of the question pairs is found by passing the output of the fully connected layers
to a softmax classifier.

Multiplemodels have been created using different pre-trained embeddings namely
FastText Wiki News, FastText crawl, FastText subwords crawl, Google news vector
[15–17] and a model which is a combination of all the models. After each of the
single models makes their predictions, the ensemble model takes an average of the
prediction probabilities of all the models which give us the class probabilities for
the ensemble model. The probabilities obtained are then used to make the final class
predictions. The preprocessed data is first passed through a series of layers explained
below and shown in Fig. 1. These layers are interconnected to form the transformer
encoding layer .
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Fig. 2 Model architecture diagram

(1) Positional encodings

The position and order of words in a sentence created the desired meaning which
makes it very important. SinceLSTMs andRNNs analyze the sentenceword byword,
it implicitly takes the position of words into account. In transformers since there is no
such mechanism, a way must found to pass this information to the model. Positional
encodings [18] offer a way to solve this problem. Out of the various possible choices
for positional encodings, sine and cosine functions are used as used in [8].

PE(pos,2i) = sin

(( pos

10000

) 2i
dmodel

)
. (1)

PE(pos,2i+1) = cos

(( pos

10000

) 2i
dmodel

)
(2)

where pos is the position of theword, i is the dimension, and dmodel is the dimensions
of the model.

(2) Scaled dot product attention

In the proposed model, scaled dot product attention is used in which three vectors
from each of the input vectors are created; it creates the query, keys and values vectors
each having the same dimension d. The dot product of the query and key vectors is
computed before scaling it by dividing it by

√
d and passing it to a softmax function

to get the self-attention weights. These self-attention weights are then multiplied by
the value vectors to get the scaled dot product attention.
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Attention(Q, K , V ) = softmax

(
QK T

√
d

)
V (3)

where Q, K and V are query, keys and values, respectively, and d is the dimension
of the model.

(3) Multi-head attention

Each of the query, keys and, values are split into multiple heads and each of these
heads is then passed to the scaled dot product attentionwhere they run in parallel. The
outputs of these multiple heads are then concatenated and are linearly transformed to
obtain the expected dimensions. The idea is to combine the knowledge frommultiple
heads. According to the [9], multi-head attention allows combining knowledge from
different representations at different positions which is not possible with a single
head. For the model, different values for the number of heads were tried and it was
found that ten heads worked the best.

MultiHead(Q, K , V ) = [head1; . . . ; headh]WO (4)

where headi = Attention
(
QWQ

i , KWK
i , VWV

i

)
(5)

where Q, K and V are query, keys and values, respectively, and WQ
i , KWK

i , VWV
i

are their trained parameters.

(4) Feed-forward networks

The output from the multi-head attention is passed to a fully connected feed-forward
network consisting of two linear transformations with ReLU activation in between
them. The dimension of the input and output of the model is 300 and the dimension
of the feed-forward layer is 512. The output of the multi-head attention is added with
the original input before it is normalized and passed to the feed-forward network
where linear transformation takes place. This followed by layer normalization where
the input to it is x + sub-layer(x) where x is the input to the feed-forward block and
sub-layer(x) is the output of the feed-forward block

FFN(x) = max(0, xW1 + b1)W2 + b2 (6)

The designed model was then trained, validated and tested on the Quora dataset,
and in Sect. 5, the results obtained by various components of the model as well as
the ensemble are discussed.
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5 Results and Discussion

Themodel has been trained on various pre-trained embeddings (FastTextWiki News,
FastText crawl, FastText crawl subword and Google news vector) individually and
tried various combinations of them. The ensemble of FastText Wiki News, FastText
crawl, FastText crawl subword andGoogle news vector provided the best results. The
model was trained on 376 k question pairs and tested them on 15 k question pairs.
For the proposed model, this research used a single transformer and the dimensions
of the feed-forward network that provided the best results was 1024. This research
used a dropout rate of 0.1 while training the model and L2 regularization with a
regularization parameter of 1e-5. Additionally, label smoothing with a smoothing of
value 0.2was used [19]. Adding label smoothing increased the accuracy by around 1–
2% and improved the F1 score slightly. A custom averaging layer which considered
the original length of the sentence before adding any padding was also experimented
with, global average pooling, global max pooling and a flatten as the layer after
the transformer and observed that flattening the transformer output provided the
best results. After concatenating the output from both transformers, it was tried
to directly pass it to the softmax, passing it to a feed-forward network with tanh
activation and passing it to a feed-forward network with ReLU activation. The feed-
forward network with ReLU activation provided the best results. As evident from
Table 2, FastText Wiki News, FastText crawl, FastText crawl subword and Google
news vector provided accuracies of 83.36%, 83.85%, 83.32% and 83.23% and F1
scores of 81.85%, 82.55%, 81.72% and 81.72%, respectively, and the ensemble
model had an accuracy of 86% and an F1 score of 84.63%. The details of models
with each type of word embedding as well the ensemble are shown in Table 2 where
its precision, recall and accuracy are shown as well. The performance of each of the
models is shown diagrammatically in the form of confusion matrices as shown in
Fig. 3.

To understand how different embeddings and the combination are working, the
results for five pairs for each model have been extracted as shown in Table 3. In the
first question, all models have predicted the same label as the true label. In the second
question, the model using Google news vector has predicted the wrong label but as

Table 2 Description of the Quora dataset

Attribute Description

id ID of a question pair.

qid1 ID of question 1

qid2 ID of question 2

question 1 Full content of question two

question 2 Full content of question two

is_duplicate The target label. When set to 1, it means that the pair of questions are semantically
equivalent. When set to 0, it means that the pair of questions is not equivalent
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(a) FastText  Crawl (600B) (b) Google News Vectors 
Embedding 

(c) FastText Crawl Subword 
(600B)

(d)  FastText Wiki News (16B)                     (e) ensemble 

Fig. 3 Confusion matrix of different word embeddings on test data

Table 3 Results using different word embeddings

Word embedding Accuracy (%) Precision (%) Recall (%) F1-Score (%)

FastText Crawl (600B) 83.85 82.58 82.53 82.55

FastText Crawl Subword (600B) 83.32 82.28 81.27 81.72

FastText Wiki News (16B) 83.36 82.21 81.54 81.85

Google News Vectors 83.23 82.05 81.43 81.72

Ensemble of 4 word embeddings 86.0 85.31 84.1 84.63

all other models have predicted the label correctly, the combination model predicts
the label correctly. In the third and fifth questions, the pattern of the results is similar
to the second question but instead of the model with Google news vector, the model
with FastText subword crawl predicts the wrong class. In the fourth question, two
models predict the wrong class and two predict the right class so the prediction of
the combination model depends on the probability with which each model predicts
the class.

In Figs. 4 and 5, a graphical description on the variation of the accuracy and
loss (in Figs. 4 and 5, respectively) is shown for all of the embeddings used in the
ensemble. Each of the embedding’s performance is analyzed during its respective
training phase.
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Fig. 4 Training and
validation accuracies for
individual word embeddings

(a)  FastText Crawl (600B)

(b) Google News Vectors Embedding 

(c)  FastText Crawl Subword (600B) 

(d) FastText Wiki News (16B) 
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Fig. 5 Training and
validation losses for
individual word embeddings

(a)  FastText Crawl (600B)

(b) Google News Vectors Embedding

(c) FastText Crawl Subword (600B)

                 (d)  FastText Wiki News (16B)



Detecting Semantically Equivalent Questions … 65

The metrics that are used to evaluate this model’s performance are accuracy,
model loss and F − 1 score. Accuracy simply helps in understanding that out of
all tested examples, how many are predicted correctly. The proposed model uses
a cross-entropy loss. F1 Score is used in cases where the distribution of all labels
are unequal. F1 Score is the weighted average of precision and recal. Therefore,
this score takes both false positives and false negatives into account. A true positive
is a correctly predicted positive class; similarly, a false positive is a positive class
predicted incorrectly, a true negative is a correctly predicted negative class and a
false negative is a negative class predicted incorrectly (Table 4).

Precision = T P

T P + FP
(7)

Recall = T P

T P + FN
(8)

F1 score = 2 × Precison × Recall

Precision + Recall
(9)

The successful performance of this architecture opens doors to newmethodologies
and techniques for this use case. The future scope and concluding remarks on this
research have been discussed in the next section.

6 Conclusion and Future Work

In this paper, transformers have been used as the primary source of encoding text to
extrapolate its semanticmeaning (feature extraction). It is found that the performance
by coupling of transformer-based encodings and deep neural networks for simi-
larity calculation performed comparable and sometimes better results than existing
methods depending on the preprocessing and word embeddings used. To improve
performance further, a combination of the results predicted by four different word
embedding models (Google news vector, FastText crawl, FastText crawl subwords
and FastTextWikiNews) has been used. This combination helped us achieve a perfor-
mance superior to the one achieved when their embeddings were used individually.
This research managed to achieve an accuracy of 86% and an F1 of 84.63% with
this ensemble model.

As a continuation of this research, various data augmentation techniques can be
used to counter overfitting of the proposed models during training phase after a given
number of iterations. The use of different distancemetrics can be used to calculate the
similarity of the transformer encodings, and at the same time, different transformers
like BERT, ALBERT, T5-11B, which have proved most effective for the process of
text similarity can be used in this architecture in order to attempt to produce more
accurate feature extraction.
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Table 4 Question pair classification using different word embeddings and their combination

Question 1 Question 2 True
Label

Google
News
Vectors

FastText
Wiki
News
(16B)

FastText
crawl
subword
(600B)

FastText
crawl
(600B)

Ensemble of
4 word
embeddings

Is Kellyanne
Conway
annoying in
your
opinion?

Did
Kellyanne
Conway
really imply
that
attention
should not
be paid to
the words
that come
out of
Donald
Trump’s
mouth?

0 0 0 0 0 0

What are
your views
on the Netaji
Subhash
Chandra
Bose’s
mystery
death case?

What is
secret of
Subhash
Chandra
Bose’s
death?

1 0 1 1 1 1

How do I
play
Pokemon
GO in
Korea?

How do I
play
Pokemon
GO in
China?

0 0 0 1 0 0

What is the
probability
that a leap
year has 53
Sundays?

What are
some
unknown
facts about
leap year
and 29th
February?

0 0 1 0 1 1

Why is US
mainstream
media
biased
against
Trump?

Why
mainstream
media hates
Donald
Trump?

1 1 1 0 1 1



Detecting Semantically Equivalent Questions … 67

References

1. Majumder, G., Pakray, P., Gelbukh, A.F., Pinto, D.: Semantic textual similarity methods, tools,
and applications: a survey. Computación y Sistemas 20(4), 647–665 (2016)

2. Bogdanova, D., Santos, C., Barbosa L., Zadrozny, B.: Detecting semantically equivalent ques-
tions. In: Online user forums. Proceedings of the 19th Conference on Computational Natural
Language Learning, pp. 123–131 (2015)

3. Quora. What’s Quora’s policy on merging questions? https://help.quora.com/hc/en-us/art
icles/360000470663-What-s-Quora-s-policy-on-merging-questions (2019). Online Accessed
20 May 2020

4. Quora. Quora question pairs, version 1. https://www.kaggle.com/c/quora-questionpairs/data
(2017, November). Online Accessed 20 May 2020

5. Gomma, W.H., Fahmy, A.A.: A survey of text similarity approaches. Int. J. Comput. Appl.
68(13), 13 (2013)

6. Neculoiu, P., Versteegh, M., Rotaru M.: Learning text similarity with siamese recurrent
networks. In: Rep4NLP@ACL (2016)

7. Dadashov, E., Sakshuwong, S., Yu, K.: Quora question duplication, Stanford University (2017)
8. Imtiaz, Z., Umer, M., Ahmad, M., Ullah, S., Choi, G.S., Mehmood, A.: Duplicate questions

pair detection using siamese MaLSTM. IEEE Access 8, 21932–21942 (2020). https://doi.org/
10.1109/ACCESS.2020.2969041

9. Vaswani,A.,Shazeer,N., Parmar,N.,Uszkoreit, J., Jones, L.,Gomez,A.,Kaiser, L., Polosukhin,
I.: Attention Is All You Need (2017)

10. Ostendorff, M., Ruas, T., Schubotz, M., Rehm, G., Gipp, B.: Pairwise multi-class docu-
ment classification for semantic relations between wikipedia articles. In: Proceedings of the
ACM/IEEE Joint Conference on Digital Libraries (JCDL) (2020)

11. Yüksel, A.E., Türkmen, Y.A., Ozgür, A., Altınel, A.B.: Turkish tweet classification with
transformer encoder. In: Proceedings of Recent Advances in Natural Language Processing,
pp. 1380–1387, Varna, Bulgaria, Sep 2–4, pp. 1380–1387 (2019)

12. Alammar, J.: The Illustrated Transformer (2018). https://jalammar.github.io/illustrated-transf
ormer/

13. Ba, J, Kiros, J., Hinton, G.: Layer normalization. arXiv preprint arXiv:1607.06450 (2016)
14. Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., Salakhutdinov, R.: Dropout: a simple

way to prevent neural networks from overfitting. J. Mach. Learn. Res. 15(1), 1929–1958 (2014)
15. Mihaltz, M.: word2vec-googlenews-vectors. https://github.com/mmihaltz/word2vecGoogleN

ewsvectors
16. Joulin, A., Grave, E., Bojanowski, P., Douze, M., Jégou, H., Mikolov, T.: Fasttext.zip:

compressing text classification models. In: CoRR, abs/1612.03651 (2016)
17. Bojanowski, P., Grave, E., Joulin, A., Mikolov, T.: Enriching word vectors with subword

information. In: CoRR, abs/1607.04606 (2016)
18. Kazemnejad, A.: TransformerArchitecture: The Positional Encoding. https://kazemnejad.com/

blog/transformer_architecture_positional_encoding/
19. Muller R., Kornblith S., Hinton, G.: When does label smoothing help In: arXiv preprint arXiv:

1906.02629 (2019)

https://help.quora.com/hc/en-us/articles/360000470663-What-s-Quora-s-policy-on-merging-questions
https://www.kaggle.com/c/quora-questionpairs/data
https://doi.org/10.1109/ACCESS.2020.2969041
https://jalammar.github.io/illustrated-transformer/
http://arxiv.org/abs/1607.06450
https://github.com/mmihaltz/word2vecGoogleNewsvectors
https://kazemnejad.com/blog/transformer_architecture_positional_encoding/
http://arxiv.org/abs/1906.02629


Detection and Monitoring of Alzheimer’s
Disease Using Serious Games—A Study
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Rajeev Ramesh, Aman Shinde, and Prashant Gadakh

Abstract Alzheimer’s disease is an intensifying disorder attacking the neurons of
the brain which causes hampering of memory skills and language skills as well as
a change in behaviour of the patient affected. Alzheimer’s has no definite cure but
the patient’s life can be prolonged with the help of certain treatments. Serious games
have proven to be a source with high potential for the improvement of cognitive
abilities. The paper suggests a single application that can be accessed anywhere, free
of cost to single-handedly detect and identify the symptoms of Alzheimer’s using a
series of tests that can be conducted anywhere and predict if the user has Alzheimer’s
or not along with corresponding stages using machine learning algorithms.
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1 Introduction and Motivation

Alzheimer’s is a neurodegenerative illness, the cause of which is still unknown. It is
the most common cause of dementia. It is a generic term for cognitive impairment
that is very severe, causes hindrance in day-to-day life. The elderly population is
most prone to get affected by Alzheimer’s. Early detection of AD is important so
that preventative measures can be taken. Alzheimer’s disease is incurable, but certain
treatments can be used for slowing down the advancement of the disease [1, 2].

All over the world, an estimated 44 million people suffer from Alzheimer’s
disease. It is said that every 4 s, a new case of dementia is diagnosed [1]. Among old
people, it is the third leading cause of death after heart diseases and cancer (Refer
Fig. 1) [3, 4]. There are over 4 million people suffering from Alzheimer’s and other
forms of dementia in India. 47.5%of people in India livewith itwithout even knowing
about it. In the USA, 5.5million people of an estimated age have Alzheimer’s disease
(Refer Fig. 2).

Serious games have a primary purpose other than amusement or relaxation. Under
the commercial and educational categories, some serious games have been widely
used that improve cognitive skills such as attention, visual–spatial abilities and
memory skills among people [4]. There are a lot of serious games available world-
wide but they are not used to detect Alzheimer’s or any other form of dementia. The
currently available serious games are developed for the sole purpose of entertainment.
People without any cognitive impairment can also improve their cognitive skills by
playing these serious games [6]. Instead, they can be used for healthcare purposes,
after some updates in them so that they can be used for detection of dementia,
especially Alzheimer’s [7].

Fig. 1 Global cause of death in 2016 [5]
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Fig. 2 Alzheimer’s age-wise
patient distribution in the
USA among 5.8 million [5]

2 Findings and Methodology

The disease is categorized into seven different stages, and each of the stages has few
different symptoms. The diagram (Fig. 3) shows the stages of Alzheimer’s along
with their symptoms briefly classified.

The proposedmethod aims at detectingAlzheimer’s disease (AD) at the near stage
so that the patient will have a brief idea of her/his mental health before consulting
a doctor [6]. The system uses serious games which correspond to the symptoms of
each stage of AD. Furthermore, after seeking medical consultation, the user can opt

Fig. 3 Stages of Alzheimer’s disease



72 S. Jagtap et al.

Fig. 4 Proposed serious games corresponding to each stage of Alzheimer’s disease

to continue using serious games to monitor her/his mental health and consult their
doctor for continuous evaluation. In the proposed solution, the symptoms which the
patient has will be identified through the game (Refer Fig. 4) [8, 9].

Each level of this game is designed in accordance with the stages of Alzheimer’s
which will help in the identification of the problems the user is dealing with [10].

The games along with their basic functionality are as follows (Refer Figs. 4 and
5):

1. Memory test—Checks the user’s immediate/short-term memory [11].
2. Spatial navigation test—Checks the user’s sense of direction.
3. Object recognition test—Checks the user’s ability to identify simple objects [12].
4. Basic maths test—Checks the user’s mathematical skills.
5. Personal quiz—Checks the user’s capability of remembering personal details.
6. Confusion test—Checks the user’s ability to stay focused in a confusing situation

and answer correctly [8, 13].

The results of these games will be stored in the database.With the help of a proper
machine learning prediction model, the results will be delivered to the user [14].

The result will consist of the stage of Alzheimer’s user, precautions and also
details of doctors nearby to consult. This solution will also help the doctor to track
and monitor the patient’s health repeatedly over a period of time. It will also give the
patient a clear picture of her/his medical progress [10, 15].

The proposed solution also has a feature of guardian panel, in which the guardian
of the patient will be able to fill in the patient’s details to ensure the correctness of
data.
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Fig. 5 UI of games showing basic functionality

In Fig. 6(Data Process Cycle):

a. Data Extraction: Initially, the test results and personal details filled by
user/guardian will be stored in a database.

b. Data Processing: All stored details are fetched, processed and analysed. The raw
information is processed into meaningful data.

c. Predictive Model: The result obtained from the games will be passed to the
predictive model. With the help of machine learning and the existing database,
the model will predict if a user has AD or not. Classification algorithms like
decision tree, neural networks, logistic regression, Naïve Bayes, etc., can be
used to classify into seven stages of Alzheimer’s.

d. ModelDeployment:Deploysmodel on any cloud infrastructure for 24× 7 uptime
and real-time changes.
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Fig. 6 Data process cycle

e. Database: Stores results and user details. Used to share results with relevant
personnel such as doctors and guardians.

In Fig. 7 (Flow chart of the Proposed System):

a. Fill Details and Sign-up: User/guardian will fill the patient’s details and sign-up.
b. Games: User will play the series of serious games as proposed in Fig. 4
c. Game Results: The game results are stored in the database in a suitable data

format which can be used for predictive modelling.
d. Predictive Model: The results of the games are passed to the predictive model as

mentioned in Fig. 6. The model uses machine learning algorithms to predict if
the user has Alzheimer’s disease (AD) or not. If AD is detected, the stage which
the user is facing currently will be displayed and doctors will also be suggested

e. Result: Stage ofAlzheimer’s: IfAlzheimer’s is detected, the stage and the severity
are predicted

f. Doctor/Guardian: The patient’s result related to Alzheimer’s is shared with the
guardian or doctor for further diagnosis.
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Fig. 7 Flow chart of the
proposed system

3 Results and Discussions

The results obtained from the games will be given as input to the pre-trained machine
learning predictivemodel. Themodelwill predict the stage ofAlzheimer’s the patient
is suffering, along with the precautions to be taken and nearby expert doctors.
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4 Conclusion and Future Work

Cognitive stimulation therapy uses the concept of serious games. Existing serious
games are not specifically used for detection ofAlzheimer’s or as a tool to help people
suffering fromAlzheimer’s disease. Serious games powered bymachine learning are
effective in the prediction of Alzheimer’s disease at the early stages.

Thus, the need for constant intervention by medical personnel could be reduced
or eliminated as they can remotely monitor the patient, saving time and resources.
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Factors Affecting the Online Travel
Purchasing Decision: An Integration
of Fuzzy Logic Theory

Oumayma Labti and Ezzohra Belkadi

Abstract Understanding consumer’s characteristics should be a crucial question in
studying consumer behavior. In this context, investigation is done on how consumers’
characteristics affect their intention to purchase travel online. This research aims to
examine the effect of extraversion and personal innovativeness on consumers’ travel
online purchase intention, by using the fuzzy logic technique. The implementation
of fuzzy logic enables us to identify the level of these factors’ effect on online
purchase intention, and it helps to identify the link that exists between input vari-
ables and output variables. To do this, 102 sample surveys were collected from
customers with experience in purchasing travel online. Results show that extraver-
sion and personal innovativeness have both a meaningful influence on consumers’
travel online purchase intention

Keywords Online purchase intention · Travel industry · Personality
characteristics · Extraversion · Personal innovativeness

1 Introduction

Over recent years, information technology has emerged as an increasingly impor-
tant part of our personal and professional lives and has remarkably influenced them.
Nowadays, no one can argue the prominent relevance of technology in society as
it affects more and more people’s lives. Technology has influenced both the way
services are offered and the nature of the services provided [1]. This substantial

O. Labti (B) · E. Belkadi
Laboratoire de Recherche en Management, Information et Gouvernances, Faculté Des Sciences
Juridiques Économiques et Sociales Ain-Sebaa, Hassan II University of Casablanca, BP 2634
Route des Chaux et Ciments Beausite, Casablanca, Maroc
e-mail: Labtioumayma6@gmail.com

E. Belkadi
e-mail: zo.belkadi@yahoo.fr

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
S. Shakya et al. (eds.), Proceedings of International Conference on Sustainable Expert
Systems, Lecture Notes in Networks and Systems 176,
https://doi.org/10.1007/978-981-33-4355-9_7

77

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4355-9_7&domain=pdf
mailto:Labtioumayma6@gmail.com
mailto:zo.belkadi@yahoo.fr
https://doi.org/10.1007/978-981-33-4355-9_7


78 O. Labti and E. Belkadi

progress in technology, boosted by the Internet, has brought changes to the business
environment in many markets. The Internet permits consumers to look for infor-
mation and purchase products/services at lower costs when compared with offline
shopping. Consumers can find product’s information through a fast search process
on the Internet helping to save time and money [2]. In addition to this, it has been a
medium throughwhich commercial communications, sales transactions and logistics
have been facilitated [3]. Therefore, the Internet is considered as a central marketing
tool for many products/services [2], with the dramatic expansion of Internet users.
Similarly, the Internet has led to a revolution in business operations in all service
sectors, including online services [4].

According to the survey on the online shopping behaviors conducted in 2014, led
by MasterCard, Moroccan consumers are increasingly making their purchases on
the Internet. Almost half of those surveyed reported making online purchases over
the Internet, with more than 90% saying they are very satisfied with their online
shopping experience. Consumers reported spending the majority of their money on
airlines, travel and hotels. The travel industry is just as much a part of this revolution.
Many travel consumers use the Internet either to book airline tickets, make hotel
reservations or other online purchases instead of going to travel agencies to do it for
them [5]. This has been supported in various studies with the requirement that the
Internet offers to travel consumers a greater choice of products, extra information
and often competitive prices than they can get in travel agencies [6]. In this context,
it is vitally important to understand consumers’ intention to purchase travel online.
Most research has been interested in testing existing theories of consumer behavior.
The technology acceptance model (TAM) [7] has been heavily utilized to investigate
online purchase behavior in the travel context [8]. The unified theory of acceptance
and use of technology (UTAUT) [9] have also been employed to examine various
drivers of online airline ticket purchasing behavior [10]. One further study [11] has
used the theory of planned behavior (TPB) [12], to examine travelers’ intention to
purchase travel online by including trust and risk. Another research has focused
on determinants and results of consumer trust toward online travel Web sites [13].
The authors of those previous papers have investigated attitude models that seem to
be a fairly sustainable foundation. Another key driver in the acceptance of Internet
shopping is personality because individual differences affect the decision customers
make. Few research has focused on the consequence of personal characteristics on
the consumer’s decision [14]. It is, therefore, necessary to examine the influence of
personality characteristics on travel online purchase intention and that makes the
current study urgent and topical.

This study attempts to determine how travelers’ online purchase intention varies
depending on their personal innovativeness and on their extraversion degree. The
remainder of the paper is structured into five sections: Sect. 2 briefly presents liter-
ature associated with the subject of the study, including the definition of constructs.
Methodological details are then given in Sect. 3 including an introduction of the
concept of fuzzy inference system. In Sect. 4, the results and discussions are provided.
Section 5 outlines the conclusion, limitations and directions for future research.
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2 Literature Review

The theory of reasoned action [15] is able to describe human behavior drivers. In that
respect, humans are rational andwill look at the outcomes of their acts when deciding
to perform a particular behavior [16]. This theory is considered as a pioneermodel for
understanding individuals’ behavior toward technology adoption [17]. According to
this theory, customers’ purchase behavior is determinable from customers’ purchase
intention [16], and this concept is one of the most studied variables in marketing
and management research [18]. Therefore, online purchase intention is used in this
study as a dependent variable. Online purchase intention can be explained by many
factors [19]. Huang [20] and Lan [21] observed that emotional and psycholog-
ical attributes could be used to measure online purchase intention. Demographic
factors can also be viewed as parameters that influence the online purchase inten-
tion. According to Brown et al. [22], gender can affect the intention to purchase
products online. Monica and Mark [23] have worked on gender factors and shoppers
backgrounds and their consequences on the online purchase intention. In addition to
demographic characteristics, consumers’ shopping motivations have been reached
predicting online purchase intention [24]. Nevertheless, little research has been done
to evaluate the impact of personality characteristics on customers’ online purchase
intention. Hence, the relevance of examining the impact of personality characteristics
on online purchase intention.

Personal innovativeness is a very important dimension in order to study individual
behavior in the context of innovation. Several researchers have tried to define this
concept. Hurt et al. [25] have considered innovativeness as a personality character-
istic that reflects “The willingness to change.” Consumer innovation corresponds to
individual’s response to new experiences and new stimuli [26]. Consumers’ capacity
for innovation is described as the tendency to shop new and various goods instead of
following traditional choices and consumptionhabits [27]. In particular, this construct
was identified in the context of information technology “the openness of an individual
to experiment emerging information technology” [28], in other words, it means that
highly innovative users are likely to adopt computer innovations rather than others
that are not very innovative [29]. It is generally accepted that people who are highly
innovative embrace new technologies very easily [30]. Bommer and Jalajas [31]
have linked personal innovativeness to risk tolerance, meaning that individuals tend
to innovate if they are willing to take risks, particularly in the area of Internet shop-
ping, as online shopping involves risks and uncertainties [32]. This concept has been
studied in various fields of research, such as office automation [28], web retailing
[29], online shopping [33] and online travel purchasing [34]. Kanthawongs [35]
have found that personal innovativeness favorably affects the intention to purchase
online clothing. However, Lestari [36] has rejected the hypothesis that assumes that
consumers’ innovativeness has no influence on the intention to use an online shopping
forum.

Recently, a limited but emerging body of research literature on personality traits in
terms of consumer behavior has appeared [37]. Earlier studies found that shoppers’
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character is a substantial factor for the success of e-vendors [38]. Personality can be
defined as a group of characteristics or traits relatively durable, which distinguish
individuals between them and trigger certain reactions to stimuli coming from their
environment [39]. Over the last many years, the big fivemodels have been considered
as a supported model of personality [40]. According to this model, five aspects are
needed to introduce human personality in terms of traits: neuroticism, extraversion,
agreeableness, openness and conscientiousness [37]. In an online shopping context,
Tsao and Chang [41] have observed that the five factors could affect the shoppers’
buying motivations. Due to the lack of research on the extraversion trait, we will
focus on this concept and its impact on the intention to purchase online. Based on
the literature review, Robu [42] has considered that extroverts are communicative,
dynamic, act in a controlling manner and are seeking for sensation. For those having
a limited interest in communication, online shopping may be the preferred choice
[43]. Nevertheless, consumers with a high desire to interact with others will be
prone to buy from offline stores [44]. Saleem et al. [45] have shown that there is
a favorable relationship between extraversion and computer use. At the same time,
Khare et al. [46] found that extroverts tend to assume risks as they are experimenting
with innovations; as a result, they are inclined to adopt online banking. Lissitsa
and Kol [47] have found that extraversion is positively correlated with m-shopping
intention. Hence, not only consumers’ innovativeness may determine their purchase
intention, but it may also depend on the consumers’ extraversion degree.

The analysis of the literature reveals that personal characteristics, especially
personal innovativeness, can affect the adoption of technological innovations in
general and the online purchase intention in particular. Extraversion was found
to significantly enhance purchasing behavior. Extraversion can positively affect
purchase intention in a digital context. Following this line of research, this paper
focuses on two main aspects of personal characteristics as determinants of travel
online purchase intention, namely extraversion and personal innovativeness.

In the existing consumer behavior literature,many studies are employing statistical
techniques to examine consumer purchasing behavior. However, these traditional
statistical approaches are not capable of explaining such phenomena. Indeed, the
results of these techniques do not capture the imprecision, uncertainty and vagueness
of the participants’ choices. Therefore, fuzzy logic technique has been used in this
paper.

Fuzzy logic applies set theory to examine the relationship, which exists of an
independent variable (called input variable) with a dependent variable (called output
variable), viewing the input or combinations of inputs as an adequate condition for
the output. Fuzzy logic can lead to a more precise comprehension of the difficult
reality behind the intention to buy online. Fuzzy logic may provide an alternative
approach to investigate how an individual factor in a system may lead to a positive
or negative influence on the online purchase intention. In other words, fuzzy logic
provides a clearer explanation of howperceptual andpersonal factors interact to shape
online purchase intention. Fuzzy logic has been first introduced by Zadeh [48]. This
method has been developed in several works as a decision support instrument [49]. It
is relevant to mention that fuzzy logic is an effective method for depicting uncertain,
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vague and imprecise data. In addition, fuzzy logic helps to provide more accurate
insights into customer preferences and to improve the understanding of such a topic.
This research helps to support the literature relative to consumer purchasing behavior.

3 Methodology

3.1 Fuzzy Inference System

A fuzzy logic inference system is used in this paper. It is a system that allows
transferring input variables to output vectors starting from 0 to 1 following defined
rules. Fuzzy logic inference system includes four-step process: they are fuzzification,
rule-based inference, aggregation and defuzzification. (The design of the fuzzy logic
system is illustrated by Fig. 1.)

(1) Fuzzification: It is the first step in the fuzzy inference system that transfers the
system’s input values into fuzzy sets with their corresponding ranges of values
where they are determined.

(2) Rule-based inference: Defining the rules is a crucial phase in the process of
developing fuzzy systems. Rules are made by a collection of fuzzy “If–Then”
syntax that links between one or more antecedents clause and one or more
consequences clause. The formation of fuzzy rules, in general, is derived by
using questionnaires, panel techniques or from experts.

(3) Aggregation: In this step, the subsets are aggregated to form a single set and to
calculate the fuzzy output.

(4) Defuzzification: It is the unit where the fuzzy output is converted to a crisp
output.

Fig. 1 Typical fuzzy logic controller structure
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3.2 Sampling and Procedures

The fuzzy mathematical model presented in the current study intends to analyze
online purchase intention as an output variable by using extraversion and personal
innovativeness as input variables (Fig. 2). In this case, the first phase consists of data
collection. A questionnaire was distributed online to collect data. The questionnaire
included three constructs. A five-point Likert scale (from 1—strongly disagree to 5
strongly agree) was used for all these constructs. The second step in the fuzzy logic
within ourmodel is to associate input variables and output variableswithmembership
functions. A triangular membership function is going to be employed in this study.
In this context, it is relevant to indicate that the triangular membership function
is commonly utilized in the practice. Triangular membership functions are made
from straight lines. These straight lines are simple to work with and easy to compute.
Extraversion (EX) and personal innovativeness (PI) are the main input variables. The
corresponding fuzzy values for the first input extraversion (EX) are very low, low,
medium, high and very high (Fig. 3). Similarly, for the second input variable personal
innovativeness (PI), the corresponding fuzzy values are defined to be very low, low,

Fig. 2 Fuzzy logic system with two input variables and one output variable

Fig. 3 Membership function plots for the input variable “extraversion”
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medium, high and very high (Fig. 4). Finally, the output of the fuzzy model is the
online purchase intention (OPI) denoted as very low, low, medium, high and very
high (Fig. 5). The fuzzy rules have been extracted from the questionnaire responses.
In this study, a total of 15 rules are defined (Fig. 6). In this contribution, the fuzzy
Mamdani inference model [50] is applied. This tool allows adding rules via logical
operators OR/AND. These rules are described through a series of fuzzy “If–Then”
rules in which the antecedents/consequent implies linguistic variables. This series of
rules explain the behavior of the system. After defining the rules, the gravity center
or centroid method shall be implemented to get the crisp output. It is one of the most
widely employed techniques for defuzzification [50]. To implement this method,
fuzzy logic toolbox for the Mamdani system in MATLAB has been applied.

Fig. 4 Membership function plots for the input variable “personal innovativeness”

Fig. 5 Membership function plots for the output variable “online purchase intention”
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Fig. 6 Fuzzy rules

Figure 2 presents the input and output variables that have been corresponding to
OPI and EX as fuzzy input variables. The output variables represent OPI on that the
fuzzy sets have been determined.

Figure 3 shows themembership functions defined for the first input variable “EX,”
with five triangular membership functions (very low, low, medium, high, very high).

Figure 4 illustrates the membership functions developed for the second input
variable “PI,” using five triangular membership functions (very low, low, medium,
high, very high).

Themembership functions identified in Fig. 5 indicate five triangular membership
functions for the output variable “OPI” (very low, low, medium, high, very high).

Once the membership functions for the fuzzy variables were established, the
rules that the inference system will employ to generate the ultimate result have been
outlined as seen in Fig. 6. Based on the responses of the questionnaire, those rules
have been derived.

The questionnaire starts with some demographic questions, and then themeasures
of the different constructs have been established. The sample consisted of 102
Moroccan consumers. All the participants have already purchased travel online.
97.1% of the participants have received a university or college degree, with more
females (51%) than males (49%). Approximately, 32.4% were <25 years old, 63.8%
were aged 25–44, and 3.9% were 45 and older.
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3.3 Measures

The reliability of the constructs in this research was evaluated through Cronbach
alpha indicator. All used measures have been found reliable since all Cronbach’s
alpha values have exceeded 0.7. Extraversion (four indicators) with scale reliability
Cronbach’s α= 0,789, personal innovativeness (four indicators) with scale reliability
Cronbach’s α = 0.713 and online purchase intention (three indicators) with scale
reliability Cronbach’s α = 0.931 (Table 1).

Table 1 Reliability of constructs

Construct and indicator Cronbach alpha Scales origin

Input variables Extraversion
I am the life of the party
I am skilled in handling
social situations
I make friends easily
I know how to captivate
people

0.789 Adapted from Buchanan
[51]

Personal innovativeness
If I heard about a new method
of buying travel, I would look
for ways to experiment
with it
Among my peers, I am the
first to explore online travel
purchasing
I like to experiment with new
online travel purchasing
techniques
In general, I am hesitant to
try to purchase travel online

0.713 Adapted from Agarwal and
Prasad [28]

Output variables Online purchase intention
I will use the Internet to
purchase travel regularly in
the future
I will frequently use the
Internet in the future to
purchase travel
I will strongly recommend
others to use the Internet to
purchase travel

0.931 Adapted from Moon and
Kim [52]
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4 Results and Discussion

4.1 Fuzzy Inference System Results

The results of the inference system that have been developed in MATLAB are
provided in Figs. 7, 8, 9, 10 and 11. The rule viewer and the surface viewer are
presented, respectively. Once the membership functions for the fuzzy variables had
been established, a definition of the rules that were used by the inference engines to
obtain the final result has been made as given in Fig. 6. The rules were extracted from
the questionnaire. Figs. 7, 8, 9 and 10 depict the rule viewer, and Fig. 11 illustrates
the surface viewer of the fuzzy set.

A fuzzy set of rules linking the input variables and the output are constructed as
illustrated by Fig. 7. The model is used to test the intention to purchase travel online
using two inputs, namely extraversion and personal innovativeness. The result of
the model is relevant on a scale of 1–5, as shown in Fig. 7. The developed model
is evaluated by testing all input coefficients equal to 3, providing an output of 4,
meaning a high level of purchasing travel online.

As shown in Fig. 8, the model is designed to be operated with inputs equal to 2.
The fuzzy logic output of the model is 2, representing a low intention to purchase
travel online.

Fig. 7 Summary of results using the Mamdani’s inference method for extraversion = 3, personal
innovativeness = 3 and online purchase intention = 4
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Fig. 9 Summary of results using the Mamdani’s inference method for extraversion = 4, personal
innovativeness = 4 and online purchase intention = 4.68

The model shown in Fig. 9 is measured with inputs equal to 4. The fuzzy logic
output of the model is 4.68, indicating a very high intention to purchase travel online.

Figure 10 demonstrates that the model is operated with inputs, extraversion equal
to 2 and personal innovativeness equal to 4. The output of the model is 4.68,
representing a very high intention to purchase travel online.

EX and OPI membership functions are assessed on the following basis on a scale
of 1–5. As a result of the fuzzymodel, themembership functions as an output variable
are based on travel online purchase intention. The fuzzy model result is measured
on a scale of 1–5 (very low to very high), which turns to be very high as one nears 5.
The online purchase intention of travel is represented by the surface graph as shown
in Fig. 11.

4.2 Discussion

Figure 9 depicts a possible combination in which the results of the input variables
extraversion, personal innovativeness would be EX = 4PI = 4, and the output vari-
able online purchase intention equals to 4.68. Hence, Fig. 9 shows the relationship
between extraversion, personal innovativeness and the online purchase intention.
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Fig. 10 Summary of results for extraversion = 2, personal innovativeness = 4 and online
purchase intention = 4.68

Fig. 11 Surface viewer of the relationship between the extraversion (EX), personal innovativeness
(PI) and online purchase intention (OPI)



90 O. Labti and E. Belkadi

As can be seen in Fig. 9, when consumer extraversion and personal innovativeness
are high, the intention to buy travel online is very high. Similarly, to ensure a high
level of intention to purchase travel online, a medium level of extraversion and a
medium level of personal innovativeness are required (Fig. 7). A weak intention for
purchasing travel is resulting from a low degree of extraversion and a low rate of
personal innovativeness (Fig. 8). Nevertheless, it was found that if extraversion is
low and personal innovativeness is high, the online purchase intention is very high.
This highlighted how important personal innovativeness is to assure a high online
purchase intention of travel (Fig. 10). The 3D surface illustrates the relationship
between the three parameters. Figure 11 reveals that if extraversion and personal
innovativeness values decrease, the level of consumers’ online purchase intention
for travel decreases.

The results reveal that consumers with high extraversion level and high personal
innovativeness degree aremore closer to get a high intention to purchase travel online.
The fuzzy system findings support that extraversion and personal innovativeness
have both a positive impact on consumers’ online purchase intention. Someone who
scores high on extraversion and personal innovativeness is expected to have a high
intention to purchase travel online, while a low intention to purchase travel online
may be explained by a low level of extraversion and personal innovativeness, which
is supported by the fact that extroverts and highly innovative consumers tend to be
more risk-taking compared to introverts and less innovative consumers.

This paper introduces a new model in an e-commerce travel environment and has
explored the relationship that exists between two factors and the online purchase
intention of travel. The outcomes show that consumer characteristics (extraver-
sion and personal innovativeness) have successfully demonstrated their influence
on online travel purchase intention, with personal innovativeness being a high
influencing factor, followed by extraversion.

5 Conclusion

In this contribution, a newmodel has been proposed to understand online consumers’
behavior. The major purpose of this study is to examine personality traits and their
influence on travel online purchase intention in Morocco. This study tests two
concepts, namely extraversion and personal innovativeness, from the perspective that
more extroverted individuals tend to assume more risks which results in a growing
intention to purchase travel online. Personal innovativeness has also been included in
our model since individuals who adopt information technology innovations particu-
larly in the area of online shopping are likely to be highly innovative consumers. The
fuzzy logic specificity consists of identifying the impact of the two inputs proposed in
our model at once on the output. The findings revealed that both input variables have
a positive impact on the output variable.With these findings, online servicemanagers
will be able to implement more appropriate strategies for consumers who tend to be
less extroverts and also for consumers who are considered less innovative. Certain
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limitations of this study should be mentioned. Primarily, this work is limited by the
sample size N = 102. Secondly, the respondents are all Moroccans, the necessity
to generalize our findings in future studies is then required. In this paper, only two
variables are considered as personality characteristics that could affect consumers’
intention, but if other personality traits are going to be included, results ban be varied.
Finally, as previously mentioned, fuzzy logic approach provides results of both input
variables at the same time, therefore, it will be interesting to combine fuzzy logic
with another analysis method as structural equation modeling (SEM) to investigate
the effect of each input variable on the output variable.
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An Empirical Study on the Occupancy
Detection Techniques Based
on Context-Aware IoT System

Kavita Pankaj Shirsat and Girish P Bhole

Abstract Occupancy detection and behavior in buildings has a huge impact on
cooling, heating, ventilation demand, building controls, and energy consumption in
lighting appliances. The human factor is an important factor in real-time occupancy
information and building energy management systems that offer great potential for
maximizing energy efficiency and assessing energyflexibility. The occupancypredic-
tive strategy provided a better quality of service and energy savings performance
than reactive strategies. In this research paper, 20 papers based on context-aware IoT
systems for occupancy detection are reviewed. The research works are categorized
into the sensor, sensor fusion, Wi-Fi, LAN, radio frequency (RF) signals, machine
learning, and so on. The research gaps and the challenges faced during the occupancy
detection are listed for further enhancement in the occupancy detectionmethods. The
research work is analyzed based on the performance metrics, classification methods,
and the publication year. The analysis shows that the most frequently used perfor-
mance metrics is accuracy, the most commonly used classification technique is the
sensor, whereas most of the research papers are published in the year 2018.

Keywords Occupancy detection · Internet of things · Sensor · Network ·
Automation system

1 Introduction

Internet of things (IoT) is becoming a reality in everyday life due to recent findings
and commercial products. Sensors are used for the transmission, acquisition, and data
analysis, which is then coupled with cheap and low-power transceivers and micro-
controllers for digital communications that enable the user for accessing numerous
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applications in various domains, like mobile health care, home automation, energy
management, and other applications. The IoT is foreseen as an important technology
in the Smart City concept as it fits perfectly in urban scenarios. The smart cities tend
to increase the life quality of the citizen along with the reduction in the operation
costs of public administrations [1]. Smart buildings and IoT technology required the
need for smart devices to operate without human intervention. The basic applica-
tion of the home automation system is the detection of occupancy. The automation
systems are built by incorporating IoT technologies in them. For instance, the occu-
pancy tracking can help during a fire or natural disaster for evacuating the survivors
from the building. The occupancy detection techniques are also used in the intrusion
detection that detected the activities at abnormal times [2].

Recent studies have shown that the identification of occupancy patterns in building
and smart home applications had lower-energy consumption when compared to the
approaches that assume usage patterns and fixed occupancy. The detection of occu-
pancy in buildings is an expensive and difficult process as it needs to overcome the
issues, like false detection and the intrusive nature of visual sensors [3]. The devices
that are used for detection of occupancy are based on audible sensors, radio frequency
identification (RFID)-based systems, video cameras, passive infrared (PIR) technolo-
gies, andmicrowave [4]. PIR sensors detected the bodymovements using the infrared
image for the detection of occupancy. Ultrasonic and the microwave sensors used
the change in the pattern of the reflected wave for the detection of occupancy. The
drawback of the motion sensor in occupancy detection is the inability to detect the
presence of the user if he/she remains idle, and it resulted in uncomfortable situa-
tions, like turningOFF fans and lights during the presence of the user [5]. The audible
sound sensors are not able to distinguish the non-human and human noises, and they
are prone to false alarms. To overcome these limitations, the occupancy detectors are
used in the place of motion detector [2].

The accurate occupancy detection is obtained by blending amulti-sensor data, like
motion sensors, sound, humidity, temperature, and CO2. Accurate detection of the
occupancy assists in developing context-driven control techniques, in which sensing
and actuation tasks are done based on the contextual changes. Moreover, with recent
advances in wireless sensors networks, most of the industries and researchers have
confirmed the prospective of IoT [6, 7] as an enabler to the development of context-
aware and intelligent services and applications. These services energetically respond
to the environment changes and users’ preferences. Figure 1 shows the block diagram
of the occupancy detection system.

The objective of this research is to facilitate a detailed survey of occupancy
detection systems.

The organization of the paper is as follows: Sect. 1 describes the introduction
to occupancy detection, Sect. 2 elaborated the literature review of the occupancy
detection methods, Sect. 3 describes the research gaps and issues, Sect. 4 depicts the
analysis of the researches, and finally, Sect. 5 concludes the paper.
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Fig. 1 Block diagram of the occupancy detection system

2 Categorization of Occupancy Detection Techniques

This section explains various research papers for occupancy detection. The occu-
pancy detection techniques are categorized into the sensor, sensor fusion, Wi-Fi,
LAN, radio frequency (RF) signals, machine learning techniques, and so on. Figure 2
shows the categorization of occupancy detection techniques. The existing occupancy
detection techniques are categorized into five groups based on the way, in which,
they detect the occupancies.

Fig. 2 Categorization of occupancy detection techniques
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1. Occupancy detection via sensors
2. Occupancy detection via sensor fusion
3. Occupancy detection via Wi-Fi and LAN
4. Occupancy detection via radio frequency (RF) signals
5. Occupancy detection using machine learning techniques
6. Other types of occupation detection.

2.1 Occupancy Detection via Sensors

Baroffio et al. [1] developed a distributed occupancy detection based on visual
features and low-power visual sensor networks. The analyze-then-compress (ATC)
paradigm used in this method required the features of the sensing devices for further
processing. This method had a good trade-off between the accuracy, transmission
bandwidth, and also provided greater flexibility. However, this method failed to
provide effective visual features and the validation of the effectiveness in a real
deployment.

Akkaya et al. [8] developed an approach for the detection of occupancy by incor-
porating IoT in meeting space. This method consumed and occupied fewer amounts
of energy and space in the room. This method provided the status of real-time room
occupancy, generated notifications, room management, and booking and the use of
remote location for controlling the environment of the room, but it failed to fuse the
sensors for achieving better accuracy.

Jeon et al. [9] modeled a particulate matter (PM) concentration for IoT-based
occupancy detection system. This method detected the occupancy using triangular
shape extraction and point extraction algorithm. This method was applied for the
occupancy detection for the patients and the elderly patients, who were living alone,
but it failed to evaluate the spatial distribution of particulate matter.

Ji et al. [4] designed an IoT environment sensor for occupancy detection. This
method detected the occupancy based on the information on temperature, CO2, and
humidity. Although this method improved the performance, the accuracy varied
depending on the characteristics of the individual spaces.

Luppe et al. [10] developed an occupancy detection method by combining the
sensing modalities. This method reduced the false-negative rates, false-positive
rates, and visualized the data on the cloud. However, this method failed to estimate
occupancy detection on a large scale.

Tushar et al. [11] designed an occupancy detection technique using IoT-based
signal processing method. The transfer learning-based method captured the images
at the building entrances and the deep learningmethod used the information obtained
from the sound sensors for the detection of occupancy. However, this method was
not implemented in large-scale commercial building.
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2.2 Occupancy Detection via Sensor Fusion

Akbar et al. [2] designed a non-intrusive approach for the detection of occupancy.
This method used the electricity consumption data that detected the occupancy along
with the contextual information. It also dealt with the situations that occur when the
user leaves the seat for short intervals and the requirement of extra equipment for
the detection of occupancy. Although this method detected occupancy with high
efficiency, it failed to fuse the possibility of other sensors along with the energy
consumption data.

Nesa and Banerjee et al. [12] modeled a Dempster–Shafer evidence theory for
the detection of occupancy in the room. The Dempster–Shafer evidence theory fused
the information that was collected from the heterogeneous sensors and derived a
conclusion by performing a mass combination. The probability density functions
were considered for calculating the mass assignments. This method provided high
accuracy, precision, and specificity in the detection of occupancy. However, this
method failed to estimate the number of occupants.

Javed et al. [13] developed an occupancy detection method using the RNN-
based intelligent controller. The intelligent controller integrated the IoT with cloud
computing. Mean vote-based set points and the number of occupants were calculated
by learning the user preferences for controlling the heating, cooling, and ventilation.
This method provided accurate occupancy estimation and better power consumption.
However, this method had a high computational complexity.

Roselyn et al. [14] designed an automation system for the detection of occu-
pancy. The slave controllers, like image processing algorithms and thermal sensor
algorithms, were combined using the sensor fusion model. The dynamic and the
statistical changes in the environment were detected based on the ROI segregation
model and background subtraction-based model using the image processing algo-
rithm. This method provided highly secured storage and low latency, but it failed to
generate measurable ROIs within the initial phase.

2.3 Occupancy Detection via Wi-Fi and LAN

Zou et al. [15] developed aWi-Fi-enabled Internet of things (IoT) devices for device-
free occupancy detection. The information fusion and the transfer kernel learning
were done using crowd counting classifiers for the environmental and temporal
disparities. The difference between the target and the source distributions was mini-
mized by constructing domain-invariant kernel. Although this method provided
better crowd counting accuracy and occupancy detection accuracy, it had a high
computational cost.

Sadhukhan [16] modeled a prototype for the E-parking system. This method
provided information regarding the availability of parking space. The occupancy
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duration of the parking lot and the improper parking were detected using the inte-
grated component known as the parking meter, which was deployed at every parking
lot. This method reserved the parking lot and gathered information through a suitable
reservation-based parking management facility.

Huang et al. [17] developed the IoT prototype for the detection of occupancy
of rooms in energy-efficient buildings. The prototype had Raspberry Pi modules
and Lattice iCE40-HX1K stick FPGA boards. The prototype was installed at the
door frame, and the infrared streams were blocked when a person entered the door
frame. The direction of the movement of humans was obtained by comparing the
time instances of the obstructive events and updating the quantity of the occupancy
of a thermal zone. The room occupancy information was acquired by building the
automation system or by allowing the anonymous users in the open-source applica-
tion user interface. This method had better occupancy counting accuracy and a low
failure rate.

2.4 Occupancy Detection via Radio Frequency (RF) Signals

Baldini et al. [18] developed an occupancy detection technique using plug and play
solution. The location of the smart objects was derived using the anchor nodes which
was estimated by determining theweighted distancematrix. In this method, the smart
objects were identified automatically using the threshold weighted matrix. However,
it failed to determine the robustness of the approach.

Ng and She [19] developed a device-free occupancy detection using denoising-
contractive autoencoder (DCAE). This method constructed the fingerprint vector
by appending the temporal difference between subsequent RSS measurements with
time average received signal strength. The DCAE method dealt with the common
issues of RF fingerprint methods, like sparsity and noise. Although this method
provided occupancy detection with better accuracy, it failed to optimize the detection
performance.

Ng et al. [20] designed a DCAE method for the detection of occupancy in the
sub-room level. This method encoded the meaningful hidden representation even if
the size of the input data was larger. Even though the input data size was larger,
the meaningful hidden representations were encoded. This method was robust in
environmental noise and RSS variations, but it failed to consider the dimensionality
of the encoded feature.
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2.5 Occupation Detection Using Machine Learning
Techniques

Adeogun et al. [21] designed a machine learning technique for the detection of occu-
pancy. An augmented data set was formed by combining the multi-sensor measure-
ments and door status. A two-layer feed-forward neural network with sigmoid output
neurons was applied to the data. This method provided better accuracy for multi
and binary-class problems. However, this method failed to improve classification
performance.

Ling et al. [22] designed machine learning techniques for developing a parking
space based on parked vehicle positions. The occupation detection pipeline along
with the clustering-based learning method identified the parking spaces correctly
and determined the occupancy without specifying the parking locations manually.
Although this method provided high accuracy in the detection of parking space, it
had high computational complexity.

Elkhoukhi et al. [23] developed a holistic platform by combining big data and
IoT technologies for occupancy detection. The machine learning algorithms were
integrated for the detection of the presence of the occupant. The mining of the
big data streams was done by integrating with the Scalable Advanced Massive
OnlineAnalysis (SAMOA)platform.However, thismethod had a high computational
complexity.

2.6 Other Types of Occupation Detection

Casado-Mansilla et al. [24] designed a context-aware and a human-centric architec-
ture for occupancy detection. The energy consumption was reduced by cooperating
the devices with eco-aware users. The interactions between the energy-consuming
assets and the occupants were enhanced in this method. The necessary understanding
was provided by the socioeconomic behavioral model that transformed the energy-
consuming device into active pro-sustainability agents. Although this method had
reduced energy consumption, it failed to get rid of the intermediate devices that
performed forecasting algorithms.

Paganelli et al. [25] designed an ontology-based context model for handling
and monitoring patient chronic conditions. This method supported the operators
by developing a prototype and integrating the prototype with the service platform in
home-based care networks. However, this method required modification in the alarm
threshold values and reasoning rules.

Forkan et al. [26] developed a BDCaM for context-aware computing. Thismethod
distinguished the normal from the emergency conditions accurately. Although this
method predicted the abnormal conditions accurately, it required proper training for
predicting the abnormal conditions for large samples.
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3 Research Gaps and Issues

Internet of things (IoT) faces challenges during the development of green IoT tech-
nologies, employment of artificial intelligence methods during the creation of intel-
ligent things of smart objects, development of context-aware IoT middleware solu-
tions, integration of IoT solutions with social networking and while combining cloud
computing and IoT [13]. In [9], the occupancy was detected using particle concen-
tration, but the main challenge lies in the consideration of the spatial distribution of
particulate matter and the effects of particulate matter on other factors. Occupancy
detection using visual features provided higher flexibility, but the challenge lies
during the real-timedeployment of themethod [1].OccupancydetectionusingDemp-
ster–Shafer evidence theory faces challenges during the estimation of the number
of occupants [12]. In [14], the occupancy detection using the automation system
provided low latency and highly secured detection, but the main challenge lies in the
generation of measurable ROIs in the initial phase.

4 Result and Discussion

This section describes the analysis of different techniques of occupancy detection
based on the publication year, performance metrics, and classification techniques.

4.1 Analysis Based on Publication Year

This section describes the analysis of the occupancy detection technique based on
the year of publication. Figure 3 shows the analysis based on the publication year.
From the analysis, it is concluded that more research papers were published in the
year 2018.

Fig. 3 Analysis based on
publication year
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Table 1 Analysis based on
performance metrics

Performance Number of research papers

Accuracy [1, 4, 8, 12, 17, 19–23]

Success rate [18]

Training time [20]

Recall, precision, F-measure [2]

Humidity, temperature [18]

Load power [1]

Energy consumption [13, 22]

Control decision delay [13]

Energy efficiency [24]

4.2 Analysis Based Performance Metrics

This section depicts the analysis based on the performance metrics. The performance
metrics used for the analysis are accuracy, success rate, training time, recall, precision,
F-measure, load power, energy consumption, control decision delay, and energy
efficiency. Themost commonly used performance metrics is accuracy. Table 1 shows
an analysis based on performance metrics.

4.3 Analysis Based on Classification Techniques

This section describes the analysis of the occupancy detection methods based on
classification techniques. The analysis shows that the most frequently used classi-
fication methods are the sensor. Table 2 shows the analysis based on classification
techniques.

Table 2 Analysis based on
classification techniques

Classification techniques Number of research papers

Sensor [1, 4, 8, 18, 22]

Sensor fusi [2, 12, 13, 23]

Wifi, LAN [16, 17]

Radio frequency (RF) signals [18–20]

Machine learning techniques [21–23]

Others [24, 26]
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5 Conclusion

Occupancy detection is the process of detection of occupancy by overcoming issues
like false detection, energy issues, and intrusive nature of sensors. In this research, the
detailed survey of context-aware IoT system for occupancy detection is discussed,
and for the analysis, 20 research papers are considered moreover; the methods are
categorized as sensor, sensor fusion, Wi-Fi, LAN, radio frequency (RF) signals,
machine learning, and so on. The research papers are collected fromGoogle Scholar,
IEEE, Elsevier, Science Direct, and so on. The research gaps and challenges faced
during occupancy detection are elaborated. The research works are analyzed based
on performance metrics, classification methods, accuracy, and the year of publica-
tion. From the analysis, it is concluded that the most commonly used classification
technique is the sensor. Most of the research works are published in the year 2018.
Future enhancement in occupancy detection can be done by including more coding
methods and visual features in the system.
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Study of Holoportation: Using Network
Errors for Improving Accuracy
and Efficiency

Hrithik Sanyal and Rajneesh Agrawal

Abstract Holoportation is a technique in which two persons communicate with
each with anyone’s virtual presence in front of the other. There have been efforts to
make it as much smoother and real as possible by the researchers in the recent past.
But the challenges are many in this field not only due to unavailability of software
resources but due to hardware constraints as well. Major hardware constraints are
based on the transmission of a lot of data being collected by the camera and audio
devices which require good data transfer rates between the communicating devices.
Reason of challenge is viewed in two faces, i.e., one is slow data transfer speed and
the second is huge amount of data transfer. Slow data transfer speed of resources is
being tackled, and a good data transfer rate has been reached to but still not suffice
and unavailable in all areas around the world. A huge amount of data transfer may
also suffer from network lag spikes and dropouts of the signals which will lead
to disruption in reproduced Holoportation on the receiver’s end. In this paper, the
focus is on proposing a buffering and correction mechanism which will require to be
applied on both sender and receiver ends. The systemwill produce high accuracy and
will not increase network latency and hence the smoothness of service. The system
will leverage normal human behaviour and persistence of vision delays to provide
better accuracies.
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1 Introduction

Holoportation is a vivid and creative type of innovation that has incredible potential
in changing human life. Major work in Holoportation is being done by Microsoft
which characterizes Holoportation as a 3D capture technology spectacle the high-
resolution 3D models of people that are to be renewed, smoothed and broadcasted
anywhere on the planet. They are putting efforts to develop hardware and software for
Holoportation such as 3D catch innovation and reality headsets (HoloLens). Holo-
portation requires clients must be in a room furnished with the innovation camera,
which reproduces and transmits the client as a 3D model. They are further elabo-
rating on concepts of augmented reality (AR) and virtual reality (VR) for identical
purposes.

Holoportation with its enhancement is being envisioned to be immensely helpful
for mankind, e.g., remote meetings, training, gaming, research, medical sciences,
etc. Figure 1 below, gives a step by step processing in Holoportation.

Advancements in virtual reality and augmented reality techniques are becoming
a boon for holoportation. Virtual reality is used to create an artificial environment to

HOLOPORTATION

COMPUTING METHODOLOGIES

ARTIFICIAL INTELLIGENCE COMPUTER GRAPHICS

ANIMATIONCOMPUTER VISION

COMPUTER VISION 
PROBLEMS

IMAGE AND VIDEO 
ACQUISITION 

RECONSTRUCTION 

3-D IMAGING

Fig. 1 The complete process of Holoportation
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be in which users feel that they are part of it, whereas augmented reality produces the
imageswhich are seenby anyuser andportray the same in the3Dvision for users. This
is the greed of human to communicate with others around the world virtually which
also has been leveraged in developing applications for communicationof text, images,
audio, video, etc., in the 2D environment and now shifting to the 3D transmission
which will make the communication to be most effective and real experience for the
users of the system.

All technologies used together will make it possible to implement Holoportation
and providing the most revolutionary communication system for the human. Holo-
portation is employable in all parts of human communication and will save a lot of
human efforts being applied otherwise.

In this paper, Sect. 1 introduces and discusses more on the term Holoportation
and also about its history and technologies. Sect. 2 details about techniques of virtual
reality (VR) and augmented reality (AR), and Sect. 3 discusses more on human bond
communication. Section 4 describes the network errors, and Sect. 5 enlists the details
about the existing systems of Holoportation. In Sect. 6, the limitations of the existing
models have been discussed on, Sect. 7 enlists all the errors and shortcomings and
what has been proposed to overcome them, and in Sect. 8, the future scope has been
discussed along with the conclusion.

2 Virtual Reality and Augmented Reality

2.1 Virtual Reality (VR)

Humans know the world through senses and perception systems which are taste,
contact, smell, sight and hearing. Out of these for a few senses, electronic sensors
have been developed andwork is under research for others too. VR uses these sensors
to create a virtual human eye-oriented vision, and the user feels embedded within to
feel it as a real situation. A computerized simulated environment is created in VR
using the sensors which can be transmitted to a user remotely situated, and special
headsets can make the remote user feel like a part of the simulated environment.
Though it seems to be pretty real, a lot of the work is yet to be carried on VR, as a
human only has 180° of vision, and similarly, other senses make it more susceptible
to be away from reality. Still, some of the wide varieties of applications for virtual
reality include

1. Architecture
2. Sport
3. Medicine
4. The arts
5. Entertainment.
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2.2 Augmented Reality (AR)

AR is a combination of real-time processing, computer-generated, real and accurate
3D generation of the superimposed real and virtual objects. Augmented reality (AR)
creates a camera vision image which is transmitted to a remote user which is sensed
using similar sensors as used in VR. VR uses the human eye vision to create near
reality, whereas AR uses sensors to see the genuine condition directly before the user.
AR produces computer visions fetched from sensors and software algorithms and
superimposes the same in human view to make a realistic view for the users. Apart
from gaming, AR is being applied in innumerable human areas such as architectural
design, commerce, archaeology and manufacturing.

3 Human Bond Communication

In past, the human had been communicating electronically with the remote users
using multiple different media such as text, images, audio and video. This not only
shows the greed of human bonding but also depicts the gradual enhancement of elec-
tronic communication systems. But these communications are 2D communication,
and user on the remote end views these only. The remote user cannot become a part
of it actually or virtually. Growth in communication technologies, networking and
sensor technologies hasmade a communication to the virtual reality (VR), augmented
reality (AR) and Internet of things (IoT)-based communication. But, except for aural
and optical media, challenges in the transmission of the sensory features, namely
gustatory, olfactory and tactile are quite remote from reality.

HBC is a notion of understanding the transmission of data that involves all the five
sensory features such as the gustatory, tactile and olfactory ((five human body sensa-
tions (smell, sight, touch, taste and sound)). This human body sense is significant
to have the data exchange through communication methods for human sentiment-
centric communication that ranges from the digital to broadcast and replicate at the
receiver’s end to permit the data transfer between the human beings and in peculiar
events between the machines and human beings (M2H)/Internet of things (IoT).

Some of its applications are virtual and augmented presence, augmented reality,
virtual reality and gaming. These applications attain an advantage with the assistance
of the medical field. At present, there are innovative models of social networking
applications that are available based on HBC technology, merely the application
would have to undergo radical changes to meet them.

Some technologies that go hand in hand to make the process of Holoportation
smooth and success are as follows:

• Augmented reality/virtual reality
• Haptics
• Real-time human bond communication human avatar creation/human bodymodel

acquisition based on 3D
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• Gaze-aware facial reenactment and real-time facial identification
• Real-time animation of the avatar—photorealistic.

4 Network Error

When large data is transferred over the network, there are lots of chances because of
which network errors may occur. The biggest cause may bemanipulations of bits due
to network errors. Network errors may change the important bits and will mutilate
the actual Holoportation image, and output may be confusing and distorted. Another
important network issue is network latency, i.e., when packets are transferred over
the network, then it flows through various routes some of which might cause huge
latency. This causes the Holoportation to be non-smooth and will cause the users
to be in viewing delayed information which may lead to Holoportation to be very
much annoying. Yet another reason may be due to security flaws over the network
leading to producing unexpected Holoportation images. Making data to be secure
over the network, application of encryption and compression may be applied which
further may lead to latency in a reproduction of the images resulting in distorted
Holoportation (Fig. 2).

SENSES

HARDWARE SOFTWARE 
ALGORITHMS

VR AR 3-D MODELLING

HUMAN BOND COMMUNICATION 

NETWORK 

RECEIVER’S END 

Fig. 2 Hardware and software used in holoportation
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5 Existing System

The author talks about the immersive AR/VR telepresence is a technology which
people could enjoy and experience around the world. The 3D telepresence system
addresses the eye contact between the participants and also paves the way for gaze
perception and the sense of having the difference between the orator (“me”) and
the presenter’s whereabouts (“here”) or “spatial faithfulness”. With the expanded
accessibility and refinement of the buyer VR/AR glasses and the RGB-D sensors,
the current extent of 3D telepresence systems is still limited. Further, the skeleton data
is extricated from the intensity level of the sensor that aids to animate a 3D model of
the human, and also it incorporates rigging face to facial expression. Though thought
to be encouraging at the beginning (no latency, no loss of data), it was seen that the
sensors used did not allow the transfer of complicated hand movements and many
users with real-time telepresence. The system works by instigating a 3D capturing
and pipeline remodelling which would generate and distribute 3D user pictures in
the real-time which will be very realistic [1]. Table 1 gives works of the authors who
have contributed a lot in the field of Holoportation.

The author in this article starts the abstract talking about the recent advancements
of technologies in the grounds of sensor technologies and wireless networks. This
technology helps to monitor remote patients constantly. Henceforth, the author’s
concern is bent toward the medical field. Since he is more concerned about the
medical area, he continues by saying that these advancements have opened scope
for innovative boundaries in the different domains of smart health care, particularly
when observing and analyzing the patients. According to him, researches and scien-
tists have been working more toward the domain of HBC for the betterment of the
medical science field, mainly suggested while transmitting and detection of data by
utilizing all the five human body senses such as the smell, sight, touch, taste and
sound. HBC recognizes these senses to duplicate and copy at the remote location
and also allows to monitor several minor diseases through diagnosis. To make all
these possible, special devices are available that would help the medical experts in
making a crucial, important and timely decision for the critical patients. The author
then describes saying that he presents an aesthetic/artistic investigation on HBC and
all the possibilities between medical health care and HBC. So an HBC framework
model is proposed for helping in the process of monitoring and diagnosis which
would be helpful for courtesy discrepancy hyperactivity disorder patients and finally
concludes by mentioning the possible future applications and challenges might face
in the field of HBC [2].

In this paper, the author introduces a new method of human bond communication
(HBC), which is based on head-mounted displays (HMDs). This helps in consec-
utive bidirectional communication among a large number of users irrespective of
their access to the Internet. However, the author brings in the disadvantages of these
existing technologies and says that these existing technologies do limit the possi-
bilities of this new method of HMD-based HBC. But with a positive connotation, it
brings out the suspense that a technology known as optical camera communication
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Table 1 Comparison of existing researches

S. No. Authors Paper title Year Methodology Achievements

1 Agata Manolova,
Nikolay Neshov,
Krasimir Tonchev,
Pavlina Koleva,
Vladimir Poulkov
[1]

Challenges for
real-time
long-distance
Holoportation to
enable human
bond
communication

2019 Transmission of
dynamic
movements of
dataset

• Successful HBC
by extraction of
skeleton data by
depth sensors for
animating facial
expression

• 3D capture and
pipeline
reconstruction
which would
generate and
distribute 3D
user pictures
in real-time.

2 Tayaba Iftikhar,
Hasan Ali Khattak,
Zoobia Ameer,
Munam Ali Shah,
Faisal Fayyaz
Qureshi and
Muhammad
Zeeshan Shakir [2]

Human bond
communications:
architectures,
challenges and
possibilities

2019 Study of HBC • Making smart
health care

• The five human
body senses
serve as the
framework to
detect and
transmit the data
for all the major
and minor
diseases

3 Md. Tanvir Hossan,
Mostafa Zaman
Chowdhury, Md.
Shahjalal and
Yeong Min Jang [3]

Human bond
communication
with
head-mounted
displays: scope,
challenges,
solutions and
applications

2019 Study of optical
camera
communication
(OCC)-based
head-mounted
displays (HMD)

• A new method of
optical camera
communication
(OCC)-based
head-mounted
displays (HMD)
in the field of
HBC

• Challenges
faced,
advantages,
architecture

4 Sudhir Dixit,
Seshadri Mohan,
Ramjee Prasad,
Hiroshi Harada [4]

Multi-sensory
human bond
communication

2019 Study of
multi-sensory
structures

• The sensory
structures such as
gustatory (taste),
tactile (touch)
and olfactory
(smell) are
integrated to
overwhelm the
challenges faced
during the
breakdown of
transmission

(continued)
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Table 1 (continued)

S. No. Authors Paper title Year Methodology Achievements

5 Christoph Müller,
Matthias Braun,
Thomas Ertl [5]

Optimized
molecular
graphics on the
HoloLens

2019 Study of
microsoft
HoloLens
technology

• Improvement of
rendering speed
of atom-based
molecules

• Conservative
depth output

6 Ziyang Wang Wei
Liao [6]

Study on
non-direct signal
transmission and
characteristic of
human body
communication

2019 Study of human
body
characteristics
for non-direct
transmission

• Penetration of a
body region over
the network
system in the
medical field

• Comparison
between
the surface and
non-surface link

• Surface link
plays a decisive
role and has
delays

7 Jingzhen Li,
Zedong Nie,
Yuhang Liu and
Lei Wang [7]

Modeling and
characterization
of different
channels based
on human body
communication

2017 Study of HBC in
characterization
of channels

• Use of electrical
signal in HBC

• The finite
difference time
domain (FDTD)
method aids to
assist the
investigations on
the on-body to
in-body (OB-IB),
on-body to
on-body
(OB-OB),
in-body to
in-body (IB-IB)
and in-body to
on-body (IB-OB)
channels

8 Ramjee Prasad [8] Human bond
communication

2015 Study of HBC • Insight into the
HBC

• Need for
improvements in
technology and
algorithms
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(OCC) would help to break the barriers of the existing technologies, thus are being
introduced with virtual applications with the approach of visual communications. In
this process, the OCC could be jumble sale as a recipient, but proximate infrared
radiation (IR), or infrared light source has to be further integrated to the HMD so
that it could work as a transmitter. And the writer then accomplishes talking about
the future scope, future applications, effective architectures and the challenges might
face in the forthcoming future and the solutions to these challenges when working
on OCC-based HMD for HBC [3].

The author in this paper discusses firstly on the swift progress of the communi-
cation and telecommunication technologies, ranging from image, speech, text and
video, and the corresponding manner of communication has procrastinated to the
machine-to-machine (M2M), Internet of things (IoT) and machine-to-human (M2H)
communication. Then the author explained the challenges that still fail to overcome
including the three sensory structures, namely olfactory (smell), gustatory (taste)
and tactile (touch) and integrating them. HBC is a concept that includes all the five
sensible features of data ranging from identifying digital to broadcast and allows to
have the extra attractive, expressive, holistic and representative to transport all the
data between people and also between the machine-to-human (M2H) or IoT. Other
sorts of applications are augmented reality, virtual reality, gaming and virtual pres-
ence. HBC-based social schmoozing applications also exist with the new framework
and would undergo extreme changes to compete with other technologies [4].

Due to the advancements in recent technologies, communication enables the
individuals to have interconnections using the media (optical) and speech (aural).
These communications are established through their auditory and optical senses.
The challenges faced by the sensory features are far away from reality. HBC helps
to stabilize the transmission of data through tactile, olfactory and gustatory. It
also aids to communicate through the communication techniques for more of the
human sentiment-centric data. In the future, innovation ideas or concepts promote
the strategy of holistic communication [5].

6 Limitation of Existing Models

As per the studies of the variousHoloportation techniques andmodels, the challenges
are many in this field not only due to unavailability of software resources but due to
hardware constraints as well. Major hardware constraints are based on the transmis-
sion of a lot of data being collected by the camera and audio devices which requires
good data transfer rates between the communicating devices. Reason of challenge
is viewed in two faces, i.e., one is slow data transfer speed and second huge amount
of data transfer. Slow data transfer speed of resources is being tackled and to a good
data transfer rate have been reached but still not suffice and unavailable in all areas
around the world. A huge amount of data transfer may also suffer from network
lag spikes and dropouts of the signals which will lead to disruption in reproduced
Holoportation on the receiver’s end.
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7 Proposed System

In the past few years, researches on Holoportation are increasing slowly. Although
it is in its infantry state, the results are promising and encouraging. Despite many
challenges related to hardware, software, network bandwidth, network speed and
network errors, the researchers are overcoming them in steps. In this work, the
network error which might occur during the data transfer is being addressed. The
error on the network may occur due to many reasons but they can lead to any of the
two discrete states, viz. “SPIKE” or “DROPOUT”. The complete proposed system
will be required to be applied on both source and receiver ends as follows:

1. Sender’s End:

a. The camera or other capturing devices will be collecting information to be
used for Holoportation.

b. The collected information will be sent to a device where the information
shall be divided into chunks and stored in a data queue for re-transmission if
receiver demands it again.

c. The transmitter will send data chunks over the network toward a receiver.

2. Receiver’s End:

a. Received chunks of data shall be stored in a data queue.
b. The preprocessor unit will fetch the data chunks for filtering and 3D

modelling one by one.
c. The preprocessor will analyze the data chunks and will mark them as

“CORRECT”, “SPIKE” or “DROPOUT”.
d. The preprocessor will send the marked chunks to the filter.
e. The filter will send data chunks to the 3D modeller for creating 3D models

at the receiver which are marked “CORRECT” by the preprocessor.
f. The filter will drop any chunks marked as “SPIKE” or “DROPOUT” and will

proceed to work on next chunks of data (Fig. 3).

The preprocessor will use the algorithm to mark the chunks to be “CORRECT”,
“SPIKE” and “DROPOUT” based on the following:

a. The preprocessor will analyze “n” data chunks from the data queue.
b. It will apply parameters for analysis based on the previous “n/2” chunks and next

“n/2” chunks for chunk under preprocessing.
c. Parameters will be decided based on the bit patterns.
d. If the bit patterns are very different from previous and next chunk bit patterns

and most of them are negative, then chunk will be marked as “DROPOUT”.
e. If the bit patterns are very different from previous and next chunk bit patterns

and most of them are positive, then chunk will be marked as “SPIKE”.
f. If the bit patterns are having similarity with previous and next chunk bit patterns,

then chunk will be marked as “CORRECT”.
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RECEIVER’S END

3D- MODELLERFILTER

PRE-PROCESSOR 

DATA QUERY 
END 

NETWORK 

CAMERA

SENDER’S END

XMITTER 

DATA QUERY END

Fig. 3 System flow of the proposed work

8 Conclusion & Future Scope

Holoportation technique is currently in its infantry state but is very much promising
for the future of the communication systems where human will be sitting virtu-
ally, participating in different events, attending meetings and many more. This has
several challenges which include hardware, software and networking-based chal-
lenges. Researchers are working hard to tackling problems. The proposed work in
this paper has been focused on network errors-related problems and by taking the
advantage of human behaviour and different persisting nature of senses of the human,
problems relatedwith the network can be handled andwill affect accuracy and perfor-
mance of the Holoportation. The system is expected to have high accuracy and low
latency as it is applied end to end no extra burden on the network has been imposed.

The work can be enhanced in future to include more parameters in the prepro-
cessing state for marking the data chunks; variation of chunk sizes can also be tested.
Actual implementation can further lead to add some fundamental changes in the
process and parameters.
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Sixth-Gen Wireless Tech with Optical
Wireless Communication

Alex Mathew

Abstract Fifth-generation (5G) communication is about to arrive. It has too many
features than existing Fourth-generation (4G) communication. And then later Sixth-
generation (6G) communication will arrive having the features of artificial intel-
ligence in it. In 5G, many things need to be upgraded and improved like more
system capacity, higher data speed, and quality of services. This paper is about Sixth-
generation (6G) technology with wireless communication. It contains the discussion
of new technologies like artificial intelligence, optical wireless technology, and also
the required technology for 6G communication and challenges to achieve this target.

Keywords 5G · AI · Sixth generation · Optical wireless communication

1 Introduction

Today, everything is connected with the Internet known as the Internet of things
(IoT). So, with the development of applications like IoT, artificial intelligence (AI),
and virtual reality, there is a huge volume of traffic. It has increased from 7.462 to
5016 EB/Month in 20 years [1]. It shows the importance of improved communication
systems. It has affected every sector of society, such as health, industry, education,
road, smart life, and many other things. Hence, to meet these requirements and
support these applications, 5G was introduced. It has a high data rate with reliable
connectivity. It has many new features like the millimeter wave and the optical
spectra. 5Gcommunication is the next and very advanced level of 4Gcommunication.
But the technology is growing at a very faster rate. Certain devices need beyond 5G
as they require higher data rate virtual reality which is one of them. It is believed that
5G will reach its goal in 2030. And then, 6G will be introduced with much higher
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data rates and many new features. The main key factor of 6G communication is that
it will support all past features and high reliability.

2 Discussion

Sixth-generation (6G) communication is the future in the communication sector. It
supports all the existing features of other communication such as high reliability,
less energy utilization, and high connectivity. It will also add new technologies such
as AI, smart devices, autonomous vehicles, sensing, and 3D mapping. The most
important features of 6G are its high data rate (Figs. 1 and 2).
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Fig. 2 Traffic volume per subscription [2]



Sixth-Gen Wireless Tech with Optical Wireless Communication 121

Table 1 Reference [14]

Issue 2010 2020 (Predicted) 2030 Unit

Mobile subscriptions 5.32 10.7 17.1 Billion

Smartphones subscriptions 0.645 1.3 5.0 Billion

M2M subscriptions 0.213 7.0 97 Billion

Traffic volume 7.462 62 5016 EB/month

M2M traffic volume 0.256 5 622 EB/month

Traffic per subscription 1.35 10.3 257.1 GB/month

The 6G will improve the quality of services as well as it will also protect the
data. It is estimated to be 1 Tb/s of data rate [2]. It is designed to provide wireless
connectivity which will be 1000 times greater than 5G [3]. The most exciting feature
of 6G is AI support terahertz band (THz), optical wireless communication (OWC),
3D networking, and wireless transfer.

The growing trend of mobile communication is shown below. It shows the new
generation of communication, and it compares the use of mobile in connectivity
in 2010, 2020, and 2030. It is believed that the mobile to mobile subscription will
increase 33 times in 2020 and 455 times in 2030 as compared to 2010. It is also
expected that the global traffic volumewill also increase 670 times in 2030 compared
to 2010 (Table 1).

Till the end of 2030, it is believed that 5Gwill not be able tomeet the requirements
of the market. So, 6G will be introduced to fill the gap between 5G and market
demands. The main objective of the 6G system is high data rates, high connected
devices, global connectivity, low energy use, high reliability, and AI. It is estimated
that 6G will be integrated with satellites.

The 6G will have many technologies in it. Some of them are:

Artificial intelligence 4G does not support AI and 5G supports only partial AI.
However, 6Gwill supportAI fully. The introduction ofAIwill improve efficiency and
reduce the communication delay [4–8]. AI will also play an important role in interac-
tion with machines. AI based communication needs lots of supported metamaterials,
smart structure, and networks.

OpticalWireless Technology It is one of themain features of 6G communications. It
will enable all the devices to access networks. OWC technologies are practices in 4G
communication and aremore likely tomeet the demandof 6Gcommunications.OWC
technologies such as light fidelity, visible light, and optical camera communication
are based on optical band technologies [9–12]. It is on the progress to enhance these
technologies. Communication in optical wireless technologies will be more secure
and safer. It will also provide high data rates with low latency. One of its main
technologies is LiDAR. It is based on the optical band. It is used for 3D mapping in
high resolution in 6G communication.
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2.1 Advantages of Optical Wireless Communication

There are many advantages of OWC in 6G communications. Some of them are:

• It does not require any spectrum license to use the band of 380 and 780 nm.
• It has a huge bandwidth of 400 THz. So, the data rates in it will be very high up

to 1 Gbps.
• It has a more secure system for indoor, and the optical wave cannot pass through

the walls. So, the signal cannot be heard by others.
• It does not require any extra components. The transmission and reception are

available at cheap cost.
• It can also be used for illuminations.

2.2 Indoor Applications

Optical wireless technology supports a wide range of indoor applications. These
applications have, but are not bound to,

Indoor networks: This application is used to connect OWC to devices inside an
office, homes, hospitals, hotels, and many more things. It supports devices having
less distances between transmitter and receiver. It can also be used to transfer the
data of a patient to any storing devices. This application requires high security.

2.3 Outdoor Applications

Optical wireless technology supports a wide range of outdoor applications. These
applications have and are not bound to,

• Wireless sensor networks (WSN): OWC can be used to recharge the battery of
the sensors in WSN. These transmitters are small in size and can be fixed in any
sensors. It can also be used to increase the transmit power and thus increase its
reliability of the WSN.

• OWC also provides communication between wide ranges of vehicles. This comes
into effect by using the front and taillight of the vehicle. So, it requires high
network coordination.

• Due to high-speed rate in OWC, it can be used to connect with satellites in space.
OWC has a data rate of 400Tbps.
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3 Challenges and Future of 6G

6G communications are the demand of the future. But to implement this 6G
completely, many technical problems are needed to be solved. Some of the possible
concerns are:

High absorption of THz in the atmosphere: More the frequencies, more will be
data rates. However, it has amajor challenge of long-distance data transfer because of
atmospheric absorption. So, to overcome this challenge, the receiver should be able
to operate at high frequencies. It should also be able to use the complete bandwidths,
so it must have THz band antennas. Safety of people is also important in THz band
communications.

3D networking: Since the 3D networking has extended in upward direction, a new
dimension was added. Moreover, a new technique was also introducing for resource
management and optimization for mobile support, routing protocol, and many other
essentials. So, it needed a new network design.

Heterogeneous hardware constraints: It includes many types of a communica-
tion system such as frequency bands, communication topologies, and so on. These
all are involving in 6G communication. Different devices have different hardware
configurations. So, a more complex structure is required which will also complicate
the communication protocol and algorithm design. It will be a major challenge to
integrate everything into a single platform.

Autonomous wireless system: The 6G system supports automation system like
an autonomous car, UAVs on AI [13]. To execute these services, many subsystems
are also required such as machine learning and machines of system. So, it becomes
a challenging part.

Modeling of frequencies: Frequencies have few characteristics due to which
absorption and dispersion effects are seen. Therefore, it has a complex channel band,
and also it does not have any channel model.

Device support system: 6G communications will have lots of features, so devices
must have the capability to support those features. These new featuresmainly include
AI, XR, and sensing. So, it is believed that the cost of new devices will be high as
compared to current devices. To overcome this challenge, devices which are used in
5G communications should also be compatible with 6G technology.

Backhaul connectivity: 6G has a very high density of access networks. It supports
high data rate connectivity. Backhaul networks be ingused to connect the access
network to a core network for a large amount of data. The optical fiber and FSO are
used for backhaul connectivity.

Spectrum and interference: The resources in spectrum and interference are very
low. So, it is very important to manage 6G spectrum and its technique. Then only,
maximum resource utilization would be possible.

Beam management: Beam forming does support high data rate communications.
However, in the THz band, it is a major concern because of its propagation character-
istics. Therefore, beammanagement in unfavorable conditionwould be a challenging
task for massive MIMO systems.
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4 Conclusion

Everygeneration of communication has brought a revolution.The5Gcommunication
has also come up with many new and exciting features which will meet the demand
of the market for next ten years. However, 6G will be active then to meet the further
demand of the market. It is still in the study phase. This paper has shown the lights
to the future of 6G communications. The possible challenges and OWC are shown
in it. Besides working theoretically on 6G, many technologies have been introduced
that could be used for 6G communications.
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Intuitive and Impulsive Pet (IIP) Feeder
System for Monitoring the Farm Using
WoT

K. Priyadharsini, J. R. Dinesh Kumar, S. Naren, M. Ashwin, S. Preethi,
and S. Basheer Ahamed

Abstract In this rapidly changing environment, caring for the pet is emerging as the
prime need of PCS. Generally, the pets rely on their owners for both food and shelter.
In the absence of their caretakers, their caring will be worst. The root cause for this
problem is the lack of care on pets and believing that the pet feeding device will
compensate this challenge. Pet feeding (PCS) occupies the major part of this paper,
and the controllingof the devicewasdonevia the voice comment,whichmaygenerate
using Google Assistance. This project will perform a research on the possibilities for
deploying novel technologies to communicate and control and make the interaction
between pet and owner by using the Internet of Things [IoT] model. The recent
innovation in feeding system has leveraged advancement in the pet utilization. This
major constrain is controlling the pet through virtual mode. This may uplift by using
the fixing vision-based systems, which could help the pet to see their owners and
follow their comments. In addition, this project has the robot design at the base. The
feeding section is placed on the top of the robot in order to sense the movement of the
pet in the house and timely monitoring with the food delivery. This system creates
the texture by extracting the type of the pet and controls the metallic gallon in which
the food has been placed. Once the food level is low, a notification will be sent to
the owners via MQTT protocol, and through this M-app, user can identify the rate of
changes in the taking nourishment to the pet via graphical representation. The graph
variation could also help to diagnose the problem associated with the pet’s health.
Henceforth, this system becomes more suitable for the farmhouse, where large no.
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of the pets should be taken care at the same time and also to monitor them, which
are at a different level of food consumption.

Keywords WoT · IoT · Pet feeders ·MQTT · Google assistance

1 Introduction

The modern era of technology changes our life as much faster [1] and every new
invention supports the different live beings of the earth [2, 3]. This paper is focused on
caring of pet animals with automatic alert on feeding system to them based on WoT.
This paper will give the ideal solutions for employees who have left their lovable
pet animals in their home. Spending a separate time to feed pets on this busy life is
difficult to overcome that problem [4], and our project helps to minimize the pressure
faced by owner in feeding their pets on time. This pet feeding system is completely
equipped for caring for the pet to the health concern process [5]. The process of this
project is divided into modules for monitoring the pet with the automated system on
feeding, which could be done with the Google Assistance (Fig. 2).

Catching convenient data, utilizing setting data, and communicating straightfor-
wardly by a physical item are the fundamental solicitation in this modem world with
the versatile customer. That is the principal use of the Web of things (WoT). That is,
the IoT gives guidelines and strategies to operate the object in reality. There are a few
methodologies for the arrangement of users, which make such associations as could
reasonably be expected. A few researchers and people groups state that when setting
off to a recreation center toward the end of the week, there are more individuals
walking pets and taking their children to park. Designing the autonomous system
for the pet feeding gets significance as the market, and the associated business with
this is tremendously high. One of the research surveys predicts the US market on
pet service (PSC) and care unit took nearly $4.68 Billion between 2014 and 2016,

Fig. 1 Research survey on pet care service in the U.S. market



Intuitive and Impulsive Pet (IIP) Feeder System … 127

and it was 363 Million in 2005–2016 (Fig. 1). With a short period, the market rate
has got a peak, and in future, the overall amount on spending toward pet care service
increases by 10%; the probability of the growth rate of PCS is shown in (Fig. 1). In
the US, not only almost all the inner and outer part of the world is looking for the
PCS unit and ready to spend a huge amount. Especially, Europe and Asian area are
a more promising and potential place for PCS.

Henceforth, this trend is accounted for by the pet care services (PCS). This paper
aims to build the strong relationship between the pet and its owner by virtually. Even
in the absence of the owner, the pet should be taken with utmost care. The modern
technologies have different modulus [5, 6] on supporting segregated parts of them.
One of the objectives is to cumulative the different process on PCS and convert them
asmore optimized one. It meansmaking them as independent, relay on the other PCS
support, consumes lower power, energy-optimized one, easy GUI [7], sensor nodes
connected, easy access of data, and control. The evergreen trend on communication
is controlling the device remotely by the Personal Assistant Devices (PAD). The PAD
has a wide variety based on their configurations and the communicating network, and
mostly this device will follow the adhoc-based networks which could communicate
with base stations frequently. Therefore, our proposed model follows the principle of
communication through WSN [8, 9], and all the devices are closely connected with
owners, and also the signal integrity problem and handoff problems on the traditional
devices can be overcome by this. This IoT–WoT based setup will eliminate the major
supports of PCS [10], in which master will give the comment, the device associated
with them will act as a slave, and it is like controlling the pet virtually. Almost the
sensitivity part of this model design is using the camera [11] and type of material for
delivering the food and carrying the water dispenser, which could not affect the pet
and also could not get damaged by the pets. Upcoming sections describe the existing
technology used in PCS and followed by the system architecture explanation with
the experimental setup.

2 Study of Existing Methodology

(a) RFID Technology: One of the familiar and ancient technologies in tracking
people in the indoor environment is RFID, since its low cost. This RFID [3,
11] based systems will use the RF tags to capture the information about the
object movement in a defined limit. This system overcomes the drawback of IR
based sensor for finding the dynamic movement in a door entrance. Initially,
this looks good, and even different tags could be connected with the pet to track
the movement inside the home. However, due to electromagnetic interference,
it could fail to track. Another approach has been developed to come across this
bug via EPC global connected architecture [11]. It uplifts the process of sharing
the information with the pet’s owners. The system was mainly used to realize
collaboration between participants in terms of creating communication between
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themwith the fullest cooperation and coordination. The EPC based models help
to connect different adhoc pet owners to a single point of access (Fig. 2).
This could create a problemon the overlapping of the signal that could lead to the
wrong window on an exchange, and the RF tags are limited to the range. So, the
user always has to see their surrounding limitswhere they can communicatewith
the device without interference, and this makes the oriented figure of pattern to
improve the performance and seamless information flows. Another technology
was implementing pet feeders equipping with a camera, which is functions as
allowing the users to monitor the behavior of the pet and its activity in a home
from the workplace or somewhere out of home locations with uninterrupted
streaming video in smart mobile. By using the monitoring device, the user can
observe the behavior of pets only in the direction where the camera is focused.
But, these machines were stable, so the pet movement cannot be tracked beyond
the camera angle. Henceforth, it gives less precision on tracking the behavior
of pet in the home. Another article on automated feeding process is based on
the monitoring. The group of researchers develops it. The objective is to feed
pet [11] anytime by using the special software application. It requires a huge
investment, and also it sets the pet’s mealtime. For example, it can be set up to
09 feed for the pets [11]; the pour food settings allow users to feed their animals
any time since it uses program-based feeding system at the fixed time; it failed
to read the food requirement of pet since the feed time are frequently altered.
The taking care of cat likewise speeds down as indicated by breed type to define
the eating speed. The feeder works with sauce food and oats. Shockingly, the
level of the feeder does not show the sum of food left within the bowl.

(b) Pet net Smart Feeder: It requires a wireless router of 2.6 GHz [11, 12]
frequency. Use the Pet net software to say about what breed, age, height, weight,
and activeness of pet, and it will recommend specific set off level to feed the pet
in the desired format. A specialized smartphone application is available in the
play store [12] and app store which can be downloaded. One owner can control
only a single animal at a time.

(c) Petzi Treat Cam: A feeder which can connect with the owner and feed our pet
from all over at intervals the world is shown in Fig. 3. The Petzi Treat Cam
[11] helps you connect at the side of your pets get through. Usually often not
a wise feeder for meals, except dispensing treats to our pets throughout the
day. Through the mobile app [13], the user can interact with their pet even in
their absence. The recording is spot on with this. It has the camera, so all the
movements can be captured by this and can be viewed by the user.

(d) Pet cube Pet recorder: Feed pet from anywhere [12]. Feed your pet from
any distance in the world, or set automatic feeding from the Pet cube software
application. The camera [11] used in this product uses the ultra-wide angle to
record the video with the high definition. It has three stages as (i) Controller—
for the feeder which can be controlled only through the Pet cube software and
Amazon AI. (ii) Food throwing—the food is thrown at a distant to make the pets
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Fig. 2 a Pet safe, b pet net smart feeder, c petzi treat cam, and d Arf pets automatic feeder

Fig. 3 Block diagram of
system

active and playful with their owner. (iii) Amount of food—the food is limited
by the size and shape to make it sufficient enough on all day. The imitation of
this device is communicating [14] with user, and the food delivery is limited
which cannot be adjusted once it is fixed.

(e) Arf Pets Automatic Feeder: Programmed pet feeder makes [11] taking care
of issue free for pets to get their sufficient nourishments to make them fit and
sound in Fig. 3b. Arf Pets Automatic Feeder are intended to set the hour of six
times each day [11, 15]. The pet feeder likewise has different other extraordinary
highlights to set the time and set the degree of food that should be filled in the
bowl, and the distributor additionally is uniquely intended to change the degree
of an outlet with the goal that the measure of food poured can be controlled.

The different technology [11] has been implemented to feed the pet in an effective
manner, but the main objective of the pet care is not satisfied, and these models were
found effective for an animal, and it is not suited for more than two pets; hence, these
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models are not suitable for the farmhouses. Our system design was defined in next
section to overcome the various drawbacks quoted in these sections.

3 Proposed Methodology

The proposed scheme has a two objective as designing a remote-control system and
movement is based on [5, 14] wheel locomotion robot which is furnished with a
vision-based camera along with the auto-feeding system for the required level of
food and water. This setup makes the users receive the image captured by the vision
system via a smart mobile, yet additionally to control its gesture throughMQTT [10,
14] to achieve the basic need of the pet feed when it is controlled via remote location,
also it could be developed forwater supply alone. The schemeof pet feeder care (PFC)
connection is shown in Fig. 3. It defines the way how the basic components of the
pet feeder circuits are connected. The main blocks are LCD, I2C module, Google
Assistant, and servo motor.

The I2C is used to communicate with the devices and has high speed communi-
cation of data transfer, and the servo motor section controlled the feed section of the
system. In this, servo motor is highly précised one with the control of food delivery
to the particular per. The vision-based system is used to identify the type of pet.
The backend support of image processing is used to extract the information about
the particular animal, and it performs the computations [16, 17] to show the level of
food to be feed to the animal. According to this commend from theArduino, the servo
motor is acted to provide the food in load cell chamber, and simultaneously, the food
weighted is calculated and sent to the control unit. The more understanding of the
system is developed as shown in Fig. 4. The entire block diagram is defined for the
communication between Arduino board which was controlling the motor section.
The wheel mechanism control section is connected to the wheels of the robot, in
which the mechanism is defined for a robot to move in different surface without any
flaws. Another block is Node MCU ESP 8266 [5]-based system which is connected
to the cloud for the data communication. Another sensor is associated with the setup
which is laser range finder. The laser range finder sensor is used to identify and
measure any obstacle or object that is between the feed robot and real-time environ-
ment. By using this sensor, our robot gets easily deviated from hitting the obstacle in
the path. The relay switch is for transferring the type and level of food to be delivered
to the different types of pet and relay-based switches.

If any pet lovers wish to bring up more than two pet in the same place, this switch
will be helpful to identify the type of animal and provide different feeding to them
and monitor the health condition [18]. The driver mechanism is based on the wheel
locomotion type. One of the most familiar mechanisms used in the robotic industry
is based on the wheels only. The wheels are driven by the driver IC LP293D [5].
This base robot has more dynamic stability and can able to hold the max of 2–2.5 kg
of food. The level of stability is ensured by the four different wheels where each
wheel is communicated with Arduino via motor driver IC [19, 20]. The standard
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Fig. 4 Connective block setup

Fig. 5 Block diagram of robot design

fixed wheel [8] is used rather than Swedish wheel because of the environment where
this robot is being used that is based on the smooth surface, and especially the friction
loss and wheel dynamic losses are reduced when the system wheel is connected in a
synchronized way. The front wheel sections are steering type, and the steering type
is controlled by the signal generated from the wheel speed sensor which could be
communicated with the wheel via controller (Fig. 5).

There are numerous approaches to actualize a pet feeder, you can set it to top off
the bowl at a specific time, and you can order it to fill up whenever the bowl gets
vacant, or possibly to give your canine food after they follow a lot of requests that
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Fig. 6 Google assistant

you instructed them to be trained. In this particular task, the command instruction is
given by the user through voice command by the platform Google.

In addition, it is also decided to add the option for user defined to feed the pet at a
specific time interval. The combination of MQTT [7] and IFTTT [8] in Fig. 6 is used
to integrate a seamless connection between user and pet feeder. After the instruction,
the received the servo motor is activated.

3.1 Hardware Implementation

The schematic diagram of pet feeder is shown in Fig. 7. The common pins such
as V cc and GND pin of servo motor, LCD, and I2C [5] are connected to the node
D1 and D2. The remaining pins of I2C like SCL and SDA pins are connected with
NodeMCU receiver and data transmitter sections. The prototype of the pet feeder
model is defined for the two or more pet is shown in Fig. 8. Where the metal body
is used for the food container with a food bowl to store the food, and it has the
internal separation of a block through which the different food is delivered to the

Fig. 7 Schematic of pet feeder
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Fig. 8 Portable pet feeder model and level of display

Fig. 9 Hub system and MQTT connections

corresponding pet, and this task are done based on the type of features taken from
the vision-based systems (Fig. 9).

The servomotor is directly attached to the outlet of the food container. The display
and controller placed on the board and display are shown below.

3.2 System Implementation

The pet feeder contains various components such as Google Assistant and servo
motor which are used to send the data and receive data from the cloud throughMQTT
[7] and IFTTT. All the necessary commands and actions are stored by Adafruit IO
server to make the working process easier as predicted in Fig. 10. Figure 11 shows
the voice command given by the user which is stored in the cloud to make the actions
work. Out of several protocols proposed for MOM/IoT applications, the MQTT [14]
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Fig. 10 Flowchart for pet feeder using Google assistance

Fig. 11 Screen on mobile
app
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and CoAP are widely used because of its error handling capacity. MQTT is a weight
free and using broker protocol which is beside the TCP/IP for M2M connectivity
with 8-bit and 256 RAM controller. Usage ofMQTT is provided with low bandwidth
[8, 14].

MQTT Client: The client will send and receive from any microcontroller system.
The client of MQTT can produce or collect the telemetry data by connecting to the
server. When it is declared as publisher, the data can be viewed. For example, left
food in the tray is 32.86 g or current feeding amount is 22.15 g. The reason behind
the implementation of MQTT for this project is security, and it has better efficiency
in WoT devices and machine-to-machine communications; also it is easily adopted
to real-time signal [21] absorption and quick response to the sensory unit changes.

Corresponding library files are installed to make the use of the communication
between client and server via the intermediate hub as shown in Fig. 10. A broker is
the central device that plays a role of transferring the message from the client to the
respective subscriber [13]. When information in a text format is iterated from the
client, the broker could search for the topic on handout, and this can even handle up to
10,000 messages simultaneously. The user name and password given by the MQTT
client will be the first process by the broker. After checking, the broker will initiate
permission for the client whether to restrict or publish the data. For further communi-
cation, TLS and SLS encryption are used.With the publish/subscribe pattern, MQTT
[8, 14] is used in various communication. The broker has also the additional capa-
bility of queuing the message when the client is not connected. Then, the client
message will be released when the subscriber is ready. Figure 10 flowchart explains
the working of the pet feeder. The process starts with the voice command given by
the user to Google Assistant as “Ok Google, feed my pet.” Then, the Wi-Fi checks
whether the device is on or not. If the device is on, the further process goes as the
timing inside the microcontroller is being activated and makes the servo motor open
and close in the specific time to dispense the food, Table 1 shows the average amount
of the meal that the dog can consume and the left out in the tray. Table 2 represents
the meal consumed by the pet. The Google Assistant sends the word phrase which
is being created in IFTTT as an applet where the certain keywords are triggered to
make some specific action. The phrases are sent to Adafruit IO server as on/off data
to process the task. The on/off is made into binary as 1 and 0 which is received by
the NodeMCU to control the servo motor to dispense the food in the bowl.

The prototype model is tested, and the results were tabulated with the level of
food delivered and at different time slots. Initially, for the prototype model, the limit
is specified as 2 on initial days, and day 3 is meant for the pet owner who is out of
the station for more than one day, it will automatically change its feeding type as 4
per day. However, this function is done based on the comment received from the user
through a GUI or mobile app. The level of food consumed by the different species
is listed below with the classification for adult and kid.

Google Assistant can move information to MQTT [8, 14] convention by a cloud
worker setup byAdafruit IO. This cloudworker, the End client application, can create
a correspondence between the cloud as the consequence of an associate procedure.
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Table 1 Food amount per meal

No. Prediction date
and hour

Taking nourishment per meal (g)

Pattern hour Craving food
amount

Halted food in
box(80)

Current taking
nourishment
amount

1 08/04/2020 2.00 am 65.00 15.00 81.25

2 08/04/2020 8.00 pm 45.50 35.50 56.875

3 09/04/2020 1.00 pm 60.77 20.23 75.9625

4 09/04/2020 7.00 pm 40.64 40.36 50.8

5 10/04/2020 8.00 am 40.00 40.00 50.2

6 10/04/2020 1.00 pm 10.00 30.00 12.5

7 10/04/2020 4.00 pm 20.00 10.32 25.3

8 10/04/2020 9.00 pm 40.55 40.45 50.6875

9 11/04/2020 10.00 am 75.20 5.35 93.75

10 11/04/2020 6.00 pm 60.00 20.00 75.3

Table 2 Amount of food eaten by different pets

S. No. Type of pet Average food consumption per day for each pet (g)

Adult Kid

1 Dog 200–800 50–200

2 Cat 150–450 50–100

3 Rabbit 200–400 20–100

4 Hamster 100–200 50–100

5 Guinea Pig 150–250 10–100

For that reason, an applet is required that permits the IFTTT [7] to make activities
and results in bringing certain procedure or work. Figure 12 shows the feed record.
Consequently, this venture IF THEM THAT to make another activity where the
client says a particular voice state is said Google Assistant. Pet feeder has built up an
association with the Web worker of ESP8266 NodeMCU module of around 12 pins.
The esp8266 accompanies NodeMCU module. NodeMCU will host and control the
correspondence with MQTT convention.

This Wi-Fi module likewise underpins correspondence with encryption. There-
fore, it switches the modes from “0” (which sets up correspondence without encryp-
tion) to “1” (made sure about correspondence). NodeMCU gets order from Web
cloud and sends it to servo engine by SCL. This order is then scrambled by servo
engine, so it can work the specific activity characterized by the client. In taking care
of the procedure, the client provides the voice ordering through Google associate.
The Google associate imparts the order to MQTTT [10] and IFTTT to trigger the
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Fig. 12 Feed record

particular activities which are now coordinated in the worker to play out the assign-
ment. Sometimes, the amount of food feeding exceed the amount of food which
is defined by the user, so this is one of the disadvantages, Where the code inside
the microcontroller has set that the measure to open and close of the servo motor
can drop around 75 g in a single open. There are odds of getting cereals blocked in
the pipeline prompting disappointment in the feeding process. In down to bowl, the
servo motor can naturally diminish the blockage of food stuck such halfway open
and close.

This pet feed system can be implemented in a farmhouse to support the farmer
to monitor and feed their animals in the farmhouse as shown in Fig. 13. The most

Fig. 13 Automated pet feed systems in farmhouse



138 K. Priyadharsini et al.

tedious process in the farm for owners is in maintaining the hygienic and equal food
delivery to the large area of them. So, by implementing this pet feeder system in
the farmhouse, it will help to identify the deficiency of food delivered to the pet and
behavior of the pet, and isolate the affected pet before it starts to spread which will
help to improve the yield and their economic with low investment at initially.

4 Conclusion

Pet feeding framework is regularly handled by transfer information toGoogle partner
with cloud and NodeMCU, and that they move the data and orders with MQTT
convention. For secure and quicker transmission,Adafruit IOwas utilized all together
that the correspondence betweenGoogle aid to cloud andNodeMCU is consistent and
precise. Pet feeder is often made bigger using longer chute and tank to reserve the pet
food/cereals. This app could further progress with features, like a free-rolling camera
on 360°, implementation of AI for smarter feeding system, and water dispenser for
brand-spanking devices. By implementing these devices in the farmhouse, economic
support to the farmers can be provided which help to develop the nation’s production
and export in animal and boost the research associatedwith them.The feature of smart
farming depends on the way technology it is using, and this project has encountered
the problem of signal interference when it is implemented for the larger farm areas.
Henceforth, this area has to be focused in future to utilize this technology which is
well-defined manner to build the strong nation in farm–agriculture.
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Machine Learning Algorithms
for Prediction of Credit Card
Defaulters—A Comparative Study

Sunil Kumar Vishwakarma, Akhtar Rasool, and Gaurav Hajela

Abstract The prime goal of this study is to predict the accuracy of the classifiers
predicting the default credit card customers in Taiwan. Since the last few years, the
transactional companies are providing loans to their customers on their credibility,
but they suffer from the default customers’ payments. It is difficult to predict the
accuracy of real credit card customers who are going to be the next default. So,
various classification methods including boosting methods and some other methods
to predict the probability of default are studied. The accuracy of different classifiers
is calculated by using the confusion matrix and area under the curve (AUC) and
compared with other classification techniques.

Keywords Banking · Data mining · Classification ·Machine learning

1 Introduction

In the late 90s, for the expansion of business and to increase the market share, the
Taiwan banks started new bussiness-credit cards and cash cards [1]. To engage the
more customers, banks lowered the requirement for getting credit card approvals,
and the young peoples of Taiwan became the target, having not enough income
to repay the loans at time. Due to this incautious credit card lending, banks faced
bad debt, and in February 2006, the debt reached $268 billion USD, and more than
half billion people were not able to pay their loans, and they became credit card
slaves. This issue turned into bigger societal problems, many debtors and their fami-
lies committed suicide due to huge loans, some became homeless, some debtors
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involved in crime, and others could not afford to pay for their basic needs. According
to the Taiwanese Department of health report, the suicide rate in the Taiwan is the
second highest in the world, and debt is one main reason behind it. So to stop these
kind of incident, it is important to having a relevant system to classify the appropriate
customers for lending the credit or cash cards, which can save the both companies
and customers and their relationship. The right acquisition of software solutions
can help the banking-based companies to deal with these kind of situations [2]. A
statistics Table 1 of 2005 from April to September has been attached which can be
seen clearly that how much credit cards are issued and what are the delinquency rate
with their revolving money [3]. In the field of transactional systems, the companies
issuing credit cards face a debt crisis due to unexpected defaults. Different banks and
companies offer loans and sometimes over issued the credit cards and cash to non-
eligible customers [4] to raise market shares. But the problem happens when most of
the cardholders overuse and accumulate huge cash and credit debt due to overcon-
sumption. This uncertainty raises the question of the customer–finance relationship
and their confidence which is a major challenge for companies and customers. So
there is a need for a well-developed financial crisis management system where risk
prediction is upstream. The Internet of things can also be used for better manage-
ment of communication of these type of companies [5]. The prediction is possible
only if available data of financial customers are used like transaction statements of
customers, repayment information, other financial records, etc. [6]. It is important to
predict every client’s credit risk, so that the business performance can be increased
to grow the company, and damage and uncertainty are reduced. For the sake of
this, many methods have been studied such as Bayes classifiers, k-nearest neighbor,
and some boosting methods like AdaBoost, CatBoost for risk prediction. Eight data
mining techniques are reviewed (Random forest classifiers, Gaussian Naive Bayes,
K-nearest neighbors, MLP classifier, AdaBoost, CatBoost, XGBoost, LightGBM
classifiers), and their applications on credit scoring and the classification accuracy
among them can be compared and found the boosting algorithm that performs well
having the highest accuracy of the LightGBM algorithm.

Table 1 Credit card and financial information from April 2005 to September 2005

Month Card in force Revolving balance
(in NT$ 1000)

Delinquency ratio
(3–6 months)

Delinquency ratio
(over 6 months)

April 44,924,431 473,665,343 2.18 0.56

May 45,147,399 470,077,082 2.24 0.52

June 45,385,369 473,539,271 2.26 0.50

July 45,472,639 480,421,836 2.34 0.47

August 45,656,778 477,656,247 2.20 0.34

September 45,606,672 488,331,243 2.33 0.34
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2 Literature Review

Nowadays, a huge amount of information is collected in the form of text, image,
audio, or video data by the companies. The mining of collected data is important
to retrieve the useful knowledge from it for the growth and development of the
company. In transactional system companies, like in Taiwan banking system, the
forecast about the clients is very important for risk assessment [7]. So eight data
mining techniques are studied and applied them on the dataset and measured the
performance with the area under curve (AUC) with ROC chart [8]. AUC measures
the area underneath the receiving operating charts (ROC) curve from (0,0) to (1,1). It
is based on the confusion matrix. Using the confusion matrix, ROC curve is plotted
as true positive rate (TPR) vs false positive rate (FPR). TPR is the probability that
an actual positive will test positive. FPR is the probability that actual negative will
test positive that is when false alarm is raised. The curves of different models can be
compared directly, and area under the curve is used as a summary of the model skill.
AUC is scale-invariant, and it is also classification-threshold-invariant which means
it gives a quality of algorithms predictions irrespective of what the classification
threshold is given. The scale range for AUC is from 0 to 1. AUC infers that how well
the models can discriminate the class. If the AUC is 1, it means that the model can
discriminate the classes perfectly and AUC 0.5 means, model cannot discriminate. In
between 0.5 and 1, the discrimination power of models can be relatively compared
as greater the value of AUC gives better model performance (prediction). AUC
is 0 if the prediction of the model is 100% false, and it is 1 if the prediction of
models 100% accurate. The mining technique used to predict the accuracy is random
forest classifier, Gaussian Naive Bayes classifier, MLP classifier—a class of artificial
neural network, K-nearest neighbors (KNN) classifier, AdaBoost classifier, CatBoost
classifier, XGBoost classifier, and LightGBM classifier.

2.1 Random Forest Classifier

It is an ensemble tree-based learning algorithm used for classification and regression
both. It combines the result of different subtrees to decide the final class of the test
or new data object. Random forest [9] classifier runs smoothly on big datasets. It is
also effective when there is a wide portion of data which is missing and maintains
accuracy. The main cons of this classifier are sometimes overfitted for some datasets,
and it also shows biased behavior in favor of those attributes which have more levels
if they are categorical in nature.
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2.2 Gaussian Naive Bayes Classifier

Naive Bayes classifier [10, 11] is based on Bayes theorem, and it is a probabilistic
method to classify the data. The fundamental assumption of this classifier is that it
assumes that all the features are independent and every attribute equally contributes
to the outcomes. It is based on conditional probability as it gives the happening events
with condition that the other event has already occurred. Let A and B are two events,
and the probability of happening of B is not 0, then the mathematical equation is
given as P(A/B) = P(B/A)P(A)/P(B). In this method, the values of each feature are
supposed to be Gaussian distribution or normal distribution. The main drawback of
Naive Bayes is the performance accuracy of the model which is strongly related to
the presumption made so for.

2.3 Multi-layer Perceptron (MLP) Classifier

MLP [12] is usedmostly on labeled training data, so it is a type of supervised learning
technique, and it is a type of feed-forward ANN. MLP uses the backpropagation
method for teaching and training the model. It solves the problem stochastically,
so it is widely used in research. The main pros of MLP classifiers are that it can
learn nonlinear models, and it also learns various models using partial fit in real time
too. The drawback of MLP classifier is that it is sensitive to feature scaling, and
it requires to set different hyperparameters. Sometimes, it gives different accuracy
during validation due to random weights initialization, for MLPs having hidden
layers with non-convex loss functions.

2.4 K-Nearest Neighbors Classifier

KNN [10, 13] is nonparametric (means no assumption are made for data distribution)
and lazy learning (does not require any training data points, all training data used in
testing phase) algorithms. In KNN, K is the number of neighbors, which is the main
deciding factor. In this algorithm, each point finds the closest similar point, which
is measured in terms of distance such as Euclidean distance and Hamming distance.
KNN is easy to use and does not require to establish a model before classification.
The cons of this model are that its accuracy depends on the quality of data, a measure
of distance, and cardinality k of the neighborhood.
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2.5 AdaBoost Classifier

There are various ensemble boosting classifiers, and adaptive boosting (AdaBoost)
[14] is one of them. It is an iterative ensemble method that combines multiple classi-
fiers to build a stronger classifier with increased accuracy. The pros of this classifier
are that it repetitively corrects the fault of the week classifier which increases the
accuracy of the resulting classifier and is also easy to perform. It is not prone to
overfitting. Since this model tries to fit every point accurately, so it is affected by
outliers and is subtle to noisy data.

2.6 CatBoost Classifier

CatBoost [15] is the acronym for the category and boosting. This algorithm works
well with multiple categorical data. It is based on a gradient boosting machine
learning algorithm, which is a powerful ML algorithm widely used in business chal-
lenges like fraud detection. The main advantage of this algorithm is that it yields a
good score without ample training compared to other ML algorithms and also gives
extra support for descriptive data formats. This algorithm is robust in nature as there
is less chance of overfitting and needs fewer hyperparameters setup.

2.7 XGBoost Classifier

XGBoost [16] is an acronym for extreme gradient boosting, and it is a more advanced
version of the gradient boosting algorithm. The main focus of XGBoost is the
speed and efficiency of the model, and for this reason, it has additional features.
It works on parallelization by creating decision trees, instead of sequential modeling
in computing algorithms. It is a more popular algorithm because it outperforms
other algorithms and has a wide variety of tuning parameters like cross-validation
and regularization.

2.8 LightGBM Classifier

LightGBM[17] is short for light gradient-boostedmachine. It is also a typeof gradient
boosting method which uses a tree-based learning algorithm. It is different than other
methods using tree learning as its tree grows vertically (means trees grow leaf by
leaf), whereas other algorithm grows tree horizontally (grows level by level). It can
handle large datasets and takes lesser memory to execute the algorithm smoothly. It
focuses on accuracy and supports GPU learning that is why it is so popular nowadays.
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But for small data, it can easily overfit as it is subtle to overfitting and also required
tuning of parameters.

3 Experimental Setup and Results

3.1 Dataset Description

The dataset is taken from the UCI repository [18]. It contains the basic information of
credit card clients’ payments, credit amount, payment history, and their bill amount
in Taiwan from April 2005 to September 2005. It consists of 30,000 instances and
25 features/variables. The description of features is as:

ID: Customer’s unique ID, LIMIT BAL: Actual credit given in NT dollars (which
consists customer’s self and other supplementary credit like family), SEX: customer’s
Gender(1=male and 2= female), Education: Education level of clients (1 for school
graduate, 2 for university level, 3 for high school level, 4 for other levels, and 5
for unknown education), Marital status: It tells whether the client is married = 1,
unmarried = 2, and 3 for others, AGE: Customer’s age (yr), Repay0: September
month repayment done by the client (−1 stand for duly payment, 1 for delay of
payment by one month, 2 for delay of payment by two months, …0.8 for delay
of payment by eight months, 9 stands for delay of payment by nine months and
above), Repay2: August month repayment done by the client (scale same as above),
Repay3: July month repayment done by the client, Repay4: June month repayment
done by the client, Repay5: May month repayment done by the client, Repay6: April
month repayment done by the client, Bill1: September bill statement of the client
(all the amount is in NT dollar), Bill2: August bill statement of the client, Bill3: July
bill statement of the client, Bill4: June bill statement of the client, Bill5: May bill
statement of the client, Bill6: April bill statement of the client, Payment1: Amount
paid by the client (September)(NT dollar), Payment2: Amount paid by the client
(August), Payment3: Amount paid by the client (July), Payment4: Amount paid by
the client (June), Payment5: Amount paid by the client (May), Payment6: Amount
paid by the client (April), Default: Customer’s chance of default payment in the next
month (1 for yes, 0 for no).

3.2 Data Visualization

As the dataset is explored, got all clients are distinct, and the average of the credit
card limit of the dataset is 167,484 NT$ having a large standard deviation, where the
maximum value is around one million. The education status of the clients is mostly
university level and school graduates. Customers are either married or unmarried
having an average age of 35.5 years, and the std. deviation is 9.2. Here also got that
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Fig. 1 Default amount of credit limit—grouped by payment next month

there are 22.1% of customers who will default next month which is around 6630
(defaults) clients in 30,000.

There is no missing data in the whole dataset, and data is balanced with respect
to the target variable. The largest group of the amount of credit limit is observed
apparently for the amount of 50,000 as there are 3365 clients with credit limit 50k
followed by 1976 clients with a credit limit 20k, 1610 clients with 30k, 1567 clients
with 80k, and 1528 clients with a credit limit 200k. From Fig. 1, for a credit limit up
to 100k, they have the larger density for defaults, and larger default numbers are for
the amounts of 50k, 20k, and 30k. The credit limit is equally spread between sexes,
which is quite balanced. Married males have a mean age above married women.

3.3 Results Using Tables and Graphs

After the visualization, found that the dataset is already preprocessed, as there are
no null values, the dataset is balanced, and there is no noise in the dataset. Then,
different classifiers are applied on the dataset to classify the default customers. In
order to classify, confusion matrix and ROC curve are drawn. The block diagram of
the experimental process is shown in Fig. 2. From the confusion matrix and receiver
operating characteristic curve of different classifiers, the area under the curve (AUC)
is calculated to compare the performance of classifiers. The higher value of AUC
gives a better classifier. From result Table 2 we can observe that For MLP classifier,
the AUC value is 0.500, which is least among all the classifiers used here. There
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Fig. 2 Block diagram of the proposed system

Table 2 Different classifiers
and AUC values

S. No. Classifiers/methods Area under ROC curve

1 Random forest classifier 0.662

2 Gaussian Naive Bayes
classifier

0.552

3 MLP classifier 0.500

4 KNN classifier 0.542

5 AdaBoost classifier 0.658

6 CatBoost classifier 0.662

7 XGBoost classifier 0.782

8 LightGBM classifier 0.785

is little difference in the AUC values of GNB and KNN classifiers. AUC value for
GNB is 0.552, and KNN has a value 0.542. AdaBoost has a value of 0.658. RFC and
CatBoost have the same performance, both give AUC values 0.662. XGBoost with
AUC value 0.782 and LightGBM with AUC value 0.785 perform well.

k-fold, cross-validation is done [19] to use data in a better way and to verify the
performance given by the classifiers taking k = 5.

4 Conclusion and Further Extensions

In this paper, the eight most popular classification algorithms are examined to predict
the default clients as per the historical data of the company. The boosting algorithm
found to perform better than other algorithms, and among the boosting algorithm,
XGBoost and LightGBM have little difference in their AUC values. LightGBM has
a maximum AUC value for the ROC curve. The results strongly suggest that the
LightGBM classifier gives the best performance accuracy among all classifiers, so
it can be used for the prediction of the default probability of new clients. This study
shows that there is a possibility of other algorithms of boosting family which may be
stronger than LightGBM and can predict more accurately. The further visualization
and exploration of data can give somemore interesting insights. Some other methods
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and techniques can be used for the prediction of the probability of default clients,
and it may result in more accurate performance. Some cascade learning systems,
k-level classifier ensembles along with some more preprocessing steps can also be
used for risk assessment. The real probability of default is difficult to predict, so for
the perspective of risk control and clients confidentiality, it needs more research and
study.
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Investigation of Gait and Biomechanical
Motion for Developing Energy
Harvesting System

Nazmus Sakib Ribhu, M. K. A. Ahamed Khan, Manickam Ramasamy,
Chun Kit Ang, Lim Wei Hong, Duc Chung Tran, Sridevi, and Deisy

Abstract Finding a means of clean and free source of energy has become vital in
this age and era. With rapidly shifting technological advancements, the necessity for
harvesting energy is a top priority. Moreover, the time has come to utilize the core
of humanity, the human body itself, for greater purposes. In this report, thorough
and proper research has been carried out to learn extensively about human gait
and biomechanical movement and the means of extracting clean energy from that.
Proper research along with practical experiments including that on different human
test subjects of different body mass index, weight, and gender has been carried out in
order to find the forces acting on the plantar region considering different test subjects
of varying weight, age, gender, and body mass index to find out plantar pressure
distribution and theprecise distributionof forces acting.Aworkingprototypehas then
been modelled and devised based on the findings from the research. The prototype
has been made from 3D printing, a combination of piezoelectric materials is then
tested and the results are tabulated which are provided herewith.

Keywords Biomechanical motion · Human gait · Clean energy

1 Introduction

Numerous researches have been carried out for decades to come up with energy
extracting devices that can extract or harvest a significant amount of energy without
compromising the environment or the stability of the factors involved [1]. A clean
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and safe method of extraction of energy, which can be used to power various useful
objects, can be the pioneer to the sheer amount of possibilities that can lead to a
noteworthy advancement in future technologies and feasibility of usable energy. As
it has been divulged in the project title, this research is carried out to investigate the
general gait of the human body and the biomechanical motion of it, to devise and
develop an energy harvesting system that uses human gait and motion for harvesting
the energy. The research is then followed by implementing a design along with the
practical build of a prototype that demonstrates a functional way to generate energy
with the help of biomechanical activities of the human body. The mainspring leading
to the concept is to provide a means of yielding clean energy that could be of use
to numerous situations and circumstances that might not always be favourable or
in general conditions. There are many human-worn devices that are commercially
available at the time being, different devices bear different characteristics and func-
tions, while some may be available at an affordable price and vast quantity, some
may be so expensive that it will be out of reach for general people and the availability
might be limited.

At the same time, while some are suitable for robust use, some are better off as
prototypes only and not quite practical for outdoor usage.While the general objective
or outcome of these bio-mechanical motion utilizing devices is to extract or harvest
energy, the method of extraction varies quite widely among manufacturers and their
devices. Energy can be extracted fromvarious parts of the human body [2]. In general,
these devices are built to extract energy by using either the upper limbs or the lower
limbs of the human body, where the upper limbs consist of the arms, elbows, hands,
and shoulders and the lower limbs consist of the hip joints, knee joints, ankle joints,
or heels of the feet.

During this work, first, an extensive investigation of the complete human gait and
motion will be done to familiarize with a different types of movements of the human
body, as well as the energy dissipation and distribution of the human body during
thesemovements, and the suitable limb or part of the body fromwhich this energy can
be extracted. For practical usage and safety, proper analysis on the plantar pressure
distribution, biological structure of the nerves, muscles, and bones of the selected
area from where the energy is expected to be extracted is carried out. Once familiar
with the biological structure of the human body, especially the part this research is
concerned on, the author will be looking into the medical ethics and laws pertaining
to the usability of the devices on a human body, since this work almost solely relies
on human participation.

Finally, to illustrate the design of the energy harvesting system from the biome-
chanical motion of human anatomy, a prototype is to be made and the methods of
building it and outcomes will be discussed and demonstrated in the suitable sections.

Themain objectives of this study are to analyse and comprehend the overall human
gait cycle, which also includes study about the distribution of pressure in the plantar
region, the biological structure of the human body, especially the area this project
will be related to. To understand and identify the appropriate sensors and suitable
electro-mechanical systems to harvest or extract the energy also to design and develop
a complete energy harvesting system considering the power/force distribution along
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the particular area of humanbody in terms of formulating data obtained fromdifferent
human subjects.

Using the human body as a provenance of energy can be useful as it has been found
that [3] just 0.2 kg of body fat can produce energy equating to about 800–2500mAh
double-A batteries.

2 Material and Methods

2.1 Human Gait Analysis

There are eight phases in the gait cycle, and the different phases of the human gait
cycle are shown in Fig. 1. The terminologies are to be discussed below:

1. Initial contact (IC): This is the foremost phase of the gait cycle (at 0%) where
the hip is at 20° flexion, the knee is at 0 to 5° flexion, and the ankle joint is at 0°
flexions. The heel is in contact with the ground.

2. Loading response (LR): The second phase of the gait cycle ranges from 0 to
12% where the hip is flexion towards the 20°, and the flexion near the knee is
at 20°, and the flexion of the ankle joint is at the range of 5°–10°. Knee and
talocrural joints are susceptible to absorption of shock, the hip is susceptible to
load transmission and stability, forward motion by heel rocker.

3. Mid-stance (MST): Third phase of the gait cycle (at 12–31%) where the hip is at
0° flexion, the knee is at 0° flexion and the ankle joint is at 5° dorsal flexion. Tibia
has a controlled motion forward, and ankle rocker shifts the centre of gravity to
the front.

4. Terminal stance (TST): Fourth phase of the gait cycle (at 31–50%) where the hip
is at −20° hyperextension, the knee is at 0°–5° flexion and the ankle joint is at

Fig. 1 Human gait phases [4]
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10° dorsal flexion. The ankle joint performs controlled dorsal extension, while
the heel is lifted on from the ground.

5. Pre-swing (PSW): Fifth phase of the gait cycle (at 50–62%) where the hip is at−
10° hyperextension, the knee is at 40° flexion and the ankle joint is at 15° plantar
flexion, where the passive knee joint undergoes a 40° flexion, and the ankle joint
is at plantar flexion.

6. Initial swing (ISW): Sixth phase of the gait cycle (at 62–75%) where the hip is
at 15° flexion, the knee is at 60°–70° flexion and the ankle joint is at 5° plantar
flexion. The knee bears a minimum of 55° of flexion for ground clearance.

7. Mid-swing (MSW): Seventh phase of the gait cycle (at 75–87%) where the hip
is at 25° flexion, the knee is at 25° flexion and the ankle joint is at 0°. Ankle joint
extends dorsally to neutral-zero-position.

8. Terminal swing (TSW): Eighth and final phase of the gait cycle (at 87–100%)
where the hip is at 20° flexion, the knee is at 0°–5° flexion and the ankle joint is at
0°. Knee joint extension to neutral flexion and the next stance phase preparation
initiates.

2.2 Plantar Pressure Distribution

As this work concentrates mainly on the heel strike/foot strike of human gait to build
a device that extracts energy from the motion, it is essential to know the distribution
of pressure on the inferior aspect or bottom of the foot, that is, the sole. A number
of researches have been done on the topic; the data that are to be provided here are
excerpted from few of the researches that have been previously done by researchers
on the distribution of pressure on the plantar region of the feet.

A strong solid fibrous membrane that lies underneath the skin and surface layer
of fat and binds is called the plantar fascia [5], which assists between the foot and
calcaneus. The calcaneus helps to connect the talus and cuboid bones. The plantar
fascia is very flexible and supports the human being to attain a stable position while
standing [4].During the process of having themovement of the sole, this plantar fascia
plays a vital role. The proposed method adopts the two methods, namely rotary and
linear electromagnetic generation for accumulating energy by the heel strike [6]. The
other similar methods are highlighted in selecting a particular material in which the
design of the various power generators directs to be very complicated. The proposed
method succeedswith a simple design and cost effective to extend the performance of
the energy during the conversion from the kinetic energy to electrical energy with the
assistance of the mechanical footstep power generator on the portion of the foot [7].
The design is implemented with a critical step of establishing the electromagnetic
generator to produce a set of natural frequencies which should be equal to the natural
frequency level. The power is attained at a maximum of 12.5 mW from the bridge
vibrations caused by the passing traffic [8]. Vibration energy harvesting is a new
technique that mobilizes the unwanted energy that occurred inside the connections.
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A huge quantity of vibration happens due to the movement of vehicles on the bridges
and different machinery in industries and buildings [9, 10].

Data acquisition using Qualisys motion capture analysis: Human gait and
complete bio-mechanical motion study is carried out by Qualisys Motion Capturing
system which has precise motion capturing technology and 3D-positioning systems
for engineering, bio-mechanics, virtual reality and movement sciences [11].

The system consists of a quadrant set-up of multiple high-performance motion
capture cameras that can capture intricate details of motion and movement with
the help of sensors attached to the subject. Along with that, a 2-tile pressure plate,
which acted as the primary instrument in this research, helps to formulate the forces,
moments and centre of pressure acting on a subject’s body on the X-plane, Y-plane
and Z-plane. All these hardware components are connected to a computer where the
data are sent through and can be accessed by Qualisys’s software Qualisys Track
Manager (QTM) [12, 13].

In Fig. 2, the numbers 1–6 represent the main six motion capturing camera set-
up, number 7 represents the 2-tile pressure plate with pressure sensors mounted
underneath and number 8 represents the workstation with QTM software where the
hardware is connected to. The experiments to find the forces acting, moment and
centre of pressure were carried out in this exact set-up and three test subjects were
used to find an average dissipated force, moment and the centre of pressure.

Figure 3 shows one of the six major motion capturing cameras at the Qualisys set-
up. Special features of these cameras include: high-speed sensor mode—a subsam-
pling mode with an optimum frame rate without interfering with the field of view.
It captures data at 1740 frames per second with a resolution of 640 × 512 and 5
megapixels.

It also has lower latency settings for real-time applications, active and passive
marker support, daisy-chaining andWi-Fi connectivity. These cameras provide real-
time data to the software which then can be stored for the analysis stage. All of

Fig. 2 Qualisys motion capture cameras, pressure plates and workstation
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Fig. 3 Qualisys motion
capture camera

the six cameras are linked to each other by the process known as the daisy chain
method. In that manner, the cameras can visualize a three-dimensional plane and
using inputs from the sensors such as pressure sensors and the camera, the QTM
software establishes a proper rendering of the subject and the forces acting on the
body.

The slabs that are shown in Fig. 4 are the set of 2-tile pressure plate that is
interconnected with the Qualisys cameras and software system. It is activated by a
subject standing on it and moving from one tile to another in a walking or stepping
motion.

Real-time information such as the amount of forces acting in the X-plane, Y-plane
and Z-plane, the amount of moment acting at any particular stance and the centre of
pressure acting towards the Z-plane are shown and recorded in the QTM software.
The process is carried out by the numerous pressure sensing data that are underneath
the slab, as well as the interconnected cameras that help with obtaining the intricate
details of the outcome.

The pictures in Fig. 5 demonstrate how the pressure plates can be used. In these
photographs, the test subject can be seen in standing stance gait phase and in initial
swing (ISW) phase, multiple tests of 30 s each and different gait phases were done

Fig. 4 2-tile pressure plate
by Qualisys
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Fig. 5 Test subject using the
2-tile pressure plate

to four subjects of different gender, body mass index (BMI) and age, and the outputs
were recorded (Fig. 6) [14, 15].

Qualisys Software Interface

Testing Procedure
During this experiment, four test subjects were presented; each of the test subjects

had differing qualities than the other in terms of body mass index, weight, gender
and feet size. Multiple tests were done on each of the subjects and the results were
recorded. In this report, the results without outliers are presented to make it more
efficient and straight forward. Table 1 represents the details of the test subjects. QTM
software records the complete data till 30 secondswhen the test subjects start walking
on the test tile.

Fig. 6 Graphical user
interface (GUI) of the
Qualisys Track Manager
application
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Table 1 Test Subject Information Qualisys

Test subject Gender Age (years) Weight (kg) BMI Feet size (in.) Number of tests
done

1 Male 26 100 29.9 10.5 5

2 Female 24 96 29.5 10 5

3 Male 25 104 34.2 8 4

4 Male 25 98 30.8 9 4

Table 2 Test subject information DIERS

Test subject Gender Age (years) Weight (kg) BMI Feet size (in.) Number of tests
done

1 Male 22 89 26.4 9 1

2 Female 20 65 21.0 7 1

3 Female 24 68 21.8 7 1

Plantar Pressure distribution data acquisition using DIERS insole

In this investigation, the EEG data set is reached from the resting state along with
the eye closed (EC) position. Participants relax themselves with the EC condition
while the other participants were employed in a multimedia learning task. This
learning process was replicated three times to evaluate the cognitive capacity of
each participant. These three states were implied as L1, L2 and L3.

Testing Procedure on DIERS

Table 2 contains a list of information related to the test subjects.
It is to be noted that the design process of the insole vastly relied on the outcomes

of this particular set of experiments, as the pressure points were required to design
the holes in the insoles.

Prototype Formation and Hardware Selection

As this research is based on the plantar region of humans, it leaves very less room for
the flow of ideas to be implemented regarding making a device suitable to harness
energy from. After thorough research, only two feasible ways were observed, in
which some energy can be extracted from this region:

(i) A shoe with a dynamo mechanism to manually harvest energy.
(ii) An insole with electrical connections to assist in energy harvesting.

To build an electricity-based generator, studies were done to find suitable hard-
ware, in the end, piezoelectric transducers were selected as the main generator of
energy. The effects of piezoelectric materials were first observed in the 1880s [12].
Piezoelectric materials bear something known as Weiss domain, and these are local
regions that are polarized with steady moments that are magnetic (Fig. 7).
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Fig. 7 Piezoelectric
transducers that are used in
the project

The general idea is to incorporate the piezoelectric tiles onto a shoe insole and
demonstrate the current produced by stepping on them each time the wearer walks.
However, setting it up is not as straightforward as it looks. The short bursts of current
piezoelectric transducers produce are in an alternate form (AC current). To harvest
the current and use it, it needs to be in direct form (DC current). And to do so, a
certain filtration method needs to be used. After going through thorough research
on which filtering system is the best for this project, it was decided that passing
the AC through bridge rectifiers is the best solution to get a filtered DC as output
that can be used to store in a battery and/or operate a string of LED to demonstrate
harvest of energy. To make a bridge rectifier, 1N4007 diodes are used. Four diodes
are connected to form one bridge rectifier. Figure 8 shows the diodes that were used
in the project. For the piezoelectric transducers to work, they need to bend when
mechanical stress is applied to them.

In general, polylactic acid material (PLA) is used for cheap and conventional 3D
printing [13]. But in this case, the material did not deem suitable as PLA is very stiff
and brittle, making it unsafe for its use as an insole. Chlorinated polyethylene (CPA)
is another comparatively cheaper option for 3D printing; however, despite being less
stiffer and brittle than PLA, it was not used since it is malleable, making it unsuitable
for the piezoelectric discs to settle in. After more test and trials, it was found that the
material acrylonitrile butadiene styrene (ABS) is the perfect choice for developing
the insole as it is durable, water-resistant, heat resistant and has a very good stiffness

Fig. 8 Diodes that are used
in the project
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which is perfectly suitable for the piezoelectric discs to set on. Therefore, ABS was
used as the printing element while printing the insole out.

What follows by is designing the insole that needs to be 3D printed, for that,
specific software for 3D modelling has been referred to and design has been done
(Fig. 9).

Insole Designing and Printing

The insole that is to be used in this project has been designed by using SolidWorks
CAD drawing software. An initial sketch of the insole had been done on hand and
then transferred on to the SolidWorks software and drawn there.

Advantage of using computer-aided design (CAD) software such as SolidWorks
is that the work 2D planar drawing can later be converted into a 3D model, which
this project needs. Figure 10 shows the CAD model of the sole.

Fig. 9 Bridge rectifier using
four diodes

Fig. 10 CAD model of the insole (top view)
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Assembling and connecting the prototype

Before connecting the piezoelectric transducers and the bridge rectifier, it was neces-
sary to perform a set of tests to obtain the most efficient way of connecting them.
From the plantar pressure distribution results obtained, the location where the piezo-
electric sensors shall be installed was pinpointed and it was observed that a total of
seven piezoelectric transducers can be installed in the selected regions.

Therefore, seven piezoelectric transducers were taken and varying circuit forma-
tions were formed and tested to find the most efficient set of connections. The insole
was placed on a flat surface and piezoelectric transducers were glued according to the
holes. Thewiringwas then soldered according to the circuit diagram. Figure 11 shows
the finalized product. A rectifier was added to the circuit where seven piezoelectric
transducers are connected in parallel to each other. A USB connector (Fig. 12) was
then added to the rectifier to help obtain the output from the rectifiers. Rubber pads
were cut according to a specific size and were placed on top of each piezoelectric
transducer’s ceramic disc. It was done to maximize the pressure point efficiency
when being stepped on. Figure 13 shows the finalized product after foam pads were
installed on the ceramic discs.

To visually demonstrate the output of the prototype, two mutually independent
methods have been pertained to:

Fig. 11 Finalized top view
of the insole

Fig. 12 USB connection
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Fig. 13 Foam pads on the
ceramic discs

Fig. 14 LED strip
connected to USB

(a) A direct connection method to an LED strip contains six LED bulbs, which are
attached to amaleUSBport to have a plug and play installation option to demon-
strate instantaneous outputs whenever the insole generator is stepped upon. This
method can be useful in demonstrating the energy harvesting capability of the
prototype in any instance. Figure 14 shows an image of the aforementioned
LED strip that is to be used.

(b) A 3.7 V, 2000mAh lithium-ion battery has been set up in a battery compartment
and connected to a circuit to have two ends of a USB connecting port. The
idea of this has been adapted from the design of a power bank module. Using a
charging cable, this storage system can be connected to the prototype and every
instance the piezoelectric set-up is to be pressed while walking. The battery will
store the generated energy in voltage form.

3 Results and Analysis

Qualisys Analysis
Figures 15, 16, 17 and 18 contain force data, moment data and centre of pressure data
for different individuals varying through weight. Each of the tests had been recorded
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Fig. 15 Subject 1 force data

Fig. 16 Subject 1 moment data

for 30 s as the subjects walked across the two pressure plates. Four subjects took part
in this experiment and the data that were obtained are discussed in this section .
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Fig. 17 Subject 1 COP data

Fig. 18 Force distribution in
the plantar region
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The results of the experiments are shown in the following images, and a short
explanation is given for some of the images. Table 3 shows the individual denom-
ination and colour code of the axis of forces acting that can be seen on the
images.

SUBJECT 1
Subject 1’s force data in Fig. 15 shows the force distribution in Newton’s (N) for
30 s while the subject was moving from one tile to another. Data are absent for the
time period 20.15–23.50 s and again on 28.00 s onward, it happened because the test
subject was not on the pressure plate during that time period.

Figure 16 shows the moment distribution of the test subject while walking on the
pressure plates. It shows the subject to have a varying amount of moment acting on
each step, where each step is generating a considerable amount of moment on the
x-axis and is subdued once the feet are moved across.
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Table 3 Denomination and colour code of Qualisys output graphs

Parameter Force (N) 

Denoted by

Moment 

(Nm) 

Denoted 

by

Centre of 

Pressure 

Denoted 

by

Colour of graph

X- Axis Fx Mx COPx Red

Y - Axis Fy My COPy Green

Z - Axis Fz Mz COPz Blue

Figure 17 shows the subject’s centre of pressure datawhile performing themotion.
It can be seen that with each step the COP data peaks at x-axis and y-axis and readily
disintegrates.

Calculations

Power Analysis of the Prototype:

Each human being has varying types of force that they exert while walking, as it
was seen from the Qualisys gait analysis part. Hence, rather than calculating the
exact amount of power to be generated from a specific human being, the total force
exerted by the four test subjects is taken and then divided by four to get an average
estimation of force acting on the z-axis while an average human being is walking,
which provides:

F = 1006.5 N

Before setting up the circuit, for pin calculation, an average force of 1006.5 N
produced a voltage of 12.5 V and a current of 18 µA This gives the circuit a power
input of

Pin = V I

= 12.5 V× 18 µA

= 0.225 mW (1)

Therefore, 0.225 mW or mJ/s of power is given to the circuit per step.
The voltage and current output measured across the load (after constructing the

circuit) were found to be 9.85 V and 15.24 µA, respectively. This gives a power
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output (per second) of

Pout = V I

= 9.85 V × 15.24 μA

= 0.15 mW = 0.15 mJ/s (2)

generated per step.
Therefore, the efficiency of the constructed circuit is

η =
(
Pout
Pin

)
× 100

= 0.15

0.225
× 100

= 66.7% efficient (3)

Considering the output of the circuit, and also taking consideration of the fact, an
average person walks 8000 steps a day [1], the average amount of energy that this
prototype (worn in two shoes) can generate is:

0.15 mW× 8000 = 1.2 J

4 Conclusion

This experiment was carried out with a specific goal inmind, to implement the results
and see if it is fit for regular practice. Many reports and findings have been published
where it states that it can be possible to extract energy from human biomechanical
motion, and there have been other theories as well that tried to study the approach in
harvesting energy from humanmotion; however, in very few cases, it was observed to
see through the end of it and build a prototype suggesting the claims. That is exactly
what has been done in this research, a prototype was created and it was tested to find
out how much it supports the theory.

As the practical experiments, calculations, and tabulations have demonstrated, the
amount of energy extracted by the insole may not be very suitable for practical use
at the very stage. However, many factors can be related to this situation to help in
perceiving the underwhelming achievement, as well as open up newways to improve
the outcome. Mainly, the piezoelectric transducers used in this project are not meant
for robust use or applications such as using in a proper power generating circuit that
can harvest enough energy to run amodern device. The piezoelectric transducers that
are locally available are not viable for mass energy production. Hence, one way to
maximize efficiency and generate a considerable amount of power is to use high-rated
piezoelectric transducers. The overall cost of the devices must be analysed for better
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usage. However, without the core energy harvesting unit such as the piezoelectric
transducer, it is improbable to generate positive results. So it is highly recommended
to change the type of piezoelectric transducers to gain a substantial amount of energy.
One other factor pertaining to the efficiency of the circuit is the wiring. Wiring must
be done by good quality wires which have a very good conducting capability as well
as less electrical wastage. Besides that, the connections have to be properly soldered
and embedded to help lessen inefficiency.
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Hybrid Genetic Algorithm and Machine
Learning Method for COVID-19 Cases
Prediction

Miodrag Zivkovic , Venkatachalam K , Nebojsa Bacanin ,
Aleksandar Djordjevic, Milos Antonijevic , Ivana Strumberger ,
and Tarik A. Rashid

Abstract A novel type of coronavirus, now known under the acronym COVID-
19, was initially discovered in the city of Wuhan, China. Since then, it has spread
across the globe and now it is affecting over 210 countries worldwide. The number
of confirmed cases is rapidly increasing and has recently reached over 14 million on
July 18, 2020, with over 600,000 confirmed deaths. In the research presented within
this paper, a new forecasting model to predict the number of confirmed cases of
COVID-19 disease is proposed. Themodel proposed in this paper is a hybrid between
machine learning adaptive neuro-fuzzy inference system and enhanced genetic algo-
rithm metaheuristics. The enhanced genetic algorithm is applied to determine the
parameters of the adaptive neuro-fuzzy inference system and to enhance the over-
all quality and performances of the prediction model. Proposed hybrid method was
tested by using realistic official dataset on the COVID-19 outbreak in the state of
China. In this paper, proposed approach was compared against multiple existing
state-of-the-art techniques that were tested in the same environment, on the same
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datasets. Based on the simulation results and conducted comparative analysis, it is
observed that the proposed hybrid approach has outperformed other sophisticated
approaches and that it can be used as a tool for other time-series prediction.

Keywords COVID-19 · Genetic algorithm · Adaptive neuro-fuzzy inference
system · Machine learning · Optimization · Prediction

1 Introduction

COVID-19 (now officially known as SARS-CoV-2) [1] is a novel respiratory virus,
which was recently discovered in Wuhan, China [2, 3]. Since its discovery in late
December 2019, the COVID-19 has spread worldwide, on all continents. It is now
affecting more than 210 countries, with the number of confirmed cases of infection
rising to over 14 million, and the number of deaths rising to 600,000, as of July
18, 2020. Since it is a newly discovered type of virus, scientists, virologists, and
epidemiologists still have a lot to learn about its characteristics.

According to the initial estimations from the World Health Organization (WHO),
the COVID-19 is extremely contagious and dangerous [4]. In just three months
from the start of pandemic, the virus had reached all continents and practically every
countryworldwide.Many countrieswere forced to declare the state of emergency and
enforce seriousmeasures such as curfew, gathering restrictions and social distancing,
in order to try to slow down the virus spread and minimize the number of deaths.
In order to decide which measures to apply, the authorities had utilized numerous
epidemiological models to try to predict the virus spread, to estimate the peak of the
epidemic, and to predict the number of deaths.

The recent literature overview that deals with the prediction of the virus outbreak
shows a great interest of the research community about this hot topic. Themajority of
the recent papers focus on the prediction of the number of infections, serious cases,
and deaths. The machine learning approach in outbreak prediction was discussed in
[5]. It surveys several machine learning models and suggests that two models that
have shown very promising results (MLP or multi-layered perceptron, and ANFIS—
adaptive network-based fuzzy inference system). The same approach was conducted
on the case of outbreak in Hungary [6], with a goal to show the potential of utilizing
the machine learning technique in this domain. Machine learning was also used
in [7] in order to estimate the number of reported cases in individual provinces of
South Korea, by utilizing a combination of XGBoost and MultiOutputRegressor as
a machine learning model.

The most important goal of the research proposed within this paper was set
toward enhancements in time-series predictions by using hybrid approaches between
machine learning and nature-inspired algorithms. To complete this goal, an improved
version of the genetic algorithm was implemented, which is then utilized to deter-
mine the parameters of the adaptive neuro-fuzzy inference system (ANFIS) model.
In the research presented in this paper, antecedent and conclusion ANFIS parameters
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were taken into consideration. However, the types of membership functions were not
considered in the process of optimization.

Therefore, as a part of research conducted in this paper, first, the basic GA has
been enhanced.Next, theANFISmodel trained by the improvedGAhas been utilized
to create a hybrid prediction model for the virus outbreak estimation. The proposed
approach has been tested on the COVID-19 dataset in China.

The rest of the paper is organized as follows: Sect. 2 gives an overview of the
ANFIS and swarm intelligence metaheuristics application in solving various NP-
hard problems, Sect. 3 provides insights of ANFIS method. In Sect. 4, details of the
original and improved GA algorithm, as well as the proposed ANFIS framework
implementation are deployed. Section 5 exhibits simulation results and discussion,
while Sect. 6 provides a conclusion and final remarks of this research along with the
future work.

2 Background and Related Work

The ANFIS is a popular and effective artificial intelligence technique, which merges
two approaches together: artificial neural networks and fuzzy inference systems,
respectively. Neuro-fuzzy systems have been used in the past to solve many real-
world problems. ANFIS model was initially introduced by Jang in 1993 [8], and
since then, it became one of the most popular neuro-fuzzy systems. ANFIS has been
applied in wide range of fields, including traffic control, economic data, image pro-
cessing, feature extraction, prediction, etc [9]. The ANFIS was already used for dis-
ease spread forecasting. It was applied in forecasting Measles cases in Ethiopia [10].
Other researches include Hepatitis C [11], tuberculosis [12], and finally, COVID-19
outbreak prediction [5, 6, 13].

The most important challenge with machine learning algorithms is to find the
appropriate values of the parameters specific to a given problem. Finding the optimal
or near-optimal (but still good enough) values of these parameters is considered to
be an NP-hard problem, and it is possible to use metaheuristics approach to solve
it. NP-hard problems are the group of problems which cannot be solved within
the polynomial time by using traditional (deterministic) methods. Practical NP-hard
problems can be found in a wide spectrum of domains, including machine learning,
cloud computing, and wireless sensor networks, to name the few. To solve NP-hard
problems within the reasonable amount of time, it is necessary to use the stochastic
approach.

Metaheuristics are one group of algorithms that belongs to the stochastic app-
roaches, with a goal to find an approximate solution which not necessarily optimal
but good enough within the reasonable time [14–16]. The most famous family of
metaheuristics is nature-inspired algorithms. Generally speaking, nature-inspired
metaheuristics can be separated into two distinctive groups: evolutionary algorithms
(EA) and swarm intelligence algorithms, respectively.



172 M. Zivkovic et al.

The EA tries to mimic the process of natural selection, which is defined as the
survival of the fittest individuals, which are selected for breeding and producing the
offspring for the next generation. The most important example of the evolutionary
algorithms is a genetic algorithm (GA) [17]. The GA was used to solve numerous
NP-hard real-life problems in the past, including task scheduling and load balancing
in the cloud computing [18], designing convolutional neural networks [19], feature
selection for machine learning [20], etc.

The second large group of nature-inspired algorithms, swarm intelligence, was
inspired by the behavior exhibited by the group of otherwise primitive individu-
als: ants, bees, fireflies, dragonflies, bats, elephants, wolves, fish, etc. One of the
first swarm intelligence algorithms is the particle swarm optimization algorithm
(PSO) [21]. Another important representative of this group of algorithms is artifi-
cial bee colony (ABC), which has been applied to various practical NP-hard prob-
lems, as stated in [22, 23]. Some representatives of other important examples of the
swarm intelligence algorithms with numerous practical applications either in origi-
nal or modified forms are the bat algorithm (BA) [24, 25], cuckoo search (CS) [26,
27], whale optimization algorithm (WOA) [28], firefly algorithm (FA) [14, 29], and
monarch butterfly optimization (MBO) [30, 31].

Literature overview shows that, in [32], ABC algorithm was applied for the opti-
mization process of ANFIS, with a goal to estimate the number of tourists coming to
Turkey. The same authors also suggested training ANFIS model with a hybrid ABC
algorithm, as stated in [33]. Another recent research paper [34] proposes ANFIS
paired with PSO to estimate gas density based on the gas parameters (temperature,
volume, etc.). The suggested ANFIS-PSO model was more precise when compared
to other gas prediction models.

3 Overview of Adaptive Neuro-Fuzzy Inference System

Neuro-fuzzy systems are nowadays utilized to model a wide spectrum of real-life
problems. The fuzzy logic part is responsible of the learning abilities, while the
artificial neural network is responsible for the feature interpretation which comes
from the fuzzy logic. Combining two approaches allows elimination of the drawbacks
of individual components, and resulting neuro-fuzzy systems have superior features
and performances.

The error of the model is defined as the difference between the output of the
system during the training process with the actual output of the observed system.
According to the error status, the ANFIS parameters are repeatedly updated in order
to achieve the optimum structure. The neural network architecture in ANFIS consists
of five fixed layers: fuzzification (layer one), fuzzy inference system (layer two and
layer three), defuzzification (layer four), and aggregation (layer five).

The first layer contains adaptive nodes with one parametric activation function.
The calculated membership values fall inside the [0, 1] range. Parameters ai , bi , ci
are used in ANFIS training, with a role to set the shape of the applied membership
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function. These parameters are also known under the name antecedent parameters.
The output is the membership degree of inputs which satisfy the membership func-
tions. As an example, the generalized bell membership function is given with Eqs.
(1) and (2).

μAi = gbellm f (x; a, b, c) = 1

1 + | x−c
a |2b (1)

O1
i = μAi (x) (2)

On the second layer, every node is fixed and calculates the product of the inputs.
In most cases, it applies the fuzzy operation AND. Firing strengths wi are obtained
by using the membership values which are the output of the first layer. Values wi are
calculated as a product of the membership values, as given in Eq. 3:

O2
i = wi = μAi (x) × μBi (y), i = 1, 2 (3)

Third layer consists of fixed nodes. Every node calculates the normalized firing
strengths for each rule by taking into the account the firing strengths that are the
output of the second level. Normalized firing strength for the rule i is calculated as
given in Eq. 4:

O3
i = wi = wi

w1 + w2
, i = 1, 2 (4)

Fourth layer is a defuzzification layer, where every node is adaptive. Output for
each rule is computed by multiplying the normalized firing strength from the third
layer and a first-order polynomial. The set of polynomial’s parameters {pi , qi , ri } is
called the conclusion parameters, and these parameters are used in the training of
the ANFIS model. The output of each rule is calculated by using the Eq. 5:

O4
i = wi fi = wi (pi x + qi y + ri ) (5)

Fifth layer consists of fixed nodes. Every node adds all input values. As the result,
the final output of ANFIS is calculated as a sum of outputs of every rule from the
fourth layer, as given by the Eq. 6:

O5
i =

∑

i

wi fi =
∑

i wi fi∑
i wi

(6)

The training process of ANFIS represents the process of the optimization of the
ANFIS parameters, including the number of inputs, the number of the membership
functions that are used within the model and their types, and a total number of rules
required by the model. The total set of parameters for optimization also includes the
antecedent and conclusion parameters.
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In the research presented in this paper, an enhanced GA was used to perform the
optimization process. Only optimization of the antecedent and conclusion parameters
was considered, while for membership function, the generalized bell membership
function was selected and utilized.

4 Proposed Hybrid Machine Learning Method

GA is the most famous representative of the evolutionary algorithms family, and it
was proposed by John Holland in 1992 [35]. The main characteristics of GA are
that the potential solution to the given problem is encoded by binary strings of fixed
length, cross-operators are executed over the pair of individuals, and the mutation
operator is used to randomly modify the solutions. Potential solutions within the GA
context are called chromosomes, and their parts are called genes.

GA belongs to the group of stochastic methods of global search which simulate
the process of biological evolution. The initial population is typically consisting
of 10 to 200 individuals. To solve a particular problem with GA, it is required
to encode the potential solutions (individuals). The greatest challenge of the GA
is that there is no universal coding scheme, but it rather depends on the particular
problem. Each individual is given a certain quality, calculated by the fitness function.
During the search phase, GA repeatedly enhances both the absolute fitness of every
individual in the population and the average fitness of the complete population,
therefore converging to the optimum.

Convergence is achieved by repeatedly applying the genetic operators: crossover,
mutation, and selection. The selection favors the individuals with above-average
fitness, and their parts (genes) have greater chance to survive and take role as a
parent in the forming of the next generation. Individuals which are less adapted have
smaller chance for reproduction and will eventually die out. The basic implication
of this process is that the new individuals will be more adapted to the environment
than their parents, as it is the case in the biological systems as well.

The simple GA is characterized with the crossover with the single breaking point,
simple mutation, and proportional, roulette selection.

4.1 Improved GA

It is known that the GA also exhibits some disadvantages. The search process of
the GA is very susceptible to modifications of the control parameters, such as the
population size, employed selection criteria, as well as crossover and mutation prob-
abilities [36]. If the combination of parameters is not chosen carefully, the search
process may easily converge to some of suboptimal domain of the search space.



Hybrid Genetic Algorithm and Machine Learning Method … 175

By conducting simulations with the traditional GA on standard unconstrained
benchmark functions, it frequently happens that some solutions do not improve in
consecutive iterations and this is good indicator that the search process has trapped
in local optimum. To overcome this, exploration process from the ABC metaheuris-
tics was adopted [37]. Each solution (chromosome) is encoded with the additional
attribute counter , and each time when a solution is not improved and is being prop-
agated into next generation, the counter is incremented. When a counter for a
particular solution reaches a predetermined threshold value (tvalue), this solution
is replaced with the random solution and the counter of newly created individual is
initialized to 0. In approach proposed in this paper the same expression for generating
random solution was used, as it is used in the initialization phase:

ci, j = lb j + gauss ∗ (u j − l j ), (7)

where ci, j represents j-th component of the i-th chromosome, l j and u j are lower and
upper bounds of j-th component, respectively and gauss denotes pseudo-random
number drawn from Gaussian distribution with mean 0 (μ = 0) and standard devia-
tion of 1 (σ 2 = 1).

Moreover, proposed approach utilizes stochastic universal sampling (SUS) selec-
tion mechanism and uniform crossover operator. According to performed empiri-
cal simulations, it was concluded that combination of SUS selection and uniform
crossover operators yields best results. More about GA recombination and selection
methods can be read in [38].

Since ABC’s exploration was incorporated in the GA method, the proposed
approach was named GA ABC exploration (GAAE). The GAAE pseudo-code is
presented in Algorithm 1.

Algorithm 1 Pseudo-code of the GAAE
Initialization: generate initial population of n chromosomes and adjust control
parameters (pc,pm and tvalue)
for gen = 1 to maxGen do
Replace all solutions for which the condition counter == tvalue is satisfied with the random
solution by using Eq. (7)
Calculate fitness f (x) for each chromosome in the population
while ! n offspring created do
Select the pair of parent chromosomes from the current population by using SUS method
Apply the uniform crossover operator to the selected parents with the probability pc and
create two offspring
Apply mutation operator to the generated offspring with probability pm

end while
Rank all solutions according to fitness and choose n best chromosomes for next generation

end for
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4.2 Hybrid GAAE-ANFIS Method

Devised GAAE metaheuristics was incorporated into the ANFIS training process.
Generally speaking, the training process of ANFIS is optimization of its structure
and parameters for a specific problem and represents one of the greatest issues in
this domain. In optimization process, antecedent and conclusion ANFIS parameters
were taken into the account.

Each GAAE individual represents potential ANFIS structure with the length that
is equal of the sum of ANFIS’s antecedent and conclusion parameters. Membership
function was not taken in optimization process, and the generalized bell membership
function was used. By incorporating GAAE into the ANFIS, we devised GAAE-
ANFIS method for forecasting time-series. Employed solutions encoding scheme is
shown in Fig. 1.

Proposed method has similar structure as approach presented in [13]. It employs
standard ANFIS model with five layers, where inputs are given in the Layer 1, while
the Layer 5 generates forecasted outputs. The weights between Layer 4 and 5 are
obtained by the GAAE metaheuristics.

Inputs to GAAE-ANFIS are first formatted in a form of time-series by employing
autocorrelation function (ACF and variables with the ACF value grater than 0.2 were
considered. The fuzzy c-mean (FCM) method was used for constructing ANFIS
model. The 25% of dataset was utilized for testing and remaining 75% for training.
The best generated solution (ANFIS structure) by the GAAE is returned, and this
solution was used in the testing phase.

Metric mean square error (MSE) was taken as objective function:

MSEx = 1

N

N∑

i=1

(ŷi − yi )
2 (8)

where ŷi and yi represent predicted and real data for each observation, respectively,
and the total number of observations is denoted as N .

Flowchart diagram of proposed GAAE-ANFIS is given in Fig. 2.

Fig. 1 GAAE-ANFIS solutions encoding
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Fig. 2 GAAE-ANFIS flowchart diagram
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Updating ANFIS parameters with GAAE has high computation costs, since for
each individual in the population objective function (MSE) should be calculated.
However, since the proposed framework automatizes the process of determining
satisfying ANFIS parameters for a concrete problem, computational costs can be
neglected when compared to the benefits for the researcher.

5 Experimental Setup and Simulations

In this section, obtained results for predicting confirmed cases of COVID-19 on one
practical study are shown. A comparative analysis of the proposed approach with
other techniques that were tested on the same dataset and with the same experimental
setup was performed [13]. The proposed approach was validated and applied to the
current COVID-19 challenge, by utilizing the dataset from China.

5.1 Performance Metrics, Datasets, and GAAE-ANFIS
Control Parameters’ Setup

The quality of the proposed GAAE-ANFIS approach has been evaluated by applying
the standard set of regressionmetrics: rootmean square error (RMSE),mean absolute
error (MAE), mean absolute percentage error (MAPE), root mean squared relative
error (RMSRE), and coefficient of determination (R2). Lower values of RMSE,
RMSRE,MAE, andMAPEmetrics indicate the better performance, while the higher
value of R2 suggests a better correlation and consequently better quality of the
obtained results.

The performances of the proposedmodel have been tested on a limited time period
of COVID-19 dataset on the case of China. Additionally, the performances of the
proposedGAAE-ANFISwere validated by comparing it to the hybrid between flower
pollination algorithm and salp swarm algorithm (FPASSA) which has been applied
to the same problem [13]. To accomplish this, throughout the experiments, the same
dataset and similar experimental environment has been utilized as in [13].

The COVID-19 dataset used in conducted experiments was retrieved from the
WorldHealth Organization (WHO) official reports that contain daily confirmed cases
reported in China within the time interval from January 21, 2020, till February 18,
2020. The official data was retrieved from the following URL: https://www.who.
int/emergencies/diseases/novel-coronavirus-2019/situation-reports/. The graphical
representation of the observed dataset is given in Fig. 3.

Also, in the experiments, 25% of the data was used for testing and the remaining
75% for training, which is the same configuration as in [13].

Additionally, as we wanted to provide a better analysis of GA-ANFIS model per-
formances, we have performed additional simulations by utilizing one more dataset

https://www.who.int/emergencies/diseases/novel-coronavirus-2019/situation-reports/
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/situation-reports/
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Fig. 3 Graphical representation of the number of reported cases of COVID-19 in China in the
interval January 21, 2020 to February 18, 2020, obtained from WHO reports

containing confirmed influenza cases, as in [13]. Thedataset (influenzadataset—IDS)
was obtained from the Center for Disease Control and Prevention (CDS). The IDS
contains weekly reported cases for time period between fourteenth week in 2015 and
sixth week in 2020 (URL: https://www.cdc.gov/flu/weekly/). Global GAAE-ANFIS
control parameters were adjusted in a similar fashion as in [13]: The size of popula-
tion was fixed to 25, while the number of generations was fixed to 100. Algorithms
that were proposed in [13] were tested by using 25 solutions in the population. Spe-
cific GAAE-ANFIS parameters were adjusted as: tvalue was set to 4, while pc and
pm were established to 0.1 and 0.005, respectively. All implemented algorithms were
executed in 30 independent runs, and we have taken the best values and noted them
for the comparative analysis.

In both set of experiments (COVID-19 and influenza cases), the past time-series
were considered as independent variables, while the prediction of new cases of
COVID-19 and influenza was observed as dependent variables. The dataset with
time-series was prepared as follows: Time-series data were categorized into four
inputs for the last four consequently odd days of confirmed cases which were then
used for predicting xt , as the number of confirmed cases for the following day.

The GAAE-ANFIS framework was implemented in Python programming lan-
guage. The ANFIS 0.3.1 module for Python was utilized along with the following
Python libraries for data preprocessing and visualization: Scipy, Pandas, Pyplot, and
Seaborn. The platform that was used for testing the algorithmswas Intel i7 CPU,with
32GB of RAM and Windows 10× 64 operating system. Additionally, CUDA with
one GPU NVIDIA 1080 with 8GB RAM was utilized throughout the experiments.

https://www.cdc.gov/flu/weekly/


180 M. Zivkovic et al.

5.2 Results and Comparative Analysis

In [13], together with the proposed ANFIS-FPASSA method, results for other bio-
inspired approaches were given: ANFIS-GA, ANFIS-PSO, ANFIS-GA, ANFIS-
FPA, and ANFIS-ABC. Moreover, the comparative analysis also included other
standard machine learning techniques: artificial neural network (ANN), K-nearest
neighborhoods (KNN), support vector regression (SVR) and pure ANFIS. In this
research, all these results were included in comparative analysis to evaluate pro-
posed GAAE-ANFIS. The performed comparative analysis and obtained results are
given in Table 1.

Obtained results indicate that the proposed GAAE-ANFIS method in average
outperforms all other techniques which were the part of the comparative analysis.
Approach proposed in [13], the ANFIS-FPASSA, only in the case of MAE metric
obtained better result than the proposed method, while both, GAAE-ANFIS and
ANFIS-FPASSA for the RMSRE indicator, achieved same results.

It is important to compare results of proposed hybrid GAAE with the basic GA
and ABC metaheuristics. From the Table 1, it can be plainly concluded that the
GAAE-ANFIS obtained much better results than the ANFIS-GA and ANFIS-ABC
and that the proposed approach efficiently combines advantages of basic GA and
ABC. In detailed analysis of each run, it can be observed that the GAAE overcomes
premature convergence of the original GA, while it also performs more efficient
exploitation than the basic ABC metaheuristics.

Table 1 Comparative analysis between GAAE-ANFIS and other techniques for COVID-19 out-
break prediction results, based on the observed China dataset obtained from the official WHO
reports—results for methods included in comparative analysis were retrieved from [13]

Method RMSE MAE MAPE RMSRE R2 Time

ANN 8750 5413 13.09 0.204 0.8991 –

KNN 12100 7671 8.32 0.130 0.7710 –

SVR 7822 5354 8.40 0.080 0.8910 –

ANFIS 7375 5523 5.32 0.09 0.9032 –

ANFIS-
PSO

6842 4559 5.12 0.08 0.9492 24.18

ANFIS-GA 7194 4963 5.26 0.08 0.9575 27.02

ANFIS-
ABC

8327 6066 6.86 0.10 0.7906 46.80

ANFIS-FPA 6059 4379 5.04 0.07 0.9439 23.41

ANFIS-
FPASSA

5779 4271 4.79 0.07 0.9645 23.30

GAAE-
ANFIS

5293 4305 4.62 0.07 0.9721 16.34
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Fig. 4 Predicted cases of COVID-19 in China by GAAE-ANFIS

Fig. 5 Distribution of RMSE (left) and MAE (right) indicators over 30 runs

Visual representation of predicted COVID-19 for proposed GAAE-ANFIS is
shown in Fig. 4, while the distribution of RMSE and MAE values obtained by the
GAAE-ANFIS over 30 runs is depicted in Fig. 5.

Comparative analysis with influenza dataset (IDS) is presented in Table 2.
It can be seen that the results presented in Table 2 are very similar to those shown

in Table 1 (COVID-19 dataset vs. influenza dataset). The second best approach,
ANFIS-FPASSA, for MAE performance metrics only obtained better result than the
proposed GAAE-ANFIS, while for the R2 indicator both methods showed the same
performance. Moreover, in simulations with influenza dataset, GAAE-ANFIS sig-
nificantly outscored original ABC (ANFIS-ABC) and GA (ANFIS-GA) adaptations.
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Table 2 Simulation results for datasets with the number of confirmed influenza cases (IDS)—
results for methods included in comparative analysis were retrieved from [13]

Method RMSE MAE MAPE RMSRE R2 Time

ANFIS 952 570 37.61 0.551 0.969 –

ANFIS-
PSO

798 494 34.13 0.510 0.978 25.43

ANFIS-GA 766 480 35.44 0.530 0.98 28.70

ANFIS-
ABC

878 564 39.79 0.593 0.972 49.27

ANFIS-FPA 618 411 37.69 0.570 0.979 24.58

ANFIS-
FPASSA

609 391 32.58 0.497 0.986 24.55

GAAE-
ANFIS

605 403 32.49 0.495 0.986 19.64

6 Conclusion

In this manuscript, a new approach has been proposed to predict new COVID-19
cases by employing hybridized algorithm between machine learning adaptive neuro-
fuzzy inference system (ANFIS) and enhanced genetic algorithm (GA) metaheuris-
tics which has been employed in parameters’ optimization and adjustments.

GA algorithm has been incorporated for updating ANFIS parameters and tested in
on practical COVID-19 new cases prediction. The proposed method has been tested
on the COVID-19 case study because it is currently the most important challenge the
entire humanity faces. However, themethod can be generalized and applied to predict
any time-series. The proposed GAAE-ANFIS was compared against several existing
successful techniques that were tested in the same experimental environment, with
the same datasets. It was showed that proposed methods can be successfully applied
in this domain.

Our plan is to continue research from this domain and to devise other hybridized
methods between GA and swarm intelligence. Moreover, we plan to adapt other
swarm intelligence methods for machine learning approaches.
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Bidirectional Battery Charger
for Electric Vehicle

Nooriya Shahul and Siddharth Shelly

Abstract Dynamic pricing is expected to become the main pricing scheme in case
of smart grids. A comprehensive prototype of battery charger is proposed here for
the electric vehicle. The proposed prototype can attain energy saving by deploying
additional features in the design. Exchange of energy transfer between consumer and
grid reveals the energymanagement system to becomemore convenient and safe. For
the switching purpose, a PWM algorithm is used. In addition, power electronic com-
ponents and DSP (TMS320f28335) processor make the system to be more efficient
and faster with a frequency of 150MHz. In this paper, a suitable bidirectional battery
charger design is presented. The implemented bidirectional battery charger is estab-
lished by H bridge converter (combination of AC-to-DC and DC-to-DC converter)
which is having the sameDC-based capacitor. The first stage (AC-to-DC conversion)
persists between the power grid and the DC-based capacitor. The proposed system
is constructed with a parallel combination of power converters which control the
current through the grid and voltage across the DC-based capacitor. The chopper
(DC-to-DC conversion) subsists between the DC-based capacitor and the battery.
Control of phase amplitude and frequency is done by the processor. The proposed
system enhances different applications such as charging of battery, act as inverter
during load shedding period and vehicle-to-vehicle operation in an emergency sit-
uation. The experimental validation was performed on MATLAB/Simulink and the
operation of grid-to-vehicle (G2V) and vehicle-to-grid (V2G) are exhibited in the
simulation results.
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1 Introduction

The term “Electricity” has gained a huge change in our technology, especially in
case of transport sector. Moreover, the expeditious growth of industrialization and
population has fallen to tremendous utilization of conventional energy sources. The
availability of fossil fuels will be mitigated in the coming years. Nowadays, most of
the consumers are using internal combustion engine (ICE) vehicle which is powered
by fossil fuels like petrol, diesel, coal, etc., and emit large amount of greenhouse gases
into the environment that are detrimental to the lives. To overcome the disadvantage
of ICE vehicle, a paradigm is introduced, “Electric Vehicle” (EV) which drives with
electricity. People began to switch from ICE vehicle to electric vehicle by realizing
the supremacy of the new paradigm. So that this idea enhances the sustainability and
efficiency of transportation side. However, charging of electric vehicle will become
a burden to the current energy resources. Charging is the crucial part while consid-
ering the idea of electric vehicle. It is required to defeat such scarcity of energy by
implementing a proper Energy Management System (EMS). The growing evolution
of present grid into smart grid furnishes an elegant energy management system. The
concept of smart grid reveals the improvement in reliability, security, and efficiency
of the electric grid. Nevertheless, it correlates the smart grid and electric vehicle to
build a new renewable energy source in the form of a battery charger.

There are mainly two types of battery chargers available in market, namely on-
board charger and off-board charger. On-board charger is located inside the vehicle,
which is charged through plug in a socket while the vehicle is at parking area. The
main concerns about this charger topology are cost, minimal size, distance covered
per charging, high energy density and light weight. Besides this topology widely
enacted with low power converters. Off-board charger is charged by removing the
battery from the vehicle and to be recharged via fast charger. They do not consider the
weight and cost, but small strategy about this charger topology is to lower the price
of architecture for public charging. In addition, on-board charger can be charged
in everywhere rather than the off-board charger [1]. This paper presents a compre-
hensive prototype of battery charger for electric vehicle, which is bidirectional and
controllable with the help of power converters. It operates in two modes which are
grid to vehicle and vehicle to grid. First mode is widely used when the electric vehi-
cle battery is not having required charge; second mode can be used when there is
load shedding and electric scarcity. In V2G mode, considerable amount of charge is
stored in the battery that can be exploited effectively thereby stabilizing the power
grid. It can conserve energy through the charging and discharging of battery. The
proposed system has many applications. The various functions of proposed system
are shown in Fig. 1. The charging of battery is done through plug-in socket and is used
to charge the battery. In grid-to-vehicle, the main application is to load the battery to
drive the vehicle. However, the main utilization of our system is in vehicle-to-grid
mode which can be used for many applications. In that scenario, energy from the
vehicle can be utilized for any home applications even in the sudden load shedding
times (like an inverter); furthermore, another application of the proposed system is to
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Fig. 1 Applications of the proposed system

transfer energy from one electric vehicle to another electric vehicle in an emergency
situations. People are switching from conventional vehicle system to electric vehi-
cle by realizing the advantages and possibilities of electric vehicle. In that scenario,
where most of the people will be using electric vehicle, if a running vehicle is turned
off suddenly due to the shortage of charge, the neighboring vehicle can be utilized
to give energy from its battery, which makes the application of the proposed system
more wider.

The first section describes the difficulties in the conventional system, motivation,
and how to solve the bug. The second section reveals the ideas that have been done in
different methods and topologies and also depicted the previously done works. Next
two sections discuss the methodology, topology, operation modes, and simulation
results of the proposed system. The fifth section deals the experimental setup and
results. Last section gives the overall conclusion about this project.

2 Literature Review

To attenuate the obstructive impact of electric vehicle on the energy system, various
researchers have suggested smart charging approaches. A lot of research works on
vehicular networks, electric vehicles and hybrid vehicles are going on today [2]. A
model predictive control for off-board plug-in electric vehicle (PEV) and its algo-
rithm have been proposed in [3, 4]. It is implemented with photovoltaic integration
using two-level four-leg-inverter topology. In [5], numerical simulation results of a



188 N. Shahul and S. Shelly

nonlinear controller is designed using Lyapunov approach has been exhibited. The
controller is nonlinear and also follows the Lyapunov approach which is based on
ordinary differential equation and is originated from Russia. Sousa et al. in [6] pro-
pose a system for both traction and battery charging of electric vehicle with the help
of universal interface. This proposed system can be performed with mainly three
types of power grid, which are single-phase AC power grid, three-phase AC power,
and DC-power grid. A single-phase battery charger model has innovated, which
operates in all four quadrant of P-Q plane [7]. In [8], authors present the design and
installation of a battery charger for electric vehicle, which uses Landsman converter
instead of diode converter in conventional charger. A SiC bidirectional LLC charger
architecture is developed in [9] and also obtained a digital adaptive synchronous
rectification driving method, which can be provided high immunity to the circuit.
In [10], authors propose a charging method which deals with the power supervisory
characterization on constant current and constant voltage. Indeed, this method can
withstand power consumption inside the available aggregator and showed the graph
between charge and power. The prototype of 3kW bidirectional converter for battery
bank in electric vehicle is presented in [11], which includes the filter design and
impedance measurement. The distributed system of mobile ad hoc network is very
difficult, and each node operates individually with their requirements. Moreover,
this system operates independently and gives fluctuations in random node. Hariku-
mar et al. in [12] propose a architecture which is used to maintain the mobility
problem using the three structures which are (1) mesh tree, (2) mesh cluster and
(3) mesh backbone. A modular charge equalizer circuit with bidirectional battery
charger has been implemented in [13], and the circuit operates in two modes, namely
grid-to-vehicle and vehicle-to-grid. In addition, the implemented system has active
and reactive capabilities while operating in the respective modes. The paper [14]
reveals a charging strategy to minimize charge loss in Li-ion battery, and it uses
with required current status based on the changes of internal resistance of battery.
A 3.6kW bidirectional charger prototype and valid experimental results have been
discussed in [15] ,where five modes of operations are illustrated. The operation
modes described are vehicle-to-grid (V2G), grid-to-vehicle (G2V), vehicle-to-home
(V2H), home-to-vehicle (H2V), and vehicle-for-grid (V4G). The aforementioned
papers exhibit the idea of a controlled electric vehicle charging contours to alleviate
energy price, eliminate operative limits of power system, and reduce the system loss.
It controls the phase, amplitude, and frequency of the generated output. Also, unlike
previous papers, a new technology has been implemented for controlling these char-
acteristics, that is a hardware PLL DSP controller is used for controlling the phase,
amplitude, and frequency. The full control of phase, amplitude, and frequency in
both vehicle-to-grid and grid-to-vehicle scenario and the control of these parameters
using TMS320f28335 DSP Processor with PLL method in a hardware arrangement
are the uniqueness of our project.

In this proposed context, a controllable and bidirectional battery charger is pro-
posed to enhance the grid capacity and efficiency of charging. The proposed charger
topology for EV can be integrated with smart grid. The implemented bidirectional
battery charger is established by H bridge converter which is having the same DC-
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based capacitor. The proposed system has mainly two stages. The first stage (AC-
to-DC conversion) persists between the power grid and the DC-based capacitor.
The proposed system is developed with a parallel combination of power converters
which control the current through the grid and voltage across theDC-based capacitor.
The second stage (DC-to-DC conversion) subsists between the DC-based capacitor
and the battery. It can operate in two modes which are grid-to-vehicle (G2V) and
vehicle-to-grid (V2G). Charging of battery is happening in G2V mode, and dis-
charging process is happening in V2G mode, so that modes are also called as charg-
ing mode and discharging mode, respectively. Bidirectional property is achieved
through H-bridge converter to superintend the overall system by a DSP processor
named TMS320f28335. Moreover, the processor controls the phase, amplitude and
frequency of the signal. It is implemented with power electronics components and
uses PWMalgorithm for the effective switching of these components. The developed
prototype can attain energy saving in addition, to be more convenient and safer to
the energy management system.

3 Proposed System

3.1 Methodology

The block diagram of proposed system is shown in Fig. 2. This system consists of
bidirectional converter, battery, and controller. The bidirectional converter hasmainly
two power stage conversions. The first stage is AC-DC converter, and second stage is
DC-DC converter. It can operate in two modes: grid-to-vehicle and vehicle-to-grid.
The bidirectional converter can act as both converter and inverter in G2V and V2G
modes, respectively.When the charger is in chargingmode, rectification is performed
by AC-DC converter which is followed by DC-based capacitor. The chopper (DC-
DC) operates as buck converter and the energy is stored in the battery. When the
vehicle is in rest condition, the battery is integrated with grid; moreover, AC-DC
converter acts as an inverter. During this time, DC-AC conversion is initiated by
switching of power converters in H-bridge circuit. Entire system is under the control
of digital signal processor (TMS320f28335). The detailed circuit topology and used
tools are illustrated below.

3.2 Topology

The circuit topology of proposed bidirectional battery charger for electric vehicle
is depicted in Fig. 3. It is based on a bidirectional converter using the same DC-
based capacitor. The circuit has mainly two sections which are AC-DC converter and
DC-DC converter. The power converters are implemented by insulated gate bipolar
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Fig. 2 Block diagram of bidirectional battery charger

Fig. 3 Circuit diagram of bidirectional battery charger
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junction transistors (IGBT). Furthermore, an isolation circuit for the protection of
controller is fabricated with opto-couplers. The DC-link capacitor is used for the
filtering process. This same circuit can work in two modes so that the proposed
system can ensure the bidirectional property. The PWM signal which is generated
from the controller that will switch the corresponding IGBTs for the respective
periods. Different modes and operations of developed system are detected as follows.

3.3 Grid to Vehicle (G2V)

The electric vehicle battery is connected to grid when the battery is not having
sufficient charge; thus, this mode is also called as charging mode. For this mode,
230V is taken from grid which is stepped down to required AC value; moreover,
only the body diodes of AC-DC converter is turned on and performs rectification
(AC-to-DC conversion). It does not require PWM signal for the switching of IGBTs
during this mode. The converted DC signal may have some ripples, in order to
filter such ripple it is passed through the DC-based capacitor. The voltage across the
capacitor will be high, DC-DC converter will act as buck converter and steps down
to the needed voltage. Finally, the voltage will be stored in battery. If the voltage
that appears across the capacitor is of a low value, the DC-DC converter will act
as boost converter at that time. So it will operate according to the voltage across
the DC-based capacitor. Moreover, the DC-DC converter needs PWM signal for the
proper working buck/boost action. The controller will generate the PWM signal with
required duty cycle and is fed to the gate terminal of IGBT through an opto coupler.

3.4 Vehicle to Grid (V2G)

This mode contributes the idea of integrating grid and battery for an efficient energy
management system. This time, energy flows from vehicle to grid after some condi-
tions to access the energy from the battery. The condition is that whether the battery is
having minimal voltage and does the owner ready for taking energy from the battery.
If the aforementioned conditions are satisfied, then user can perform this mode of
operation. The reverse action of G2V mode will be happening in this mode. First,
the DC-DC converter will be initiated for the boosting up the voltage from battery
which is followed by a DC-link capacitor. The boosted voltage is given to the AC-DC
converter, it will act as an inverter and convert the AC to DC by turning on the IGBTs
in complementary manner. The generated PWM signals is given to a NOT gate, input
pin and output pin of the NOT gate is connected to each opto-couplers. The controller
operates in 5V, if the controller and hardware set up connected directly, the controller
will be damaged when an excess voltage passes to the controller from the hardware.
To avoid such burden an isolated circuit is included.
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4 Experimental Results

The circuit topology of proposed system is simulated on MATLAB/Simulink. Two
modes of operations are generated and verified. Energy flows from grid to vehicle in
the forward mode and vice versa (vehicle to grid) occurs in the reverse mode. The
simulated circuits and results of respective modes are exhibited below.

4.1 Charging Mode (Forward Mode)

The simulation circuit of grid-to-vehicle mode is illustrated in Fig. 4. H bridge has
mainly two power stage conversions. In G2V, the first stage acts as converter, and
second stage acts as a buck converter. In this mode, 230V AC supply is taken from
the power grid which is reduced by a step-down transformer. The step-down voltage
is given to the first stage. The first stage consists of four IGBTs, in which the body
diodes of IGBTs get ON, resulting in AC-DC conversion. So that, this mode does
not require PWM signals for turn ON the IGBTs. The rectified voltage is having
some ripples in order to filter such ripples by passing through a DC link capacitor
and which is followed by a DC-DC converter. The voltage across the capacitor is a
high value, to reduce that value by passing to the DC-DC converter. For that the DC-
DC converter is enabled for buck operation. The final output will be approximately
12V. So the 230V AC value is converted to 12V DC value. The simulated result of
grid-to-vehicle mode is depicted in Fig. 5.

Fig. 4 Simulation circuit for G2V
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Fig. 5 Obtained waveform for G2V

Fig. 6 Simulation circuit for V2G

4.2 Discharging Mode (Reverse Mode)

The simulation circuit of discharging mode is shown in Fig. 6. In V2G, the first stage
acts as inverter and second stage acts as a boost converter. The operation of this mode
is started from the right side. In this mode, 15V DC voltage is boosted by the DC-DC
converter. For thatDC-DCconverter is enabled as boost operation by setting the lower
IGBT is triggered PWM signal. The output is passed through the body diode of the
upper IGBT of the DC-DC converter. The boosted volatge is given to inverter circuit,
where all IGBTs are triggered by the PWM signal. During the positive half cycle,
two opposite IGBTs are turned ON by PWM signal without phase shift. During the
negative half cycle, other two IGBTs are turned ON by PWM signal with phase shift.
Finally, the 15V DC value is converted to 200V AC approximately. The obtained
output of discharging mode is represented in Fig. 7.
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Fig. 7 Obtained waveform for V2G

5 Experimental Setup

Overall experimental setup of proposed system is shown in Fig. 8. The circuit is
implemented in dotted board for testing our proposed system before the fabrication
of PCB. The experimental setup consists of AC/DC converter, DC-DC converter
(H bridge circuit), opto-coupler and DSP processor. An H bridge is an electronic
circuit that switches the polarity of a voltage applied to a load. It has two power stage
conversions. The first stage is AC/DC converter, and the second stage is DC-DC
converter. It can be constructed using any power electronics component like power
transistor, power diode, etc. It requires a fastest switching and high current handling
capability. So that IGBTs are chosen for the implementation. H bridge has a property
of bidirectionality. So it can act as both converter and inverter in G2V andV2Gmode,
respectively. An opto-coupler is a protection component which is used to isolate the
processor and implemented circuit. Five opto-couplers are used for the protection
of processor. If there is any voltage higher 5V comes the coupler will not pass it to
the processor and protects the processor. So the PWM signal from the processor is
given to the H bridge through the opto-coupler. TMS320f28335 is used as a control
unit. It has many features over other processors. It is required to monitor the system
in real time. It runs with a clock frequency 150MHz and also contains 6 internal
PWM channels. The main functions of control unit are in controlling the overall
system; PWM signals are generated for switching the IGBT, provides authorization,
and controls the phase, amplitude and frequency. Transformer is used to step down
the voltage, which is taken from the grid in the forward mode. A 15V battery will be
taken as the DC source.

Initially, the generated PWM signals from the processor is given to a NOT gate for
getting phase-shifted signal of the generated PWM for triggering the IGBTs in the
corresponding modes. The 230VAC signal is taken from grid fed to H-bridge circuit
for conversion of AC to DC. Moreover, PWM signal is not required at the beginning
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Fig. 8 Experimental setup of proposed system

Fig. 9 Output for G2V
mode

of G2V mode. Hence, the input of NOT gate will be zero and output will be high.
The input and output of the NOT gate are connected to opto-couplers for the safety
purpose. The input of the NOT gate will turn OFF a pair of IGBTs in the H-bridge
circuit, and the output of the NOT gate will turn ON the other pair of IGBTs. Both
pair of IGBTs should be turned OFF at this mode. In order to OFF the pair of IGBTs
that are turned ON, an extra opto-coupler will be used. Then, the body diode of each
IGBTs get activated and performs rectification. The rectified signal is filtered by
using a DC-link capacitor, which is followed by buck/boost converter and is stored
in the battery. The obtained value is displayed on the multimeter 19.08V, is shown in
Fig. 9 which is enough for the charging 15V battery. There should 16.6–20V range
voltage for the charging 15V battery. In case, if there is any voltage higher 20V the
buck operation is initiated and voltage is reduced to the required voltage.
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Fig. 10 Output for V2G mode

Fig. 11 Layout of proposed system

In V2G, voltage taken from the battery is boosted up by buck/boost converter and
is fed to H bridge circuit. The generated PWM signal from the processor is given to
gate terminals of IGBTs via an opto-couplers. The input of the NOT gate is PWM
signal without phase shift and output of NOT gate is its phase shifted signal. The
PWM signals will turn ON the pair of IGBTs in the respective cycles. The obtained
waveform of AC waveform of 15.5V is shown in Fig. 10 which can be boosted to
our required level by a step up transformer for other applications. Altium designer
software is used to draw the circuit diagram and layout of proposed system which is
shown in Fig. 11. It is fabricated as a two-layer board which is represented as colored
lines in the layout.
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6 Conclusion

This paper proposes a controllable bidirectional charger for electric vehicle which
enhances the power grid capabilities. It is fabricated in simple and affordable cost
with power converter circuits. The proposed system ensures the energy saving in
the energy management system. This paper deals with two modes, namely grid-to-
vehicle and vehicle-to-grid. A single circuit can be operated in twomodes; moreover,
it can provide the property of bi-directionality. The proposed system is very useful
for the charging of vehicle, different home appliance requirements like an inverter
(when sudden load shedding is happened), and charge can share to another vehicle in
an urgent situations. The circuits for the corresponding modes are evaluated and also
simulated on MATLAB/Simulink. The board layout is drawn on Altium Designer
tool. The efficiency of the system is bit less due to conversions of AC to DC and
vice versa, and cost of DSP processor is high. The recognition of proposed system
has been done in a small-scale prototype. The proposed system is compatible that
delivers power from grid to battery and battery to grid with required power factor.
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Correlative Study of Image
Magnification Techniques

Sangeetha Muthiah and A. Senthilrajan

Abstract A digital image is often required to be rescaled. When the pixels in
the image are mapped to a larger grid, new coordinate positions will be formed.
The interpolation procedures are used to approximate the value for the unknown
sample points set between the initial sample points. The concept is to replace the
missing values using the known values of the initial sample points. The interpola-
tion techniques are intended to effectively preserve the characteristic features of an
image. There is an indeed greater number of interpolation algorithms available which
have their strengths and challenges. In this study, interpolation techniques based on
the nearest neighbour, bilinear interpolation, and high-quality magnification (hq3x)
scaling were examined. The qualitative and quantitative properties of these three
interpolation techniques were analysed. The parameters considered are the SSIM
and SNR measure. In the experiment, the performance of the three methods was
compared andmeasured from objective and visual assessments. The aim of this study
is to analyse the visual quality of the output to determine the suitable method. From
the analysis, it is observed that hqx scaling performs better than nearest neighbour
interpolation and bilinear approach performs fairly closer to hqx scaling.

Keywords Image interpolation · Magnification · Nearest neighbour · Bilinear ·
Hqx scaling · SSIM

1 Introduction

Interpolation is a method of estimating the values at any given position between
the range of distinct sets of points [1]. For several image processing applications,
this is one among the basic procedures [2]. In digital imaging, scaling refers to
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expanding or reducing the number of pixels in the image. When the image dimen-
sion is extended, an additional number of sample points is created. Most commonly,
magnifying the image involves interpolation procedures to approximate the numer-
ical values of unknown sample points. A technique called image panning is related to
imagemagnification in away how the images are viewed in the display. In the context
of image display, panning allows viewing of the image horizontally or vertically in
the display system, whereas image magnification provides a deeper insight into the
image or a wider perspective of the viewed object. The issue with inspecting the
zoomed image, however, will only reveal a portion of the image. Panning makes it
possible to look at the different parts of the zoomed image by shifting the focus inside
the image to the desired area. Similarly, contrast enhancement is done tomaximize the
intensity values present in the image to give a better visual perception. This process
differentiates objects and the background in amore distinguishable way [3, 4]. Image
rescaling is often necessary for many image operations such as zooming or shrinking
images for digital display devices, geometric transformations and subpixel registra-
tion, and decompression [5–7]. Interpolation algorithms are structured to achieve
optimal results with a trade-off between maximum performance, edge smoothness
and sharpness [8]. Interpolation, however, is meant to retain the image the details
as the image is extended, adding new details would never make the original image.
Image interpolation is the problem of approximating the value for the new sample
point with the known points located around the unknown point. There are a number
of practical methods for upscaling images which obtain the desirable result, but it is
valuable to find the appropriatemethod of significantly lower distortion. In this study,
to evaluate an efficient approach to achieving optimum performance, the efficiency
of the image interpolation methods is tested from objective criteria along with visual
criteria.

This paper is structured as follows. The second section provides a review of
relevant literature on methods of image interpolation. The third section describes the
three interpolation techniques. The fourth section presents the experimental analysis
and performance comparisons and the conclusion is drawn in the final section.

2 Related Work

The classical interpolation approaches do not consider the local details of the image
and the unknown pixel values are interpolated in the same way across the whole
image.DianyuanHanpresents a comparison ofwidely used interpolationmethods for
image upscaling. The results show the bicubic interpolated image scores better both in
SNRmeasures as well as the visual quality and take less computation time compared
to cubic B spline method. The nearest neighbour interpolation is fast however it
produces uneven edges. According to the author, the bilinear interpolation method
makes an effective option with respect to the processing speed and visual quality [9].
There has been many study addresses interpolation based on the differences in local
intensity features to preserve sharp edges. An edge-directed interpolation employed
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by Allebach et al. proposes expanding the image with the high-resolution edge map
generated based on subpixel estimation of the original image and the edge map is
used as a direction to interpolate the smooth regions with bilinear interpolation and
the visual quality is achieved through iteration [10]. Another approach by Li et al.
proposed a model to preserve edges using local covariance measures to estimate the
covariance pixels of the high-resolution image. This estimation of covariance is done
based on the geometric duality of the pixels of the low-resolution and high-resolution
image. Tominimize the complexity, a hybridmethod is adopted to interpolate exactly
the edge regionwith covariance-based interpolation and to interpolate smooth regions
with bilinear interpolation [11]. Zhang presents a nonlinear interpolation method to
retain the edge structure using directional filter and data fusion. The directional filter
estimates two values along with the orthogonal directions of a missing sample from a
local window and the directional estimated values are adaptively merged together to
calculate a more robust value with linear MMSE [12]. To reduce the computational
complexity and to achieve high-resolution image, the method focuses on isolating
edge pixels from non-edge pixels. To do so, it measures the local variance of the
unknown pixel’s nearest pixels. With bilinear interpolation, the non-edge pixels are
interpolated and the edge pixels are adaptively interpolated.

3 Image Interpolation

Image interpolation is the process by which the unknown points are estimated using
the known points. It generates high-resolution image from the low-resolution image
without affecting the visual information present in the original image. Unknown
sample points are created to extend the original image grid according to the inter-
polation ratio. Accuracy of the image being constructed depends on the number of
identified samples. In interpolation, it is presumed that the closest known points have
a greater impact when measuring value at the unknown point than those farther away
[13].

The brightness values of points P1, P2, P3, P4, for example, represent the pixels
in the original image as shown on the left in Fig. 1, and its original dimension is
magnified three times as seen in Fig. 1 on the right. The number of unknown sample
points generated is determined by the desired magnification ratio. The values of
original points P1, P2, P3, P4 are mapped to the new position in the enlarged grid,
respectively. Notice the number of unknown points such as X, between these four
known sample points. Now the values of those unknown samples are to be estimated
by interpolation procedure using the brightness values of original points P1, P2, P3,
P4 [9].
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Fig. 1 Image interpolation

3.1 Nearest Neighbour Interpolation

The nearest neighbour interpolation is the simplest approach which assigns each
sample with the value of a sample closest to the point. It is a piecewise polynomial.
It is a single point approach; therefore, the function g(x) at any point is interpolated
based on just one nearest sample value. The nearest neighbour approximation kernel
is described by a box filter kernel

s(t) =
{
1 if |t | < 0.5
0 otherwise

(1)

This filter kernel is the first-order family of B-splines. The samples are interpo-
lated by convolving the sampled signal with the box filter in the spatial domain. This
is equivalent to multiplication of the transformed function with a sinc function in
the frequency domain [5]. Since sinc function has endless side lobes on both sides
of the main lobe, it is not an optimal filter for interpolation. If the sinc function is
approximated with the box window function defined in Eq. (1), the inverse transform
of this filter displays ringing effect as shown in Fig. 2. This is due to the poor absorp-
tion of the high-frequency elements which often contributes to the discontinuity of
the intensity surface of the image. This method is preferred, however, because of its
simple operations which make implementation easier with little computing time.

As shown in Fig. 3, the pixel P(x,y) is at non-integer location and is interpolated
using the closest single known neighbour, if, for example, the input coordinates of
the original sample points P(x1,y1), P(x1,y2), P(x2,y1), P(x2,y2) are the four nearest
neighbours to the new sample point. Now to find the value for the new coordinate
point P(x.y), the distance between P(x,y) and the four neighbouring points P(x1, y1),
P(x1,y2), P(x2,y1), P(x2,y2) are computed. The closest point is determined and its
intensity value is assigned to the new sample point P(x,y) [9].

The nearest neighbour method, if scaled to an integer coordinate, will reproduce
the original image. This approach can induce distortion if it ismapped partiallywithin
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Fig. 2 a Nearest neighbour interpolation box kernel, b frequency response

Fig. 3 Illustration of nearest
neighbour interpolation

the original location. However, the arrangement of pixels which form the image
becomes visible as the scale factor is increased. Olivier et al. proposed a new nearest
neighbour value interpolation to overcome this problem. According to the proposed
approach, determining the nearest value is guided by bilinear interpolation. The
value for the missing pixel is estimated by taking the minimum difference between
the values of four nearest cells and the value obtained by bilinear interpolation. The
value which is almost equal to the nearest cells is set as the value for the missing
pixel [14].

3.2 Bilinear Interpolation

The box filter in Eq. (1) is convolved with itself produces a triangular function and
the triangular filter kernel is defined as [15]

s(t) =
{
1 − |t | |t | < 1
0 otherwise

(2)
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It is a linear piecewise polynomialwhere straight lines are used to connect between
the points. The sampled image is convolved with the triangular filter and the Fourier
transform will be sinc function multiply with a sinc function. This filter is a low-pass
filter and gives smoother frequency response as seen in Fig. 4.

The bilinear interpolation takes into account two closest sample points in each
direction located near to the undefined sample point. The linear interpolation along
with the horizontal directions and on the vertical direction is computed. The final
value for the undefined sample point is the weighted average value of the closest
neighbours. The weights are calculated based on the distance from the undefined
sample point to the four nearest points and the points located close to an undefined
point are assigned greater weights.

Figure 5 illustrates the process of bilinear interpolation. The sampling point at
P(x,y) is to be interpolated. This point is surrounded by two nearest neighbour on the
bottom row denoted by P(1,1) and P(2,1) and two nearest neighbour on the top row
denoted byP(1,2), P(2,2). The value for sample pointQ is determined, by performing
two linear interpolations: one in the x-direction of the bottom row to estimate the
value for intermediate point P(x,y1) and top row to estimate the point.

Fig. 4 Bilinear interpolation a triangle kernel, b frequency response

Fig. 5 Illustration of
bilinear interpolation
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P(x,y2) and one in the y-direction using the previously estimated points P(x,y1),
P(x,y2) to interpolate P(x,y).

To calculate the value for the sample point P(x,y1) and P(x,y2), the bottom row is
linearly interpolated followed by top row in the x-direction

P(x, y1) = P(x1, y1) + (P(x2, y1) − P(x1, y1)) ∗ x − x1
x2 − x1

(3.1)

P(x, y2) = P(x1, y2) + (P(x2, y2) − P(x1, y2)) ∗ x − x1
x2 − x1

(3.2)

and one linear interpolation on the y-direction to estimate the point)(x,y).

P(x, y) = P(x, y1) + (P(x, y2) − P(x, y1)) ∗ y − y1
y2 − y1

(4)

3.3 High Quality Magnification (Hqx) Interpolation

HQX stands for high quality magnification [16]. It was created by Maxim Stepin. It
is created for pixel art scaling algorithm. This interpolation approach checks for lines
in the image and gives smooth interpolation. The hqx scaling algorithm compares the
color of the 8 immediate neighbours to the color of each sample point. The difference
in colour between the source and each neighbour is calculated based on the YUV
threshold and further, the Y component has a greater weight assigned compared to U
and V components. The pixels compared is either classified as close or distant which
gives 256 possible combinations. Further, If the colour difference in any one of the
three planes is above the threshold, that bit is 1 otherwise 0. The magnification of
each input sample points to the corresponding 9 output sample points.

The interpolation pattern for each 3 × 3 is searched in the preconstructed lookup
table. This table directs which pixel color is assigned to a particular pattern. For
each close or distant combination, there is an entry in the lookup table. Each entry
states how to blend the colors of the source pixels and its neighbours to interpolate
nine output pixels. The hqx works well when the input is not anti-aliased. This
algorithm produces an image of better visual quality and retains the edges without
much blurriness.

4 Experiment and Discussion

The widely used algorithm for image interpolation is the nearest neighbour and
bilinear interpolation. The high-quality magnification algorithm considered in pixel
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art scaling is compared with these approaches. The consistency of each of these
methods is analysed. To determine the accuracy of the magnified images, a test
image taken is reduced to a third of its original size and using different interpolation
algorithms the image is extended to its original arrangement. The original size of the
test image is compared with the reconstructed image for similarity measure.

4.1 Objective Assessment

In this study, the performance of the selected image magnification algorithms is
compared. To evaluate the fidelity of the interpolated images, signal-to-noise ratio
(SNR) and structure similarity index (SSIM) of those scaled images are measured.
The SSIM measures the structure content variation between the original image and
the magnified image and the SNR computes the difference between two images.
These methods are tested in 20 images and the results of the different interpolation
algorithms are shown in Table 1.

The SNR measure between two images produces larger value, represents better
quality of an image and the mean SSIM value should be close to one. The results
of SSIM and SNR values of different interpolation algorithms from the table show
the bilinear interpolation and hqx scaling performed better than nearest neighbour
interpolation. Importantly, if the image is not antialiased the hqx scaling provides
better image quality. The SSIM and SNR values of bilinear interpolated images are
greater than the nearest neighbour approach but fairly close to hqx scaling algorithm.

Table 1 Evaluation of SSIM and SNR of different interpolated method

Metrics SSIM SNR

Interpolation
algorithm

Nearest
neighbour

Bilinear HQX Nearest
neighbour

Bilinear HQX

Baboon 0.7922 0.8774 0.9101 20.43559 23.05296 23.08568

Leaf 1 0.6357 0.7215 0.7495 13.96609 17.17062 17.38480

Pepper 0.7502 0.8235 0.8402 18.40475 21.39917 22.29207

Lena 0.6342 0.7615 0.7621 14.32169 18.42498 18.45049

Leaf 2 0.6502 0.8374 0.8322 16.75714 21.97753 21.84567

Leaf 3 0.7689 0.8199 0.8593 18.07040 20.15241 20.65962

Leaf 4 0.7844 0.8603 0.8592 19.99927 23.05181 23.49497

Leaf 5 0.8003 0.8533 0.9077 20.84055 22.90923 23.36608
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4.2 Visual Quality Assessment

Generally, the quality of the magnified images by various interpolation methods
can be determined by performing a visual examination of the results. For visual
evaluation, the test images are enlarged to a scale factor of 3 to illustrate the visual
contrast between nearest neighbour, bilinear and hqx scalingmethods. An example of
a magnified image for visual comparison is shown in Fig. 6. The nearest neighbour
interpolation displays the presence of serration near the borders, curves and lines
which can be realized fromFig. 6, since this filter suppresses the stopband frequencies
which results in unwanted deviations in the frequency response. It also generates
significant blockiness over the entire surface of the image. Hence the accuracy of the
image is reduced.

On the other hand, the bilinear interpolation eliminates the serrated edges which
are more apparent in the nearest neighbour approach. Due to the improved stopband
attenuation performance, this filter gives a smoother frequency response. But this
is achieved by blurring the high-frequency data present in the original image. This
produces extensive smoothing on the image surface whichmakes the sharp edges and
other features appear smudged. The hqx approach is a pattern matching algorithm
which interpolates pixels from the pregenerated table. It begins to search for edges
in the image and smoothly interpolate those edges. However, it has slightly visible

Fig. 6 Interpolated images for visual contrast a shrunken image, b original image, c nearest
neighbour, d bilinear, e HQX
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serrated edges in the image. It retains much of the sharp features contained in the
original image.

5 Conclusion

The nearest neighbour interpolation can be used for its speed and ease of implemen-
tation. It replicates the closest sample point intensity. This possibly brings a stair
step pattern across the image surface, specifically around the edges. This method,
however, does not add any new information to the image. The bilinear interpola-
tion which works in the opposite way to the latter approach in computing time as
well as many sample points involved for an interpolating point. It requires addi-
tional calculation as it stretches around interpolating point to four nearest pixels. It
is a low-pass filter with a decent frequency response that softens the high-frequency
features such as image borders which looks indistinct. Unlike the nearest neighbour
method, the bilinear interpolation provides an image of continuous intensity. As a
consequence, the quality of the image is more satisfactory for viewing. The hqx algo-
rithm can get reasonably better image quality with fast computing time except the
difficulty involved in constructing the custom lookup table for interpolation. The hqx
produces an image of very good in quality. All the edges and lines contained in the
image appears sharper. It performs better in the case of antialiased image. However,
extending the image size past a certain level cannot be done since interpolating a
large number of pixels would become unrealistic. In this scenario, opting for high
quality sensor would be useful.
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Healthy Sri Lankan Meal Planner
with Evolutionary Computing Approach
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Abstract Due to the busy lifestyle and the negligence of health, human beings are
becoming the victims of non-communicable diseases (NCD). Further, the hereditary
and lifestyle factors are major causes of NCD. My Smart Diet is a menu planning
Android application with the genetic algorithmic (GA) approach. It suggests healthy
mealswith Sri Lankan foods and beverage.Moreover,MySmartDiet app uses calorie
requirements and nutrition needs per day of a person according to age, height, weight,
and daily activities. These parameters are taken from the user. Foods and actual daily
calorie and nutrients that suggested by nutritionist and other sources have been stored
in MySQL database. In this application, evolutionary computing has been applied
on two levels. In the first level, the chromosomes have been designed using a dietary
nutrient with 21 genes, where the nutrients and quantities were used as the genes.
In the second level, the chromosomes have been designed using dietary foods with
a variable length. The numbers of genes rely on user inputs. There, the Sri Lankan
food items and quantities have represented the genes. Further, in the first level, the
fitness function has been designed using user inputs and sample personal data based
on nutritional data and chromosomes, while in the second level, the fitness function
has been designed using foods that insert by the user, nutrition recommendation that
given by the first genetic algorithm and chromosomes. Moreover, in these two levels,
the individual with the lowest fitness value has been selected as the output. In addition
to that, application testing was conducted by colleagues for its functionality and user
satisfaction. Finally, the app has been evaluated using the preference given by its
users compared with the preference received by the same group of users who used
the Fitness Meal Planner app (an existing western food meal planner). After that, the
preferences have been evaluated by applying the sign test. Overall, the Smart Diet
app ranks higher than Fitness Meal Planner. Ultimately, Sri Lankan users can live a
healthy life using My Smart Diet app.
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1 Introduction

Due to the busy lifestyle and the negligence of health, human beings are becoming
the victims of non-communicable diseases (NCD). In fact, the dietary and lifestyle
factors such as inadequate physical activities and unhealthy diets are major causes
for NCD. As a trend, people those who have concerns on this tend to surf the Internet
to find healthy diets or exercise plans. A healthy diet plan helps to maintain or
improve overall health with various foods. In app stores, it could find plenty of diet
planner apps. Several such food planning applications exploit GA. It could find a
menu planning application for diabetic mellitus patients [1] and a diet schedule for
kidney patients using GA with a fuzzy expert system [2] In addition to those, in
2016, a personal guidance application was developed with the GA approach [3].
Further, an automated food menu planning application was developed in 2012 with
evolutionary algorithms [4]. Another such attempt was a Web-based weekly menu
planning application [5]. However, most of these planners were not suitable for the
Sri Lankans as the foods and the others environmental factor such as a climate could
be varied. Furthermore, the daily calorie consumption rate of a Sri Lankan could be
varied. As such, it was difficult to find a diet app with Sri Lankan foods that matches
to the environment in Sri Lanka. My Smart Diet app [6] is the solution for above-
mentioned problemwhich was developed for the Sri Lankan context with an Android
and genetic algorithmic approach. It suggests healthy diet with Sri Lankan foods.
Moreover,MySmartDiet appuses calorie requirements andnutritionneeds per dayof
aSri Lankan according to age, height,weight, anddaily activities. Thevalues for these
parameters are taken from the user. Foods and actual daily calorie and nutrients that
suggested by nutritionist and other sources was stored in a MySQL database. These
data were collected through interviews and questionnaires. A multiobjective genetic
algorithm was used to suggest appropriate daily meals based on personal inputs.
Daily calorie requirement is calculated using the Harris Benedict equation. The
genetic algorithm approach has the initial population, chromosome coding, fitness
score calculating, crossover, and mutation operators. In this application, five meals
were suggested for every day according to user’s preference. Those are three main
meals and two snacks. Accordingly, each chromosome has not in a fixed length. Each
gene includes nutrients and the quantity of it per day. Nutrients include carbohydrate,
protein, calcium, fats, salt, sugar, vitamin B12, water, fiber, iron, and folic acid. This
application implement in two parts. First genetic algorithm implement with PHP
Restful Application Programming Interface (API). This API passes the result of the
genetic algorithm to an Android Studio. My Smart Diet app [6] was developed with
the Android Studio to get user inputs and to display the meals. The final result of this
project is to suggest daily meals according to personal inputs. Further, application
testing was conducted by the colleagues to check its functionality compared the user
preferences with respect to another existing meal planner app. The user preferences
were statistically analyzed using the sign test. Finally, it could prove that My Smart
Diet app is a user-friendly meal planner for Sri Lankans.
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2 Background Related Works

Many recent studies on meal planners have focused on menu planning with a genetic
algorithm. In 2017, M. F. Syahputra, V. Felicia, R. F. Rahmat, and R. Budiarto
researched Schedule Diet for Diabetes Mellitus (DM) Patients using genetic algo-
rithm. This has produced a menu plan for DM patients for a period of a week as per
their calorie needs. This consists of two data types, such as DM patients’ details and
details of food nutrition. Calorie needs can be calculated using the Harris Benedict
equation. The initial population was randomly generated through foodstuffs, and the
chromosome was composed of 15 genes. Then, a gene represents the total number of
calories required from an item. The fitness scorewas calculated using the total caloric
requirements and the total number of calories in the foods. This rank-based fitness
assignmentmethodwas used for the selection, hence selecting the individual with the
lowest fitness value. Further, the two-point crossover method and random mutation
are used in the genetic algorithm. Here, the test was carried out for twelve times
with different individuals and generations. It recommends that genetic algorithms
perform well in menu designing for diabetes mellitus patients [1].

In 2012, a project on automatic dietarymenuplanning [4] based on an evolutionary
algorithm was conducted by Kołodziejczyk and Przybyłek. This article presents
an advisory system for dietitians to arrange a set of divers daily meals that satis-
fying personalized nutrition standard. The initial population was randomly gener-
ated through foodstuffs, and the chromosome consisted of 20 genes. It suggested
five meals per day, and each meal had four products, where a gene represents a
food product. Fitness scores are calculated by measuring the nutrient requirements
depending on the food references of the diet. Further, the tournament selection was
used to select the best individual with uniform crossover method and standard muta-
tion. Here, the test was conducted using 10menus with a fitness value with more than
0.75. The advantage of this method was it generates a variety of meals. However, it
did not suggest the type of cooking, which was a disadvantage of the system [4].

Next, a Dietary Menu Planning application [5] using an evolutionary method
was introduced by Barbara Koroušić Seljak in 2007. This paper has proposed a
computer-aided Web-based application for weekly menu planning considering diet-
planning principles and the aesthetic standards. Here, GA was used in a multilevel
way. The initial population was constant for all levels. There were three levels of
chromosomes.At the first level, seven geneswere there and a gene in the chromosome
has represented one daily meal. Then, the middle-level chromosome had five genes,
where a gene has represented one meal. Further, the end-stage chromosome does
not have a fixed length, and a gene has represented food item and quantity. In fact,
the aesthetic standards considered in calculating the fitness scores were cost, color,
and nutrients. In addition to that, the binary tournament selection method was used
with two-point crossover and a linear descent mutation, where the individual with
the largest crowding distance and the non-dominant solution was selected as the best
individual. Finally, the testing was conducted using the dietary requirements of a
local hospital and the experimental results were obtained by running GA 25 times.
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Next two kinds of research used a genetic algorithm with fuzzy system. The first
research was conducted for patients suffering from kidney and urinary tract (UT)
diseases [2] by Sri Hartati in 2013. In this work, an initial population of 100 individ-
uals were randomly selected from food indices and the chromosome was composed
of 10 genes. Then, a gene represents one food index. Further, they have identified
five types of kidney disease and have used different fitness functions for each type
of kidney disease. Dietary supplements were used for the fitness function. Genetic
algorithms use crossover probability and mutation probability given by Mamdani’s
fuzzy inferential system. Here, the testing was conducted using real test cases, and it
has recommended the genetic algorithmperformwell in designingmenus for patients
with kidney and UT diseases.

Next research was personalized dietary guidance conducted by Petri Heinonen
and Esko K. Juuso in 2016. As an initial population, 100 individuals are randomly
selected from the diet and there is no fixed length for the chromosome. Use this
tournament selection method as a selection and select the individual with the lowest
fitness rating. Genetic algorithms use arithmetic crossover and mutation probability
given by Mamdani’s fuzzy inferential system. Except for these operators, elitism
was used here. Here, the validity of the system was done with specialist expertise,
comparison of nutritional status and monitoring of key aspects of the work of the
Gas [3].

3 Genetic Algorithm

Genetic algorithm is a heuristic search algorithm [7]. It is based on the idea of
natural selection [7] and genetics. It uses to select fittest individuals for reproduction
to produce offspring of the next generation. They are commonly used for genetic
high-quality solutions for optimization problems and search problems. It is espe-
cially efficient with an optimization problem. There are five phases [7] in GA. The
first phase is the initial population. The initial population is a subset of all possible
solutions to a given problem. The chromosome is one such solution to the given
problem. Gene is one element position of chromosomes. Fitness function is the first
step of creating a genetic algorithm. It is a function which gets solutions as an input
and makes a suitable solution as output. Mainly, there are three types of genetic oper-
ators in GA. These are selection, crossover, and mutation. The parent selection is the
process of selecting parents which mate and recombine to create offsprings [7] for
the next generation. Crossover is combining two individuals to create new individ-
uals for possible inclusion in the next generation. Most popular crossover operators
are uniform crossover [4], two-point crossover [5], and arithmetic crossover [3]. The
mutation may be defined as a small random tweak in the chromosome, to get a new
solution. “Apply random changes to individual parents from children” [8]. It is used
to maintain and introduce diversity in the genetic population. It is usually applied in
low probability. Most popular mutation operators are standard mutation [4], linear
descending mutation [5], and random resetting scramble mutation [1].
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4 Methodology

My Smart Diet application was developed as an Android app. Figure 1 shows the
design of My Smart Diet. Implementation of My Smart Diet was done covering
the phases illustrated in Fig. 2. First, the database was created using the MySQL
server. There were nine tables, namely the personal table, the recommended nutrition
table, cereals, vegetables, leafy vegetables, fruits, juices, meat and fish and dairy
product. Group of 100 people has participated in the personal data collection process.
After that, the data collected were stored in the personal data table. Age, gender,
BMI, activity level, and pregnancy have been used as personal data. In addition to
that, according to the personal data table, 21 essential nutritional data have been
inserted into the nutrition data table. These are energy (kcal), fat (g), carbohydrate
(g), protein (g), calcium (mg), thiamin (mcg), riboflavin (mg), vitamin C (mg), iron
(mg), sodium (mg), cholesterol (mg), fiber (mg), moisture (g), potassium (mg), zinc
(mg), magnesium (mg), phosphorus (mg), niacin (mg) carotenoid (mcg), and vitamin
A (mcg).

Subsequently, seven tables have been added to the database under the Sri Lankan
food category. They are whole grains, vegetables, green leafy vegetables, fruits,
juices, meat and fish and dairy products. Sample personnel data were collected
through questionnaires. Recommendations on nutrients and quantity for personal
data samples have been collected using interviews with a nutritionist. The nutrition
information on Sri Lankan food and beverages was collected using the Web site of
biodiversity for food and nutrition project. According to the information gathered on
food nutrition, energy, protein, calcium, moisture and carotenoids are found in abun-
dance in vegetables, green vegetables, fruits, juice, and cereal. As shown in Fig. 3,

Random 
Mutation

Nutritional 
Recommendation

Select 
individual 

with 
lowest 
fitness 

100
Individuals 

Single-point 
crossover

Fitness function

Fig. 1 Design
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Fig. 2 Implementation

dairy products are rich in energy, fats, calcium, vitamins, and cholesterol, energy,
protein, calcium, fat, iron, and phosphorus are common in fish and meat.

This application was developed as an Android application using the Android
Studio. Here, the daily diet was suggested by the daily caloric intake, nutritional
factors, the daily caloric intake, and nutritional factors were determined by age,
height, weight, gender, and activity level. These data were inserted as user inputs via
an Android application, and those inputs were sent to the server via the API as an
HTTP request.

The respective genetic algorithm was developed using PHP. In this application,
evolutionary computing has been applied on two levels. In the first level, the chromo-
somes have been designed using a dietary nutrient with 21 genes, where the nutrients
and quantities were used as the genes. In the second level, the chromosomes have
been designed using dietary foods with a variable length. The numbers of genes rely
on user inputs. There, the Sri Lankan food items and quantities have represented
the genes. In both the implementation stage, 100 individuals were used as the initial
population, single-point crossover operation has been used and selects crossover
point randomly, and random mutation operator has been used in the mutation phase.
In the first level, the fitness functionality has been designed using user inputs and
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Fig. 3 Foods a cereal, b vegetables, c diary products, d fish and meats, e fruit
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Fig. 4 Fitness function

Fig. 5 Fitness function

sample personal data based on nutritional data and chromosomes as shown in Fig. 4.
The individual with the lowest fitness value has been selected as the output.

In the fitness equation, the output recommendation (Oi) represents records on the
nutrition recommendation table, for example, O1 is the first record of the nutrition
recommendation table and the chromosome is represented byCJ . As an example,C1

is the first chromosome. Here, the initial population is equal to 100. So, j is changed
from one to one hundred. n denotes the number of genes in the chromosome, where
a gene represents the required intake of the nutrition and nutrition such as carbohy-
drates, fats, calcium, and sodium. Further, chromosome length is not fixed. Therefore,
the parameter k is changed from 1 to the length of the particular chromosome. For
example, the chromosome contains 21 nutrients, such as carbohydrate, energy, fat,
calcium, sodium, and then k has been varied 1–21 and n equal to 21.

Further, personal data records (Pi) represent the records on the personal data table.
For example, P1 is the first record of the personal data table. The input personal data
(Ix) variable represents the data entered by the user. Age, BMI, gender, activity level,
and pregnancy are represented by x. For example, I1 is the age of the user. The
personal data table has five columns, so x is changed from 1 to 5.

In the second level, the fitness functionality has been designed using foods that
input by the user, nutrition recommendation that given by the first genetic algorithm,
and chromosomes as shown in Fig. 5. The individual with the lowest fitness value
has been selected as the output.

In the fitness equation, the nutrition recommendation (Xi) represents nutrition
given by the first genetic algorithm. Quantity of food item (Qj) represents a gene on
chromosome, n represents the number of genes in chromosome, and n depends on
user preference. Nutrition (Ni) represents the nutrition of each food item.

After the foods and quantity suggested by the genetic algorithm, the Android
application has been referred to as a JSON object which has been displayed to the
user through the Android app. This suggests the quantity of foods that the user
chooses using genetic algorithms.

5 Discussion

The system was tested with a group of 75 people which includes university students,
school students, and members of the village death donation society, collecting their
personal information. Their responses were collected by distributing a questionnaire
among them. The questionnaire covered the questions to check the satisfiability of
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the non-functional requirements of the system. Under the non-functional require-
ments, whether the system’s interfaces match the resolution of the user’s phones,
appropriateness of colors, texts, and font sizes, whether the users can understand
the application’s request data, and the attributes in the interface such as buttons,
cursors, and dropdown buttons separately. Analyzing data under these requirements
ensures system usability. Functional requirements have been verified using the feed-
back provided by the user in the questionnaires. Under the functional requirements
checking, it was required to check the functionality of the system. For examples,
are the submission forms functioning properly, are the inserted data passing through
the API, is the fitness function operated according to the included data calculating
the fitness value and producing the desired output, which is a constructive food
recommendation. Analyzing the data under this criteria, it could ensure the system is
functioning desirably. The app has been evaluated using the preference given by its
users compared with the preference received by the same group of users who used
the Fitness Meal Planner app (an existing western food meal planner). After that,
the preferences have been evaluated by applying the sign test. Further, a descriptive
analysis was conducted over the preferences. For example, 83% of the participants
like the food variations produced by the application, 85% understood the inquired
data in the application, 89% satisfied with the response time, and 94% agreed that the
cost incurred due to the meals suggested by the application was lower than the other
application. Overall, the Smart Diet app ranks higher than Fitness Meal Planner to
the food preferences and respective questions. However, only 23% indicated that the
interfaces of these applications were attractive.

Moreover, this application can be enhanced by combining food recipes with meal
recommendations in the future. In addition to that, this app can also be developed as
a Web-based application.

Ultimately, Sri Lankan users can live a healthy life using My Smart Diet app.
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Fuzzy Logic-Based Approach for Back
Analysis of VISA Granting Process

Susara S. Thenuwara and R. A. R. C. Gopura

Abstract In this paper, a fuzzy logic-based approach is proposed for the back anal-
ysis of the VISA granting process in common practice. VISA granting process is
varying with countries, regions as well as other factors. Different types are granted
and they have different criteria that apply to VISA a particular country or a region.
The final results of VISA decisions affect the passport ranking index in a particular
country. The passport ranking index is the most common factor for the measurement
of the wealthiness and healthiness of a country. Hence, it is very important to study
the procedure of modifying, updating, and maintaining the rules and regulations of
the VISA granting process in common practice. The proposed fuzzy logic-based
approach is developed by considering vague factors that impact the final decision
making for VISA. After applying the fuzzy logic-based approach, VISA granting
process can be modified according to the particular country as well as maintaining
the quality of the decision.

Keywords Fuzzy logic · VISA grating process · Passport ranking index

1 Introduction

In general, the VISA is granting permission to enter a country. The Latin meaning
of VISA is “a paper that has been seen” [1]. However, it is a document or seal issued
by a country to a person to enter, leave, or stay in a region for a specific period.
The most common VISA types are tourist, work, student, and transit, but there are
many subcategories and different types as well. Depending on the specific region of
travel, it can be valid for single or multiple entries. In common practice, approval
of VISA depends on several factors: validity and availability of primary documents,
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proof of income (livelihood), sponsorship and relatives, illegal, criminal and overstay
activities, travel history, health condition (health index), and other straight forward
factors.

The results of VISA decisions influence the passport ranking index in a particular
country. The passport ranking index is the most common factor for the measurement
of the wealthiness and healthiness of a country. Hence, it is very important to study
the procedure of modifying, updating, and maintaining the rules and regulations of
the VISA granting process in common practice.

After analyzing the previous VISA granting data, issues have been identified in
the common practice of the VISA granting process. Major issues identified are VISA
guidelines are not up to date and passport ranking index is not even slightly changed
in a very long period. To study the procedure ofmodifying, updating, andmaintaining
the rules and regulation of the granting process, a proper back analysis of the process
is required. Therefore, in this paper, a fuzzy logic-based approach is proposed for
the back analysis of the VISA granting process [2].

The research paper is structured as follows. A brief literature review of the current
complex decisions is available in the next section. Section 3 explains the solu-
tion suggested. This involves designing and implementing the program proposed.
Section 4 presents results and discussions. The final section concludes the paper by
outlining the research conclusions, limitations, and future directions.

2 Literature Review

Many types of research have been conducted on fuzzy-based decision-making
systems. They have used popular fuzzy inference systems likeMamdani and Sugeno.
The fuzzy logic algorithm helps to solve many vague decision-making problems that
humans involved in. In this section, the authors investigate the use and how their
involvement and weakness influence final decisions of fuzzy logic systems.

The VISA process is a kind of decision-making process. Therefore, it is poten-
tially important to study decision-based fuzzy applications. Zaher et al. discussed an
artificial intelligence approach for decision making in investment [3]. The proposed
fuzzy inference system is Mamdani and the major objective of the research was to
advise their clients to allocate the portion of their investments. The paper discussed
different membership functions (MF) and comparison with other methods as well.

Sajfert et al. introduced a fuzzy logic framework into decision-making processes
concerning managers selection [4]. The manager’s qualifications considered in this
research were wealth, expertness, leadership, and status. The purpose of this paper
was to use dynamic logic to construct a list and to achieve an advantageous solution.

Li et al. [5] proposed an extended Takagi–Sugeno–Kang inference system (TSK+)
with fuzzy interpolation and rule base generation. This paper introduced an entirely
distinctive, fuzzy interpolation response to the TSK statement. It also suggested a
databasemethod for producing the expandedTSK thinking framework. The proposed
system enhances the standard TSK thought in two ways. The experimental result is
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unquestionable because the program with compact rules and competitive efficiency
is very significant.

Vermonden and Gay presented the Migration from Oaxaca, Mexico fuzzy
modeling [6]. This study shows the fluid model of logic based on migration factors
such as higher primary employment, high unemployment rates, and a high marginal-
ization index. The model shows the tendency of primary-sector workers to migrate
and a growing effect on migration patterns of soil degradation. The proposed
approach uses the Sugeno model to evaluate the two selected input variables.

The next literature based on VISA granting-based decision-making problems
that can give solutions based on fuzzy inference systems. When the first papers by
Hamedi and Jafari are considered and discussed on fuzzy logic decision making in
the e-tourism industry: This is a case report on e-tourism in Shiraz region [7]. This
study is based on fuzzy knowledge and inference for the city of Shiraz, as a case
study and more related to our preliminary analysis. Membership functions are seen
as triangular and models are input variables, with various limiting values: lodging,
distances, and facilities. The authors conclude the result with a comparison of fuzzy
decision making and Euclidean distance method.

Fuzzy-based approach is done after analyzing the previous VISA granting data,
and issues have been identified in the common practice of the VISA granting process.
Furthermore, Major issues identified are VISA guidelines are not up to date and
passport ranking index is not even slightly change in a very long period, Therefore,
risk assessment using fuzzy systems was guided using the following paper. Sabokbar
et al. discussed risk assessment in the tourism system explored using an unusually
rough and dominant set [8]. The purpose of this research is to identify the risk of
Iran tourism destination. The models are considered as inputs of political, economic,
social, cultural, technological, environmental, functional, and security factors. The
model proposed for creating a comprehensive, rational expert system was to allow
both organizations and planners to meet their needs and conditions.

It is important to study a fuzzy-based system in a critical situation like an emer-
gency case solution. Sundharakumar et al. discussed a cloud-based fuzzy healthcare
system [9]. The system is very familiar with the healthcare sector to organize their
work. Within this paper, a modern, cloud-based healthcare system is built where the
wireless body space networks merge knowledge with a non-public repository like
STORM, the period measurement method, and the flouted logical thinking method.
In the case of harmful conditions, the system shall promptly supply important patient
health information to physicians, careers, and hospital management. The research
shows that real-time cloud analytics help boosts the system’s performance and quality
of life with timely medical support.

Mammadli presented a fuzzy logic-based loan evaluation system [10]. This paper
proposes a fuzzy logic model for the analysis of retail loans. There are five input vari-
ables in the fuzzymodel: “income,” “financial history,” “job,” “character,” “collateral
condition,” and a single financial-standing output variable. The model evaluated and
tested with leading banks in Azerbaijan. For practical outcomes, a wide range of
linguistic variables and additional advanced “IF…Then…” guidelines is suggested.
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After a comprehensive literature review and a study, the authors proposed a
fuzzy logic-based approach to VISA decision making. Furthermore, it is signifi-
cantly important for the evaluation of the VISA decisions and improves the whole
process with priority to passport ranking index.

3 Proposed Approach

In common practice, the VISA grating process depends on many factors. Among
all the factors, livelihood and health index are the vaguest factors. Those factors
directly influenced in the final decision making as well. Other factors are fuzzy
singletons. For example, if a person applies with forge documents final decision will
exactly be VISA rejection. These types of variables are fuzzy singletons and they
are neglected in the proposed approach. Hence, health and livelihood are considered
as inputs of the proposed fuzzy-based approach. The output of the approach is the
decision. It can have three categories such as granted, conditional, and rejected. Two
input variables are fuzzy and output is not fuzzy. Therefore, Takagi–Sugeno–Kang
(TSK) method is used for fuzzy inferencing [11]. After analyzing previous VISA
cases, fuzzy membership values for health factor are selected as “Poor,” “Normal,”
and “Good” and for livelihood factor as “Bad,” “Good,” “High.” Decisions of the
proposed approach have been compared with the actual decision to evaluate the
model. Figure 1 shows TSK inferencing using the fuzzy logic toolbox of MATLAB.

The first input variable is a health condition and after analyzing the past data (250
VISA cases), sigmoid (1) and Gaussian (2) functions have been selected as fuzzy
membership functions [12]. A Gaussian MF is determined completely by c and σ; c
represents the MFs center and σ determines the MFs width.

Gaussian(x; c, σ ) = e
1
2 (

x−c
σ )

2

(1)

Sigmoid(x; a, c) = 1

1+ exp[−a(x − c)] (2)

Table 1 lists the membership values of health factor and their parameters.
Normally, parameters of health conditionmembership functions are defined based

on the prescriptions of physicians. Figure 2 shows theMF of the health fuzzy variable
using the fuzzy logic toolbox.

The second input variable is the livelihood and after studying past data the Gaus-
sian (1) and sigmoid (2) functions have been selected as the membership functions.
Table 2 lists the membership values of livelihood.

Figure 3 shows the MF of livelihood fuzzy variable in the fuzzy logic toolbox
of MATLAB. The output of the system is the VISA decision of the VISA
granting process. Most common VISA decisions are “Rejected,” “Conditional,” and
“Granted.” VISA decisions are not fuzzy and it makes the following function.
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Fig. 1 TSK fuzzy inference

Table 1 Membership values
of health condition fuzzy
variable

Membership values Parameters

Poor <0.2

Normal >0.4 and <0.6

Good >0.8

F(x) = VISA decision

⎧
⎨

⎩

Rejected x = 1
Conditional x = 0.5
Granted x = 0

(3)

VISA decisions are taken by a panel after receiving the necessary supporting
documents from the applicant. There is a point system based on the documents they
apply and it will take as an input of the actual system. Figure 4 shows MF after
inserting the values of VISA decisions to the fuzzy logic toolbox.

After a comprehensive study of previous VISA decisions, nine fuzzy rules have
been defined. Figure 5 represents the generated fuzzy rules in the fuzzy logic toolbox.
Figure 6 shows the surface view of the fuzzy rules.
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Fig. 2 Membership functions of health condition fuzzy variable

Table 2 Membership values
of livelihood fuzzy variable

Categories Values

Bad <0.15

Good >0.4 and <0.55

High >0.8

1. If (Health is Poor) and (Livelihood is Bad) then (Decision is Rejected)
2. If (Health is Poor) and (Livelihood is Good) then (Decision is Conditional)
3. If (Health is Poor) and (Livelihood is Good) then (Decision is Conditional)
4. If (Health is Normal) and (Livelihood is Bad) then (Decision is Rejected)
5. If (Health is Normal) and (Livelihood is Good) then (Decision is Conditional)
6. If (Health is Normal) and (Livelihood is High) then (Decision is Granted)
7. If (Health is Good) and (Livelihood is High) then (Decision is Granted)
8. If (Health is Good) and (Livelihood is Bad) then (Decision is Rejected)
9. If (Health is Good) and (Livelihood is Good) then (Decision is Granted).
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Fig. 3 Membership function of livelihood fuzzy variable

4 Results and Discussion

500 sets of previous VISA cases have been selected and 250 cases are randomly
chosen to identify the membership functions and build the fuzzy-based approach
usingMATLAB.The following twelve caseswere presented to show the performance
of the proposed approach.

VISA Case 1:
Health condition = 0.353.
Livelihood = 0.653.
The actual VISA decision is rejected.
Figure 7 shows the related fuzzy rules for case 1. The VISA decision from the

proposed approach is conditionally granted, but the actual grant decision was VISA
rejection.

VISA Case 2:
Health factor = 0.28.
Livelihood = 0.314.
The actual VISA decision is rejected.
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Fig. 4 Membership function of the decision

Figure 8 shows the related fuzzy rules for case 2. Since health conditions and
livelihood are low, VISA decision is rejected and the actual VISA decision is to
reject as well. Table 3 shows a comparison of all twelve VISA cases. From a total of
twelve cases, two cases are not matched with actual decisions due to reasons such
as human biases and issues of definition of fuzzy rules and membership functions.

5 Conclusion

The proposed fuzzy logic-based approach for back analysis of the VISA granting
process can be used to discuss the human subjective judgment by linguistic terms. A
fuzzy model has been built based on previous information of VISA cases and input
variables have been selected on prior knowledge. Fuzzy input variables are health
condition and livelihood and respective membership values are “Poor,” “Normal,”
“Good” and “Bad,” “Good,” “High.” The output of the fuzzy system is the VISA
decision which is not a fuzzy variable. “Granted,” “Conditional,” and “Rejected” are
the three VISA decisions. This system has been evaluated with previous VISA cases
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Fig. 5 Fuzzy rules

with permission for the research purpose. The proposed fuzzy approach can be used
to improve the VISA decisions as well as analysis of the previous data. It will directly
affect the world passport rank index.
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Fig. 6 Surface view

Fig. 7 Fuzzy rules for case1
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Fig. 8 Fuzzy rules for case 2

Table 3 Comparison of VISA decisions

Case Health condition Livelihood Actual decision Proposed decision

1 0.353 0.653 Rejected Conditional

2 0.280 0.314 Rejected Rejected

3 0.363 0.258 Granted Granted

4 0.322 0.333 Granted Granted

5 0.253 0.552 Granted Granted

6 0.453 0.650 Granted Granted

7 0.300 0.373 Conditional Rejected

8 0.153 0.253 Rejected Rejected

9 0.103 0.159 Rejected Rejected

10 0.243 0.553 Rejected Rejected

11 0.153 0.650 Rejected Rejected

12 0.053 0.553 Rejected Rejected
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A Lucrative Model for Identifying
Potential Adverse Effects
from Biomedical Texts by Augmenting
BERT and ELMo

Jarashanth Selvarajah and Ruwan D. Nawarathna

Abstract This study copes with extracting adverse effects (AEs) from biomedical
texts. An adverse effect is a noxious, unintended, and undesired effect caused by the
administration of an external entity such as medication, dietary supplement, radio-
therapy, and others. A binary classifier is proposed to filter out irrelevant texts from
AE assertive texts and a sequence labeling model for extracting the AE mentions.
Both models are built by consolidating the cutting-edge deep learning technolo-
gies: Bidirectional Encoder Representations from Transformers (BERT), Embed-
dings from Language Models (ELMo), and Bidirectional Gated Recurrent Units.
The performances of our models are evaluated on an Adverse Drug Effects dataset
constructed by sampling from Medline case studies. Both models perform signifi-
cantly better than previously published models with an F1 score of 0.906 for binary
classification and an approximate match F1 score of 0.925 for text labeling. The
proposed models can be adapted to any tasks with similar interests.

Keywords Adverse effects · Biomedical text · Deep learning · Binary classifier ·
Sequence labeling

1 Introduction

Public health is one of the major factors that influence a nation’s economy greatly.
A recent survey carried out by the World Health Organization (WHO) on global
health expenditure reveals that the annual spending on health care is growing on
an average of 4% in high-income countries and 6% in low- and middle-income
countries [1]. Sri Lanka’s Health Expenditure as a percent of gross domestic product
accounted for 1.480 in December 2017 [2]. Although the healthcare system has been
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revolutionized to its peak, the efficacy of the treatments is still questionable. This
is because the medications/treatments are tested and perfected almost exclusively
on a small group of men in a narrowed geographic region, and hence they may
not be effective on (pregnant) women, elderly people, patients with comorbidities
or patients from another geographic region [3]. As an example, the Food and Drug
Administration (FDA), USA, recommended cutting the dosage of a popular sleep aid,
known as Ambien, to half on women, after 20 years of its release as they realized that
women metabolize the drug in a slower rate than men [3]. This brings to a legitimate
concern that the healthcare system should do more research on personalized health
care for everyone, also known as precisionmedicine. To achieve this goal, themanual
processing of health-related records, such as patient’s clinical reports, globally would
not even scratch the surface. A machine learning model is needed to be created that
can robustly identify and extract health-related anomalies from colossal digital data
such as electronic health records, clinical narratives, case reports, scientific articles,
product reviews, health forums’ user discussions, and health-related social media
data on a global scale.

During the infant stages of natural language processing (NLP) and machine
learning for automatic processing of texts, researchers used clinical narratives as data
sources for studying health-related adversities [4]. However, the accesses for the clin-
ical narratives were limited only to the researchers affiliated with themedical centers.
Since there was a dearth of health-related information for data mining, researchers
brought their attention to case studies published in bibliographic databases of life
sciences and biomedical information (e.g., Medline), and social media data, that is
overwhelming and representing real-time data on a global scale.

The future of precision medicine highly relies on health-related experiences
of individuals. The widespread use of social media brings disclosing personal
information, including health-related experiences, which enlightens the healthcare
researchers to use them as a substantial yet powerful data source. However, the irreg-
ularities of social media data, such as vernacular language, idiomatic expressions,
descriptive medical terminologies, use of abbreviations, and ambiguities, introduce
additional challenges to the NLP researchers to process them for automatic data
mining.

While extensive health-related research is going on over the past few years on
social media data, some of the nourishing low-hanging fruits such as biomedical texts
are still unnoticed or kept aside for future consumption. Though a significant number
of studies have fostered biomedical data mining for health care, their explorations
on primary areas such as identifying adverse effects caused by dietary supplements,
food products, radiation therapies, and prescribedmedications under regular dosages,
also known as adverse drug reactions (ADRs), are underutilized.

The objective of this study is to build deep learning models to identify texts
that mention health-related adverse effects and extract them. Moreover, the existing
models for health-related texts mining are obsolete, and hence models are built
using advanced deep learning technologies. One important expertise in modern deep
learning technology that languagemodeling-based transfer learning is adaptedwhere
a languagemodel is trained on amassive raw text and it is fine-tuned for a downstream
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task using an annotated dataset. The advantage of this technology is that the model
can perform exceptionally well even with the small amount of annotated dataset,
thus minimizes the annotation cost considerably.

In this study, two deep learning models are developed by merging and adjusting
the salient features of the cutting-edge deep learning technologies, namely Bidirec-
tional Encoder Representations from Transformers (BERT) [5], Embeddings from
Language Models (ELMo) [6], and Bidirectional Gated Recurrent Units (BiGRUs)
[7]. The first model is a binary classifier which discards the irrelevant topics from
the intended health topic that is to be further analyzed for insights, whereas the other
model extracts the knowledge. To be more specific, if the intended health topic is to
identify ADR, the input to the first model is a drug-related sentence, and the output
is a label which claims whether an ADR is present or not. The second model is
fed with ADR positive sentences, where the ADR assertive tokens are extracted. The
performance of themodels is tested using drug-related topics, particularly identifying
ADRs. However, these models can be adapted to any similar domains, including, but
not limited to identifying adverse effects caused by dietary supplements, processed
foods, and radiotherapy. The outcomes of these types of studies may bring several
hypotheses that would be validated by healthcare professionals through a series of
real-world experiments. Since our models identify potential AEs, medical scientists
can take precautions to avoid any dangers and thus become a lucrative model in the
sense of healthcare domain.

Several studies have been carried out on automated health-related text mining
over the past decade under three major themes: disease surveillance, post-marketing
drug surveillance, also known as pharmacovigilance, and behavioral medicine.
PubMed abstracts, generic- and health-related social media data have been exten-
sively analyzed for identifying potential health-related hazards. Some of the most
important studies are listed down below.

The pioneering work from Laeman et al. used user posts from a health discussion
forum and identified ADRs using context matching [8]. Nikfarjam and Gonzalez
addressed several limitations of this study by utilizing association rule mining for
identifying lexical patterns [9]. Sarker et al. applied a traditional supervised-based
machine learning algorithm with linguistic and domain-specific features, to clas-
sify ADR assertive texts from a Twitter dataset and a dataset created from PubMed
abstracts of case reports also referred to as Adverse Drug Effects (ADE) corpus
[10]. Their results were outperformed by a deep learning model designed by Huynh
et al. that integrates recurrent neural networks with convolutional neural networks
[11]. The current state-of-the-art model on ADR classification for Twitter dataset
combines the BERT output with features from knowledge bases [12].

A prominent study by Nikfarjam et al. extracted ADRs from Twitter and Daily
Strength, a health forum, datasets by designing a concept extraction system using
conditional random fields (CRF) [13]. Peng et al. developed a nifty model that gener-
ates character-level embedding and integrates it with word vectors via an embedding-
level attention mechanism, and the output is passed to a bidirectional long short-term
memory networks (BiLSTM) for ADR extraction. They test the performance of the
model on a Twitter dataset and a dataset prepared from PubMed abstracts [14].
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The ability to buy medicines over the counters has opened rooms for non-
therapeutic or abusive uses. A substantial number of studies have mined social media
data for monitoring abusive consumption of drugs [15].

Moreover, social media data has been widely monitored for detecting outbreaks
of diseases such as influenza, dengue fever, and others [16]. Another area of research
uses social media data for learning health behaviors such as food consumption
patterns, smoking cessation patterns, and substance abuse [16]. In addition to drug-
related ADRs, Sullivan et al. identified potentially dangerous dietary supplements,
based on the product reviews from Amazon.com [17].

Most of the previously proposed models employ traditional machine learning
algorithms with feature engineering and deep neural networks. The downside of
the machine learning algorithms is that they highly rely on task-specific features
generation. Though the earlier deep neural technologies, such as convolutional neural
networks and BiLSTMs, are task-independent models, their performances are tied
with the number of training samples. Moreover, the inputs to those deep networks
solely depend on word embedding, which is keen enough to neither distinguish
polysemous words nor handle out of vocabulary words. Both ELMo and BERT have
been pretrained on large corpora so that they have learned the structure of the trained
language very well. These models can be fine-tuned with even smaller task-specific
datasets for exceptional results (i.e., transfer learning). Moreover, ELMo gives word
embedding based on its context rather than fixed representation.

The rest of this paper is organized as follows. Section 2 gives a brief overview
of the technologies used in this study including word embedding, BiGRU, ELMo,
transformer networks, and BERT. Section 3 dissects our proposedmodels for adverse
effects classification and labeling. Section 4 presents experiments that are conducted
to interpret the results of our models against various other models and state-of-the-
art models. Furthermore, this section discusses their performances as well. Finally,
a conclusion is given in Sect. 5.

2 Background

Our study leverages the modern deep learning innovations that excelled in NLP
research such as ELMo, transformer networks, and BERT. Each method has its
associated pros and cons. Our objective is to devise a new model for adverse health
effects classification and labeling by integrating the above-mentioned models to
subside the cons of a model by the pros of another model. A brief overview of these
technologies is given below.
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2.1 Word Embedding

The advent of word embedding techniques (e.g., Word2Vec [18] and GloVe [19]) has
brought the NLP research to a whole new level of success. These embeddings encode
the semantic properties of a word into a low-dimensional vector where words with
similar meanings tend to have similar representations. A drawback of word embed-
ding is that they give fixed vector representation for each word without accounting
the context in which the word is used. For example, word embeddings are the same
for the word “playing” in both of the sentences: “A song is playing on a radio” and
“Children are playing cricket”. These words that have multiple meanings are called
“polysemy”. Another downside is the inability to provide a meaningful vector repre-
sentation for the words that are not present in the embedding’s lookup table, also
identified as out-of-vocabulary (OOV) words. These OOV words are usually given a
random representation that would impact the performance of a model considerably.

2.2 Bidirectional Gated Recurrent Units (BiGRUs)

Bidirectional Gated Recurrent Units (BiGRUs) [7] are an enhanced version of vanilla
recurrent neural networks (RNNs). Gated Recurrent Units (GRUs) address the adver-
sities involved in RNN, namely the vanishing- and exploding- gradient problems to
keep the long-term dependencies among the tokens in a sequence. Since GRU only
remembers the tokens that it has seen in the past and the meaning of a word often
depends on its surrounding context, BiGRU was introduced by combining forward
and backward GRUs. Hence, BiGRU generates a vector representation for each word
by utilizing both past and future contexts. GRU resembles the architecture of long
short-term memory (LSTM) networks, but in GRU, some parameters of the LSTM
are merged, and hence the training time is minimized.

2.3 Embeddings from Language Models (ELMo)

Embedding from Language Models (ELMo) provide an embedding for each word
based on its context, and hence the embedding for a word is dynamic in different
contexts [6]. The core components of an ELMo model are a character-level CNN
layer and two BiLSTM layers. The character-level CNN learns the interconnections
between morphemes, whereas the BiLSTM layers learn the contextual information.
The ELMo language model has been trained on a large text corpus and the pretrained
model with its weights is available to download in TensorFlow Hub. The vectors
for each word are calculated as a function of the entire contextual words within a
sentence. The input to the model can be passed as a whole sentence or a set of tokens.
The model calculates the weighted sum of all three layers. Either an embedding for
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each token in a sentence or an average vector representation for the whole sentence
can be obtained. The use of character-level CNN gives a rectified representation for
each word, including the OOV tokens. The model parameters can be fine-tuned for
our needs.

2.4 Transformer Networks

In the earlier days, BiLSTM or BiGRU was used for learning context-dependent
vector representations for each word for sequential data processing. However, they
account each context word equally to represent the meaning of a word. In reality, the
meaning of a word may not be equally determined by all the surrounding words. For
example, in a sentence like “the movie was good but it was too long”, the meaning of
theword “it” highly relies on “movie” rather than the otherwords. This limitationwas
resolved by incorporating a mechanism, called “attention” along with BiGRU. The
“attention” assigns higher weights to the context words that contribute significantly
to the meaning of a word while keeping the weights lower to the rest. In later stages,
the researchers from the “Google Brain” contended that the recurrent relationships
between sequential inputs are redundant in a paper titled “Attention Is All YouNeed”,
and hence the era of transfer learning has begun [20]. The notion behind this approach
is that since the “attention” mechanism can access all the context words to learn the
meaning of a word, the long-term dependencies may not be needed to be stored. A
rational question that would arise is how a sequential order is kept. To do that, the
authors use “positional encodings” to keep the words intact.

The transformer network is designed as an encoder–decoder architecture where
the encoding component is a stack of six encoders, whereas the decoding component
is a stack of decoders of the same number. All the encoders are identical in structure.
The decoders are also identical in structure but slightly differ from the encoders.
Each encoder has a self-attention layer and a feed-forward network. Each input
token is fed to the first encoder and the output of the first encoder is forwarded
to the next encoder, and so on. Each decoder has a self-attention layer, encoder–
decoder attention layer, and a feed-forward network. The output of the last encoder
is sent to the first decoder. The transformer network has been trained on a large
corpus as a unidirectional language model, and the model is publicly available.
The pretrained model can be fine-tuned for various downstream tasks (i.e., transfer
learning in NLP). More importantly, since the transformer network does not need to
process the data sequentially, the model accommodates parallelization. It has been
proved that transformers dealwith long-termdependencies better thanLSTMs/GRUs
[21].

In this section, two variants of the transformer architecture are presented:Google’s
Universal Sentence Encoder [22] and OpenAI transformer [23]. The universal
sentence encoder uses the encoding part of the transformer to encode texts into
high-dimensional vectors. The model outputs a 512-dimensional vector for each
input text (e.g., sentences or phrases). The OpenAI transformer uses the decoder part
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of the transformer to generate vectors for the inputs. The model incorporates twelve
decoder layers, and the encoder–decoder sublayer from the transformer decoder is
discarded. These models are trained to predict the next word in a sentence using a
large book corpus so that its layers are tuned to reasonably handle language. The
pretrained model can be fine-tuned for downstream tasks.

2.5 Bidirectional Encoder Representations
from Transformers (BERT)

As mentioned in Sect. 2.4, the OpenAI transformer gives fine-tunable pretrained
model based on the transformer. A downside of the model is that the OpenAI trans-
former only trains a forward language model. The BERT trains a language model
exploiting both forward and backward contexts [5]. The training is executed by a tech-
nique known as “masked language model” where a word is masked, and the masked
word is predicted using past and future contexts. Unlike OpenAI transformers, BERT
uses the encoder part of the transformer. BERT can also be fine-tuned for down-
stream tasks. BERT claimed their model outperformed the state-of-the-art models’
performances for eleven NLP tasks at the time of its publication [5].

3 Methodology

In this section, our models that are applied to confront the objective of our study is
defined. Two robust models are used for two different purposes: Binary classifier for
identifying health-related adverse effects (AE) assertive sentences from biomedical
texts and text labeler for extracting those AEs. For systematic demonstrations of our
models, text labeler is explained first, followed by the binary classifier.

3.1 Text Labeler for Extracting Adverse Effects
from Biomedical Texts

A hybrid model is built(see Fig. 1) that leverages the potentials of BERT and ELMo.
ELMo handles out-of-vocabulary (OOV) tokens effectively using character-level
CNN whereas BERT uses WordPiece tokenization to achieve the same. ELMo and
BERT learn contextual information via BiLSTM networks and bidirectional trans-
formers, respectively. However, several studies have shown that the multiple self-
attention layers within the BERT store more information than ELMo. These two
models are combined with a hypothesis in mind that the output probabilities are
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Fig. 1 Proposed hybrid text labeler for adverse effect labeling using BERT, ELMo, and BiGRU

more deterministic. Since ELMo only provides deep contextualized vector represen-
tations, a BiGRU is incorporated to learn more information about the problem in
hand. An overview of our model is as follows:

The input to the model is a set of tokens where each token holds a label complying
IOB scheme, a standard method for text labeling. An IOB scheme is adopted, where
“-PAD-”, “I-AE”, and “O” denotes “padding token”, “part of an AE”, and “out-
side of any AE”, respectively [24]. The entire corpus is tokenized and the length of
the sentence that has the maximum number of tokens is identified (i.e., maximum
sequence length). The rest of the sentences are padded to the maximum sequence
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Table 1 An example of ADR labeling

Tokens drug_x causes chest tightness PAD PAD

Labels O O I-AE I-AE PAD PAD

Table 2 Mapping original tokens to BERT specific tokens

Original tokens drug_x causes chest tightness PAD PAD

BERT tokens [CLS] drug_x causes chest tight #ness PAD PAD [SEP]

Labels PAD O O I-AE I-AE PAD PAD PAD

Original to BERT
token map

0 1 2 3 5 6 7 8

length to keep all the sentences of the same length. For example, Table 1 illus-
trates how a sentence is labeled with a maximum sequence length of 6. Here, “chest
tightness” is an AE entity.

This input tokens are fed with their corresponding labels to a BERT model. The
BERT further analyzes each token and divides the tokens into subtokens if necessary,
using an inbuilt tokenizer named “WordPiece”. In addition to that, the BERT adds
BERT specific tokens “[CLS]” and “[SEP]” at the beginning and end of the sentence,
respectively. The BERT-specific tokenization for the example mentioned above is
given in Table 2.

According to Table 2, only the token “tightness” has been further divided into
subtokens “tight” and “##ness”. The BERT gives 768-dimensional vector for each
subtoken (or token if no subtoken is present). Tomaintain consistent labeling, a vector
representation is chosen among “tight” or “ness” to represent the token “tightness”.
Our preliminary studies showed that keeping the last piece of the tokenized term
(i.e., using the BERT vector for the last subtoken to represent an original token)
gives better results, and hence our model utilizes last-level subtoken (i.e., using the
vector representation of “##ness” to represent “tightness” rather than using “tight”
to represent “tightness”). As shown in Fig. 1, the sequential output of the BERT is
forwarded to a 3-neuron dense layer. As an auxiliary classifier, the input tokens are
fed to an ELMo layer as well. ELMo provides a 1024-dimensional vector for each
token. A BiGRU analyzes these inputs and forwards the outputs to a three neurons
dense layer. The output probabilities of the BERT and ELMo are summed up to
provide a final value.

3.2 Binary Classifier for Identifying Adverse Effects
in Biomedical Texts

As can be seen from Fig. 2, the architecture of the binary classifier is almost identical
to the text labeler, but there are slight changes. Here, the output of the BERT layer
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Fig. 2 Proposed binary classifier for identifying health-related adverse effects assertive texts

returns a “pooled output” rather than an individual embedding for each token. The
“pooled output” gives the hidden state vector representation of the [CLS] token (i.e.,
the first token). Because BERT is bidirectional, the [CLS] token encodes the contex-
tual information of the entire tokens, and hence it gives a meaningful representation
of the whole sentence. The output of the classifier returns two probability values for
the whole sentence: positive and negative class probabilities.
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4 Results and Discussion

In this section, a set of experiments is explained that is conducted to evaluate the
performances of our models. These experiments are limited specifically for adverse
effects that are caused by prescribed medications under regular doses, also known
as adverse drug reactions (ADRs). Our experiments are carried out on a manually
annotated Adverse Drug Effects (ADE) dataset, which includes sentences collected
from case studies that are available on PubMed [25]. The authors of this dataset
label each sentence as an “ADR instance” or a “Non-ADR instance”. Moreover,
they annotate the ADRs in each ADR instance. A summary of the datasets is given
in Table 3. Some basic preprocessing steps such as lowercasing and punctuations
removal are performed, and some of the text preparations carried out by Peng et al.
on PubMed dataset for ADR labeling are also adopted [14].

4.1 Performance of the Binary Classifier

The first set of experiments use ELMo embeddings. The input to the model could
be either an untokenized sentence or a set of tokens. The output could be received
as a fixed mean pooling of all contextualized word representations or a sequence
of contextual vectors for each token. Model C1 and Model C2 use a feed-forward
network (FFN)with ELMo embedding, howeverModel C1 andModel C2 use “mean
pooled”output, and “sequential output” of theELMoembedding, respectively.Model
C3 applies BiGRU for “sequential output” of the ELMo embedding.

In the next set of experiments, the pretrained BERTmodel is tweaked to learn how
well a better performance can be achieved. Like ELMo, input to the BERT model
could be either a whole sentence or a set of tokens. There is an option to get the output
as a “pooled output” or a “sequence output”. The “pooled output” returns the hidden
state of the BERT-specific first token [CLS] as a single vector representation for the
entire sentence. Since BERT is bidirectional, the [CLS] token can be a meaningful
representation of the whole sentence. In Model C4, ‘sequence-output’ is obtained
and it is passed to a 256-neuron dense layer which is flatten before feeding into a
classification layer. In Model C5, the “pooled output” is passed to a 2-layer FFN.
Model C6 is our proposed model for this task (please refer to Sect. 3.2 for more
details).

Table 3 Summary of the
datasets

Dataset Total number of instances

PubMed ADE (binary
classification)

23,516
ADR Positive: 6821
ADR Negative: 16,695

PubMed ADE (text labeling) 6821
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Table 4 Performance matrices for binary classifications

Model name Model components Precision Recall F1 score

Model C1 ELMo (sentence-level
embedding) + FFN

0.854 0.749 0.798

Model C2 ELMo + FFN 0.875 0.793 0.832

Model C3 ELMo + BiGRU 0.879 0.888 0.883

Model C4 BERT (“sequence_output”)
+ FFN

0.903 0.895 0.899

Model C5 BERT (“pooled_output”) +
FFN

0.904 0.902 0.903

Model C6 BERT (“pooled_output”) +
(ELMo + BiGRU)

0.902 0.911 0.906

State-of-the-art model [11] Convolutional neural network 0.850 0.890 0.870

The 5-fold cross-validated results of the standard performance matrices are
reported: precision, recall, and F1 score. Table 4 compares the outcomes of the
model variants.

According to Table 4, Model C2 performs much better than Model C1. Both
models use ELMo with an FFN; however, Model C1 leverages the mean pooled
value of the entire contextual vectors, whereas Model C2 concatenates the contex-
tual vectors of each token. This performance disparity brings to an inference that
representing the entire context of a sentence by a single vector causes loss of infor-
mation. It is to be noted that the rest of the models use ELMo with token-level
embedding. There is a significant performance difference between Model C2 and
Model C3. Though ELMo gives contextualized meaning for each token, it does not
retain the positions of them. As the primary contribution of ELMo is distinguishing
polysemouswords and handlingOOV tokens, alongwith ELMo a classifier is needed
to understand the meaning of the entire sentence. Unlike FFN that does not account
positional embedding, BiGRU effectively learns contextual information and carries
long-term dependencies in both forward and backward directions. Thus, ELMo with
BiGRUachieves better results thanELMowith an FFN. There is no substantial differ-
ence in performance between Model C4 and Model C5. Since the “pooled output”
carries a lesser number of parameters, the Model C5 trains faster than Model C4
and hence “pooled output” is utilized in Model C6. Although it is evident that the
BERT performs better than ELMo, our results indicate that incorporating the ELMo
model as an auxiliary classifier and combining its output with the BERT’s output
improves the overall performance (Model C6). This method could help the BERT
model to resolve any perplexities in determining a label for a sentence. As indicated
in Table 4 (in bold), our proposed model (Model C6) provides the best F1 score of
0.906whereas the current state-of-the-artmethod performswith an F1 score of 0.870.
That means, our proposedmodel (Model C6) outperforms the current state-of-the-art
model for ADR classification on the same benchmark dataset by 3.6% [11].
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Table 5 Performance matrices for text labeling

Model name Model components Precision Recall F1 score

Model L1 ELMo + FFN 0.802 0.965 0.876

Model L2 ELMo + BiGRU 0.876 0.941 0.907

Model L3 BERT + FFN 0.911 0.920 0.916

Model L4 BERT + (ELMo + BiGRU) 0.904 0.947 0.925

State-of-the-art model [14] Attentive word- and
character-level embedding +
BiGRU

0.867 0.948 0.906

4.2 Performance on the Text Labeler

The models assessed for text labeling are almost similar, except the classification
label provides a sequential output indicating a label for each token rather than a fixed
output for the entire sentence. A standard evaluation matrix is adopted for this task,
named “approximate matching” from Cocos et al. [24]. Table 5 presents the findings
of the model variants for ADR labeling. Since the models are nearly identical to the
models that are discussed for classifications, the reasons behind the discrepancies
between the results are easily deduced. Since it is a labeling task, sentence-level
embedding is not suitable. As given in Table 5 (in bold), the best F1 score value
of 0.925 is obtained for our proposed model (Model L4) while the state-of-the-art
model provides an F1 score of 0.906. Therefore, our model for ADR labeling (Model
L4) has overcome the current state-of-the-art model on the same task by 1.9% [14].

Because ELMo and BERT models are pretrained using large Wikipedia and book
corpus and the datasets used are written in formal English, these models perform
competently. However, the BERT and ELMo models may not achieve the same
results on informal datasets such as social media texts. To cope with colloquial texts,
these models should be pretrained on large datasets of similar domains.

5 Conclusion

Although healthcare has extended its frontiers to a whole new level, many diseases
can only be controlled rather than curing them completely. Treatments available
for disease do not account the anatomy and physiology of people with different
background, and hence a treatment that works for one group of people may not work
for another or cause serious adverse effects. To monitor the safety of medication
after its release into the market, healthcare professionals and drug manufacturers use
clinical reports, case studies from health databases, and more importantly, health-
related personal experiences on socialmedia. Sincemanual processing of these data is
infeasible, the focus has been directed towardmachine learningwith natural language
processing.
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Our research identifies sentences from health-related case reports from a biomed-
ical corpus that mention adverse effects (AEs) and extract them. Two novel deep
learningmodels are introduced that exploit the potentials ofBERTandELMomodels:
a binary classifier for distinguishing AE assertive texts from others and a text labeler
for extracting the AEs. Both models are almost identical in nature. An input sentence
is fed to an ELMo and a BERT independently. The BERT output is directly sent to
a dense layer for classification, whereas the ELMo embeddings are further analyzed
by a BiGRU before processed by a classification layer. The output probabilities of
both BERT and ELMo are summed to get the final value. The performance of our
models is determined specifically for drug-related AEs known as adverse drug reac-
tions (ADRs) on a benchmark dataset known as ADE corpus. The binary classifier
obtains an F1 score of 0.906 which is 3.6% better than the current state-of-the-art
model. The text labeler yields and F1 score of 0.925 excel its current state-of-the-art
model by 1.9%.

In this study, biomedical texts are mainly focused on which are usually written in
formal English and arewell formulated. Even though ourmodels are tested forADRs,
these models can be accommodated for any research area with similar domains. In
future, our research will be expanded on health-related user-generated contexts such
as social media data. Since the derivatives of the transformer networks are generally
trained on Wikipedia and book corpus, they will be pretrained on large social media
corpus and used for our motives.
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An Intelligent Framework for Online
Product Recommendation Using
Collaborative Filtering

Ganesh Chandrasekaran and D. Jude Hemanth

Abstract Recommendation systems have become a vital area of research in recent
times. These recommendation systems are very much needed for e-commerce appli-
cations to identify the products liked by a customer which helps the companies
to promote product sales and improve their product quality. It also helps the users
to arrive at the purchasing decision without reading the online reviews about the
product. The key idea behind the proposed work is to analyze the user preference
for the products from the online data by employing the collaborative filtering-based
recommendation framework. The concept of collaborative filtering is best suited
for recommendation systems involving a large set of product users. It generates a
user-item matrix and finds the list of products liked by the individual users. It gives
prediction regarding the product that a user could buy in the future and also recom-
mends the products which are liked by the customers who have similar interests.
It gives a comparative analysis in terms of performance metrics and accuracy of
different collaborative filtering techniques.

Keywords Recommendation systems · Sentiment analysis · Collaborative
filtering · Machine learning

1 Introduction

The extraordinary growth of the e-commerce industry has increased the number
of products that are available online. The users get large collections of products,
and they find it difficult to choose the correct product which satisfies their needs.
Recommender systems are developed to make use of the online data and help users
to choose the right products. It aims to predict the items or products that a user is
interested in [1]. The companies use different strategies to promote their product,
and identifying the user interest is very important to increase sales. The performance
of recommendation systems depends on the quality of reviews that it uses to give the
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predictions. Nowadays, the customers read the online reviews of the product and get
to know what the existing customers of the same product feel before buying it. These
online reviews have a huge impact on the sales of the product and the company’s
growth. [2, 3]. If the user’s opinions on a product are not studied, it is difficult to
design a product that will be liked by many customers. Many online sites use a
recommendation system to understand user opinion like: Amazon (Books review),
Netflix (Movie review), Flipkart (Products rating), Trip Advisor (Hotel review), etc.
Due to the abundant availability of online sentiment data [4], it is required to filter
data using some filtering method. The collaborative filtering is one such approach
which uses the idea that people get the finest recommendations from other users who
have similar preferences.

The collaborative filtering methods will improve the way in which the recommen-
dation systems work. If a customer A likes most of the products liked by customer
B, then it is not good to recommend a product that is not liked by customer B to A
and vice-versa. This is because they (customer A and B) have similar taste, i.e., they
like the features of the product which make them interested in it. This paper deals
with the design of a recommendation system that will take the product purchase data
from the customer and will tell whether the user likes the product or not. The system
also predicts the products which the customer will be buying in the future.

2 Related Works

The concept of sentiment analysis has been applied in many areas like e-commerce
and social media applications. The wordnet was used to classify the text with the
assumption that words with similar polarity have the same orientation [5]. This
lexicon approach was used in identifying sentiments from microblogs and user
reviews [6]. They have drawbacks when applied to big datasets. To determine
the polarity (positive, negative, and neutral) of movie reviews on imdb.com movie
dataset, the researchers [7] have used NB, SVM, and other machine learning tech-
niques. The SVM classifier performed well when compared to others and its clas-
sification accuracy was about 86.5%. A hybrid algorithm with the combination of
Naïve Bayes (NB) and maximum entropy (ME) was used for the analysis of the
same dataset which gave good results with high accuracy [8]. The SVM approach
was used successfully in perform opinion mining [9], and it was used along with
some weighting procedure for sentiment classification [10]. Collaborative filtering
is one of the finest techniques for recommendation systems. It is also preferred when
the number of users is higher than the number of products/items for which the recom-
mendation has to be given. The memory-based collaborative filtering technique is
successfully applied to the movie lens and Netflix datasets to study the sentiment of
movie reviews by the researchers [11]. Several works used model-based collabora-
tive filtering, and one such work is opinion mining with model-based collaborative
filtering in the online newspaper [12].
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3 Background

3.1 Phases of Recommendation System

The recommendation system follows certain steps which are termed as phases. and
it is an iterative process. They are: data acquisition, learning, and recommendation
phase.

3.1.1 Data Acquisition and Learning Phases

It involves the collections of data to provide the product recommendation. It is essen-
tial to get the attributes from these collected data regarding the various products and
build the recommendation system according to that. Before the start of the recom-
mendation phase, one has to get an idea on the data to give a good quality recommen-
dation. The learning involves the application of filtering techniques and algorithms
to the dataset.

3.1.2 Recommendation Phase

It gives the recommendation of products to the user by analyzing the data acquired
and employs an appropriate learning algorithm. This gives an output whether the
customer likes the product or not and also recommends a set of the product that
would be bought by the same customer in the future by comparing his likes with the
other users.

3.2 Types of Recommender Systems

Recommender systems are based on two entities: user and the product. The users buy
the products based on their preferences, and understanding their preferences from
the data is important for any application. It is possible to recommend a product to
the user based on the similarity among the users of the product. Recommendation
systems can be classified [13] into three categories as shown in Fig. 1.

3.2.1 Content Based

The concept of content-based filtering deals with the evaluation of attributes of the
products to give predictions. It takes the purchase history of the users and their
interests [14]. The users give their preferences for a product in the form of ratings or
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Recommendation 
Systems

Content 
Based

Collaborative 
filtering

Hybrid
Approach

Fig. 1 Categories of recommendation systems

by purchasing a particular item frequently. This technique is used mostly in the case
of news and Web pages which involve textual information [15].

3.2.2 Collaborative Filtering

This filtering technique is also termed as social filtering which filters information
by making use of recommendations given by the other users of the product [16].
Collaborative filtering (CF) techniques can be classified into two categories:Memory
based andmodel based [17].Memory-basedCF uses historical data of the user to give
the prediction and provide recommendations for him. They are classified into user
and item-based approaches [18]. Model-based CF uses machine learning techniques
to give the prediction based on the known data (Fig. 2).

(A) User-based and Item-based Collaborative filtering
User-based CF: It is based on the calculation of similarity of the user under
consideration and the existing users. Theneighbors of the users are selected such
that the other users have high similarity with the current user. The neighbor’s
ratings can be used to predict the rating of the current user. The similarity
measures like cosine-based similarity, Pearson similarity, and adjusted cosine
similarity can be used. This approach has limitations like sparsity, scalability,
and cold-start issues.

Collaborative 
Filtering (CF)

Memory
based

Model     
based

User based

Item based

Matrix 
Factorization

Clustering

Fig. 2 Collaborative filtering techniques
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Item-based CF: It makes use of similarity among items rather than similarity
among users like user-based CF. The similarity among items are calculated
using the similarity measures, and prediction is done by a weighted average
method.

(B) Matrix factorization and Clustering

Matrix factorization is the unsupervised learning which reduces the dimensionality.
It decomposes the user-item matrix into two lower dimensionality matrices. One of
the key advantages of this approach is that it eliminates the data scarcity problem
[19]. It was effectively used in Netflix prize challenge and thus became popular.
Clustering is one of the data mining methods which reduce the computing resources
and time for the recommendation task. Input data is divided into several partitions
based on similarities.

3.2.3 Hybrid Approach

This technique combines the previous two techniques discussed, i.e., content-based
filtering and collaborative filtering to increase the overall performance of the recom-
mender system. This technique can be further classified as: weighted hybridization,
mixed hybridization, switched hybridization, etc., based on their operation.

4 Proposed Methodology

See Fig. 3.

4.1 Amazon Products Review—Dataset

The data used for the experiment is the Amazon product dataset which consists of
customer reviews on various products. The dataset of five categories of products like
Automotive (8,523 reviews), Health (6523 reviews), Beauty (7582 reviews), Office
products (8671 reviews), and Baby products (6784 reviews) have been used. Five
reviews per user have also been collected for a specific product. The dataset also
contains the ratings given by the customer for each product along with the review.
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Fig. 3 Block diagram of the
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4.2 Data Preprocessing

Raw data regarding the user reviews and ratings cannot be directly used for the
analysis. The user reviews about a product is tokenized, i.e., splitting the sentences
into tokens. Then, redundant words and start and stop words are removed.

4.3 User-Based Collaborative Filtering

It uses a user-itemmatrix which contains the list of items and user rating for the items
for calculating the similarity among the users. The users who are in the neighborhood
of the current user, i.e., who are similar to the current user, are calculated using the
Pearson correlation. The rating is predicted from these neighbors, and top items are
recommended to the user under consideration.

Pearson Correlation

Sim(cu, v) =
∑k

u=1

(
rcu,i − r̂cu

)(
rv,i − r̂cu

)

√(
rcu,i − r̂cu

)2
√(

rv,i − r̂v
)2

(1)

where ‘cu’ is the current user.
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‘v’ is another user.
‘i’ is the item.
‘r’ is the rating.
After determining the similarity measure between each user and the current user,

‘K’ users who share the similarity with the current user ‘cu’ are determined. The
rating for the items/ products purchased by neighborhood of users and not purchased
by the user ‘cu’ is found by,

Pcu,i = ra
∧ +

∑k
u=1

(
rcu,i − r̂cu

) ∗ sim(cu, v)
∑k

u=1 sim(cu, v)
(2)

The items with top N ratings are recommended to the user ‘cu.’

4.4 Item-Based Collaborative Filtering

It is based on the similarity between item preferences and not user preferences.
The top N items are recommended based on the similarity value calculated for the
items/products. The past purchase history of the current user ‘cu’ is collected. With
this information, an item-itemmatrix is constructed. Items ‘i’ which are most similar
to the items ‘j’ rated by the user in the past are taken, and the Pearson correlation
computes the similarity between the items.

Sim(i, j) =
∑k

u=1

(
rcu,i − r̂i

)(
rcu, j − r̂ j

)

√(
rcu,i − r̂i

)2
√(

rcu, j − r̂ j
)2

(3)

After computing the similarity, the topN items are recommended to the user based
on the highest similarity value calculated.

5 Results and Discussion

Recommendations of products to a customer are generated using their ratings and
sentiment scores. The evaluation of the recommended products for the users is done
by dividing the product dataset into training and testing samples. The training data
consists of 80% of the samples, and the test data consists of the remaining 20% of
samples. The user-based collaborative filtering was applied to the dataset during the
training. The generated predictions were evaluated with the actual value using the
following performance metrics:



256 G. Chandrasekaran and D. J. Hemanth

Mean Absolute Error (MAE)

It calculates the average value of the absolute difference between the predicted value
and the true or the rated value

MAE =
∑

i, j

∣
∣pi, j − ri, j

∣
∣

n
(4)

where pi, j is the predicted rating for the user i on item j and ri, j is the actual rating.

Normalized Mean Absolute Error (NMAE)

It estimates the overall deviations between the predicted and measured values, and
it expresses error as a percentage of full scale.

NMAE = MAE

rmax − rmin
(5)

where rmax and rmin are the maximum and minimum values of user ratings.

Root Mean Square Error (RMSE)

It is a quadratic scoring rule which computes the average of squared differences
between predicted observation and the actual observation (Table 1).

RMSE =
√
√
√
√1

n

n∑

j=1

(
pi, j − ri, j

)2
(6)

Accuracy

It is a measure of correctness of the classifier, and it is defined as the ratio between
the number of correct predictions and the total number of input samples (Fig. 4).

Accuracy = Number of correct predictions

Total number of predictions

Table 1 Performance metrics calculation for User Based – Collaborative Filtering (UB-CF)

S. No Product category MAE NMAE RMSE Accuracy (%)

1 Automotive products 0.65 0.62 0.68 84.3

2 Health products 0.58 0.55 0.52 90.3

3 Beauty products 0.52 0.51 0.58 90.6

4 Office products 0.65 0.62 0.68 86.7

5 Baby products 0.53 0.51 0.57 91.4
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Table 2 Performance metrics calculation – Hybrid Approach

S. No Product category MAE NMAE RMSE Accuracy (%)

1 Automotive products 0.52 0.48 0.50 83.7

2 Health products 0.42 0.45 0.42 92.8

3 Beauty products 0.38 0.36 0.32 94.6

4 Office products 0.50 0.42 0.48 90.3

5 Baby products 0.42 0.43 0.47 95.2

Fig. 4 Accuracy (in %) comparison of user-based (UB-CF), item-based (IB-CF), and hybrid
techniques for various products recommendation

6 Conclusion

In this paper, the collaborative filtering-based product recommendation system is
presented. The purpose of the work is to help the users in choosing the right product
and assist them in taking the buying decision. It will also help the product manu-
facturers to increase their sales and plan accordingly. The proposed technique takes
product reviews in the form of text and gives prediction using collaborative filtering
techniques. Comparison listed in Table 2 justifies that the hybrid technique yields
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the best result for this application. The product dataset is first preprocessed, and
sentiment scores are calculated for each review.

Acknowledgements The proposed work has achieved good accuracy for different product cate-
gories, and the future work will be to handle the sarcastic reviews and ratings by the user which
would affect the accuracy.
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Novel Method to Analyze and Forecast
Social Impact on Macro-
and Micro-Economies Using Social
Media Data

Shakthi Weerasinghe, Aeshana Udadeniya, Nisal Waduge, Randilu de Zoysa,
and Upeksha Ganegoda

Abstract Stock markets are often seen to be the backbone of an economy, the
variations in which could be indicative of the prevailing condition of the economy.
Although the high vulnerability to external factors, it is often a natural challenge to
quantify the impact. The research aims to identify and isolate the true performance
of the listed companies by adjusting the impact from the external events—which
is quantified using a novel approach considering social media as a platform. The
resultant approach is highly generalizable and could be applicable for any industry
which is highly significant compared to previouswork.Hence, this could be seen used
in theperspective of stakeholders such as potential investors, clients, andgovernments
as well.

Keywords Stock market prediction · Social media analysis · Natural language
processing · Performance isolation · Macro-economic forces

1 Introduction

The economy of a country often dictates the purchasing power of its citizens and
hence the operational capacity of its industries and capability to serve the global
market which enables a healthy flow of finances. Stock markets are often seen as the
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central point in which these factors are visible at both the micro- and macro-levels
of the economy considering many case studies used by economists to elaborate on
the cause and effect of internal and external factors to cooperates—largely known
as the market forces. Hence, Silva et al. [1] indicate a 0.905 correlation between the
share price index (SPI) and the gross domestic product (GDP), while it also indicates
that 81.9% of the economic growth is determined by the stock market performance
considering the Colombo Stock Exchange (CSE) in the study. However, these forces
are largely unpredictable and vary that the stock brokering is famously known to be
one of the most knowledge-intensive trades, which requires manual man-hours in
disposing to establish a considerably accurate prediction to the stock market, upon
which the investors are likely to make capital investments on positively performing
companies.

However, it is highly unlikely to access statistics which indicates pure perfor-
mances of companies due to the effects of market forces in the resulting available
data—which stipulates the need to isolate the actual performance of companies less
of external factors to obtain and verify the actual health of the organization in a
stock market perspective. This is in contrast to usual prediction strategies such as
the technical analysis [2] through which it is attempted to forecast stock perfor-
mance solely on the historical data—a common error observable in many kinds of
research as it violates the fundamental principles of economics, ideally described
in the random walk theory [3] and efficient market hypothesis [4]. These facts are
indicated in the previous study of this work [5], which underlines the deficiencies
of existing systems which are addressed by the approach of isolating the impact of
market forces, followed in this research work.

Among the topmost contributing industries to GDP, the tea plantation industry
was selected as a sample for the research considering its 15% share in the Sri Lankan
economy [6] and pure dependency on demand–supply forces by which the prices
are settled compared to price arbitration policies. This approach adopts a systematic
procedure which establishes a novel framework to predict organizational perfor-
mance based on indications of probable events in the future which could be consid-
ered a major contribution to the field. Hence, the framework has been evaluated
to have produced highly accurate forecasts based on which a highly lucrative and
effective methodology to automating stock trading is suggested in further work.

The rest of the paper is organized as follows. Section 2 reviews the related work in
the area. Section 3 provides an insight to the design and analysis of the work, while
Sect. 4 describes the methodology in which the research was executed followed by
the details of the results obtained by execution of the experiments, critical evaluation
of the results, and conclusion and further work in Sects. 5, 6, and 7, respectively.

2 Related Work

An extensive review of previous work had been conducted in [5], in relation to
the work described in this paper. This outlined the approaches in which typical
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stock predictions are made based on the historical variations of stocks and that as a
binding and definitive factor, which was argued contrarily against common econom-
icalmodels and theories. Evidence can be further justified in [7]where the researchers
have indicated the deficiencies of adopting linear regressionmodels against the exper-
imental results using auto-regressivemoving averagemodel (ARIMA) throughwhich
the hypothesis of statistical independence of stock variation from external factors
could be nullified.

However, as it is indicated in [8], it could be argued based upon the results that
predictions can be improved by adjusting for the effects of subtle sentimental varia-
tions in society atop anARIMAmodel. Hence, it has been established that an increase
in search volumes of keywords related to some topics tend to precede falls in stock
prices—a similar baseline assumption considered in many works. Although, in rela-
tion to [9], it could be seen that a commonpit hole in the area of study is the assumption
of a generic time series variation for stocks—in which the residuals are attributed
to the event specifically not accounting for the exponential decay of hype, which
implicitly amounts for a common time-boxed trend, differentiated among events by
the news value and sentiment—which are commonly relevant to the consensus of
the society in that particular point of time. In this respect, the application of Kaplan
Meier estimator to quantify the level of persistence of lagged correlation of search
trends and stock market index in [10] could be considered remedial.

This is justifying evidence that multivariate time series models common in
research work are vulnerable to residual events not captured in the model, espe-
cially considering the long-term variations in the state of each external factor. This is
indicative even in the ARIMA (0, 1, 0) model given in (1), which indicates a random
walk with drift—the ideal case for describing stock variations.

Xt = c + X(t−1) + εt , (1)

However, it is also established in [10] that economic or stock variations do not
solely vary on social consensus as would be portrayed in proportional variations in
Google Trends or search volumes of relevant keywords, which essentially prove the
above further, as the current state is determined by the immediate past and the residual
adjustment. This is further evident in the results and the conclusions were drawn by
the researchers in [11, 12] which considers tweet for analysis of social consciences
in which a domain-based multivariate correlation analysis had been performed. An
important aspect to consider in this respect, however, is the language complexity in
expression—where grammatical patterns, such as passive constructs, are likely to
affect traditional sentiment results such as a bag of words (BOW) indicating impacts
contrary to a general consensus. Hence, in a highly unbiased tweet set, it is highly
likely the aggregate effect would be neutral—a misleading figure toward a skewed
social opinion in response to a particular incident.

It should also be noted, [13, 14] discusses machine learning approaches for stock
predictions with special consideration for polynomial regression techniques such
as radial basis function (RBF), sigmoid, and the LSboost random forest (LS-RF)
regression, however failing to derive conclusions on an optimized solution, although
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noting the complexity of accurate predictions which is a significant remark in the
area of study as explained above. This could also be the reason that the researchers
in the latter work have excluded the concept of random walk—a strategy that could
be seen to have adopted to for the sole comparison purposes of regression models,
which therefore had derived only considerable results.

However, [12] contrary has been theoretically successful in adopting the macro-
economic effects in accordance with generally accepted theories for economic
variations although in highly infrastructural respect of a big data platform.

Therefore, in relation to the above work, the research work described in the forth-
coming sections was designed to overcome major issues in previous work to develop
a generalized model, which a common shortcoming of the above work as specific
domains or scenarios had been considered.

3 Stock Markets and Social Media

Considering the research problem defined in Sect. 01, themethodology was designed
as a combination of four unique modules. The rationale of the design is to program-
matically realize the common events to which a particular company is sensitive to
in the form of textual analysis on historical financial reports, through which a model
is developed to isolate and apply the effect of such a residual identified through
social media on the pure performance of a company at an extrapolated point of time.
Therefore, the tightly coupled architecture in this approach is particularly adopted to
generalize the technique to allow the approach to be useful at national or strategic-
level planning for industries or governments as well, although it is external to the
scope of this research. Figure 1 summarizes the overall process of the system and
the modules could be described as follows.

3.1 Keyword Extraction

The objective of themodule is to extract the unique keywordswhich reflect the overall
portfolio of a company to provide the historical financial reports of the company. This
would provide the platform upon which the model is built, specifically for a company
given the industrial and micro-level independence of organizational performance
which would further be explained in Sect. 06. Therefore, it was designed to reduce
the content of a financial statement to several significant keywords using an NLP
approach which considered a novel method of extracting named entities (NE) using
semantic similarity filters using WordNet [15] and corpus statistics, coupled with
a dependency parser to optimize the results. The solution design for the module is
indicated in Fig. 2.

The core functionality designed for the text extractor and preprocessor submodule
was to convert PDF documents to editable text documents from which the keywords
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Fig. 1 Summary of the designed process of the solution

Fig. 2 Overall architecture of the keyword extraction module

are extracted. Pdfminer.six was adopted in this matter due to its robustness in
programmatically rendering and converting recognized characters to ASCII or
Unicode strings. Spacy was adopted for named entity filtering process based on the
key advantages of using a convolutional neural network approach [16], provided the
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framework has the highest known accuracy of up to 86.81% for the function. Hence,
the Doc-Vocab technique used here provides a robust design to the solution since it
avoids storing of multiple copies of data—an optimizing factor in terms of perfor-
mance for the process in extracting NEs over a typically large number of lexicons in
financial reports. Lexiconswere tagged for 18 types of entities using en_core_web_lg
model though a pipelined process. Dependency parsing is the task of recognizing a
sentence and assigning a syntactic structure to it –for which ClearNLP scheme was
adopted.

The approach to semantic filtering considers using unique word sets, formed by
using the distinct tokens in each sentence with which an ordered vector and a raw
semantic vector is formed using a lexical database. A semantic vector is derived
using the raw semantic vectors and the corpuses, finally combining with the order
similarity to get a result that is supporting the meaning and the word order as well.

3.2 Incident Mining

Incident mining based on keywords from the module above adopted a pseudo-online
processing technique designed based on [17–19] specifically for this research work
and optimized experimentally. Hence, the algorithm was developed based on the
hypothesis of an emergent event—a collateral shift of topic in Internet behavior over
a major incident within a given time span. Figure 3 indicates the workflow of the
process. The tweets have been considered for recognizing events were essentially

Fig. 3 Process of pseudo-online clustering
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historical, because of which the algorithm was implemented to execute similar to
online processing based on temporal features of the tweets.

The algorithm was designed for two phases of execution, each of which indepen-
dently executes preprocessing steps to support the core functions of each phase—
NE recognition and feature vectorizing, respectively. It should be noted that the
research adopted Stanford NER tagger [20] for NE tagging and senti-strength [21]
for sentiment scoring while the clustering was performed using the cosine distance of
vectorized features. However, it should be noted, contrary to previous work hashtag
decomposition was experimented as an optimizing feature in the research.

3.3 Impact Analysis

As it is indicated in Fig. 4, trends for keywords are fetched from Google Trends,
where the non-trending keywords are removed based on rules prior to preprocessing
for developing the feature vector which especially included the normalizing steps
for removing non-functioning days.

Raw stock data are processed using Facebook Prophet [22] to develop a nonlinear
saturating growth time series model of the data upon which a change point analysis
was performed which could be given as follows in (2).

g(t) = C/
(
1 + e(−k(t−m))

)
, (2)

where C is the carrying capacity or the maximum value of the curve. k is the growth
rate which is a measure of the steepness of the curve, and m is an offset parameter.

This was selected prematurely to the research based on experimentations consid-
ering flexibility and suitability to the task. It should be noted that this approach
underlined the use of L-BFGS as an algorithm having used Facebook Prophet [22],
optimizing for the number of change points. These change points mapped on to
events with a degree of temporal error were designed to produce a component to the

Fig. 4 Process of the impact analysis module
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impact score based on the degree of variance from the calculated moving average.
Therefore, an aggregate score was produced considering all trend, baseline variation
at change point and sentiment.

3.4 Performance Isolation and Prediction

The final module of the solution was designed as two tools as indicated in Fig. 5,
intended to provide services given by the primary objective of the research—fore-
casting and technical analysis tool, respectively. The tools were designed to deploy
in AWS cloud for the benefit of serving users as SaaS application. In the case of fore-
casting, the module would perform pure performance isolation in stock data through
adopting a noise filtering strategy, using Facebook Prophet [22] as a tool.

The research considered the hypothesis of stock market data being distorted with
noise (macro-economic effects) which therefore results in difficulty to identify a
proper regression within the raw set of stock price data. Although the previous
research had adopted moving average and/or exponential moving average tech-
niques to remove this noise from the stock market data, these two approaches the
main problem was that the changes (ups and downs) followed the exact trend by
after consuming some time. In other words, those two approaches were lacking in

Fig. 5 Process of the forecasting tool
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responding to market changes in quick time. Therefore, as a countermeasure, the
research used optimized Gaussian filters, the results fromwhich is modeled as a time
series upon which the impact scores of events are applied to produce the forecast in
response to an event. Here, a technical analysis tool was also developed, to provide
a statistical comparison of against the results from the research approach.

4 Research Methodology

The research considered thefinancial reports ofKelaniValley (KV),Bogawanthalawa
and Namunukula plantations for analysis. For the keyword extraction module, over
10,000 entries of data for named entitiesweremanually annotated in compliancewith
the Gold Standards [23], developing a unique dataset relevant for the local context,
using which the NER model was trained adopting the active learning method to
avoid catastrophic forgetting issue when training such models. WordNet and Brown
Corpus were used as databases for calculating purposes of the semantic similarities
of words and sentences executed a sequence of experiments to optimize the process
in the following respects. The word similarity was calculated by the combination of
the long distance of synset pairs as well as the hierarchy distance of synset pairs as
they appear in WordNet synset trees.

The incident mining module adopted several third-party datasets such as the
English slang [24] and UCSC Sinhala Corpus [25]—which was translated to English
using Google Translator (the results were manually verified and rectified for any
errors). Historical tweets were scraped based on the reporting periods stated in the
financial reports considered for the research therefore varying in volume for each
case. But, three samples ofmacro-level datasetswere extracted using “Sri Lanka” as a
keyword for each consecutive year from 2016 for evaluation of effects of granularity
to analysis.

The research focused on experimenting the approach of incident mining against
testing hashtag decomposition as an optimizing feature in the process, for feature
selection and threshold optimization for clustering, temporal lexicon size and incident
mining accuracy. This was carried out for both macro- and micro-levels based on
context granularity of keywords from which the tweets were mined. It should be
noted that days particularly with tweet volume of equal or less than 2 were ignored
based on the distribution of volume against the dates.

The work also focused on optimizing the change point analysis experimentally.
Here, a change point range—the total portion of the time series where the change
points should be extracted was specified. These also considered change point prior
index to define the strength of the sparse that is used to filter out the most effective
change points out of the extracted ones. These two measures allow fine-tune the
model so that higher accuracy levels could be achieved while extracting the change
points. By running the model, change points ordered with respect to the value of
the deltas was extracted, which was then classified through utility code to negative
and positive change points with respect to the delta values so to perform manual



270 S. Weerasinghe et al.

inspection in removing ignorable change points. A predictionwindow for short run—
30 to 90 days—was defined to evaluate performance of the model with regard to
identification of change points for different predefined ranges and prior indices.
Hence, based on the results, 0.8 was considered optimal for the model.

After the combination of the sets of resulting impact point dates and the news
vectors, these points were mapped to the relevant event. The news vectors were
regressed using ScikitLearn along with the impact score to evaluate the accuracy of
the results and to attempt performing a probable prediction if a substantial number
of events exist.

The prediction platform was developed to execute in accordance with the process
depicted in Fig. 5. Gaussian filter—1D filter—was adopted in particular from
the discipline of image processing considering its noise filtering properties. The
following (3) was used in creating the kernel for removing noise.

gσ (x) = 1/
√
2πσ exp

(−x2/
(
2σ 2

))
, (3)

Hence, Fig. 6 indicates the comparison between the methods against the moving
average techniques, where it is clear that Gaussian filter outperformed the rest, there-
fore it being the method of choice for the solution. The noise removed data were fed
to Facebook Prophet [22] for development of the model and hence perform future
predictions. A novel approach is considered in this respect here while feeding the
noise removed data to the model. However, since the prediction from the model
should produce the average future behavior of the stock market, intuitive market
noise in the predictions induced by the model has been removed using Gaussian
filtering again to accommodate adding residual noise from prospective events from
impact calculation module in the latter stages of the process.

Residual noise was introduced to obtain the predictions based on the size of the
projection, i.e., if the prediction is performed for 30 days, the standard deviation
of past 30 days is calculated using actual stock market data. Then that standard

Fig. 6 Process of the forecasting tool
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deviation and predicted average market behavior were fed to white noise creation
function. The noise created will be added to the predicted average market behavior.
Here, the noise was not an arbitrary value but calculated using the actual stock prices.
The results from the predictions are discussed in Sect. 5. But, it should be noted that
it was more likely actual market behavior is similar to the predictions compared
against the statistical and technical analysis methods such as on-balance volume,
accumulation/distribution line, and moving average analyses.

5 Results and Experiments

The research adopted Prodigy as a tool to test the NER models for three approaches
using an 80–20 hold-out approach, where each of the models was trained over 20
iterations using the same batch size. The semantic filter was evaluated based on
heuristic methods of randomly choosing a set of sentences and comparing them with
the similarity scores produced by a set of participants. The active learning approach
for NER produced the best performance in terms of accuracy at 78.5% for NER
and was identified that similarity of more than 0.6 between the keywords could be
considered optimal for semantic similarity, producing 0.82 strong correlation.

The event recognition algorithm has experimented among the combinations of
hashtag decomposition and hashtags in its actual form as features. Accordingly,
hashtagdecomposition approachwas seen to improve the event recognition capability
with the highest precision of 91% because it was seen to normalize the distribution
of vocabulary to a limited scope that improves the cohesiveness among content in
adjoining time frames that allows them to cluster better if they refer the same event.

Three numerical values—20, 50, 83—were selected for optimizing the lexical
size of the temporal dictionary corresponding to least common, average, and most
common lexicons. However, it was seen that adopting 20 as the lexical size would
optimize the cause as a larger size would generalize the scope reducing the accuracy
of event recognition, given the maximum precision achieved of 0.6585 at L = 20.

Event recognition algorithm was optimized considering combinations of the four
features as in [20] against the threshold value for distinguishing clusters.Accordingly,
a threshold value of T = 0.4 was selected based on performance. However, as it is
indicated in Table 1, micro-level analysis taking Kelani Valley Plantation as a sample
indicated a better performance using all features. But, for generalizability, it was
decided to consider only the temporal features for analysis as it is in line with the

Table 1 Best event
recognition performance with
respect to context-based
granularity levels

Granularity Feature set Precision Recall

Macro Temporal only 0.8571 0.4524

Micro Temporal only 0.7222 0.6191

Micro All features 0.8333 0.6250
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concept of emergent events where it is natural to cluster based on shifts in vocabulary
over time captured by the temporal vocabularies built for each day.

Changepoint prior scale (CPS) was used to control the generalizability of the
model as higher CPS would lead to overfitting and lower—an under fitted one.
Therefore, an appropriate CPS was evaluated visually and quantitatively as it is
indicated in Fig. 7 and Table 2, considering 30–60 days predictions for different
CPSs. The optimum CPS for this data was chosen as 0.05 after evaluating these
results.

The prediction tools were comparatively studied among the techniquesmentioned
above in Sect. 04. The research considered the error measures for the evaluation
against the variable of time, for which short (20–30 days), medium (40 days), and
long (100 or more days) runs were considered. Figure 8 indicates the comparative
analysis of the techniques while Tables 3 and 4 indicate the numerical values of
evaluation for each time frames for Watawala Plantations.

It could be observed that the Gaussian filtered approach is more likely to produce
less error than forecasting with raw data. It is also depicted that the forecasting period
has a proportional relation to the error for which reason it could be concluded that

Fig. 7 Effect of CPS on predictions for Bogawantalawa Tea Estates PLC

Table 2 Comparison of predictive performance for different CPS values

CPS Window (days) MMSE RMSE MAE MAPE

0.01 30 5.9481 2.4389 1.7046 0.134

0.01 60 10.7859 3.2842 2.1491 0.1784

0.05 30 0.7077 0.8779 0.6633 0.0515

0.05 60 3.8053 1.9507 1.2845 0.0972

0.1 30 0.6537 0.8085 0.623 0.0509

0.1 60 4.3026 2.0743 1.5039 0.1197
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Fig. 8 Distribution of the values of daily news vector sums

Table 3 Evaluation of prediction for the short run

Approach RMSE MAE MAPE

Gaussian filtered stock data 0.78872 0.58152 2.50840

Gaussian filtered stock data (noise removed) 0.60261 0.54438 2.34242

Allowing market noise 0.72451 0.61119 2.63487

Raw stock data 2.09104 2.04613 8.83917

Table 4 Comparison of
prediction for a medium and
long run using the best
approach

Approach RMSE MAE MAPE

Medium run 2.42326 2.38252 10.33180

Long run 4.4554 3.52112 15.82404

the tool is more suitable for short-term forecasts. Although it is justifiable as it is
unlikely to predict forthcoming event at least heuristically for a long period of time
provided the market variability. Hence, it is highly relevant to use the system in the
event where significant market indicators are available, typically occurring within
very small-time spans.

6 Discussion

The novel technique for analyzing and forecasting stocks based on social impacts
overcame several critical issues in previous work in developing a robust technique
andwas successful in bringing about several novelties that would be explained below.

The incidentmining algorithm has been capable of recognizing abstract events—a
set of collective independent incidents or actions which could be recognized to have
caused by a common reason. Contemporary research has neglected such events by
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the means of content filtering as such independent events, which sometimes may
not even have a direct reference to a known incident would easily be annotated as a
non-event as the content independently may not suggest such. The algorithm used for
hashtag decomposition is a proprietary technique introduced by the research work
which is significantly accurate at 84.8%, also considering the relevance to the local
context.

The adoption of Google Trends for impact analysis intuitively considers the expo-
nential decay popularity and growth within the analyzed time frame in resemblance
with the sentiment, which provides a realistic model on the change of perception or
consensus within society. Changepoint analysis to map significant events could be
considered a novel approach in this context as the deltas (rate of change of gradients)
of those points could be validated by the corresponding news vectors from the news
event analysis. Therefore, the technique provides a hybrid model for news analysis
and time series impact point analysis.

Although for 80%of the tweets had been annotated to be garbage by 9 independent
annotators over a sample of 8952 tweets it was observed that proportionately large-
sized clusters of tweets had been automatically removed from being recognized as
events by the algorithm. The problem of having such large proportion of garbage
could also affect the event identification performance of the system as well since
tweets constructed using different language structure or usage could easily be garbage
collected as they may not represent the token space of the particular day.

Tweets collected using keywords relevant only to the companywere producedwith
events that were significant only for the company. However, the datasets collected
at a coarse grain such as those with the national interest recognized events that had
national importance. Therefore, the algorithm could be seen to be highly adaptive
to size and context. However, the solution could be noted to be prone to contextual
granularity as it has been mentioned before. It should also be noted that, in any case,
the geotagging of the data was not of high relevance at least in recognizing incidents
at the national level, which is in contrary to some of the approaches of several research
where the researchers have adopted geotagging as a feature [26, 27].

With respect to evaluating impact analysis for news events, conventional linear
regression model considers linear relationships between the variables although it is
not to commonly exist. Hence, such would only analyze the historical stock prices
ignoring the macro-economic effects which leads to lower accuracy. A more reliable
prediction was observed to be obtained by adopting a nonlinear saturating growth
model. Comparatively, creating a regression model by taking the macro-economic
factors into account via sentiment analysis of related news and events during a given
period of time could be considered a viable option for research in the area. As the
news vector is the cumulative news value for each day, it performs well in highly
sensitive markets such as the CSE where the market indices are highly dependent on
external news and events.

Another approach is to calculate the Granger causality of selected keywords to
determine whether the signals from the Google trend data are capable of unleashing
useful information of the market as a whole. This method is suitable to predict
bi-directional movements in the S&P 500 index as it allows forecasts with over
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60% accuracy, therefore most suitable for predictive techniques targeted at the stock
market level. In developing a stock forecasting tool, it was established through the
research that macro-economic effects on the organization should be captured in the
process or the architecture in relevance to theories such as random walk theory and
efficient market hypothesis—the baseline reason to invalidate fundamental analysis,
therefore.

7 Conclusion and Further Work

The research would like to restate the fact that the stock market is affected by many
forces, much of which is internal to the organization’s financial performance and
the internal stock market’s forces such as changes in policy and market parame-
ters. Therefore, the probability of an external incident effecting the stock market
performance at a substantial level is low, but not significantly low as it would
commonly be referred. The research work has established—especially through the
results obtained through the performance isolationmodule that the considerable error
between the models with and without market noises have indicated the hypostasis.
Therefore, the model could be used as a significant tool for decision-makers, espe-
cially investors as a company’s pure performance can be isolated and tested upon for
realistic phenomenon for a foreseeable future.

To reach a higher accuracy in this area, further work has to be aimed at overcoming
several drawbacks of the solution such as reducing the effect of seasonality produced
in the resultant time series models by using Facebook Prophet [22]. Hence, it should
be noted that it is recommended to execute Gaussian filtering prior to feeding data
to ANNs used in this solution, which is expected to produce a better performance as
it is observed that the randomness of stock variations could affect the performance
of the model outputs.

An important further work in the area in relation to this work is the possibility
to automate stock trade. This could be performed by adopting the event identifica-
tion framework for real-time social media streams and by application of the related
known impact on the current market state at a certain point of time, from which
the divesting and investing opportunities could be quantified across the entire stock
market providing a versatile platformwhich could beoptimized to yield themaximum
for an investor. Therefore, a tool such as Apache Spark could be a viable option to
adopt the solution in a distributed environment, providing the robustness and scala-
bility to operate on a large scale—ambitiously across stock markets as well. Hence,
the models developed through the methodology could be improved to be evolu-
tionary by the means of introducing a similarity metric against known impact factors
allowing consistency and improved reliability on a timeless scale, adapting with
the changes in the market. Therefore, the event-impact dictionary been constructed
in this work could be adopted as seeds to such an evolutionary approach, thereby
ensuring scalability and uniform applicability across organizations as well.
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Prediction of Malocclusion Pattern
of the Orthodontic Patients Using
a Classification Model

A. M. Imanthi C. K. Jayathilake, Lakshika S. Nawarathna,
and P. N. P. S. Nagarathne

Abstract Malocclusion is concerned, when the teeth of one arch are misplaced
relative to teeth of other arches in the anteroposterior transverse or vertical planes of
space, and they are referred to asmalocclued teeth. There are two factors, general and
local, contributing to developing the malalignment and malocclusion. The skeletal
factor is one of the general and very important factors to identify malocclusion
patterns. The dentist prescribes treatment according to themalocclusion pattern of the
patients before starting treatment. The analysis was performed on patients who attend
the health center in the Orthodontist Division, Faculty of Dental Sciences, University
of Peradeniya, and the sample included 60 subjects, the patient’s age ranged from 11
to 15 years. The study was carried out using the cervical vertebral maturation phase,
which was evaluated on cephalometric radiographs. Although it is a very convenient
method to identify the malocclusion pattern of the patients, it is time-consuming
and expensive. The key feature of the research was to propose a classification model
to predict the malocclusion patterns of orthodontic patients. Multinomial logistic
regression model, k-NN algorithm, random forest model, and Naïve Bayes model
were used to predict the malocclusion pattern. Accuracy of the multinomial logistic
regression model, k-NN algorithm, random forest, and Naïve Bayes classification
of malocclusion patterns were 88.89%, 83.33%, 88.89%, and 55.56%, respectively.
Further, areas under the curve (AUC) of the multinomial logistic regression model,
k-NN algorithm, random forest model, and Naïve Bayes classification were 0.9889,
0.6176, 0.5389, and 0.5333, respectively. The results of the research recommend a
method based on a classification technique to anticipate malocclusion patterns. In
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addition, themultinomial logistic regressionmodel is well succeeded for all accuracy
and area under the curve values relative to other classification models.

Keywords k-NN algorithm · Malocclusion pattern · Multinomial logistic
regression model · Naïve bayes classification · Random forest model

1 Introduction

Malocclusion is the relationship between the two dental arches. If the teeth of one
arch are misplaced relative to teeth of other arches in the anteroposterior transverse
or vertical planes of space, they are referred to as malocclued teeth [1]. The contin-
uing growth of the face may affect the developing occlusion resulting in increasing
the severity of the malocclusion. Usually, malocclusion grows with growing chil-
dren and it is possible to affect developing occlusion. There are four main factors
causing malocclusion: genetic syndromes, defects of embryological development,
trauma, and anomalous postnatal development [2]. The etiology of malocclusion is
not discussed under the main factors here, but under two factors, general and local
which help to develop malalignment and malocclusion of teeth. The skeletal factor
is one of the general factors used for the study. There are three types of skeletal
pattern, skeletal pattern I, skeletal pattern II, and skeletal pattern III [3]. In skeletal
pattern I, both jaws are in an ideal anteroposterior relationship to each other, while
the lower jaw is positioned further back than in skeletal pattern I and the lower jaw is
positioned farther forward than in skeletal pattern I for skeletal pattern II and skeletal
pattern III, respectively. Figure 1 shows the skeletal patterns of the human. Besides,

Fig. 1 Types of skeletal pattern of the patients
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Angle’s classification is used to classify malocclusion for orthodontic diagnosis.
Edward Angle introduced Angle’s classification method in 1899. Angle’s classifica-
tion classified malocclusion into three main categories, malocclusion I, II, and III [4,
5].

Al-Jundi (2015) has conducted a study under the topic “pattern of malocclusion in
a sample of orthodontic patients from a hospital in the Kingdom of Saudi Arabia” [6].
The main aim of the research was to identify the skeletal and dental malocclusion of
Saudi Arabians. The selected 510 patients from September 2013 to May 2015 were
analyzed, and different cephalometric values were used to evaluate the type ofmaloc-
clusion. They found class II malocclusion to be frequent with class III subdivision
the least frequent. They also observed a statistical difference in normal overjet, over-
bite, crossbite, slight midline deviation, and ANB according to gender. Ghiz (2005)
was done the study, “cephalometric variables to predict the future success of early
orthopedic class III treatment” [7]. The sample contained sixty-four patients, and the
samplewas divided into successful and unsuccessful clusters in the opinion of overjet
and molar relationship. Five angular measurements and eleven linear measurements
are considered for the study. A logistic regression model was fitted to distinguish the
dentoskeletal variables which are an influence for the projection of the two clusters.
The logistic regression model gave the results, an accurate rate for the successful
group is 95.5% and 70% for the unsuccessful group. Sandeep (2012) has carried out
a study to identify occlusal issues, their prevalence, and the necessity for treatment
that collaborate to decide the convenient perception plans, preventive and interceptive
treatment, and manpower needed. The main focus of this research was to evaluate
and come up with accurate details on dental malocclusion patients in Rwanda [8].
They have checked several measurements of the patients’ records of 243 selected
patients with dental malocclusion who visited the Dental Department of King Faisal
Hospital, Rwanda, between 2009 and 2012. Angle’s class I malocclusion (60.9%)
is the most common malocclusion in Rwanda comparative to class II (28.8%) and
class III malocclusions (10.3%).

None of the previous studies indicates a statistical method to identify the maloc-
clusion patterns of patients in Sri Lanka. Therefore, this pioneering research focuses
on predicting the malocclusion patterns of Sri Lankan children between the ages of
11 and 15 according to angular measurements.

The article is arranged as follows. Section 2 describes the dataset used for the
study and the classification model used to predict the malocclusion pattern along
with its model validation techniques. Section 3 expands on the statistical analysis
performed with the assist of R statistical software and the main outcomes obtained.
In Sect. 4, the conclusion declares the most important results of the study.
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2 Material and Methods

2.1 Data

The dataset contains data about sixty patients collected from patients who presented
for treatment at the orthodontic clinic, Faculty of Dental Sciences at the University
of Peradeniya. Pretreatment and post-treatment radiographs were obtained for each
case, and patients were selected during their pubertal growth spurt.

Sella–Nasion–A point (SNA), Sella–Nasion–B point (SNB), A point–Nasion–B
point angles (ANB) were the cephalometric variables considered in this study [9].
The skeletal pattern was usually determined by using maxilla and mandible with the
cranial base using SNA and SNB angles or the difference between SNA and SNB
angles [10]. The patients were classified into malocclusion patterns according to the
ANB angle. There are three types of skeletal patterns, the skeletal pattern I, skeletal
pattern II, and skeletal pattern III. Skeletal pattern 1 is the normal or standard skeletal
pattern while skeletal pattern II and skeletal pattern III are deviations of pattern 1.
The groups were identified according to the following criteria: if 0 < ANB < 4 then
the skeletal pattern is 1, if ANB > 4 then the skeletal pattern is 2, and if 0 > ANB
then the skeletal pattern is 3.

The error of the method [11] was determined replicating the evaluation and
measurements of 12 lateral cephalometric radiographs. This random selection of
data was sampled to ensure acceptable intra-examiner reliability. A paired sample
t-test was carried out to determine intra-examiner measurement error between before
and after SNA and SNB measurements.

The paired sample t-test was performed to determine the intra-examiner measure-
ment error between before and after angular measurements. Twenty-four patients
were selected from the sample to check angular reliability. The sample was selected
systematically, and a paired t-test was applied to contrast two populations’ means.
Moreover, the test can be used to compare before and after observations on the same
subjects and to compare two different methods of measurements or two different
treatments.

2.2 Classification Models

Classification models, namely multinomial logistic regression, random forest model,
k-NN algorithm, and Naïve Bayes classification models were used to predict the
skeletal patterns of the patients. The multinomial logistic regression model is used
when the dependent variable had more than two classes [12, 13]. In this model, first,
one needs to find the relationship between malocclusion I and malocclusion II and
malocclusion I and malocclusion III. These relationships are expressed as g1(x) and
as g2(x) follows,
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g1(x) = ln

(
Pr(y = I I |x
Pr(y = I |x

)
= β01 + β11x11 + · · · + βn1xn1 (1)

g2(x) = ln

(
Pr(y = I I I |x)
Pr(y = I |x)

)
= β02 + β12x12 + · · · + βn2xn2 (2)

where Pr(y = i|x) is the probability of having ith skeletal pattern; i = I, II, III, and
xij is the ith variable in the jth equation and βi j is constant for i = 0, j = 1,2.

The natural log of
(
Pr(y=i |x
Pr(y=i |x

)
is the same as the logit in standard logistic regression.

The probability of being in each given category can be found by using Eqs. (1) and
(2). The logistic transformation was used to find the probability according to the
logistic cumulative distribution. The probability of being in the category for logistic
regression with one predictor is given by,

Pr(y|x) = 1

1 + eβ0+β1x1+···+βn xn
(3)

The extended form of Eq. (3) was used to find the probability of being in each
category: exponent functions of the intercepts and the coefficients for each of the
comparisons to the reference category. Following equations were modified by using
Eq. (3),

Pr(y = I |x) = 1

(1 + exp(g1(x)) + exp(g2(x))
(4)

Pr(y = I I |x) = exp(g1(x))

(1 + exp(g1(x)) + exp(g2(x))
(5)

Pr(y = I I I |x) = exp(g2(x))

(1 + exp(g1(x)) + exp(g2(x))
(6)

The k-NN algorithm is easy to implement, effective, and simple. In the case of
classification, new data points get classified in a particular class, and in the case of
regression, new data gets labeled based on the average value of kth nearest neighbor.
There are some shortcomings of the k-NN algorithm which affect the precision
of the classification [14]. Besides, all the features should be on the same scale,
attributes have been normalized to obtain zeromean and unit variance. The similarity
or distance among training and test set is measured using Euclidean distance. [15,
16]. The standard Euclidean distance d (xi, xj) can be expressed as,

d
(
xi , x j

) =
∑(

ar (xi ) − ar
(
x j

))2
(7)

Random forest or random decision forest is a classification model that functions
by developing multiple decision trees during the training time [17]. Random forest is
a type of machine learning algorithm and supervised learning. Multiple trees in the



284 A. M. I. C. K. Jayathilake et al.

random forest algorithm reduce the risk of overfitting, shorter training times, high
accuracy, and estimation of missing data [18].

The Bayesian classification algorithm is a statistical algorithm which predicts the
class membership probabilities as the probability of a given tuple belonging to a
specific class [19]. The Naïve Bayes classification operates as follows: S is a training
set of tuples and their related class labels and there are n classes, G1, G2,.., Gi,.., Gn.
The classifier will predict the class of a given class Y which has the highest posterior
probability, condition on Y [20]. The Naïve Bayesian classifier predicts the class of
tuple Y, Gi if and only if

P(Gi |Y ) > P(G j |Y ), for 1 ≤ j ≤ n, j �= i

P(Ci |Y ) should be maximized and by Bayes’ theorem,

P(Gi |Y ) = P(Y |Gi )P(Gi )

P(Y )
(8)

P(Y ) is an unchanging factor for all the groups and only P(Gi |Y ) require to be
maximized. If class probabilities are unknown, then assume all the classes are equally
like. Therefore, P(Y|Gi) should maximize otherwise P(Y |Gi )P(Gi ) maximizes. It
is very difficult to calculate P(Y|Gi) when the dataset has many attributes. Hence, the
class conditional independence is used and that assumes each class is conditionally
independent of one another. Thus,

P(Y |Gi ) =
m∏

k=1

P(yk |Gi )

= P(y1|Gi ) × P(y2|Gi ) × · · · × P(ym |Gi ) (9)

The train tuples are used to estimate probabilities, then P(Y |Gi )P(G) is evaluated
for each class Gi to project a category label of Y. Moreover, the Naïve Bayes predicts
the class of tuple Y if and only if,

P(Y |Gi )P(Gi ) > P
(
Y |G j

)
P(G), for 1 ≤ j ≤ n, j �= i. (10)

2.3 Model Validation

The confusion matrix is a kind of contingency table that describes the performance
of the model used for predictions [21]. The confusion matrix is easy to understand
and easy to interpret. Actual and prediction are the two dimensions. Table 1 gives
the confusion matrix for the binary case below.
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Table 1 Confusion matrix
for classification models

Predicted

Yes No

Actual Yes True positive False negative

No False positive True negative

Accuracy indicates howoften a classifier is correct, and it can be found by dividing
the sum of the diagonal of the confusion matrix by the total number of observations.
Themisclassification rate can be found by dividing off-diagonal elements by the total
number of observations, which indicates how often a classification is wrong [22].

Accuracy = Sum of the diagonal elements

total number of observations
(11)

Misclassification rate = Sum of the off − diagonal elements

total number of observations
(12)

The area under the curve (AUC) is used to measure or interpret the quality of
the classification models [23]. The AUC value ranges from zero to one and most
of the classification models have values from 0.5 to 1. The AUC value is equal to
1 for the best classification model. Moreover, the best classification method among
the other classification methods can be determined considering AUC values, and the
best model has the highest AUC value.

3 Results and Discussion

Sixty cases were recorded at the Clinic at the Faculty of Dental Sciences, University
of Peradeniya. Out of these, thirty patients were female and thirty patients weremale,
and Class I malocclusion was found in four patients, which illustrated 6.67%. Class
II malocclusion was discovered in 53 patients representing 83.33% of the sample.
Finally, three patients have diagnosed with class III malocclusion, which represented
5.00% of the sample.

Table 2 gives the outcome of the paired sample t-test which is used to determine
intra-examiner measurement error between first and second measures. The p-value
= 0.0693 > 0.05, indicates there is no significant difference between first and second

Table 2 Summary results of the t-test of angular measurements

Mean difference Test statistics DF p-value 95% confidence interval

Lower Upper

Angular
measurements

0.5 1.9057 23 0.0693 − 0.0428 1.0428
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Table 3 Accuracy,
misclassification rate, and
AUC for fitted classification
models

Model Accuracy (%) Misclassification
rate (%)

AUC

Multinomial
logistic regression

88.89 11.11 0.9889

k-NN algorithm 83.33 16.67 0.6176

Random forest
classification

88.89 11.11 0.5389

Naïve Bayes
classifier

55.66 44.44 0.533

measurements. Moreover, the 95% confidence interval determines a range of values
that can be 95% certain contains the population mean. In other words, the true mean
of the population is in the range between -0.0428 and 1.0428 with 95% confidence.

Multinomial logistic regression, k-NN algorithm, random forest, and Naïve
Bayes classifier models were used to determine the malocclusion patterns of the
patients. Table 3 gives the accuracy, misclassification rate, and AUC value of fitted
classification models.

According to Table 3, the accuracy of the multinomial logistic regression model,
k-NN algorithm, random forest, and Naïve Bayes classification of malocclusion
patterns are 88.89%, 83.33%, 88.89%, and 55.56%, respectively, and misclassifi-
cation errors for classification models are 11.11%, 16.67%, 11.11%, and 44.44%,
respectively. The area under the curve (AUC) of the multinomial logistic regression
model, k-NN algorithm, random forest model, and Naïve Bayes classification are
0.9889, 0.6176, 0.5389, and 0.5333, respectively.

4 Conclusion

The error of the method was computed by performing a paired sample t-test and
the p-value for the test indicated that both the samples have the same mean, and
there is no significant difference between before and after treatments. In this paper,
classification models were used to predict the malocclusion patterns of the patients
and the multinomial logistic regression model is suggested to predict the malocclu-
sion patterns of patients considering cephalometric measures. The outcome of the
classification model shows that it effects with an accuracy of 88.89% and 0.9889
AUC value, providing that this model can be applied to predict the malocclusion
pattern of the patients utilizing cephalometric measurements.
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An Ensemble Learning Approach
for Automatic Emotion Classification
of Sri Lankan Folk Music

Joseph Charles and Sugeeswari Lekamge

Abstract Music experience is closely associated with our moods and emotions.
Even though data mining techniques have been widely adopted in computational
analysis of music-emotion, traditional music including Sri Lankan folk music is less
explored computationally. Therefore, considering a Sri Lankan folk music dataset,
performed the classification using Support Vector Machines, Naive Bayes, Random
Forest (RF), k-Nearest Neighbor (k-NN), and Logistic Regression (LR), employing
dynamics, rhythm, timbre, pitch, and tonality features. k-NN achieved the maximum
accuracy (78.44%) while RF and LR achieved accuracies of 76.19% and 73.42%,
respectively. Combining the above three classifiers, an ensemble model was devel-
oped.Max-voting was applied, and the results were further enhanced using ensemble
boosting. With optimized features, AdaBoost (RF as base estimator) achieved the
highest accuracy (95.23%) while reducing the training time significantly. Expanding
the dataset in terms of the number of music stimuli and emotion categories looked
progressive.

Keywords Music-emotion classification · Ensemble learning ·Max-voting · Sri
lankan folk music · Computational musicology

1 Introduction

Music is a ubiquitous phenomenon present in our daily lives. It has become a highly
influential factor in entertaining and healing humans by evoking various emotions.
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The tremendous growth in the music industry within the recent past has moti-
vated the music information retrieval (MIR) research community worldwide to iden-
tify the significant relationships between music and emotion [1]. With the ever-
increasing amount of musical content available in digital libraries, keeping track
of them and discovering relationships of music with other key aspects including
emotion has become a challenging task. Therefore, in this regard, data mining has
been extensively utilized which is a broad area of research comprising feature extrac-
tion, co-occurrence analysis, similarity measures, and classification and clustering
[1, 2].

However, due to the subjectivity connected with emotion perception, discovering
the emotional correlates of music has become a complex task warranting further
research; different emotions may be elicited among different listeners for the same
music stimulus. As well as, the same listener may express another form of emotional
expression at different times for the same stimulus [3]. Automatic recognition of
music-emotion is a major area of research that utilizes the ability of a computer for
sensing and recognizing emotions expressed in music. Usually, musical information
is retrieved from music depending on the name of the composer or the title of the
composition. The techniques that are used to organize and retrievemusic information
need to be further improved to cater to the growing demand for effective information
access and retrieval. As a result, organizing and retrieving music by emotion has
drawn the attention of researchers in the field of computational musicology. Making
digital platforms that are capable of recognizing the emotions expressed in music
further helps enhance human–computer interaction.

Sri Lankan folk melodies which usually emerged to express the true emotions
and feelings of the community have an immense potential in emotional expression.
However, these melodies warrant further research on their emotional expression,
harnessing the potential of data mining and machine learning, whereas the literature
provides evidence for similar investigations very frequently on Western or Western
classical music [4]. Further, a study preceding to the current study investigating the
generalizability of existing emotion classifiers for classifying the above folkmelodies
revealed that the generalizability varies depending on the type of emotion [5]. More-
over, the need for developing newmodels for such cultural-specificmelodies also has
been emphasized. Therefore, the study aimed to develop an emotion classification
model for Sri Lankan folk melodies aiming to achieve an enhanced classification
performance through an ensemble approach with different learning classifiers.

2 Related Works

Music-emotion recognition (MER) is one of the major fields in developing music
recommender systems. To the best of our knowledge, the very first MER paper was
published in 2003, by Feng et al. [6]. The study was carried out using 200 audio clips
considering two major attributes namely tempo and articulation. Four predominant
emotion categories (happiness, sadness, anger, and fear) were considered in the
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classification process. By using neural technology, the classifier is reported to have
achieved precision and recall of 67% and 66%, respectively.

The performance of any predictionmodel relies on the number and type of features
used to train themodel and as revealed by the review of literature, limitations reported
in several previous studies [7, 8] are attributed to the feature selection. Themajority of
the studies in the past have proposed comparatively similar classification approaches
utilizing different sets of musical features such as sharpness, timbre, width, tonal
dissonance, multiplicity, intensity, and rhythm [7, 8].

Mokhsin, et al. [9] have used Artificial Neural Networks (ANN) for the emotion
classification of vocal and instrumental sound timbres of Malay popular music.
Timbral features namely spectral centroid, zero-cross, and spectral roll-off were
considered in the study in identifying the emotions: anger, happiness, calmness, and
sadness. The final trained system was able to detect the emotions with an accuracy
of 75%.

Introducing a computational framework, Lu et al. [8] attempted to detect and track
mood based on acoustic features related to intensity, timbre, and rhythm. A dataset
of 800 classical music pieces were used in the study with an accuracy of 86.3%.

As opposed to using musical acoustic features for emotion classification, song
lyrics are also employed. On a dataset comprising metadata on mood about songs
from the blog LiveJournal [10], Dang and Shiraj [11] used Naive Bayes, Support
Vector Machines (SVM), and graph-based methods. Mood categories as defined in
Music Information Retrieval Evaluation eXchange (MIREX 2007) were used in the
study. Poor classification performance in this study was reported to have been due
to the inclusion of extremely subjective metadata and song lyrics which contain
numerous metaphors that are only human-understandable.

As evident by a recent review of literature on music-emotion classification [12],
some of which were discussed above, the studies vary depending on several factors
including the datasets, acoustic features, and feature extraction tools, listener popu-
lations in the creation of ground-truth, and the classification models used. Therefore,
the discrepancies in the classifier performance could be partially attributed to the
above differences while they could also be affected by the specific limitations within
each study.

3 Methodology

3.1 Tools and Resources

The study was conducted usingMATLABMIRToolbox version 1.7.2, for the feature
extraction. Among other feature extraction tools including Marsyas [4, 7, 14, 15]
and Psysound [7, 8] which are reported to have been frequently used in the related
literature, MIRToolbox which is free and open-source has been widely employed [8,
9, 13, 16] by previous researchers as well. For scientific programming, Spyder IDE
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was used with the Python programming language to train and test the classifiers.
Further, the study was carried out through specific hardware configuration (2.3 GHz
Intel Core i5, 8 GB 2133 MHz LPDDR3 memory, macOS High Sierra Version
10.13.6 operating system).

3.2 Dataset

The dataset used in this study consisted of 206 Sri Lankan folk music stimuli. Each
stimulus was of 30 s duration which was intentionally composed (Disura Institute of
Music, Ruwanwella, Sri Lanka) and recorded (Audio Visual Unit, Sabaragamuwa
University of Sri Lanka) for emotion-based research purposes. The stimuli were
annotated with the predominant emotion labels: happiness, sadness, and fear. The
above three emotions were considered since they are easily distinguishable from all
other emotions. The annotation task was performed by a panel of three experts in
the field of musicology. The music stimuli contained vocal and instrumental content
where there were no lyrical contents.

3.3 Audio Preprocessing and Feature Extraction

All music files must be preprocessed before any computational simulation for
improved mining and to obtain correct output values [9]. All the music files were
resampled into a common standard format of 44100 Hz; Stereo; 32-bit;.wav PCM,
and compressed to the same volume scale that is most applicable for processing using
MIRToolbox. To train the machine classifier via supervised learning, 22 acoustic
features were extracted using MATLAB MIRToolbox employing various dimen-
sional feature methods defined in the toolbox (Table 1). These 22 features belong
to five selected perceptual dimensions of music namely: dynamics, rhythm, timbre,
pitch, and tonality.

3.4 Classifier Training

Emotions perceived by listening to music are a result of different musical-feature
statistical values. Therefore, musical features that are highly significant for assessing
emotions should be considered when developing a music-emotion classification
(MEC) system. As shown in Fig. 1, the MEC process consists of three stages. Stage
1 refers to audio preprocessing which was described in 3.3.

In Stage 2, the dataset was split into 80% and 20%, respectively, for training and
testing purposes. Five basic classifiers identified by the literature review as often used
classifiers for the classification of music emotions: Support Vector Machine [4, 7,
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Table 1 Dimensional feature
methods used in the study

Dimension Used method (MIRToolbox)

Dynamics mirrms()

mirlowenergy()

Rhythm mirfluctuation()

mireventdensity()

mirtempo()

mirmetroid()

mirmetroid()

mirpulseclarity()

Timbre mirzerocross()

mirrolloff()

mirbrightness()

mircentroid()

mirspread()

mirskewness()

mirkurtosis()

mirentropy()

mirroughness()

mirroughness()

Pitch mirpitch()

mirinharmonicit()

Tonality mirkey()

mirtonalcentrid()

Fig. 1 Music-emotion classification process
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13–15], k-Nearest Neighbor [7, 15], Naïve Bayse [4, 11], Logistic Regression, and
Random Forest were then trained.

In Stage 3, the trained classifiers were evaluated using the testing dataset, and
the classifiers with the best performance as indicated through precision, recall, and
F-measure values were identified. The use of such common evaluation measures
enables us to compare the performance of our approach with those of the previous
approaches and thereby to analyze the impact of each approach. In addition, all the
classifiermodelswere tested by k-fold cross-validation (k= 5) as it ensures that every
observation from the original dataset has the chance of performing in the training set
and testing set. Based on a comparison among the performances of the classifiers,
the best classifiers were identified.

3.5 Ensemble Learning

With the aim of creating an improved classification model, the study further applied
an ensemble learning employing multiple learning algorithms. Each individual algo-
rithm predicts a discrete value according to the output. To obtain a better predictive
performance, different weak classifiers are integrated to generate a strong ensemble
of classifiers. This technique directs to achieving an enhanced accuracy by reducing
the individual error rate [16]. Each classifier applied in the proposedmachine learning
approach has its individual contribution in the final predictive model performance.
Here, an ensemble technique is used for voting and boosting. Voting is an advanced
method of single classifier performance, which returns individual classifier vote and
final prediction label that performs majority voting as shown in Fig. 2. The best-
performed classifiers are selected from a comparison of the single classification
system.

Boosting is another well-known technique that forms a sequential ensemble of
base classifiers for achieving an improved performance by an iterative process, where
individual classifiers did not perform well. This technique intends to reduce bias and

Fig. 2 Ensemble learning approach with max-voting
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increase the variance [17]. Here, a new training dataset is formed according to its
sample distribution. Adaptive boosting (AdaBoost), gradient boosting, and extreme
gradient boosting (XGBoost) algorithms were used for ensemble boosting.

3.6 Feature Selection

Including more features in the model during training makes the model more complex
and overfitting with the dataset. Proper feature selection significantly reduces the
overfitting problem and makes the model more generalizable. Therefore, using two
different techniques namely feature importance and correlation matrix, a highly
optimized set of features were obtained.

4 Results and Discussion

The individual classifier performances obtained through the experiments are
discussed first under this section. Then, the three-classifier ensemble results are
discussed. Finally, a performance comparison between the individual classifier
models and the ensemble model is presented.

4.1 Performance of Individual Classifiers

Table 2 depicts the performance of individual classifiers. Accordingly, the highest
accuracy (78.57%) was achieved by k-NN.

Therefore, k-NN was identified as the best classifier, while Random Forest and
Logistic Regression also performed comparatively well, achieving accuracies of
76.19% and 73.42%, respectively.

Further, the experiment was continued to evaluate the performance of classifiers
by using fivefold cross-validation. Apart from the conventional training and testing
approach, cross-validation randomly partitions the dataset into equal-sized subsam-
ples. Thereafter, each fold splits the dataset in training and testing with randomly
selected data. After the training, the test data is experimented and evaluated. Like-
wise, the training and testing process is repeated until each fold serves as the test
data. In each iteration, the accuracy is returned for k-folds, and finally, the average of
all k accuracies is calculated. Table 3 provides a comparison of the performance of
individual classifiers resulting from fivefold cross-validation. During this step also,
k-NNwas identified as the best classifier among others, achieving amean accuracy of
78.44%. The Logistic Regression and Random Forest achieved accuracies of 73.12%
and 69.79%, respectively, as given in Table 3.



296 J. Charles and S. Lekamge

Table 2 Performance of individual classifiers (SVM—Support Vector Machine, NB—Naïve
Bayes, k-NN—K-Nearest Neighbor, LR—Logistic Regression, RF—Random Forest, H—
Happiness, S—Sadness, F—Fear)

Algorithm Confusion matrix Evaluation metrics Accuracy
(%)Precision

(%)
Recall (%) f1-score

(%)‘

SVM H S F 68 70 76 71.19

H 8 2 0

S 5 13 1

F 1 1 11

NB H S F 69 68 67 66.66

H 6 2 6

S 8 11 0

F 2 0 11

k-NN H S F 94 79 86 78.57

H 10 0 0

S 4 15 0

F 4 1 8

LR H S F 70 74 70 73.42

H 6 2 2

S 3 14 2

F 1 2 10

RF H S F 81 71 74 76.19

H 5 4 1

S 1 18 0

F 0 4 9

Table 3 Performance of Individual Classifiers (after fivefold cross-validation) (SVM—Support
VectorMachine, NB—Naïve Bayes, k-NN—K-Nearest Neighbor, LR—Logistic Regression, RF—
Random Forest)

SVM (%) RF (%) KNN (%) NB (%) LR (%)

1st fold 76.47 73.53 88.24 52.49 76.47

2nd fold 70.59 73.53 79.41 47.05 73.53

3rd fold 66.67 90.91 81.82 79.74 75.76

4th fold 62.50 59.38 75.00 34.67 65.63

5th fold 48.39 51.61 67.74 37.13 74.19

Mean 64.92 69.79 78.44 50.22 73.12
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Table 4 Ensemble learner results (RF—random forest, LR—logistic regression, k-NN—k-nearest
neighbor)

Algorithm’s
evaluation
performance

Max-voting
classifier (RF, LR,
k-NN)

AdaBoost Gradient boosting XGBoost

RF LR

Accuracy (%) 81.42 88.28 74.57 54.76 83.8

Precision 0.76 0.72 0.61 0.59 0.86

Recall 0.81 0.64 0.72 0.55 0.74

F-measure 0.71 0.63 0.72 0.56 0.72

Model
training time /
seconds

0.1555 0.0227 0.1046 0.4373 0.1155

4.2 Performance of the Classifier Ensemble

Based on the classification accuracies of individual classifiers (fivefold cross-
validation applied), k-NN, LR, and RF were selected for the ensemble model, and
the max-voting approach was used. Each classifier was used as a base estimator
and was evaluated with the same training dataset. Using VotingClassifier class from
sklearn.ensemble, the models were pitted against each other. Accordingly, the max-
voting ensemble experiment achieved an accuracy of 81.42%, which is far better
than the performance of the individual classifiers.

To obtain a more reliable and accurate prediction result, boosting which is another
technique of ensemble approach was applied to the dataset. As given in Table 4, the
AdaBoost technique was found to be promising, which yielded the highest accuracy
(88.28%) for Random Forest base estimator, whereas the lowest accuracy (54.76%)
was for Logistic Regression. Further, XGBoost and Gradient Boosting ensemble
boosting algorithms yielded accuracies of 83.8% and 74.57%, respectively. Based
on the above results and comparisons concerning the selected performancemeasures,
AdaBoost and XGBoost algorithms were identified as the well-performing.

4.3 Classifier Performance After Applying Feature Selection
Techniques

Through applying the feature importance technique for feature selection, the score
for each feature of the dataset was obtained. In this regard, extra tree classifier was
used which comes with an inbuilt class of tree-based classifiers which extracted
the ten most important features as shown in Fig. 3. These ten features included the
pulse clarity (M), fluctuation (M), pitch (M), entropy of spectrum (M), tempo (M),
tonal centroid (M), spectral flatness (M), spectral kurtosis (M), roughness (SD), and
spectral skewness (M).
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Fig. 3 Top-ten features from the feature importance technique

Figure 4 shows the correlation matrix heatmap with positively correlated and
negatively correlated values between features. This makes it easy to identify the
most related features of the target variable.

The results of the ensemble classifier model showed considerable improvement
with the feature selection techniques. With the feature importance technique, the
best results for emotion classification surpassed those with the correlated features
technique. Accordingly, the highest classification performance was achieved with
AdaBoost (RF) and XGBoost with accuracies of 95.23% and 93.23%, respectively
as shown in Fig. 5.

Therefore, the AdaBoost algorithmwith RF as the base classifier was finally iden-
tified for the emotion classificationmodel.Not only in respect of the accuracy, but also
in respect of the training time, the selected model outperformed the other models as
shown in Fig. 6, which is efficient, effective, and economically beneficial for emotion
classification. These are among the key concerns when integrating the developed
model into any prospective commercial application for music recommendation and
retrieval.

5 Conclusion

Performance of the five supervised learning classification algorithms which were
identified through the literature review was evaluated using a collection of 206 Sri
Lankan folk music stimuli that were intentionally composed to express happiness,
sadness, and fear as the principal emotions.Among them, k-NN,Logistic Regression,
and Random Forest which yielded comparatively higher accuracies were selected
for the ensemble model. Voting and boosting techniques were applied which finally
revealed AdaBoost (RF as the base estimator) as the most suitable algorithm which
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Fig. 4 Correlation matrix heatmap

yielded an accuracy of 95.23%. The model consisted of ten musical acoustic features
identified through feature selection techniques. The selected model outperformed
the other classifiers not only in terms of the accuracy but also in terms of the clas-
sifier training time. Taken together, the study makes a significant contribution to the
domain of music data mining through comprehensively applying machine learning
techniques to Sri Lankan folk music which is new and yet to be explored dataset.
However, several limitations could be identified in the present study which need to
be overcome in future studies, e.g., the classifiers were trained on a comparatively
small dataset which may lead to model overfitting and thereby produce inaccurate
results. Moreover, as an initiating step, the study considered only three key emotions,
whereas for achieving an enhanced validity and a wider acceptance of the model,
it is required to expand the dataset in terms of the number of music stimuli while
introducing various other emotions representing the entire emotional spectrum.
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Fig. 5 Comparison of classification accuracy

Fig. 6 Comparison of classifier training time
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Mobile Application to Identify Fish
Species Using YOLO and Convolutional
Neural Networks

K. Priyankan and T. G. I. Fernando

Abstract Object detection is one of the sub-components of computer vision. With
recent development in deep neural networks, many day-to-day problems can be
solved. One of the practical problems faced by shoppers is the difficulties in iden-
tifying the fish species correctly. Even though there are few studies to solve this
problem, those implemented solutions are not easily accessible. The goal of this
research is to implement a mobile application based on deep learning that can detect
the fish species and provide information on vitamins, minerals, prices, and recipes.
For this study, top-selling 16 Sri Lankan fish species are used. This study proves that
it is possible to build a model using a YOLO-based convolutional neural network.
Mobile application takes 3–20 s to detect the fish species based on Internet speed.

Keywords Fish detection · Convolutional neural network · YOLO · Detection and
classification

1 Introduction

People visit the fishing market very often since fish products have vital vitamins
and minerals which are required for a healthy life. Since the fish products fulfill
53% of animal protein per capita consumption, the country has achieved 44.6 g
per day [1]. The supermarket industry offers a wide variety of food and household
itemswhere customers havemany advantages compared to traditional grocery shops.
Most of the supermarkets have tags specifying the product details and price details
for the convenience of the customer. One of the sections in a supermarket is the fresh
fish/meat section.

The current approach followed in buying fish in most of the supermarkets and
fish markets is, sliced pieces/whole fish are displayed where customers must ask
the shopkeeper and get to know the fish type and price details and buy according
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to the requirement. This consumes plenty of time, and sometimes can lead to false
information. Customers can spend less time in the fish market if the fish species can
easily be identified like the tags available on each product at the supermarkets.

Japan has a high life expectancy linked to diet. This is achieved due to proper
fish consumption. Some fish products are used to cure many diseases and lead to a
healthy lifestyle. People must be able to get information about vitamins and minerals
in each fish species and what type of diseases it can cure. This information must be
simple in such away that the general public must understand and also easily available
at any time [2].

Machine learning and deep learning play a major role in computer vision.
Computer vision applications are widely used with the advancement in technology
and resources. It is used in a simple scenario like character recognition to a complex
scenario like self-driving vehicles.

Object detection is one of the sub-components in computer vision that solvesmany
day-to-day problems. Object detection is the process of finding the exact location of
objects in an image. Even though humans and animals can easily detect objects, it is
difficult for amachine to detect objects in a scene.Butwith the use of computer vision,
the objects can easily be detected. Although much research in the object detection
field has been done, very few have tried in solving the fish detection problem [3].
Fish detection can be considered as one main application of computer vision. Object
detection differs from object classification, i.e., object classification shows which
object is depicted in the image, and object detection shows where the object is in the
image. In this study, the main focus is to implement a simple deep learning solution
for detecting the fish species accurately.

This study aims to implement a mobile application that can identify and detect
fish species and then view the price details, nutrients, and recipes efficiently. The
objectives of this research are studying the existing tools and technologies that are
applied to classifyfish types, studying thedeep learning algorithms that canbe applied
to detect and identify objects and develop a novel method to detect and identify the
fish type even if the image contains a sliced fish using deep learning algorithms and
develop a mobile application which can detect and identify the fish type and then
provide the vital information about the fish such as price, nutrients, and recipes to
cook the fish.

2 Related Work

In the study conducted by Eiji et al. [4], a neural network was developed to identify
the fish species in Japan by using reference points. By applying the truss protocol,
getting the characteristic points from the edges of the fish in an image is called
reference points. The ratio of specific truss lengths between the ‘reference points’
relative to the total body is used to compile the dataset, and it is used as the network
input. The study says that the neural network developed provides higher accuracy in
identifying the fish species. But this study was conducted only for three fish species.
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Fish species are identified using the head section and color of the body section. After
using the RGB values, the accuracy was enhanced proving that the color plays a
major role in identifying the species of the fish.

Another study conducted by Michael Chatzidakis [5] has used a convolutional
neural network (CNN) to identify fish species in the camera footage. For this study,
the researcher has considered only eight species of fish. This study says that 97.4%
accuracywas obtained before overfitting. The pretrainedmodel has been used for this
study with many augmentation techniques applied to the training dataset. Dropout,
weight decay, and batch normalization have been effectively used to improve the
convergence and decrease the overfitting. But this solution cannot be embedded in a
mobile device since this need high-performance computing devices to classify fish
species.

Li et al. [6] have researched on fast accurate fish detection and recognition of
underwater images with fast R-CNN. In this study, they stated that fast R-CNN is
more suitable for underwater fish detection, and it is comparatively faster than a
CNN. For this study, 12 types of fish species are used which are found in the deep
ocean. This design contains a RoI layer, two sibling layers (a fully connected layer
and softmax layer over 12 fish classes plus background class and bounding-box
regressors), two fully connected layers, and five convolutional layers. This system
produces output on classes and bounding-box values by taking an RGB image and
its 2,000 Region of Interests (ROIs) collected by the selective search. After the first
and second convolutional layers, max-pooling layers and necessary normalization
are applied. All the fully collected layers and convolutional layers are subjected to a
rectified linear unit (ReLU) nonlinearity.

Another study “Automatic Nile Tilapia Fish Classification Approach Using
Machine Learning Techniques” identifies one single fish using support vector
machines [7]. This study uses the scale-invariant feature transform (SIFT) and
speeded-up robust Features (SURF) algorithms to extract features. Furthermore, the
study states that the experimental results obtained from the support vector machine
algorithm outperformed other machine learning techniques, such as artificial neural
networks (ANNs) and K-nearest neighbor (KNN) algorithms, in terms of the overall
classification accuracy.

Hnin and Lynn [8] proposed a system to identify species based on taxonomic
characters and specimens. The study provides a statistical approach for helping
taxonomists correctly identify the species and comment wrongly identified species.
This kind of system has a key factor which is feature selection that reduces the
data dimension. This system created the training dataset using a combination theory.
Attribute pairs generated from the system were tested using two classifiers. Most
matching features are selected based on the accuracy of each classifier for each
attribute pair. Effectiveness of the features verified by selected feature sub-set based
on three supervised classifiers.

Salimi et al. [9] introduce a system based on the ‘Otolith’ contours to iden-
tify the fish species with high classification accuracy. They have identified 14 fish
species. Short-timeFourier transformations (STFT) to extract features of the ‘Otolith’
contours, and then, discriminant analysis (DA) has been used to classify the fish



306 K. Priyankan and T. G. I. Fernando

species from the extracted features. This study states that they were able to get 90%
accuracy for nearly all the 14 classes that they have used.

How fast a trainedmodel takes to detect an image is important in a practical point of
view. Most of the above studies are not capable enough to detect fish species quickly,
so that they can be implemented in handheld devices. This research is unique and
differs from others since there is no other model that is capable to detect Sri Lankan
fish species instantly.

3 Methodology

According to the report [1] published by the Ministry of Fisheries and Aquatic
Resources Development in Sri Lanka, fish production in Sri Lanka is mainly from
the marine sector, coastal water, offshore seawater, agriculture, and shrimp farming.
There are around 90 major species of fish that are consumed by the public. It is
very difficult to collect a dataset for all the fish species with a limited time of this
undergraduate research project. So, the plan is to reduce the number of fish species
but also solve the problem faced by the general public in identifying fish species.
Mainly images were collected from the sectors such as people who consume fish
(general public), people who take part in fish production (fisherman), and also from
people who sell fish products (supermarkets/fishmarket owners).

By considering all the information collected from all three sectors, choose the top
16 fish species that are consumed by the general public of Sri Lanka [1]. Figure 1
depicts the top 16 species selected for this study according to the data provided by
three groups of people. The most important task in this research is to have a dataset
that can be used to train the model. But there is no such dataset of fish species of Sri
Lanka. So, collecting and preparing the dataset plays a major role in this study.

3.1 Data Collection and Preprocessing

Before starting to collect the dataset, the plan is to decide how to collect the fish
images. Since this study is based on object classification, we need plenty of images
for each fish species. We should have nearly 800–900 images of each species to
get better accuracy. First, we found out the places that we can get the top 16 fish
species that we selected. Accordingly, the following are the places that images were
collected:

• John Keells Distribution Center (Wattala)
• Fisheries Cooperation (Nawina)
• Fisheries Cooperation (Moratuwa)
• Fish Market (Colombo 06)
• Fish Market (Colombo 04)
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Fig. 1 Top 16 fish species

• Keells Super Centre (Dehiwala)
• Internet images.

Using the plan given in Fig. 2, collect 120 pictures for each species from each
shop and hence collected 1920 (=120*16) images. But this is not enough to train a
deep neural network. Therefore, it is decided to use image augmentation techniques
to increase the number of images without distorting the images. The techniques are
followed to increase the number of pictures of fish in the datasetwhich are translation,
rotation, and flipping.
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Fig. 2 Variation in taking pictures

After applying the augmentation methods, the number of images for each class
is increased to 150 for each shop. Finally obtained 14,400 images for all top 16 fish
species, i.e., 150 (original + images after applying augmentation techniques) * 6
(shops) * 16 (fish species). Figure 3 shows the variation in images taken for training
the model.

Fig. 3 Variations in images taken according to the plan
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Fig. 4 Preprocessing using the BBox tool

This study is not only fish classification but also handles fish detection, where the
model should identify where the fish is in the image. To train this kind of model, it
is required to have training dataset with a bounding box specifying where the fish is
in the image. This process takes a very long period since this must be done manually
by the developer one by one specifying the fish species class and bounding box,
respectively. An open-source Python program called the “BBox” tool [10] has been
used to do this process. This tool has a graphical user interface where the bounding
box can be drawn, and then, it generates the number of boxes drawn with, Xmin,
Ymin, width, and height of the bounding boxes. Figure 4 shows the user interface of
the tool.

Dataset is the key to all machine learning problems. The number of examples
in the dataset affects the accuracy of the model [11]. As discussed earlier, only
three augmentation techniques were used to increase the number of images in the
dataset without distorting images. Only 20 images from each species were taken
and translated 5 to 20 pixels up, down, left, and right. Similarly, those images were
rotated 1 to 2 degrees to left and right. An image flipping technique was also used
since flipping fish images does not affect the accuracy of the model. Figures 5 and
6 depict the images after applying the two augmentation techniques—flipping and
rotation.

After applying these techniques, the final dataset was spitted into training and
testing datasets as to the ratio 7:3, respectively.
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Fig. 5 Data augmentation—flipping

Fig. 6 Data augmentation—rotation

3.2 YOLO

YOLO [12] is a concept called “You Only Look Once.” In this method, bounding
boxes with the highest score are assumed as detection. This is achieved by applying
the model to the image at multiple locations and multiple scales. Unlike other archi-
tecture, YOLO applies a single neural network for the entire picture. An image is
split into multiple regions and probabilities and bounding boxes are predicted for
every region. Each bounding box weights its corresponding output probabilities.

This YOLO divides the image into 5*5 grid cells. Each cell is responsible for
predicting two bounding boxes, which are called the anchors. So, in the final layer,
the tensor of size 5*5*(5*2 + 16) is obtained.

Since after producing two bounding boxes for each cell, the first ten values of the
1*26 are X coordinate of the bounding-box center inside the cell, Y coordinate of
the bounding-box center inside the cell, width of the bounding box, height of the
bounding box, and confidence of the class—Pr(Class—object) (Fig. 7).

The remaining 16 cells denote the conditional probability of the object belongs
to the class i if an object is present in the box. Next, multiply all of these class scores
with bounding boxes for each grid cell. So now possess a 5*5*2= 50 bounding box
of (1*16) tensor. Now utilize a non-maximum suppression algorithm [13] to set the
score to zero for redundant boxes. After that, it is left with only 2 or 3 bounding boxes
where others are set to zero. From these bounding boxes, select the boxes according
to the class score.
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Fig. 7 YOLO architecture

3.3 Convolutional Neural Network (CNN)

A CNN [14–17] is a popular deep learning technique for visual recognition tasks
because of its proven quality of performance in image classification with less image
preprocessing. In machine learning, CNN is a type of feedforward artificial neural
network (Fig. 8). They are widely used in the field of pattern recognition within
images and videos. CNN consists of several layers. These layers are convolutional
layers, ReLU layers, pooling layers, and fully connected layers. When these layers
are stacked together, CNN architecture has been created. The neurons of the CNN
layers are arranged in three dimensions (width, height, and no. of channels). The no.
of channels of the input layer is three for color images, and it is one for gray-scaled
images.

The convolutional layer [17] is the first layer on CNN. This layer has a filter/kernel
which has weights and biases. The depth of the filter must be the same as the depth of

Fig. 8 Convolutional Neural Network (CNN)
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the input image. This filter slides over the input image. Choose the filter size initially
to choose the stride and padding. Stride controls how the filter convolves around the
input volume. Padding pads the input volume with the value around the border. As
the filter slides around the image, it multiplies the values in the filter with the original
pixel value of the image and summed up as a single number. This process is repeated
for every region of the input image. The final region after sliding is completed; the
output of this layer is called the feature map.

The purpose of adding aReLU layer [17] after a convolutional layer is to introduce
nonlinearity since convolutional layers operate with linearity. Even though there
are many functions for nonlinearity like sigmoid and tanh, researchers found that
ReLU function performs better than those since the model can be trained faster and
accurately. ReLU layers change the negative activation to zero providing nonlinearity
to the model.

After a ReLU layer, CNN has a pooling layer. There are many pooling layers like
the maximum pooling layer, average pooling layer, and L2 norm pooling layer. Most
of the CNN use the maximum pooling layer which takes the maximum value in each
sub-region.

Finally, CNN has fully connected layers, where the input from the previous layer
is flattened and sent so as to transform the output into the number of classes as desired
by the network.

In addition to that, dropout layers [16] are added between layers to prevent the
overfitting problem. Dropout is a technique where randomly selected neurons are
ignored during the training.

3.4 Implemented Architecture

YOLO has an advantage over the other CNN. YOLO applies a single CNN for both
classification and localization of objects. YOLO can process images at about 40–90
FPS. Our network uses 24 convolutional layers followed by two fully connected
layers in the first layer. To build this model, 90 layers of filters have been used in
the second layer. This model takes the input image and resizes to 448*448 pixels.
Then, the image passes through the first and second layers of the network above and
outputs 7*7*30 tensor. This output provides the coordinates of the bounding box and
the probability of the detected class.

3.5 Hardware and Software Used in the Experiment

For this study, the following hardware and software are used:

• AGPU computer was used with Intel Core i7 CPU, DDR3 16 GB of memory and
NVIDIA GeForce GTX 960 processor (2 GB) and Tesla K40 GPU.
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• Ubuntu 14.04 (64 bit)
• NVIDIA DIGITS 5
• MATLAB R2012
• BBox-Label

4 Results

The accuracy of this model is 77%. Even though there were many studies with better
accuracy than this, they require high computing resources or a considerable amount
of time to detect the fish. Those implemented solutions are not available for easy
access to the general public, so that they can solve their problem in identifying the
fish species correctly.

The average time taken for detecting the fish species depends on the Internet speed
and the quality of the image. On average, this takes 3–20 s per image to detect.

Dataset greatly affects the accuracy and efficiency of a trained model. Table 1 and
Table 2 show that the model needs to be more improved. The accuracy of the model
can be further improved by introducing new images for some classes and retrain the
model with these images.

A mobile application has been developed to implement the model which is
displayed in Fig. 9. Since a mobile device has a limited capacity and speed, a script
running on an AWS machine is called from the mobile device when a user inputs
an image for the detection of a fish. Then, the output of the application which is

Table 1 Confusion matrix n = 1607 Predicted yes Predicted no

Actual yes 768 202

Actual no 166 471

Table 2 Confusion matrix
measures

Measure Value Derivation

Sensitivity 0.8143 TPR = TP/(TP + FN)

Specificity 0.6999 SPC = TN/(FP + TN)

Precision 0.7828 PPV = TP/(TP + FP)

Negative predictive value 0.7394 NPV = TN/(TN + FN)

False positive rate 0.3001 FPR = FP/(FP + TN)

False discovery rate 0.2172 FDR = FP/(FP + TP)

False negative rate 0.1857 FNR = FN/(FN + TP)

Accuracy 0.7652 ACC = (Tp + TN)/(P +
N)

F1 score 0.7982 F1 = 2TP/(2TP + FP +
FN)
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Fig. 9 Mobile interfaces

depicted in Fig. 10 is the detected fish with a bounding box and the accuracy of the
model. Further, the user can select the detected fish from a dropdown menu to view
the details of vitamins, minerals, and price of the fish, and its recipes. The applica-
tion is also capable of detecting sliced fish and multiple fish types in a single image.
The model has been trained in a way that the user can input an image taken in any
orientation.
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Fig. 10 Output of the application

Also, a user can send feedback to the system after it detects a fish correctly or
incorrectly. These images and labels are saved in the server, so that these images can
be used for future training of the model and fine-tune it further.

For more details of the mobile application, a demonstration is available at the
YouTube link “https://www.youtube.com/watch?v=PuuBARG4S-0.”

5 Conclusion

The main goal of this research is to identify the fish types correctly. The complex
part of this study is to identify the sliced fish images correctly. The investigation is to
implement a convolutional neural network using YOLO to identify fish species and
locate where the fish are in the image. Sliced fish species and images with multiple
fish species in a single image also can be classified and detected properly using this
neural network.

To review the related work on our problem domain, this is fish species detection.
Related studies proved that time consumption for identifyingwith low computational
resources is high, but to implement a mobile application that uses this trained neural
network successfully, testing is performed by the neural network with reasonable
accuracy and low time latency.

CNN requires less image preprocessing compared with other approaches. To
conclude, the CNN can be used to detect the fish species with acceptable accuracy.

To implement a successful mobile application that can detect the fish species,
and customers can access this service from any place and at any time. But there are
several enhancements that can be incorporated into this study.

https://www.youtube.com/watch?v=PuuBARG4S-0
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It is feasible to add the application with the user and can send their feedback to
the system, and this feedback can be used to fine-tune the model later. The developed
model is tested only for 16 fish species found in Sri Lanka even though there aremore
than 90 species found. Thismodel can be extended to classify and detect other species
as well. And training dataset can be increased to get higher accuracy. Currently,
the model is hosted in the AWS server in which the mobile application accesses it
remotely. On average, this detection takes 3–20 s based on the Internet speed. This
can be enhanced in a way that the model runs inside the mobile application, so that
it is possible to reduce the time for detection. As another enhancement, the network
architecture can be changed and tested in a different environment to minimize the
time taken for training and also to increase the accuracy.
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Pseudoscience Detection Using
a Pre-trained Transformer Model
with Intelligent ReLabeling

Thilina C. Rajapakse and Ruwan D. Nawarathna

Abstract Often dismissed as a harmless pastime for the gullible, pseudoscience
nonetheless has devastating effects, including the loss of life. Its menace is amplified
by the difficulty of differentiating pseudoscience from science, especially for the
untrained eye. A novel method recognizes pseudoscience in the text by utilizing a
fine-tuned Robustly Optimized Bidirectional Encoder Representation from Trans-
formers Approach (RoBERTa) model. The dataset of 112,720 full-text articles used
in this work is made publicly available to remedy the lack of datasets related to pseu-
doscience. A novel technique, Intelligent ReLabeling (IRL), is employed to mini-
mize mislabeled data, enabling the rapid creation of high-quality textual datasets.
IRL eliminates the need for expensive manual verification processes and minimizes
domain expertise requirements in many applications. The final model trained with
IRL achieves an F1 score of 0.929 on a separate manually labeled test dataset.

Keywords Natural language processing · Classification · Data cleaning ·
Pseudoscience dataset

1 Introduction

Pseudoscience is a collection of beliefs or processes that are an imitation of science.
Despite a superficial resemblance in the eyes of a casual observer, science and pseu-
doscience are radically different [1]. Science is both a body of knowledge and a
process that seeks to understand the behavior of the physical and natural world
through systematic observation and experimentation.

T. C. Rajapakse (B)
Postgraduate Institute of Science, University of Peradeniya, Peradeniya 20400, Sri Lanka
e-mail: chaturangarajapakshe@gmail.com

R. D. Nawarathna
Department of Statistics and Computer Science, University of Peradeniya, Peradeniya 20400, Sri
Lanka
e-mail: ruwand@pdn.ac.lk

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
S. Shakya et al. (eds.), Proceedings of International Conference on Sustainable Expert
Systems, Lecture Notes in Networks and Systems 176,
https://doi.org/10.1007/978-981-33-4355-9_25

319

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4355-9_25&domain=pdf
mailto:chaturangarajapakshe@gmail.com
mailto:ruwand@pdn.ac.lk
https://doi.org/10.1007/978-981-33-4355-9_25


320 T. C. Rajapakse and R. D. Nawarathna

Although it is difficult to define exactly what does and does not fall under the
umbrella of pseudoscience, an activity or teaching that satisfies the following criteria
may be considered to be pseudoscientific [2] such as it is not scientific, and it is part
of a doctrine whose major proponents try to create the impression that it represents
the most reliable knowledge on its subject matter.

Examples of popular pseudoscientific beliefs include, and are unfortunately
not limited to, faith healing, homeopathy, magnetic therapy, various “cleanses”,
aromatherapy, creationism, and astrology. Science denial, which includes climate
change denial and the anti-vaccine movement, can also be considered to be a form of
pseudoscience [3]. Pseudoscience is not merely a harmless delusion of the ignorant.
It can, and does, impact people’s welfare, sometimes on massive scales. Millions
of people have died of AIDS because they (or their governments) ignored scientific
findings and instead relied on folk remedies and “snake oil” therapies [4]. Numerous
other cases of loss of life or health due to the rejection of modernmedicine in favor of
“alternative medicine” steeped in pseudoscience can be found easily. The true extent
of repercussions of climate change denial is yet to be fully realized, but the threat
faced is undeniable [5].

In light of these dangers, the ability to detect pseudoscience is imperative, partic-
ularly in online news articles and blog posts where it is most commonly found and
spread. Unfortunately, most of the general public does not possess a good under-
standing of science and find it difficult to differentiate science from pseudoscience.
Pseudoscience practitioners will often prey on this fact by using scientific terms
like energy, vibrations, frequencies, and quantum effects to convey a false sense of
scientific credibility. Other common tactics include claiming that their intervention
is derived from the latest discoveries in science, and claiming that large institutions
or companies (so-called Big Pharma) are withholding knowledge of cures and treat-
ments for profit. Another important factor behind the popularity of pseudoscience is
that it offers a version of reality that people desperately want to be true. They want
to believe that there is a miraculous cure for a given disease, or that sickness can be
avoided by eating purely organic food, or even that there is life after death. Combining
these factors with cognitive biases such as confirmation bias and a paucity of critical
thinking skills results in a population that is alarmingly susceptible to pseudoscience.

Organizations and Web sites such as Snopes, Skeptic Society, and RationalWiki
provide information on pseudoscience and attempts to expose any falsehoods being
spread to the public. However, it is impossible to manually fact check all of the vast
volumes of content that is published online on any given day. As such, an automated
tool that can quickly and accurately predict whether a given article of text is based
on pseudoscience will be of immense help in stopping the spread of misinformation
to the public.
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1.1 Deep Learning for Pseudoscience Detection

The dearth of research into automated pseudoscience detection, despite the critical
need for an efficient and accurate method of separating science from pseudoscience,
may be attributed to twomajor factors. Thefirst and perhaps themost obvious factor is
the inherent difficulty of detecting pseudoscience even for (non-expert) humans. The
process typically involves arduous fact-checking and tracing of sources to conclu-
sively determine whether or not a given claim is pseudoscientific. In certain cases, it
can be near impossible to verify the presence or absence of pseudoscience without
extensive knowledge and expertise in the relevant domain. The second contributing
factor is the need for large amounts of labeled data. Self-training language models
such as Bidirectional Encoder Representations from Transformers (BERT), XLNet,
XLM (Cross-lingual Language Models), and RoBERTa have advanced the field
of natural language processing at dizzying speeds and have demonstrated signifi-
cant improvements over more traditional methods such as recurrent neural networks
(RNNs) and long short-term memory (LSTMs) in various NLP tasks. While these
BERT-like models performwell on performance benchmarks (GLUE, SQUAD, etc.)
used to evaluate NLP capabilities, their real-world applicability is hindered by the
lack of sufficient amounts of labeled data. The Internet can serve as a virtually unlim-
ited repository of textual data for nearly any conceivable subject, but it involves a
troublesome caveat. Data on the Internet is relatively easy to obtain, but there is
no obvious way to efficiently label this data without compromising on accuracy or
without resorting to prohibitively time-consuming manual verification processes.

Considering the challenging nature of labeling textual data, it is unsurprising to
find that no readily available dataset could be leveraged to train a deep learning
model to detect pseudoscience. Torabi Asr and Taboada [6] observe a similar lack
of datasets concerning “fake news” articles. Any existing datasets, related to any
domain, are often too small to be used for training deep learning models. To fill
this gap for the domain of pseudoscience, a new dataset containing 112,720 articles
collected from 20 Web sites that regularly publish content related to science and/or
pseudoscience was presented. The articles were labeled according to the source from
which they were extracted,1 i.e., articles from reputable Web sites were tagged as
non-pseudoscientific and articles from dubiousWeb sites tagged as pseudoscientific.

Thismethod of labeling, although commonly used [6], inevitably leads tomisclas-
sified data. For example, it is highly unlikely that even the most misguided of Web
siteswouldpublish solely pseudoscientific articles.Conversely, even themost reliable
of news sources may not be immune to the occasional lapse of judgment. However, it
is impractical to manually verify sufficiently large numbers of articles to effectively
fine-tune a pre-trained model. A novel method, Intelligent ReLabeling (IRL), was
proposed to automatically relabel the misclassified data. IRL relies on the fact that
the accuracy of the labels of one class of the dataset can be asserted with reasonable
confidence. The articles labeled as non-pseudoscientific were all obtained from cred-
ible sources, and as such, it is safe to assume that at least a substantial portion of these

1See Sect. 3.1 for details.
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articles are correctly labeled, and thus this class can be “trusted.” New datasets were
formed, one for each dubious source, consisting of all the articles except those from
the given dubious source. A separate RoBERTa model is trained on each of the new
datasets, and each dubious source is relabeled using the corresponding RoBERTa
model (which has not been trained on the given source). This relabeling technique
was shown to significantly mitigate the effects of “noisy labeling” by comparing two
models, one trained on data with IRL applied, and the other trained on data with the
original labels.

In summary, the contributions of the proposedwork are as follows; a newdataset of
112,720 articles related to science and/or pseudoscience news collected from 20Web
sites, a new technique, IRL, for automaticallyminimizing the number ofmisclassified
samples in situations where manual labeling is prohibitively time-consuming and/or
difficult without subject expertise, and also a fine-tuned RoBERTa model capable of
accurately and efficiently detecting pseudoscience in text.

2 Background

2.1 Indicators of Pseudoscience

As previously noted, there is no single, agreed-upon definition of pseudoscience.
However, pseudoscience, by most definitions, contains some common traits that can
be used as identifiers. The following is a list of 10 such warning signs of pseudo-
science [7]; lack of falsifiability, lack of self-correction, emphasis on the confirma-
tion, evasion of peer review, over-reliance on testimonial and anecdotal evidence,
absence of connectivity, extraordinary claims, ad antequitem fallacy (appealing to
the antiquity of claims as a sign of their credibility), use of hypertechnical language,
and absence of boundary conditions.

These traits, among others, can be used to evaluate the authenticity of claims in
news media, on the Internet, and in peer-reviewed literature. A robust delineation of
pseudoscience and science was not attempted, instead existing guidelines [2, 7] were
followed to differentiate pseudoscience and science.

2.2 Detecting Deception

Research has shown that humans are not good at making correct lie–truth judgments.
In a study comprising of 206 documents and 24,483 judges, an average of 54%correct
lie–truth judgments was observed [8]. The participants correctly classified 47% of
lies as deceptive and 61% of truths as non-deceptive. From the results of this study, it
can be seen that people are particularly bad at identifying lies or deceptions, with an
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Table 1 Table of cognitive biases and errors

Error Description

Naive realism The belief that the world is precisely as one sees it

Confirmation bias Tendency to seek out evidence consistent with our beliefs, and
deny, dismiss, or distort evidence that is not

Belief perseverance Tendency to cling to beliefs despite repeated contradictory
evidence

Illusory correlation Tendency to perceive statistical associations that are objectively
absent

Over-reliance on heuristics Tendency to place too much weight on mental shortcuts and
rules of thumb

accuracy score of 3% below that of random chance. This serves to further highlight
the need for automated, accuratemethods of detecting deception andmisinformation.

A similar problem to the detection of pseudoscience exists in the issue of detecting
fake news. Fake news is a category of misinformation that mainly deals with the
political realm. There have been many attempts to harness the power of machine
learning to detect fake news in online text. Shu et al. [9] present a comprehensive
review of detecting fake news on social media. Although the two cases share certain
common traits, it should be noted that they are fundamentally different in nature.
Fake news attempts to deceive and sway public opinion on political issues whereas
pseudoscience typically masquerades as genuine science with the goal of selling
questionable products, services, and treatments.

The same challenges and difficulties arise when attempting to decipher pseudo-
science from science, as pseudoscience is, at its core, a subset of deception and
misinformation. It is, perhaps, an even greater challenge as pseudoscience cunningly
preys on the cognitive biases present in all people [7] and tunes in on comfortable
intuitive representations of the world, making it much harder to resist the allure of
pseudoscience. Table 1 provides some examples of widespread cognitive biases and
errors [7].

The methods currently used in detecting deception and misinformation can be
broadly categorized into two major categories: linguistic approaches and network
approaches [10]. Linguistic approaches analyze the content of the text and attempt to
find language patterns that indicate deception. Network approaches use information
such as article metadata and/or structured knowledge network queries to predict
deception. Thismethod can utilize existing knowledge networks or publicly available
structured data, such as the Google Relation Extraction Corpus [10].

Linguistics-based methods rely on the fact that text containing misinformation
and deception tend to be created for financial or political gains rather than to report
objective truths. As such, they often use opinionated and inflammatory language,
and “clickbait” headlines (headlines designed to entice the reader into clicking on a
link to read the full article [9]). These features can be exploited to identify patterns
in writing styles and language used that differ across articles reporting the truth and
articles peddling misinformation. Commonly used linguistic features include [9]
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lexical features such as total words, characters per word, frequency of large words,
and unique words and syntactic features such as frequency of function words and
phrases (n-grams and bag-of-words) or punctuation and parts-of-speech tagging.

Automated detection of pseudoscientific publications was performed using auto-
matic text analysis with fairly good results on a limited dataset [11]. The constraint of
using only publications (scientific or pseudoscientific) simplifies the problem as there
is a high degree of similarity in language and structure except in cases where pseu-
doscientific claims are made. Online articles, on the other hand, have much higher
variance in both the language used and the structure of the text. Despite the current
crisis of misinformation, the literature on automatic detection of pseudoscience in
news articles, blog posts, and other online media remains scarce.

Although there have been several attempts to utilize machine learning and other
algorithmic tools to automate the detection of misinformation, particularly fake news
[12], success, and applicability have thus far been limited. Despite dramatic increases
in the performance of deep learningmodels in natural language processing, it is yet to
be tried substantially in the task of misinformation detection. Currently, no literature
on using deep learning to detect pseudoscience was found.

2.3 Natural Language Processing

Until recently, recurrent neural networks, long short-term memory [13], and gated
recurrent neural networks [14] have demonstrated the state-of-the-art performance
in most natural language processing tasks. Recurrent models are an extension of the
conventional feed-forward neural network, with a special ability to process variable-
length input sequences. This is achieved by having a recurrent hidden state whose
activation at a given time step is dependent on that of the previous time step.While this
enables the handling of variable-length inputs, the sequential nature of the process
prevents parallelization within training examples. This, in turn, limits the ability to
train the RNN on batches of longer sequences due to memory constraints.

The Transformer model [15] offered a solution to this problem of parallelization
by dropping recurrence and relying instead on attention mechanisms. Not only was
the Transformer capable of significantly more parallelization, but it also surpassed
the benchmarks in translation tasks previously set by models based on recurrent
architectures.

2.4 BERT

Bidirectional Encoder Representations fromTransformers (BERT) is a new language
representation model that uses bidirectional pre-training to reduce the need for
heavily engineered task-specific architectures [16]. BERT’s model architecture is
a multi-layer bidirectional transformer encoder, similar to the original Transformer



Pseudoscience Detection Using a Pre-trained … 325

model [15]. The input toBERT is a concatenation of two segments (token sequences),
x1, . . . , xN and y1, . . . , yM . A segment will typically contain more than one natural
sentence. Formula (1) shows the form of a BERT input segment.

[CLS], x1, . . . xN , [SEP], y1, . . . , yM , [EOS] (1)

Here, N + M < T and T is the maximum sequence length.
The model is initially pre-trained on a large corpus of unlabeled text data and is

then fine-tuned for a required task with labeled data.
The pre-training procedure for BERT was further improved in the model

RoBERTa, producing state-of-the-art results onGLUE [17], RACE [18], and SQuAD
[19] tasks. BERT was trained using two pre-training objectives: masked language
modeling and next sentence prediction [16].

Masked Language Model (MLM) A random selection of tokens in the input
sequence is replaced with a special token [MASK]. The MLM objective is to mini-
mize the cross-entropy loss on predicting themasked tokens. BERTuniformly selects
15% of tokens as candidates for replacements. Of this selection, 80% are masked
(replaced with [MASK]), 10% left unchanged, and the remaining 10% replaced by
a randomly selected token from the vocabulary [20]. Masking is performed once in
the beginning and kept for the duration of training.

Next Sentence Prediction (NSP)NSP is a binary classification loss for predicting
whether two segments occur consecutively in the original text [20]. Thiswas designed
to improve performance on downstream tasks such as natural language inference.

2.5 RoBERTa

RoBERTa makes several modifications to the pre-training strategy used by BERT.
Specifically, increased training steps (500 K) and bigger batch sizes (8 K sequences
per batch) [20], removal of the next sentence prediction objective [20], trained on
longer sequences [20], and use of dynamic masking patterns on training data [20].

RoBERTa has shown a state-of-the-art performance in many NLP tasks while
requiring significantly less computational resources compared to other models such
as XLNet.

One limitation of BERT, and by extension RoBERTa, is that it will only accept
an input sequence that is less than or equal to 512 WordPiece [21] tokens in length.
Accounting for special tokens used by RoBERTa, the actual maximum sequence
length comes down to 509 tokens. According to the Pew Research Centre’s State
of the News Media, the average article length at the largest papers was about 1,200
words, about 800 words at mid-sized papers, and about 600 words at the smaller
papers [22]. Our method uses a “sliding window” approach to enable training and
inference on sequences longer than 512 WordPiece tokens.
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3 Method

For this work, consider any text displaying the traits of pseudoscience and attempting
to hijack the legitimacy of science to promote any non-scientific (not evidence-based
or experimentally shown to be correct) product or idea as pseudoscientific (class
1) and text which does not display these traits as reliable (class 0). The RoBERTa
model is fine-tuned to perform pseudoscience detection in online text. This section
describes the data collection, Intelligent ReLabeling, the models used, the training
of models, and the evaluation procedure.

3.1 Data Collection

The dataset was built by scraping online news sources. A total of 20 Web sites that
regularly publish a wide variety of articles related to science and/or pseudoscience
was scraped to build a corpus of 112,720 samples. The samples were assigned a
label 0 or 1 (non-pseudoscientific and pseudoscientific, respectively) based on the
credibility of the source. The credibility was determined through manual inspection
of theWeb site content, as well as referencing curated lists by Zimdars [23] and Aker
[24]. The Web sites and their associated labels are shown in Table 2.

A separate test dataset (Manual) consisting of manually verified2samples to reli-
ably evaluate the performance of the models. This dataset consists of 91 pseudo-
scientific samples and 91 reliable samples, adding up to a total of 182 samples was
created.

3.2 Intelligent ReLabeling (IRL)3

The drawback of naively labeling every sample from the same source with the same
label is that a significant number of samples will be mislabeled. Concretely, not
all articles on a Web site known to publish pseudoscientific content will be pseu-
doscientific. Conversely, not all articles published by credible Web sites may be
reliable. However, it seems unlikely that a Web site will remain credible if it consis-
tently produces pseudoscientific content. In light of this, the samples taken from
Web sites known to be reliable were considered to have been labeled correctly as

2The manual verification was performed by the authors through fact-checking against reliable
sources as appropriate.
3We will make the code for IRL publicly available, along with experimentally demonstrating its
effectiveness using the IMDBreviewsdataset [25].Weartificially addnoise to the labels of the IMDB
reviews dataset, substantially degrading the performance of models trained on the noisy data. Then,
we show that applying IRL improves the performance of the models close to or to the same levels
before adding noise.
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Table 2 Table of Web sites
and their assigned labels

Web site Label

www.collective-evolution.com Pseudoscientific

www.danachildintuitive.com Pseudoscientific

www.davidwolfe.com Pseudoscientific

www.factcheck.org Non-pseudoscientific

www.foodbabe.com Pseudoscientific

www.gizmodo.com Non-pseudoscientific

www.goop.com Pseudoscientific

www.greenmedinfo.com Pseudoscientific

www.greggbraden.com Pseudoscientific

www.infowars.com Pseudoscientific

www.mercola.com Pseudoscientific

www.naturalnews.com Pseudoscientific

www.pnas.org Non-pseudoscientific

www.popsci.com Non-pseudoscientific

www.reuters.com Non-pseudoscientific

www.sciencebasedmedicine.com Non-pseudoscientific

www.sciencedaily.com Non-pseudoscientific

www.scimthsonianmag.com Non-pseudoscientific

www.snopes.com Non-pseudoscientific

www.thinkingmomsrevolution.com Pseudoscientific

non-pseudoscientific. The samples from unreliable Web sites were initially labeled
as pseudoscientific but were modified according to the process detailed below.

Starting from the set of all samples, S, the datasets derived from reliable sources
are labeled 0 (for non-pseudoscientific) and the datasets derived from unreliable
sources are labeled 1 (for pseudoscientific). Formulas (1) and (2) give the datasets of
all pseudoscientific samples A and all non-pseudoscientific samples B, respectively.

A = {x ∈ S|x belongs to class pseudoscientific} (2)

B = {x in S|x belongs to class non − pseudoscientific} (3)

The data can also be separated into its own set according to its source. That is, 20
datasets corresponding to the 20 Web sites from which the data was obtained.

S1, . . . , S20 ⊆ S (4)

Also, by labeling according to the source,

http://www.collective-evolution.com
http://www.danachildintuitive.com
http://www.davidwolfe.com
http://www.factcheck.org
http://www.foodbabe.com
http://www.gizmodo.com
http://www.goop.com
http://www.greenmedinfo.com
http://www.greggbraden.com
http://www.infowars.com
http://www.mercola.com
http://www.naturalnews.com
http://www.pnas.org
http://www.popsci.com
http://www.reuters.com
http://www.sciencebasedmedicine.com
http://www.sciencedaily.com
http://www.scimthsonianmag.com
http://www.snopes.com
http://www.thinkingmomsrevolution.com
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S1, . . . , S11 ⊆ A (5)

S12, . . . , S20 ⊆ B (6)

Next, 11 new datasets are built, one for each unreliable dataset, such that they
contain all pseudoscientific samples except those from one pseudoscientific Web
site. In addition, all non-pseudoscientific samples are included in each of the 11
datasets (buckets).

Di = { x ∈ S, i ∈ {1, . . . , 11}|x /∈ Si } (7)

A RoBERTaBASE4 model,5 Mi, was trained for each dataset Di, where i ∈ {1, …,
11}. Each model,Mi, was used to predict the labels for each dataset Si, where i ∈ {1,
…, 11}. All samples initially assigned the label 1 (pseudoscientific), but predicted
to have the label 0 (non-pseudoscientific) by the modelMi were relabeled to 0. This
dataset built using IRL is referred to as SIRL (Fig. 1), and a dataset retaining the
original labels is referred to as Soriginal.

3.3 Models Used

All models used in this work are RoBERTaBASE models. RoBERTa is built on
BERT but uses a better optimized training method [20]. The transformers67library
is obtained for pre-trained models and also for fine-tuning the models.

3.4 Model Training

The datasets, SIRL and Soriginal, were separated into train sets (IRLtrain and originaltrain)
and test sets (IRLtest and originaltest) with 80% and 20% of the samples randomly
assigned to each set, respectively. Note that the splitting is equivalent across both
datasets, i.e., the same samples exist in the train and test splits for both SIRL and
Soriginal, albeit with possibly different labels.

During training, for text longer than the maximum sequence length, the “sliding
window” technique is used to ensure that the model “sees” the entire text. Any text
longer than the maximum sequence length of 509 WordPiece tokens6 was separated
into text of maximum length below the sequence length limit of RoBERTa models.

4See Sect. 3.3.
512-layer, 768-hidden, 12-heads, 125 M parameters.
6https://github.com/huggingface/transformers.
73 tokens reserved for special tokens.

https://github.com/huggingface/transformers
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S 

D1

D2
D3
D4
D5
D6
D7
D8
D9
D10
D11

S1S2S3S4S5S6S7S8S9S10S11S12S12S13S14S15S16S17S18S19

M1
M2
M3
M4
M5
M6
M7
M8
M9
M10
M11 S20

M2M3M4M5M6M7M8M9M10M11

M1

SIRL

Fig. 1 Set of all samples, S, was used to derive the 11 datasets, D1, …, D11, according to Formula
(7). Eleven models, M1, …, M11, were trained on D1, …, D11 (left). SIRL(right) was built by
combining the predictions (only positive to negative conversions are considered) and the unaltered
data from the non-pseudoscientific sources
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Table 3 Table of
hyperparameter values

Hyperparameter Mi F

Maximum sequence length 512 512

Train batch size 4 4

Gradient accumulation steps 8 8

Weight decay 0.1 0.1

Warm-up ratio 0.06 0.06

Learning rate 5e-5 5e-5

Adam epsilon 1e-6 1e-6

Training epochs 1 5

A stride of 407 tokens and a maximum length of 509 tokens was defined. Consider
a text sample E consisting of n tokens given in Formula (8).

E = {t1, . . . , tn} (8)

For stride s, and maximum length l, E was split into ei separate samples such that
i = {

1, . . . , round
(
n
s

)}
and ei = {

ti , . . . ., t{i+s}
}
. Each sample ei was considered a

unique sample and assigned the same label as E.
A RoBERTaBASE model, F1, was trained on the training dataset containing the

updated labels, IRLtrain. For comparison, another RoBERTaBASE model, F2, was
trained on the training dataset containing the original labels, originaltrain.

Mainly, the same hyperparameters from the original RoBERTa implementation
were used for the training of all models except for the difference in the number of
training epochs and learning rates. Table 3 shows the hyperparameter values chosen
in this paper.

3.5 Evaluation

The models were tested against three test datasets.

1. Manual—Separate test set consisting of manually verified samples
2. IRLtest—Holdout test set consisting of 20% of the original dataset with IRL

applied
3. originaltest—Holdout test set consisting of 20% of the original dataset (IRL not

applied).

During the evaluation, samples longer than the maximum length (509 WordPiece
tokens) are separated according to the “sliding window” procedure described in
Sect. 3.4. Themodel thenmakes predictions on each subsample. The final prediction
for the sample is taken to be the average of all predictions. In the case of a tie, the
“better safe than sorry” principle was followed and the sample was predicted to be
pseudoscientific.
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The F1 score and the accuracy of two models against each of the test sets given
above was reported. The first model (F1) has been trained on data with the IRL
technique applied (IRLtrain), while the second model (F2) is trained directly on the
original dataset with the naively assigned labels (originaltrain). This enables us to
observe the effects of applying IRL.

4 Results

First, both models (F1 and F2) were observed to show satisfactory performance on
all test datasets. This is in keeping with the performance of pre-trained models on
a variety of NLP tasks. The most important benchmark is the performance of the
models on the Manual dataset, as all samples are manually verified and known to be
labeled correctly.ModelF1 outperformsModelF2 on theManual dataset with nearly
a 3-point gap in both F1 score and inaccuracy. This reaffirms the contribution of IRL
on improving the quality of datasets, leading to performance increases in models
trained on the ensuing relabeled data. Better hyperparameter tuning of the models
used in IRL is left to future work, where it is expected to see further improvements
in models trained on the relabeled data (Table 4).

Comparing the performance of the twomodels on the two test datasets, originaltest
and IRLtest,ModelF1 outperformsModelF2 on the IRLtest dataset whereasModelF2

outperforms Model F1 on the originaltest dataset. This is expected since the training
data used for Model F1 is more similar to the IRLtest dataset and the training data
used for Model F2 is more similar to the originaltest dataset.

The biggest gap in performance between the two models was observed when
testing on the originaltest dataset. This is likely due to the Model F2 learning to
accurately detect the general writing style of the group of sources classified as pseu-
doscientific rather than learning the linguistic patterns or knowledge associated with
pseudoscience. There may also be various markers present in the text that offer clues
to the source of the text, such as author names or locations, making it relatively easier
to determine the probable source of the text.

A comparison of the performance of the twomodels on the IRLtest dataset shows a
similar gap in performance to the gap seen in the Manual dataset. This is particularly
interesting since it may indicate that IRL has effectively changed the originaltest
dataset labels to better reflect the Manual dataset which consists entirely of verified
samples. This could explain why the performance gap betweenModel F1 andModel

Table 4 Results of F1 and F2 on Manual, IRLtest, and originaltest datasets

Model Manual IRLtest originaltest

Name IRL applied F1 score Accuracy F1 score Accuracy F1 score Accuracy

F1 Yes 0.929 0.929 0.956 0.970 0.926 0.946

F2 No 0.901 0.907 0.919 0.942 0.990 0.992
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F2 are similar across the Manual and IRLtest datasets, since the primary difference
between the two models is the use of IRL on training data. However, further work is
necessary to properly validate this hypothesis.

All training was performed on a single RTX 2080 GPU using mixed precision
training with the Apex library.8

5 Future Work

Although semi-supervised learningmethods exist that are capable of generating large
labeled datasets from small seed datasets, their performance is greatly dependent on
the quality of the seed data. IRL does not suffer from this constraint. Further analysis
on the performance of IRL on datasets where one class cannot be trusted over the
other is planned as future work. Particularly, more work is required to tune the
hyperparameters of the models used in IRL to improve its overall effectiveness. We
expect task-specific hyperparameter tuning will improve the performance of IRL.
The number of buckets (the number of datasets the original dataset is split into
during IRL) can also be used as a tunable hyperparameter. A comparison of splitting
the dataset by source vs splitting randomly into buckets may also yield interesting
insights. Due to the time and computational resources necessary for these tasks, these
ideas are left for future work.

Future work also includes augmenting the dataset of pseudoscience related texts,
as well as increasing the size of the manually verified dataset (Manual).

6 Conclusion

Recent developments in transfer learning with language models have opened various
avenues for the application of natural language processing to real-world tasks. Our
work contributes a fine-tuned RoBERTa model that can accurately detect pseudo-
science in text. Its performance on a holdout test dataset, and a manually verified test
dataset was demonstrated, showing the applicability of pre-trained language models
in real-world tasks. Further, a lack of labeled data that can be used to train pre-trained
models was observed. In response, a dataset is provided with 112,270 texts related
to scientific and pseudoscientific news. Additionally, a novel technique, Intelligent
ReLabeling (IRL), was proposed which can be applied to various domains to build
textual datasets efficiently while minimizing mislabeled samples. The effectiveness
of Intelligent ReLabeling was shown by comparing the performance of two models
used to detect pseudoscience, one trained with IRL applied and the other without.

8https://github.com/NVIDIA/apex.

https://github.com/NVIDIA/apex
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Identification of Music Instruments
from a Music Audio File

W. U. D. Rodrigo, H. U. W. Ratnayake, and I. A. Premaratne

Abstract The goal of this research is to design an intelligent system to recognize
the specific musical instrument from an audio file and construct the notation text
file correspondingly for the Music Instrument Digital Interface file. The scope was
limited to the identification of two different instruments of the same pitch at a time
and identification is done based on the analysis of the waveform pattern of instru-
ment sound. Ten different musical instruments from a variety of musical instrument
categories were selected to observe their waveform patterns. A sampling of different
tones of sound patterns of the musical instruments was carried out. For this research,
12 tons of three different instruments in three different instrument categories were
selected. From these three instruments, the same pitch sound combination of two
instruments at a time was used to take the samples. There are two parts in the system;
first is feature extraction of the sampled waveform and the second is feature clas-
sification. In the first part, feature extraction is done with mel frequency cepstral
coefficient algorithm. Thirteen mel frequency cepstral coefficient features of the
sampled waveform have been extracted and then the neural network has been trained
using those coefficients. In the second part, classification is done with an artificial
neural network. Its functionality was evaluated using confusion matrices. Based on
the performance analysis of the result, the project was successful in detecting two
different instruments in two different instrument categories played simultaneous
time.
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1 Introduction

Most sound processing systems available in the music industry such as digital music
workstations and synthesizers are designed to use Musical Instrument Digital Inter-
face (MIDI) format. Even though the productions are made through such worksta-
tions, the final recording is made to audio format. Furthermore, live recordings and
other performances are also recorded in audio format. For some advanced music
analyzers such as intelligent systems for music processing and automatic chord,
progression systems need to use MIDI format to store the music data. In 2016/2017,
a research project carried out at The Open University of Sri Lanka called “Intelligent
time of Use Deciding system for a melody to provide a better listing experience”
[15] also required the identification of the music instrument from the audio file,
which was in MIDI format. In such cases, music recorded in audio format has to be
converted to MIDI format. There are many types of MIDI composers available in the
industry. After creating MIDI files, one can edit the file as the user wishes. The user
has to select a musical instrument manually because nobody can identify the music
instrument category and music instrument from the audio file. Even in the same type
of real musical instruments, the waveform patterns are not very similar. Therefore,
it was necessary to identify it using an intelligent system. If audio files contain more
than one musical instrument, there is no basic method to recognize the instrument
and convert it to MIDI format correspondingly. Therefore, this research is focused
on designing an intelligent system to recognize the musical instrument and construct
the notation text file correspondingly for the MIDI file.

This paper is organized as follows: Sect. 2 elaborates the literature survey, Sect. 3
is focused onmethodology, Sect. 4 discusses the feature extraction and classification,
Sect. 5 is about results and discussions, and Sect. 6 covers the conclusion and future
work.

2 Literature Survey

There are few systems for musical instrument recognition and conversion to music
instrument signal to MIDI format, recognizing different sounds and distinguishing
which instrument is being played with the use of artificial neural networks [1]. In
this research, recording sound clips of different notes or chords played on the guitar,
piano, and mandolin, a neural network will be parameterized and have its topology
constructed so that it can accurately identify the instruments based on their audio
clips.

In [2], an artificial neural network has been trained to categorize musical instru-
ments according to sound. They have transformed the audio samples into the
frequency domain and then analyzed different features of the sound in both time
and frequency domains in order to compare them to see how much information can
be extracted. Recognition of musical instruments from isolated notes is discussed in
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[3]. They have introduced a TimeEncoded Signal Processingmethod to create simple
matrices from complex sound waveforms for encoding and recognizing instrument
notes. These matrices are given as input to a fast-artificial neural network to identify
the instruments. Authors claim successful results in the classification of using organ
sound with computational cost reduction measures.

In these research projects, the detection of instrument sound is done through the
audio file, but it is not possible to detect the sound of multiple instruments at the
same time. When using the MIDI file, there will be a need to identify the various
sounds and their notes in the converted audio file. Therefore, as an improvement,
our research identifies musical instruments and tones from an audio file that contains
music of instruments played together.

2.1 Theoretical Background

Under the theoretical background, three topics are discussed. They are why
different instruments have different sounds, feature extraction algorithms, and feature
matching (classification).

2.1.1 Why Different Instruments Have Different Sounds

Most of the time, musical instruments vibrate strings or beams of the air usually
hundreds or thousands of times per second. Instruments like piano, guitar, and violin
vibrate strings, whereas flute, clarinet, and organ vibrate beams of air. When a music
instrument vibrates, it alternately compresses and expands air creating sound waves.
The human brain recognizes different features of the created sounds such as loudness
and pitch. Even if the same note is played in two instruments, the sounds will be
different as different musical instruments vibrate at different frequencies. Different
frequencies of note are called harmonic, participles, or overtones. The relative pitch
and loudness of these overtones give a characteristic sound to the note, which is
called the timbre of the instrument [4]. The pitch, intensity, loudness, duration, and
timbre characterize a tone in a musical instrument [7, 9].

2.1.2 Feature Extraction Algorithm

For any sound recognition system, components of the audio signal which are called
features need to be extracted. From different sound feature extraction algorithms
available, mel frequency cepstral coefficient (MFCC) feature extraction algorithm is
selected for this research because the tone can only be identified by using features.

To extract the features using theMFCC feature extraction algorithm, the following
steps are needed to be followed initially to divide the audio signal into short frames,
calculate the spectral density estimation of the power spectrum for each short frame,
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apply the mel filter bank to the power spectra, sum the energy in each filter, calculate
the log of all filter bank energy, calculate the discrete cosine transform of the log
filter bank energy, and keep 13 discrete cosine transform coefficients and discard the
rest.

These steps should be applied to each frame and one set of 13 MFCC coefficients
is extracted for each frame [5, 6, 8, 10, 11]. To carry out the task of feature extraction,
following methods are also important to be carried out.

Pre-emphasis
Pre-emphasis boosts the high-frequency part of a signal before transmission or
recording in a storagemedium. It also amplifies the importance of the high-frequency
part of a signal.

Frame Blocking
This procedure divides the input audio signal into short frames of 20 ~ 40 ms. The
resulting overlap will be about 50% of the frame size. In general, the frame size is
made equal to the power of two so that fast Fourier transform can be performed.
Framing is very important to ensure good results, especially where the variation of
amplitude is great, such as in a large signal compared to a small signal.

Hamming Window
The Hamming window is used to integrate all the close frequency lines. To keep the
continuity of the first and last points of the frame, all frames will be multiplied with
the Hamming window denoted by w(n).

Consider that the signal in a frame is represented as x (n), n = 0 … N − 1.
When using the Hamming window to the particular signal it becomes, x (n) * w

(n).

Fast Fourier Transform
The fast Fourier transform (FFT) converts each frame from the time domain into the
frequency domain.By applyingFFT for each frame, the signal frequency components
in the time domain can be derived. Spectral analysis shows that different character-
istics in audio signals correspond to different energy distribution over frequencies.
By performing FFT, obtain the magnitude frequency response of each frame.

Triangular Band-Pass Filter (Mel Scale Filter Bank)
The magnitude frequency response that is obtained is multiplied by triangular band-
pass filters to get the log energy of each triangular band-pass filter. The positions of
these filters are equally spaced along with the mel frequency. The mel scale relates
the perceived frequency, or pitch, of a pure tone to its actual measured frequency.
In [5], it is stated that human beings can recognize small changes in pitch at low
frequencies than at high frequencies.

The formula to convert the frequency to the mel scale:

M( f ) = 1125 ln(1 + f/700) (1)
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To convert mel scale back to frequency:

M−1(m) = 700(exp(m/1125 − 1)) (2)

Logarithm Discrete Fourier Transforms
The log mel spectrum can be converted to the time domain using a discrete cosine
transform (DCT). The result is called MFCC and the set of coefficients are vectors.
In this step, DCT is applied to the output of the N triangular band-pass filters to
obtain L mel scale cepstral coefficients.

C(n) =
∑

Ek∗ cos
(
n ∗(k − 0.5)∗ π/40

)

where n = 0, 1, … to N.
According to [5], hereN = the number of triangular band-pass filters, L = number

of mel scale cepstral coefficients.
In [5], N = 40 and L = 13.

2.1.3 Feature Matching (Classification)

Feature machine is an aspect of pattern reorganization. A pattern of a vector is
extracted from audio input using the MFCC feature extraction algorithm. These
patterns are used to classify algorithms. There are many methods to recognize
instrument tones and an artificial neural network (ANN) was used here. ANN is
a computer system with a number of simple, interconnected configuration compo-
nents that respond to external input. In this research, the MFCC vector (13 * no
of frames) is generated for each tone of the music tone matrix. Therefore, neural
network method is used for classification [12–14].

First, a training dataset was created to decide the most suitable training method
or the algorithm to train the ANN. Then, a graphical user interface was designed to
extract music instrument sound and to identify the music instrument categories and
covert to MIDI format using a trained neural network.

3 Methodology

The methodology adopted for this research is described under two phases. In the first
phase, features were extracted from different music instruments (real sound) which
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is depicted in Fig. 1. During the second phase, an artificial neural network has been
trained for the experiment is defined in Fig. 2.

Phase 01
Ten different musical instruments namely: flute, clarinet (woodwind), violin, viola
(string), grand piano, piano (keyboard), tuba, brass (brass), bass drum, and sidestick
(percussion) were selected, and then using digital oscilloscope, different kinds of
waveform patterns were observed. For this research, 12 tones were played by three
different instruments (flute, violin, and grand piano) in three different instrument
categories (woodwind, string, keyboard). All sounds were generated using a standard
music keyboard and sounds have been captured using a dynamic microphone. From
these three instruments, the same pitch sound combination of two instruments at a
time was used to take the samples. For this research, data extraction time duration
was limited to 800 ms. For the purpose of observing the waveform pattern, digital
storage oscilloscope (DSO) has been used. Using the DSO, recorded data has been
extracted to a comma-separated value (CSV) file.

Phase 02
Then each waveform is framed into 77 number of short frames of 200 ms with a
25% overlap. Next, thirteen (13) MFCC features of the sampled waveform have
been extracted using mel frequency cepstral coefficient (MFCC) algorithm and then
the neural network has been trained using those coefficients. The classification was
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done with a neural network using the MATLAB toolbox. Neural network tool in the
MATLAB was used to identify the two musical instruments and notes.

4 Feature Extraction and Classification

Considering the assumption that all notes are played with the same “key press,” only
one note was being played during the feature extraction period and the environment
of the trained dataset was not changed when recording the prediction dataset. The
tone size of the trained dataset is equal to the tone size of the prediction data.

In the implementation process, the following stages are identified as initially
identifying variations in different music equipment and different music categories,
accrue of real data (using standard music keyboard), extracting the features, training
the neural network, and identifying the Instrument and Notes.

4.1 Identifying Differences in Different Music Equipment
and Different Music Categories

Woodwind, string, keyboard, brass, and percussion instrument categories were
selected, and using standard music keyboard and digital oscilloscope observed
different kinds of waveform patterns of twelve (12) different tones of ten (10) music
instruments. The.csv files (120 number of.csv files) were generated using digital
oscilloscope. CSVfileswere input toMATLAB function (Fourier analysis) to convert
the time domain to frequency domain. Accordingly, 12 tons and 3 different instru-
ments of three different instrument categories were selected for this research project
such as woodwind, string, keyboard categories and flute, violin, grand piano (Figs. 3
and 4).

Terminology in this table.
I1—Instrument 1.
T1—tone 1.
I1T1—Instrument 1, tone 1.
I2T5, I1T5—combined the instrument 2, tone 5 and the instrument 1, tone 5

(Fig. 5).
The generated tones of Matrix A and Matrix D are the same instrument tone

combination. Matrixes B and C are different instrument tone combinations. The

Fig. 3 Selected 12 tones
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Fig. 4 Instrument
combination, blue and pink
cells are same pitch different
instrument

Fig. 5 Tone matrix

generated tones of Matrix B and the generated tones of Matrix C are equal. So,
in this project, further experiments only consider Matrix C for any two-instrument
combination. According to the defined scope of this research, different instruments
with the same pitch are considered,whichmeans selecting the diagonal of thismatrix.
Following green color 12 tones are considered, after combining any two instruments
(Fig. 6).

Fig. 6 Diagonal of the tone matrix
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4.2 Accrue of Real Data (Using Standard Music Keyboard)

Using the layer function of standard music keyboard is shown in Fig. 7 selected two
instruments at a time and played. The sound combination of two instruments at a
time was used to take the samples. The time duration of each sample is 800 ms.

Digital oscilloscope is used for sampling. The captured sample rate is 5000 Sa/s.
The sampled dataset is sent to the CSV file to use in further experiments (Fig. 8).

Figure 9 shows how to vary the spectrum of the same tone with two different
instruments and a combination of two instruments. According to it, extracting the
feature of the spectrum can recognize different timber of different instruments and
instrument combinations.

Fig. 7 Real data acquisition setup

Fig. 8 Piano 5C time domain to.csv file
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Fig. 9 Piano 5C, guitar 5C, and combination of piano and guitar

The sampled.csv files of instrument 1 and instrument 2waveformswere generated
as the above method. Using MATLAB function converted the.csv files to.wav file.
One combination considered only the same pitch (same tone). So, one combination
has 12 tons of the same pitch. Three combinations have = 3 × 12 = 36 tones of
same pitch. Every combination has seven samples and the total no of samples equal
to 36 × 7 = 252. The next step was to extract the features of all these samples.

4.3 Extracting the Features of Combined Instrument Tones

The following steps were taken to extract the features sampling the input waveform
at 800 ms, with a 25% of overlap; the signal is framed to 200 ms short frames (As the
standard framing). The periodogram estimate of the power spectrum is calculated for
each short frame. For each frame calculated the periodogram estimate of the power
spectrum. Apply the mel filter bank to the power spectra and sum the energy in each
filter. Finally, the logarithm and DCT for all the log filter bank energies are obtained.
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Fig. 10 a Pre-emphasis signal. b Comparison of framing and after windowing

These steps were applied to every single frame, and one set of 13 MFCC coeffi-
cients was extracted for each frame. The MFCC and preprocessing steps were done
by using the melcepst () function of the voicebox tool.

Pre-emphasized signal
Since the audio signal is always changing, it is assumed that the audio signal does not
change much on short-term scales and therefore the signal is framed at 50-200 ms
frames.

Sampling and windowing
To avoid reducing the ripples and get a more accurate idea of the frequency spectrum
of the original audio signal, the Hamming window method was used.
Fourier transform of the time domain signal

Using the MATLAB function converted the audio waveform time domain to the
frequency domain and the different frequency levels shown in Fig. 10.

After the combination of one musical instrument, one music tone has one MFCC
feature vector. Every sample includes 13 × 77 data: 13 coefficients and 77 frames
(Figs. 11 and 12).

4.4 Training the ANN (Classification)

Considering the MFCC feature, a training dataset was developed to train an artificial
neural network that can classify music and tone using integrated instrument tones.
For pattern recognizing and classification, MATLAB neural network tool is used
(“Neural Pattern Recognition app select data, create and train a network”) and its
functionality using confusion matrices is evaluated.
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Fig. 11 Frequency domain

Fig. 12 MFCC feature vector

The designed ANN can classify the instrument and tone from a file of combined
instrument tones. One instrument combination has 12 tones. It generates 12 tones of
MFCC feature vectors. One tone combination has seven samples. After defining the
input vector and the target vector, the neural network was trained to insert a different
number of hidden layers.

MATLAB neural network pattern recognition app was used to train the neural
network. ANN has two layers with the activation function being the sigmoid in the
hidden layer and the softmax in the output layer. The training was done using the
backpropagation algorithm (Figs. 13 and 14).
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Fig. 13 Validation and test data

Fig. 14 Correct classification percentage

4.5 Identifying the Instrument and Notes

4.5.1 The Waveform Uses to Train Neural Network

The waveform is framed into short frames of 200 ms with a 25% overlap. Each wave
was divided into 77 frames, and each frame contains 13MFCC coefficients (Fig. 15).

4.5.2 The Waveform Uses to Input the Neural Network

The input audio waveform is framed into short frames of 200 ms with a 25% overlap.
Subsequently, the instrument and instrument tone classification was carried out,
considering each of the 77 frames (Fig. 16).
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Fig. 15 Sample waveform

Fig. 16 Input waveform

Considering the name of the maximum number of frames while predicting the
near changing point and name of the tone (Fig. 17).

Fig. 17 Waveform changing point
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5 Result and Discussion

The best performance of a trained neural network was obtained using the neural
network training tool when 40 hidden neurons were used.

[net43,c43,cm43] = train(40,Input,note_target);
Percentage CorrectClassification:95.053246%
Percentage IncorrectClassification:4.946754%
Figure 18 shows the performance of the ANN with the training and test datasets.
According to the diagonal cells in Fig. 19, it can be seen that 95.5% of the

predictions are correct and 4.5% are incorrect (Fig. 20).
When two (2) instruments are played simultaneously, it may not be possible to

start playing at the same time. So, the music keyboard was used to minimize this
error. Playing only one attribute when extracting the features, the environment status
of the prediction dataset was made not to differ from that of the training dataset, and
the duration of the tone in the training dataset was equal to the duration of the tone in
the predictive data, and the wave files generated by the MATLAB function produce
monosound but the predicting wave file gives the stereo sound. Therefore, prediction
stereo sound needs to be converted to a monosound. Each sample signal is framed
into 77 frames, and thirteen (13) MFCC features were extracted from each frame.
These sets of features were used as the neural network input. Ten (10) hidden neurons
were used to train the neural network first. In the MFCC calculation, 77 frames were
obtained from a sample wave of 800 ms and 13 MFCC coefficients per frame. One
sample wave has a sample MFCC coefficient of 77 × 13 = 1001 and a single tone
combination has 7 sample waves. Three instruments consist of three combinations
and one instrument combination consists of 12 tones. The input layer consists of 77
× 13 × 7 × 12 × 3 = 252,252 number of data. The hidden layer was increased to
40 neurons while the backpropagation algorithmwith a feed-forward neural network

Fig. 18 Performance plot
with 40 hidden neurons
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Fig. 19 Confusion matrix

Fig. 20 Output file—contains instrument and notes

was used. In this research project to identify the instrument note, at least there must
be a 77 number of frames, in one note. At the result of ANN, it generates a matrix.

C C# D D# E F F# G G# A A# B B#
Flute and Piano 0 0 0 0 0 0 0 0 0 0 0 0 0
Flute and Violin 0 0 0 0 0 0 0 0 0 0 0 0 0
Piano and Violin 0 0 0 0 0 0 0 0 0 0 0 0 0

Total
0
0
0

In every point, it contains the note count in audio file under the instrument combi-
nation. Considering the total count of every row audio file categorize under the
following way,

• If [1,1] contains maximum count, combined instruments are flute and piano
• If [2,1] contains maximum count, combined instruments are flute and violin
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Table 1 Real audio file
generated instruments versus
ANN identified instruments

Real audio file generated
instruments

ANN identified instruments

Flute and piano Flute and piano

Flute and violin Flute and violin

Piano and violin Piano and violin

• If [3,1] contains maximum count, combined instruments are piano and violin.

Considering the test audio file following conclusion was reached (Table 1).

6 Conclusion and Future Work

Three instruments from three instrument categories were selected and 252,252
number of data items were extracted to train the artificial neural network. Changing
the number of hidden layers increased the correctness of a trained artificial neural
network. The greatest accuracy obtained was 95.9%. The trained neural network
facilitated music instrument identification and note identification. Instrument note
identification was done and according to the time frame of this project if noise
filtering technique used with proper sound recording this result would have been
more accurate. Based on these results, it can be concluded that an ANN can be used
to accurately detect different instrument sounds in different instrument categories.

Acknowledgments As future work, this research can be developed to identifymore than twomusic
instruments from an audio file using ANN. For greater accuracy, it is recommended to record with
proper sound recording techniques which are available at recording stations.
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Security in Software Applications
by Using Data Science Approaches

Akkem Yaganteeswarudu, Aruna Varanasi, and Sangeet Mohanty

Abstract The clients are facing the issues once the application is deployed in
a production environment because while development, developers by mistake or
wrongly coded without encrypting the sensitive information or even the testing team
tested the functionality of the application but not looked into the database for what
is stored in place of sensitive information. The sensitive information may be hacked
by hackers or due to storing sensitive information in the database the customer’s
important information is exposed to the outside world. To provide security in soft-
ware applications various data science approaches are used like machine learning
and natural language processing (NLP). In the current statement, proposing a tech-
nique uses machine learning and deep learning techniques which will scan the entire
application code and databases used. The model is trained with machine learning
algorithms. To identify sensitive information in all programming files in application,
natural language processing term frequency–inverse document frequency (tf–idf)
technique is used. By using tf–Idf, it will detect whether sensitive information is
present in each document or total documents. The model will recognize the user’s
sensitive information like password, mobile number, account number, card verifica-
tion value (CVV), and all the sensitive information which client or customer feels it
is sensitive information. As per the standards of security algorithms, all the sensitive
information of customers is verified. When the sensitive data is not in encrypted
format, model which is trained will automatically encrypt the data with encryption
algorithms. By default, data encryption standard (DES) algorithm will be used for
encryption. But this tool is designed in a more convenient way so that the client will
choose different algorithms for encryption or key size which used in the algorithm.
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This tool can be used as a security measure for any software application developed
before deploying in a production environment.

Keywords Production environment · Sensitive information · Testing · DES · Key
size · Natural language processing · Tf–idf · CVV · Data science

1 Introduction

Mainly application code is reviewed for various sensitive information regarding pass-
word,mobile number, CVV, and account number. Some applications havemandatory
login which includes username and password.

Mostly observed the subsequent points are misled by the developers and they are
as follows, in developed code that some developers directly storing sensitive infor-
mation in databases, the developers by mistake hardcoded sensitive information
values in some places of application. And also developers while retrieving values
from databases without encrypting directly showing in the front-end Web pages.
Test cases are written for testing also observed but the test cases focused on func-
tionality but not testing what is storing in databases. Some developers store sensitive
information in caches but not cleared the caches.

When ever any patient details stored in Database to be kept in more secured way
because for example if any details of patient will be displayed out means that will
create an issue for patient so we need to maintain patients details in a more secured
way. Personal information of the patients could not be shown to the outsiders due
to security issues or to prevent an attack from the outsiders. Like that based on the
domain or client requirement, sensitive information will change.

The main idea of this paper is by using machine learning and natural language
processing; the model is trained with sensitive information keywords. For training,
the model used natural language processing to divide the code developed into tokens.
Python NLTK [1, 2] (natural language tool kit) package is used to split the data into
tokens like NLTK. The word_tokenize method is used to divide the tokens.

Machine learning model is designed to check whether the application is safe or
not by using clustering algorithms. Once if anything about if the application is not
secured user will be given the choice to select a security algorithm to encrypt [3, 4]
the sensitive details. If the user will not specify a security algorithm by default, data
encryption standard algorithm is used to encrypt the sensitive information.
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2 Natural Language Processing tf–idf Score Calculation
for Sensitive Details

2.1 Word Tokenization to Identify Sensitive Information

By default, natural language processing by using natural language tool kit (NLTK)
[5] will provide the word_tokenize method. By using the word_tokenize method,
divide the sentences in all the files into words. For example, patientdetails.js file
contains patient-related information.

Procedure:

• First needs to open the file by using the open method of Python and store the
sentences in one variable, let say “text” is a variable to store the text of the file.

• To identify token first, it is needed to clean the text like first to convert it into
lower case and then remove the punctuation marks and remove all stop words.
NLTK [6] will provide stop words so remove all stop words.

• Lower = text. Lower ().
• tokenize = words tokenize (Lower, “English”).
• Once the sentences are tokenized next step is to find sensitive words that are there

in the file or not.

Declare sensitive words based on user requirements. For example, patient details.
Patient sensitive information = [patient name, patient id, patient address].
Account sensitive information = [account no, balance details].
Loginsensitiveinfo = [password, secret question].
The above sensitive information details vary from application to application or

based on user requirement.
Once sensitive details formed, find whether the file contains sensitive information

or not as below.
Sample code:

Final sensitive words= [] 
for word in Words after tokenize: 

# For patient sensitive information
if word in Patient sensitive information: 

Finalsensitivewords.append(word)
# For Account details sensitive information
if word in Account Sensitive Information: 

Finalsensitivewords.append(word)
# For login sensitive information
if word in Loginsensitiveinfo:

Finalsensitivewords.append(word)
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2.2 tf–idf Score Calculation for Sensitive Words

Once word tokenization finished and sensitive words collected from a different file,
the next step is to find tf–idf [6, 7] (term frequency–inverse document frequency)—
To calculate tf–idf score all the JavaScript files, HTML files, core logic-related files,
and database connection files are considered.

Let term frequency is “a”.
Let inverse document frequency is “b”.

• Final sensitive words contain all sensitive detail fields of the user.
• As per natural language processing, term frequency is defined a number of times

the term present in the document. Here, the terms are the sensitive information
found in all files

• Inverse document frequency (IDF) = (total number of documents)/(number of
documents containing word)

• Inverse document frequency of sensitive words is calculated as how many
documents containing sensitive information.

• By calculating tf–idf [8] score, it is possible to find what are the documents where
sensitive details are used.

3 Machine Learning Model to Find Whether Application is
Secured or not

3.1 Sensitive Keywords and Their Value Encrypted Format
Testing

During the development of any software application, based on the client require-
ment, the programmer has to develop different Web pages and also each page will
interact with different tables in the database. Many of the application’s minimum
requirements are a login page where the username and password are required. Some
banking applications will store user account numbers, user transaction details, and
so on. Some educational institutions store information about their student’s names,
marks, and many personal details.

Once the tf–idf score is calculated for all sensitive words, it is cleared that in which
documents that are in which files sensitive information contains. Once documents
identified next, the step is to find the value of the sensitive keyword is encrypted [9,
10] or not.

Procedure:
Once tf–idf is calculated for the sensitive information, the next step is to find

whether values encrypted or not.
For example, the password is a key and to checkwhether the value of the password

is present in any file.
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First needs to collect all password rules used in application like.

• Password must be 8 characters
• At least 1 upper case character
• At least 1 lower case character
• At least 1 special character.

By using those rules, Python regular expression is framed and the pattern present
exactly after the password key is found. If a match is found, then store the final
sensitive information values so that the test can be performed with the standards of
the encryption algorithm.

3.2 Machine Learning Clustering Algorithm to Test Whether
Application is Secured or Not

Machine learning model is trained with K-nearest neighbors (KNN) [8, 11, 12]
algorithm and agglomerative clustering algorithms. Different software applications
were collected to do the clustering process. Once the tf–idf score is calculated and
after testing each sensitive information [13, 14] value, the probabilities are calculated
based on total sensitive information terms.

Based on user requirement, number of clusters will be formed or several neighbors
will be selected.

For example, if more than 60% of sensitive information not encrypted means the
application security is worst.

Cluster 1: Greater than 90% of sensitive information is encrypted, the application
is more secured.

Cluster 2: Greater than 80% of sensitive information is encrypted, and then the
application is semi secured.

Cluster 3: Less than 60%of sensitive information is encrypted, then the application
needs to be retested as per security standards.

The number of clusters can be formed as per client requirement because based on
end-user requirement rules to be framed.

Once clusters are formed and if any new application came for testing, then classify
whether the application is secured [15, 16] or not by calculating theEuclidian distance
between all clusters and new applications. The application is classified depending
on the cluster and checks whether it is secured or not.

4 Data Encryption Algorithms

After classifying the application is secured or not, the next step is to encrypt sensitive
information values.
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If the application ismore secured then to satisfy security standards all the sensitive
information must be encrypted.

To encrypt information, there are a lot of algorithms available. Data encryption
standard (DES), advanced encryption standard [10, 17] (AES), blowfish [3], two fish,
triple DES, and many more algorithms are available.

The choice will be given to the user to select the algorithm to encrypt the data of
sensitive information.

If the user will not select any algorithm by default, data encryption standard
algorithm is used to encrypt the sensitive information.

5 Data Flow in Proposed Model

Figure 1 represents the proposed model. The data flow diagram in the proposed
model functions as initially the word tokenization done on all the files. Later tf–idf
score was calculated for all the terms in all JavaScript files, HTMLfiles, and database
connection files. A model trained with clustering algorithms and different clusters
formed will be formed based on requirements like secured applications, unsecured
applications, and semi-secured applications. A new application comes for testing
whether it is secured or not. All the database files, HTML files, and input statements
are given as input to the model to predict whether it is secured or not. After predicting
if the application is belonging to not a secured application, the user will be given a
choice to select security algorithms like DES, RSA, and so on. If the application is
secured, the encryption step will be skipped.

6 Results

6.1 Hardware Requirements

Processor—Intel Xeon E2630 v4—10 core processor, 2.2 GHzwith Turboboost upto
3.1 GHz. 25 MB Cache.

Motherboard—ASRock EPC612D8A.
RAM—128 GB DDR4 2133 MHz.
2TB Hard Disk (7200 RPM) + 512 GB SSD

6.2 Software Requirements

Python 3.x version.
Jupyter notebook/Pycharm.
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Fig. 1 Data flow

Python packages (Numpy, Pandas, Scikit-learn, NLTK).
Windows or Linux operating system.

6.3 Inputs

All the files are contained in the Web application developed. Sample files are listed
below HTML files, XML files, JavaScript files, database files, Python scripts (.py
files), and so on.
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6.4 Output

This proposed system mainly scans entire files in Web applications. The proposed
system will look for sensitive information in those files like patient name, user name,
password, account number, and so on. if any of the files contain this sensitive informa-
tion, then it will check the immediate values which follow this sensitive information.
If the system finds the data is not in the encrypted format, then the systemwill ask the
user for an encryption algorithm to choose and enter the required data to encrypt the
sensitive information. For example, if the user chooses the RSA algorithm then the
user has to enter two prime numbers, and then the systemwill calculate the public key,
private key, and finally text will be encrypted and after receiving if required decrypt
the text. By default, if the user does not choose any security algorithm, the data
encryption standard algorithm (DES) will be applied to the sensitive information.

7 Conclusion

The importance of the proposed system is to check security standards in software
applications. Providing security for user sensitive information is the topmost priority
in any software application. In the proposed system, security is implemented with
machine learning, natural language processing, and information security algorithms.
Based on user requirement, sensitive information of user details will be considered.
The importance of the proposed system is not only finding whether the application
is secured or not and also implementing encryption for user sensitive information.
By default, the DES algorithm will be considered for encryption and also users can
select any other algorithm for Encryption.

Acknowledgements The author wants to convey the thanks to SureIT solutions Inc, Dr. Aruna
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Smart Agriculture Management System
Using Internet of Things (IoT)

M. B. Abhishek, S. Tejashree, R. Manasa, and T. G. Vibha

Abstract Agriculture is a part of the most significant features in human civilization.
In the last two decades, information and communication technology has contributed
immensely to this field. Internet of Things [IoT] is an innovation in which actual
material items like sensor nodes function together to render a technology-driven and
information-based network that maximizes benefits with significantly reduced risks.
IoT technology helps to collect online crop-monitoring information about condi-
tions such as weather, humidity, soil, temperature, and fertility. IoT allows farmers
to connect with their farms from anywhere at any time. Wireless sensor networks
(WSNs) are usually used to monitor farm situation, and the process is regulated and
automated with controllers. A smartphone enables farmers to stay up-to-date on the
ongoing conditions of their farms from any part of theworld. This paper deals with an
agricultural system on the principle of Internet of Things monitoring and controlling
the production process.

Keywords Smart agriculture ·Monitoring and controlling ·WSNs · Internet of
things · Cloud computing

1 Introduction

The United Nations Food and Agriculture Organization better known as the FAO
estimates that in 2025, the world population is estimated to reach eight billion and
by the year 2050, the value will be 9.6 billion. There must be a 70% increase in food
production globally by 2050, in order to keep pace. India is one of the largest coun-
tries in terms of agricultural production, and this has a significant impact on national
food security. The farmland area per capita in the developed countries in the world is
much lower than the world average level and the production value per capita and land
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yield per unit in the case of India are alsomuch lower. Therefore, it is required to build
innovative ways to achieve higher yields with limited natural resources in order to
combat the challenges of food production. In most of developing countries, agricul-
ture stands as an essential pillar in the Indian economy and accounts for 22% of gross
domestic product (GDP) of the country. More than 70% of Indians live in rural areas
with agriculture being the main source of livelihood of most rural residents. Agri-
culture offers the vast majority of the rural population not only food safety but also
employment opportunities. Agriculture is, therefore, an essential part of the Indian
economy, but, if asked, “What is the condition of farmers?” the response that comes to
our mind first is “They lack Education, Technology, and Capital.” These three things
are needed to develop and live in this day and age. Indian farmers adopt conventional
agricultural practices, includingmethods of tilling, sowing and planting that involves
labor. On the other hand, modern agricultural techniques use mechanized machinery
for irrigation, tilling and planting, along with hybrid seeds. Agricultural technology
in India is primarily labor-intensive. It makes the work slow and imperfect to do
most of the work by hand. Farmers face many challenges in agriculture without crop
rotation due to climate change in the environment, inadequate rainfall for crops, and
conventional methods. Agriculture is India’s backbone. Agriculture is regarded as
the production or cultivation of beneficial crops in the appropriate ecosystem. Farm
productivity may be augmented by evaluating the variety of crops that produced the
highest output under different conditions of soil, fertilization, irrigation, and climate.
Agriculture is regarded as the chief source of food grains, raw materials; it is there-
fore termed the basis of life. It serves a significant purpose in national economic
growth. It also offers people job opportunities. Agricultural growth is required to
develop the country’s economic condition, such as trade. Evidently, conventional
agriculture techniques are still being used by many farmers, and this leads to a lower
crop and fruit output. Thus, the country’s trade declines; hence, the tractor was the
first technology introduced into agriculture. It improved productivity and was use-
ful to farmers as a machine. The technology advancement will help farmers boost
crop yields. The emerging technologies in agriculture are the IoT, wireless sensor
networks (WSNs), and Precision. Internet of things better known as IoT is a system
where real-life objects are interconnected, and they appear to form many integrated
networks, including fields such as electronics and sensors through which data can be
reliably transmitted and received. Precision farming equipment with proper wireless
connections to transmit data collected from remote satellites and ground sensors can
take crop conditions into account and modify how each portion of a field is farmed.
Global ICT Standardization Forum for India described the possible benefits of IoT as

• (i) Enhanced the quality, accessibility, and scalability,
• (ii) Faster and more cost-effective operation,
• (iii) Physical stream clarity and accurate status data,
• (iv) Increased capacity, reliability, flexibility, and automation.
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1.1 Precision Farming

Precision farming uses a variety of technologies, e.g., sensors, GPS services, and
large data transmission to maximize crop yields. ICT-based systems to facilitate
decision-making, supported with real-time data, instead of replacing farmers’ capa-
bilities and notions, also give information on all features of agriculture at an unprece-
dented level of granularity. This makes it possible to make better decisions, leading
to less waste and maximum operational efficiency. Scientific solutions, GPS innova-
tions, technological advancements, computer-based image analysis, remote sensing,
weather forecasting, ecological controls and more are the specialties and expertise
now required for agriculture. Precision agriculture is often referred to as “smart farm-
ing,” a generalword for simpler comparisonwith otherM2M-based applications such
as smart towns, smart measurement and so on. It is based on sensor technologies that
are well recognized in other sectors, e.g., environmental inspections for pollutants,
eHealth monitoring of patients, building management for farm soil monitoring, etc.
IT systems retrieve, compile, analyze and present the data for all M2M implementa-
tions in order to trigger a suitable response to the information obtained. An extensive
range of details on soil and crop behavior, storage tanks condition, animal behavior,
machinery condition is presented for action to the farmer from remote sites.

1.2 What is Smart Farming?

To various individuals, the Internet of Things (IoT) implies utilizing or incorporating
modern innovations such as Google Glass, Apple watch, or a driverless car. In fact,
some of the most revolutionary and effective applications occur in the industrial IoT
like smart cities and smart agriculture, factories. Then, as now, IoT is transforming
the agricultural sector by allowing farmers and producers to solve the overwhelming
challenges they face. In a number of ways, IoT can help farmers. To allow farmers
to obtain an abundance of insightful information such as the temperature of stored
goods, the number of fertilizers used, the amount of water in the soil, the quantity
of seed required to be planted, etc., sensors can be installed across the farm and
farming machinery. When IoT is enabled, smart systems are deployed and they can
track and make informed decisions on a number of environmental variables on the
farm. IoT implementation in agriculture can tackle many challenges and improve the
quality, yield, and cost-effectiveness of agricultural products. The Concept of Smart:
Typically, a machine is considered to be smart if such a device/artifact or system does
something that can only be performed by intelligent person. Any device, process, or
domain that follows the six different levels of intelligence is said to be smart.

• Adapting: The term adapting refers to the changes made in order to fulfill certain
requirements; in terms of smart agriculture, these changes are said to be environ-
mental.
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Fig. 1 Basic architecture of Internet of Things in agriculture

• Sensing: This is the ability to feel/detect and perceive any changes in the surround-
ings.

• Inferring: This simply refers to a conclusion based on results and findings.
• Learning: Once observations and observations have been confirmed, training can
be used to consolidate previously used methodologies. It involves various types
of information.

• Anticipating: This is all about thinking about something new and innovative that
might happen, and it is considered to be the next phase of something.

• Self-Organizing: This level of intelligence is attributed to any device that is capable
of sensing and tracking and then modifying its configurations according to the
requirements (Fig. 1).

1.3 Process Flow in IoT

• Smart irrigation.
• Livestock monitoring.
• Weather monitoring and forecasting.
• Sensor-based precision farming.
• Remotely monitoring the quality of the soil.
• Smart warehousing, logistics, distribution.
• Greenhouse monitoring and automation system.
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Smart farming deals with

• The environment monitoring and control subsystem includes monitoring water
quality, regulation of water quality autonomously. Precise fertilization manages
fertilizer. Regulate soil constituents and moisture, and also some environmental
conditions like light, wind, air, etc. The agricultural asset regulation subsystem
includes a smart greenhouse that will automatically adjust the temperature. A
water irrigation system

• That will optimally regulate the flow of water automatically in order to conserve
water. Monitoring of insects and pests.

• The production processmonitoring and control subsystem includes the recognition
of individual animals that ensure safe breeding. Monitoring the growth of animals
and crops and product sorting ensures efficiency.

• Farm produce and food safety subsystem includes an arrangement of warehouse
inventory logically. The traceability program on the farmland encourages the sup-
ply chain.

• Agricultural equipment and facility systems include remote monitoring of farm
machinery, process tracking of farm machinery. Diagnosis and appropriate main-
tenance of farm machinery.

Since the computer age, two new concepts emerging are Internet of Things (IoT)
and cloud computing. The idea of “Digital India” was put forward by India’s Prime
Minister Narendra Modi, which primarily stressed the growth of IoT and innovative
new companies. IoT is closely linked to cloud computing as it is connected to the
Internet. India is a traditional agricultural country with rice, dal, wheat, fruit, and
cotton production. In India’s socialist modernization, agriculture, rural areas, and
farmers are of particular interest. Wikipedia’s interpretation of cloud computing
is this: Cloud computing is an Internet-based computing program that is used to
distribute software and hardware data to computers and other devices in the network.
Endusers don’t need to have professional or even basic information about the “cloud,”
or directly control it. All of them need to know the type of tool they really want and
how to get appropriate internet service. Cloud computing represents amodern system
of implementing, utilizing, and sharing Internet-based IT services that include using
the internet to deliver dynamic, expandable, and mostly virtualized resources.

2 Literature Survey

In papers [1–3], the agricultural implementation of a wireless sensor system for crop
field tracking was proposed. There are two types of sensor nodes installed to these
systems to determine temperature, humidity, and an image sensing node to compare
and contrast information by occasionally taking images of crops. These variables
perform a vital function to make good decisions about the crops’ health within a
period of time. Humidity, temperature, and images are these major parameters. By
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following these techniques, high sensor stability with low power consumption can
be achieved. The agricultural field area can be monitored for a longer period of time.

Paper [4] discussed a greenhouse regulatory system on the basis of agricultural
IoT with cloud computing capabilities. Inside a greenhouse, the administrator can
effectively track and control various ecological parameters remotely using sensor
devices such as temperature sensors, light sensors, soil moisture sensors, and relative
humidity sensors. The sensors collect data on the agricultural field area at a regular
interval of 30 seconds, and the data is logged and collated online with the aid of
cloud computing and the Internet of Things.

Paper [5] illustrates an IoT-based irrigation automation and crop-field monitoring
system. In this research, a system is designed to track crop-field using sensors and
according to a server’s decision based on sensed information, the system of irrigation
is automatic. By using wireless communication, sensed data is transmitted to the
database of the web server. When irrigation is done automatically, it ensures that the
fields of humidity and temperature drop below the potential range. With the aid of a
program that shows the user a web interface, the user can remotely track and manage
the device.
According to Paper [6], a smart drip irrigation system is recommended. In this system,
an application usually by android is used in order to reduce human intervention and
for the remote tracking and managing the crop area. With the drip irrigation system,
waterwastage canbe reduced and itworks using the data obtained fromwater quantity
sensors. To monitor environmental conditions, some additional sensors can be used.

Papers [7–9] proposed smart irrigation systems with the use of the Internet of
Things. Wireless sensors are also needed to obtain the level of soil moisture and
humidity. With the use of a gateway known as Generic IoT Border Router Wireless
Br 1000, these detected data are transmitted through a network to a smart gateway.
The data is then sent via a network to a web service from the gateway.

Paper [10] says an IoT-based smart agriculture system is built to carry out different
agricultural operations such as bird and animal scaring, weeding, moisture detection,
spraying, etc.

Paper [11] proposed storing the collated data, and only a database management
program is required which will hold all the details about the soil. Based on the
temperature sensor values, the primary focus is regulating the flow of water to the
agricultural field automatically. Weather forecasting is made possible using a sensor
to monitor conditions of the weather; this will be monitored via the smartphone of
the farmer. In WSNs, data detected from the agriculture field is automatically ana-
lyzed with the aid of different intelligent application software, and a decision is made
concerning the crops’ health which is then forwarded to the farmer.
Paper [12] proposed a farming system that ensured low maintenance and high pro-
duction using novel sensor technologies that are energy-efficient and eco-friendly.
This paper explicitly explains automated irrigation techniques and farm monitoring
which include a broad spectrum of sensors to remotely detect and regulate different
conditions of the soil like temperature, fertility, and moisture and also regulate the
distribution of fertilizer and water to the farmland.
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Paper [13] proposed a farming system for monitoring pest insect traps by the
application and distribution of image sensors. Imaging devices that use GSM and
are run via a network of wireless sensors. Retrieval and relay of images are done by
GSM from the trapping region and sent to the remote host station. Feedback about the
accumulation of pests is relayed via call or text message to the farmer’s smartphone.
This technique only determines the presence of pests and doesn’t proffer any way of
pest control.
This paper identifies a theoretical framework and structure of a system that supports
the decision for smart farming with network sensor applications to be able to achieve
the desired tasks for farmers with the aid of the Internet of Things (IoT). Recom-
mended is a Smartphone Irrigation Sensor [14]. For use on the crop field is a new
invention an automated irrigation sensor and also the digital images are captured by
making use of a smartphone, and with this, it can remotely monitor the crop area and
also determine the level of water.

Smart Agric [15] depicts a combination of IoT and image analysis approach
to evaluate the environmental or the man-made factor (pesticides/fertilizers) that
directly impedes plant growth. Its decision-making system is utilized in the trans-
mission of an evaluated framework from collated data of systems in challenging
environments and the image of the leaf; it is then analyzed by software such as
MATLAB with the aid of histograms for analysis.

In paper [16], the use of amonitoring systembased on smart sensors for agriculture
to reach decisive results is proposed. To continually monitor agricultural environ-
ments, various new technologies are being used. This serves as the gateway (FPGA)
that includes various kinds of sensors, for example, soil moisture, relative humidity
and temperature sensors, the field-programmable gate array, serial protocol, micro-
controller, and the wireless protocol. In the dissemination of collated data kilometers
away and also in an area with background noise keeping the sophistication of the
network at a low level, TM radio chip is used. With the help of terrestrial microbial
fuel cell, the power is supplied to the device in a zero-emission and eco-friendly
manner.

Agricultural system is handled with information input, maybe humidity predic-
tion, pH determination, and agricultural field area temperature and multi-processing
can be accomplished with cloud computing, Internet of Things (IoT). Mobile com-
puting, sensors, and big data analysis [17] are utilized. In this agricultural system,
environment and soil characteristics are detected, analyzed, and occasionally sent to
Agro Cloud via the Internet of Things (Beagle Black Bone). Heavy data analysis is
done onAgro Cloud data for the required amount of fertilizers, total production, opti-
mal crop cycle analysis, and current stock and market demands. The recommended
system is favorable for regulating the cost of agro-products and for improvement in
agricultural production with the display characteristics. The collated information is
transmitted into a microcontroller in an agricultural environment with the use of the
wireless Bluetooth unit.

A wireless transmitter–receiver unit pair is used to transmit and receive the data
that is then fed to FPGA with the use of a serial communication protocol UART. A
smart, ultra-low-power, inexpensive, and energy-neutral device with microbial fuel
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cells [18] to track the degree of prelatic aquifers was proposed. In [19] say that IoT
technology innovation can be used to improve livestock and plan operational pro-
ductivity and efficiency. The advantages of IoT and DA have been described and
presented in this paper as well as open challenges. IoT is expected to offer the agri-
cultural sector a number of benefits. Nonetheless, to make it affordable for small-
and medium-sized farmers, many issues still need to be resolved. Price and security
continue to be key issues. The rate of IoT adoption in agriculture is expected to
increase as competition in the agricultural sector increases and favorable policies are
implemented. The implementation of LPWA communication technology for agricul-
tural purposes is one major area that is likely to attract significant research attention.
Among LPWA technologies, the NB-IoT is expected to stand out. This is due to the
open standard of 3GPP and telco.companies adoption.
Manishkumar Dholu et al. [20] proposed that in the agriculture domain, cloud-based
IoT should be applied. Precision agriculture is essentially a concept that focuses on
providing the appropriate amount of resources for the same length of time. Examples
of these resources are water, light, pesticides, etc. The advantages of IoTwere used in
the proposed paper to incorporate precision agriculture. These agriculture parameters
include light intensity, temperature, relative humidity, and soil moisture. Appropriate
resolution is made on the basis of the reading received from the sensor, i.e., fogger
valve (for spraying water droplet) is actuated on the basis of relative humidity (RH)
readings, irrigation valve is actuated on the basis of soil moisture readings, etc. This
paper suggested the integration of the sensor node to analyze all of these factors and
to establish the actuation signal for all actuators. In addition, sensor nodes can also
send this information to the cloud. To regulate all these parameters of farming, an
android application is also designed. The proposed system is able to locally collate
data and regulate the parameter, while at the same time transmit data to the cloud
that can be accessed on the smartphone by the user. Such work can be done in the
future by enhancing the use of mobile apps such as adding alerts when different
parameters are not properly controlled. During the coding of the MCU, the set point
for ambient temperature, relative humidity, soil moisture is specified in the proposed
framework and to make such design more functional, the mobile app can be assigned
the function of regulating the set point.

Prem Prakash Jayaraman et al. [21] proposed that optimizing productivity on the
farm is important to improve activity yields profit and meet the ever-increasing food
demand driven by rapid population growthworldwide. By interpreting and predicting
crop production under a range of environmental conditions, farm productivity can
be increased. Currently, crop recommendation is on the basis of the data compiled
in field-based agricultural studies capturing plant production under a range of vari-
ables (e.g., environmental conditions and soil quality). Nevertheless, the collection
of data on crop performance is actually slow, as studies on crops are mostly carried
out in secluded and dispersed areas, and such data is generally acquired manually.
In addition, the validity of these collated data is very low as it does not consider
the earlier conditions that have not yet been encountered by the human handlers,
and it is important to discard collated data that will lead to inaccurate results (e.g.,
solar radiation values in the midday after a short rain or overcast in the morning
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are inaccurate, and must not be included in the data analysis). Nascent Internet of
Things (IoT) innovations like IoT devices (e.g., smartphones, cameras, wireless sen-
sor networks, and network-connected weather stations) is useful in collating exten-
sive amounts of information on the environmental conditions and crop performance,
from temporal data retrieved from sensors, to spatial data obtained from cameras,
to human observations collated and documented via smartphone applications. This
data can now be analyzed to dismiss inaccurate details and evaluate personalized
crop recommendations for any particular farm. This paper discusses the develop-
ment of Smart FarmNet, an IoT-based system that automates the collection of data
on the environment, fertilization, irrigation, and soil; automatically coordinate these
data and discard inaccurate data to assess crop performance; evaluate crop forecasts
and personalized crop recommendations for a specific farm. Smart FarmNet can be
incorporated into almost any IoT device; this includes the ones that are available
commercially like cameras, sensors, and weather stations, etc., and accumulate the
collated data in the cloud for analysis of the performance of crop and also for crop
recommendations.

Paper [22] says that to boost output and cost-effectiveness with the latest tech-
nologies like the Internet of Things (IoT), it is important to strengthen the efficiency
of farming and agricultural operations. In general, by limiting the involvement of
humans through mechanization, IoT can make processes in the farming and agri-
cultural industries more effective. The purpose of this study is to examine newly
initiated IoT applications in the farming and agricultural sectors in order to give
an outline of data collected from sensors, technologies and sub-verticals like crop
inspection and water conservation. It was discovered that water conservation is the
most examined IoT sub-vertical under potential applications of the Internet of Things
followed by crop inspection, smart farming, irrigation management, and livestock
management with the same percentage. According to the analysis, the most essential
measure in data collection from a sensor is relative humidity, ambient temperature,
and some other sensor data are collected for IoT implementation such as soil pH
(acidity/alkalinity) and moisture content of the soil. Wi-Fi has the highest demand
for use in farming and agriculture, followed by mobile technology. In the farming
and agricultural industries, other innovations such as RFID, ZigBee, WSN, LoRa,
Raspberry pi, Bluetooth, and GPRS are of lesser interest. The agricultural sector has
a higher percentage using IoT for mechanization as compared to the farming sector.

3 Analysis of IoT Hardware Requirement

3.1 Device

An IoT setup makes use of devices that perform an operation in detecting, actuating,
regulating, and monitoring [23, 24]. Depending on temporal and spatial limitations
(i.e., processing capabilities, memory, speeds, communication delays, and dead-
lines), IoT devices can share information with other linked devices and applications



372 M. B. Abhishek et al.

or collate data obtained from other devices and then send the data to the base station
server and from there to the cloud server through a gateway or execute some func-
tions locally and some other functions within the IoT structure. An IoT device can
comprise multiple wired and wireless interfaces that are used to communicate with
other devices [24]. These include (i) I/O interfaces for sensors, (ii) interfaces for con-
nectivity to the internet, (iii) interfaces for memory and storage, and (iv) interfaces
for audio/video.

3.2 Communication

A communication block is used to relay information across the remote servers and
devices. IoT communication process typically works with the network layer, data
link layer, application layer, and transport layer [24].

3.3 Services

IoT systems can be used to perform functions like device discovery, device proto-
typing and representation, device monitoring, data dissemination, and data statistics.

3.4 Management

Management block may perform various functions such as governing an Internet of
Things system and finds the governance underneath the Internet of Things system.

3.5 Security

Security blocks can be used to provide features such as privacy, encryption, content
credibility, message integrity, authorization, and data security. IoT system is also
protected by the security block [21].

3.6 Application

For users, the most critical layer is most likely Application layer. This layer gives the
essential modules that will manage and track the different features of the Internet of
Things system. Users are allowed to view and evaluate the status of the system using
applications, often predicting future prospects [22].
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4 Challenges and Future Work

While the architectures described in the previous section make the IoT theory tech-
nologically conceivable, it still needs further research effort. This chapter deals with
technical difficulties related to existing IoT systems. An innovational concept of IoT
architecture was later developed tomeet all the essential elements that are not present
in the current architecture. A thorough understanding and research of industrial fea-
tures and demands on conditions like privacy, security, cost, and uncertainty must be
done prior to the widespread recognition and implementation of IoT in all domains.
Let us discuss a few issues in this regard

• Maintaining cost—This is a far more essential variable for farmers. Researchers,
therefore, concentrate on developing new IoT architecture for smart agriculture
with added benefits to attain this level.

• Currently, the database management systemmay not be capable of handling infor-
mation in real time due to the size of the data collected. It is important to idealize
the appropriate solutions. Data based on IoT would be initiated at a fast rate. At
the receiver end, the current RAID system is unable to handle the data collated.
The data based on IoT service-centric system needs to be re-evaluated to address
the issue.

• Data is an unprocessed fact that is typically not consistent with non-relevant hand-
outs. Data plays a major role in IoT decision-making. The data value is the data
pool. Data can be obtained by orienting mining, analyzing and interpreting mean-
ingful information. A similar architectural framework can be used for mining data
and analyzing them and therefore helps with decision-making operations. A large
data method is integrated with data mining and analysis.

• Service-oriented architecture (SOA) for IoT is a major challenge in which service-
based artifacts can face quality and cost-related problems. SOA is needed to deal
with a wide range of system-connected devices with scalability issues. Challenges
such as transmitting, managing, processing and storing, data become a challenge
of service allocation.

• Service standard and integrity is also a major challenge. A developer needs to
focus on QoS parameters to obtain an appropriate range of QoS.

• IoT envisages an unbelievably great amount of nodes.All devices and data attached
to the network are recoverable. A distinctive identification is compulsory for the
secure initialization of point-to-point connection. IPv4 protocol specifies a 4-byte
address for each node. The supply of numbered IPv4 addresses is declining quickly,
and it’s approaching zero in the next few years, so the ability to identify new policy
addressing IPv6 area is the field where the utmost attention is required and the
adequacy of architectural skills is compulsory.
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5 Conclusion

Through IoT-enabled technology, precision farming can be made more accurate and
effective. In different fields of agriculture, IoT can be applied. Energy and water are
one of the highly essential resources for agriculture and their prices can boost the
agricultural sector or break it down. This means that water wastage has not been
curbed as a result of substandard irrigation systems, inadequate field application
procedures and sowing crops that require muchwater to grow in unsuitable farmland.
Electrical energy is required for the optimum functionality of boosters, pumps, and
lighting, etc. Water for agriculture can be used conservatively by controlling and
adjusting the volume of water, location timing, and flow duration. Use of effective
electrical energy for boosters, lighting, pumps, and other uses with the aid of IoT;
the second one is crop monitoring. Applying pesticides and fertilizers based on crop
and soil health and pest control is the major concern in this area. IoT can be used
to make a proper decision by installing sensors and imaging systems in the crop
field that is connected to the internet. IoT can be used efficiently for fertilizers and
pesticides. Finally, it can be concluded that an efficient agri-IoT architecture has to
be developed with low cost, the minimal power consumption of devices, optimum
performance, improved decision-making action, and QoS service so that farmers can
easily understand it without basic knowledge.
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Offline Multilanguage Validation
Analysis Using FEDSEL

T. P. Umadevi and A. Murugan

Abstract Handwriting recognition is a challenging task. In this paper, characters
are first extracted from the English, Arabic, and Chinese handwriting dataset. The
handwritten content recognition process comprises four stages, namely informa-
tion preprocessing, segmentation, feature extraction, and dimension. The character
segmentation algorithm is based on forward and backward classification. The present
work implements the feature dimension sequence labeling method (FEDSEL) and
semantic role labeling (SRL) for handwritten recognition. The dataset used is the
HCAR database. The accuracy of the proposed method is 95.77%.

Keywords Feature dimension sequence labeling · Semantic role labeling ·
Recognition · Accuracy

1 Introduction

Handwritten characters are first extracted from the English, Arabic, and Chinese
handwriting and then recognized. Using dynamic programming, the two strings
are linked together based on a dictionary depending on multiple language analysis.
Finally, some experimental results are presented to demonstrate the effectiveness
and robustness of the proposed method DWT previous our research. To recognize
theChinesewithEnglish handwriting, the lettersmust first be extracted and then iden-
tified. In Chinese and Arabic handwriting, there is no space between two adjacent
letters, which is different from English [1].

When writing the document page, loops, and arc variation, there is a gap between
two adjacentwords. To improve the adaptive efficiency of character feature extraction
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[2], a fast method based on the stroke interval histogram is proposed to better solution
FEDSEL. The handwritten stroke histogram linearization threshold is used to extract
the stroke line. The finalization of the histogram of the stroke is used to extract the
threshold characters [3]. The first line is the original document page. The second
line is the line of extracted text, marked with a bordered rectangle. The third line is
a lot of extracted characters, which is marked with a bordered rectangle, so after the
English and Arabic document page is split, a character can be wrongly divided into
several characters, andmany characters are incorrectly grouped into one character[4],
making it difficult to get the correct extraction.

Separation errors will inevitably lead to signature authentication errors. Although
some characters are correctly extracted, they are misidentified [5]. Focus on the
representation and analysis of real handwriting signals, not the signature set [6].
Consider the standard formof the signature path analysis of all newspellingvalidation
performance. This ismore practical thanmotion simulationwhen there is no dynamic
information.

More effective identification Handwritten Arabic, English, Chinese text is chal-
lenging cursive and the uncontrolled nature of Arabic writing. Online routine
signature recognition usually has to wait for the whole curve is in front of start
analysis.

This delays the identification process more takes timeless character recovery very
poorly. Prevent the implementation of the following advanced features input type,
such as automatic words, not complete forms (Fig. 1).

Fig. 1 Multiple language documents proposed framework SRL
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2 Related Work

The paragraph level for script identification and system attributes are computed in
documents. Characterization of Gabor filters [7] is mainly developed in [8], while
sterile pyramid filters are used in [7]. At the word level, the properties of the system
are calculated in the articles [9]. Again, Gabor filters are mainly used, while an
additional feature of the unique transformations of cosines is used in [10]. Wave and
radon changes are calculated in [9, 10] properties. In the article [6], various languages
of Latin writing are classified using gray-level compatibility matrix, while changes
based on frequency and half are used to identify eight Indian characters.

Surinta O. et al. have implemented a support vector machine classification to
identifywritten characters using pixel intensity from input images, although variation
in writing style limits writing recognition. Next, Gun Xiao Shi et al. proposed a
way of recognizing handwriting based on learning checker vocabulary from non-
biased places and were able to identify different characters with different fonts.
However, this limits the capabilities of other languages, such as Chinese, to more
than 30,000 versions. Gomti et al. suggest the extraction procedure for structural
features and statistical features. For FAR and FRR, the proposed hybrid + FLMN
algorithm achieved 95% higher accuracy. Themost popular text locatingmethods for
identifying text lines is discussed in, Lianwen Jin et al. Three basic experiments have
been performed using authenticated text detectors. The results highlight the diversity
of SCUT-HCC doctors and the challenges of understanding HCT in documentaries.

ZhaozhengYin et al. (2018) achieve cognizance accuracies regarding one hundred
percent and 93% within the half–half then the leave-one-out experiments, respec-
tively, on the ASL benchmark dataset and achieve focus accuracies concerning
a hundred percent because of both the half and the leave-one-out experiments
concerning the NTU count dataset.

Chamnongthai et al. [11] computerized signal language style developed for
communicating in normal-hearing people or toughness people. Due to imitation of
shape variations, only some algorithm is no longer enough to generate good focus
results.

Nai et al. 12 extracted applications from solely depth pix regarding randomly
positioned line segments and ancient a loosely wooded area because classification,
with 81.1% accuracy spoke of in their paper.

3 The Proposed Recognition System

3.1 Preprocessing

The SRL classification of male and female using loop line frequency return a set of
K-spot characters datasets. Candidates male and female in the sample handwritten
package provide an integrated framework for data in the following ways left and
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right handwritten identifiers in this processingworks. Disconnected and non-uniform
sample handwrittenwith printed or non-print handwritten samples is caused by vibra-
tion form different writing line style. This proposed method supports two choice
methods one backwardmethod using the eliminating noise other with Douglas Baker
instruction. The second method is forward sharp character reorganization using the
secondary section interpolation function.

3.2 Offline Segmentation

Addeachoffline frequency along the horizontal axis. For curvedor fluctuating lines of
text, the image can be divided into vertical bars. Image documents break the page into
columns that determine the minimum of the histogram generated by the horizontal
projection of all columns. A horizontal stroke is drawn from eachminimum sequence
in the column [10]. The relationship left line angle 90° to right 180° angles between
these strokes allows the separation of two adjacent lines. Huff transform is used
to find a straight line in an image. The best alignment of text lines corresponds to
black pixels. No black pixel can pass the number of rows of pixels, and each row
has a unique sequence (0, 90, 180, 360) and range pixels called accumulator polling
algorithm for the converter when the line passes through a black pixel. The text line
is the largest line of the aggregator [9].

Instead of splitting directly into a binary (1,0) image black with white recovery
words, it is transformed into a probability reduce dimension, where each element
represents the probability [11] of a line of pixel text. Probability sets are analyzed
using the level set method to divide lines of text. The zero sequence of the range will
automatically increase, dissolve the error code recovery loop fish line character, and
stop for the final text line boundary.

Using a clustering algorithm to group multiple elements in a supervised clas-
sification method, each supervised classification method first divides the area at
each point by creating a scatter similarity map and estimating the local orientation
of each major component of the term. Use the width-first search algorithm to find
synchronous packages on similar reduces feature maps. There is a path from every
element in the collection to every other element bird’s angle line character degree
recovery letters that indicates a different line of text to identification HCAR new
form to analyze results FEDSEL (Fig. 2).

3.3 Reduce Dimension of Feature Extraction

Text extracts themost relevant information from the image documents to help identify
the text ideogram character size level of upper during the text recognition phase.
This information is an attribute of each symbol that must be distinguished from
other symbols. The certification phase is the final key decision stage lower ideogram
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Fig. 2 Segmentation of validity of authentication

level of words recovery. This is a classification mnemonic font recognition process
that identifies each unknown symbol encode key line pixel points and assigns it to
a predefined class. This classification is based on the extracted attributes from the
previous step. Document analysis is still an open research area due to the low quality
and complexity of these documents background noise.

The segmentation is to find the identity string forward {I1,…, In}, with the corre-
sponding segments of the sequence {S1,…, Sn}, backward S1 = {z1,…, zt1},…, digit
matrix frameworks Sn = {ztn−1,…, zT}, that best explain the sequence.

{I ∗
1 , ..., I

∗
n } = argmax p(S1, ..., Sn|I1, ..., In)p(I1, ..., In)

= argmax p(I1)p(S1|I1)
n∏

i=2

p(Si |Ii )p(Ii |Ii−1)

Algorithms execution FEDSEL

Input:
Original randomly selected handwritten image document character in an existing

multiple language document script of any format 5 to 8 characters or meaningful
sentence actual word of the image in the dictionary (Table 1).
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Table 1 FEDSEL recognition parameters

A-Z C-C A-A B-S SB-S SB-B

HCAR 98.3 97.3 63.6 67.3 96.8 95.6

FEDSEL 97.6 96.8 62.6 67.0 96.6 95.766

SRL 97.1 96.3 71.0 73.0 96.1 94.4

DWT 0.5% 0.5% 13.4% 9.0% 0.5% 1.3%

Algorithm 

1. Begin
2. S → N +  il variance   W → E + i Γ
3. Compute M0 is a singular point of  f (M) if  f ′(M)  exist at  M = M0 
4. N be a closed contour inside a simply connected region N ⊆ M. 
5. For n = -1, each line segment integrates to π /2 integer n
6. M0 inside region bounded by M
7. End For
8. (N+2)-1 is SRL  inside SRL+HCAR
9. While f (z) < g (z)  be LLMI in regions R < S
10. Repeat handwritten to the W - 1 HWSC and TST1 dataset / (i − λ1 )  

gives root  E = λ2 
11. Radius of convergence is frequency  from M0 to nearest singularity 

M1
12. End while
13. f (M) known on any curve segment through z0  is enough to determine f (n) 

(M0)  ∀ n
14. if( f(n) (M0))
15. Return (M) 
16. End if 
17. End 

The SRL computational complexity is its (N3 log N) matrix pixel. Embed the set
Hilltop model the standardized space is easy to use Metric indexing method to solve
Looking for HCAR in large collection Avoid doing more linear scanning documents
all formats.

Frequency male and female handwritten and content forward and backward
assessments of left and right character analysis.

The image documents are scanned for 100 users or 100 pages a situation with a
lot of dataset 10 k, and the best way to select and evaluate the model is to divide
the dataset into three parts: a training group, a validation group, and a test group.
Training kits are used to fit the model. The test set is used to evaluate forecast errors
when choosing a model. The test set is used to evaluate the prediction error of the
last selected model. The Kufic dataset contains a specific character size of 70% for
training and 25% for verification and testing after error 5%. The best solution is to
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Table 2 Sample dataset total
10 k

# of Samples Character position

1405 Left

1196 Right

1629 Middle

1372 Bottom

use a large custom test suite that is often unavailable. For the SRLmethods presented
FEDSEL here, there is not enough dataset to divide them into four parts as mentioned
in Table 2.

Choose multiple characters at random. Set the change of the given number to an
approximation. If multiple changes are selected, latency glyph assigns priority order
to each change based on test results. Sort the selected list of changes according to
their priority and use them to accumulate effects A1, A2 used as symmetry. Balance
the variance of the KL deviation and the length of the code if the static length of
the script code and the transformation matrix match exactly and the code length is
almost the same <d (T 1, T 2) is close to 1.

Since there are fluctuations associated with the return on both of these assets, to
select α is to reduce the dimension of the overall risk and variability of our FEDSEL
speculation. Hilltop method is the correct data sequence for storing defined group of
points. To standardize and validate the plan of the multilanguage character database
thatwas feature extracted from thedataset classification cursive forward classification
segmentation online. The HCAR database is available for other applications HMM
Conduct research in this area. TheMarkov chain in the transition space X is a random
process (infinite array of random variables) (x(0), x(1), x(t),…).

That is, the probability of a state at a particular time in history depends on sentence
character top to bottom female handwritten only on time L and POS is frequency
bottom to top male handwritten only.

4 Result and Discussion

The system has been trained and tested spelling andword parts were extractedHCAR
database classification. This section presents the results of the multiple documents
handwriting recognition system using multiple segmentation binary of extraction
methods and reduces the feature map classification forward level.

The separation is supposed to be taken as input algorithm execution of validation
results is based on the classification of the previous works. Divide the entire dataset
using five hash strategies HMM as shown in Table 4. The development of the hash
strategy illustrates how the accuracy of classifying the workbook varies according
to the training set the size.
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Fig. 3 Handwritten sequences

Table 3 Testing spelling
validation

Configuration Accuracy [Top
1] (%)

Validation [Top
3] (%)

Speed [ms]

High accuracy 91 96 29.9

Low latency 87 94 0.12

Fast learning 90 95.77 4.4

High accuracy: Recommended method SRL
Low delay: Avoid candidate evaluation DWT
Rapid learning: Avoid TR and indicators FEDSEL

Table 4 Comparison study for offline handwriting

Method Results Dataset

HMM 51% (SR) OHASD—a self-collected dataset that includes 154
paragraphs (more than 3800 words) written by 48
writers

HMM 75% 1400 self-collected isolated character
collected isolated character

Hybrid recognition system 83% 1400 self-collected isolated character

Proposed method (FEDSEL) 95.77% 2000 collection 100 pages

5 Conclusion

The classification can only produce novel forms within the variation of the training
model and the performance is limited by the models used for training and testing
results. Although some test results have been shown in tables and still it is unknown



Offline Multilanguage Validation Analysis Using FEDSEL 385

how to objectively evaluate synthetic scripts and compare different synthetic statis-
tical FEDSEL models using multilanguage scanning document pixel to calculate the
semantic score of a parallel text similar to the path in the reduced dimension. The
dictionary used contains 2000 collection 100 pages Chinese, English, and Arabic
characters and produces the results of fast learning validation 95.77%. In the future,
combine high information, grammar, and semantics which produce the best result.
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Pattern Matching Compression
Algorithm for DNA Sequences

K. Punitha and A. Murugan

Abstract Scientifically, the DNA contains hereditary information about the biolog-
ical species. The DNA databases are considered to be the repository of a huge collec-
tion ofDNA sequences. Ceaseless advancement inDNA researches has led to various
key difficulties in the process of transferring, maintaining, as well as storing data.
Such a huge size of DNA sequences often results in the requirement of abundant
storage space which needs to be handled and minimized with the help of an effective
methodology. One such technique being the data compression using which the DNA
sequences can be minimized in size thus saving upon space and bandwidth require-
ment. There is a recommendation of Improved_Compress algorithm which aids in
determining DNA compression along with biological sequence’s pattern matching.
The matching information can be stored in an offline dictionary. Hence, the proposed
algorithm Improved_Compress leads to an average better compression ratio of 89%
when compared to the existing algorithm compression ratio through the dictionary-
based method and encoded ASCII value with the National Center for Biotechnology
Information (NCBI) datasets.

Keywords Compression · Decompression · DNA sequences · Pattern ·
Complement · Reverse complement · ASCII

1 Introduction

There has been an apparent growth in the size of biological data which certainly
requires timely analysis. The domain ofmolecular biology confronts such a challenge
since there happens to be the regular implementation of amino acid sequences or
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nucleotides for estimating biological molecules. The prime element of the biological
data is the DNA sequence that comprises four main nucleotide bases which are
namely Adenine, Cytosine, Guanine, and Thymine which are being represented as
A, C, G, and T, respectively. Usually, the size of the DNA sequence is considerably
large. For instance, the human genome comprises of nearly 3.1647 billion DNA
base pairs. The initial and foremost step that is performed in a DNA based research
involves pattern searching within DNA sequences databases like the alignment of
DNA sequence.

There must be compression of DNA sequence for achieving reasonable storage.
The lossless compression schemes comprise of three general classes namely symbol-
wise substitution, dictionary-based, and context-based methods. Compression of
the DNA sequence is performed via conventional compression methods like the
word-based Huffman, arithmetic coding, or LZ based [1] which does not take
into account the special features of biological sequences. Alternatively, method-
ologies that take into account repetition structures or any sort of regularities inherent
in DNA sequence performs pretty well. These include algorithms such as the
BIOCOMPRESS, GENCOMPRESS, and BWT-base compress. The conventional
text compression algorithms could consider only short and frequent repeats which
were reflected in the DNA sequence compression too. So it is essential to determine
a different set of repeats in a DNA sequence which can be useful for gaining an
effective compression ratio [2]. There are many compression algorithms of substi-
tution method along with the Lempel–Ziv compression approach to achieve DNA
sequence compression.

The intensive research is being carried over compressed pattern matching in DNA
sequences which signifies identification of overall matching patterns in the given
sequence. Compressed pattern matching enables compression of DNA sequences by
shrinking their size and thus reducing the time involved in searching patterns. The
LZ family of compression systems is employed by the majority of the techniques,
whereas the remaining ones are based upon Huffman-coded text and run-length
encoding and BWT output. Chen et al. [3] have recommended d-BM (derivative
Boyer–Moore) algorithm bymaking use of a novel compression method on the DNA
sequence that yields ineffective storage space and improvised performance related
to pattern searching with the compressed DNA sequence. Without making the use
of a multi-core environment, the d-BM still delivers satisfactory performance in
most of the scenarios. The methodology recommended in the present research deter-
mines DNA compression using pattern matching and ratio for biological sequences
depending upon its frequency. By making use of intrinsic DNA sequence methods,
repetition structures can be carried out. The repetitive sets and mismatch informa-
tion are stored in the offline dictionary. The following are the steps carried out the
reading of the first four sequences from a given input sequence. Checking is done
for matching the sequence with the rest other sequences as Exact, Reverse, Comple-
ment, and Reverse Complement. Thereafter, the information gets stored within the
dictionary table. Next reads 8, 16, 32 sequences, and so on up to the half of the
length of the input sequence and computing the number of positions in the match,
the frequency is determined. Amatch is found for the pattern or sequence concerning



Pattern Matching Compression Algorithm for DNA Sequences 389

other sequences asEqual,Reverse,Complement, andReverseComplement thereafter
storing the frequency within the offline dictionary. The maximum frequency pattern
can be stored in the dictionary table along with its position and its type of match.
Using the above techniques, DNA compression and its ratio can be determined.
Subsequently, any repeats present in the original sequence are being removed for
producing the final parsed sequence which is then combined with the offline dictio-
nary to produce the compressed sequence. Mismatches that result in improvised
compression are taken into account and encoded into extended ASCII codes.

Following is the classification of the research: All the related work is presented
in Sect. 2, the recommended system is elaborated in Sect. 3, the results generated
and all other discussions are covered in Sect. 4, and lastly, Sect. 5, brings forward
the conclusion and future scope of the proposed method.

2 Related Works

The huge size of DNA databases which comprises complex and logical structures
often results in the requirement of abundant storage space. It is a great challenge
to store and access the large size of DNA sequence [4], and these massive size
DNA databases can only be handled by making use of a robust compression algo-
rithm. General compressionmethods will not hold efficient in dealingwith biological
sequences that comprise of delicate regularities in DNA sequences. DNABIT [5]
divides the sequence into blocks and then compress them based on the occurrence
of the patterns.

Saada and Zhang [6] have recommended the extended ASCII encoding in the
DNA compression technique. To begin with the position of the matching, Index is
taken into considerationwhich compares the Text characters from a specified position
with the pattern characters. Then, depending upon the match numbers, the frequency
is calculated, and the ASCII encoding takes place.

In the compression technique, the focus lies upon shrinking the storage space
through mathematical algorithms that tend to be either lossy or lossless. Since loss-
less compression helps in rebuilding of original sequence on decompression, it stands
very significant. The technique of lossless compression is achieved by substituting
the substrings of the repetition sequence from the dictionary. The repetitions are iden-
tified through the dictionary-oriented algorithms by considering the earlier sequences
[7].

The concept of data compression involves data indexing too. A single genome
resembles a static data, which makes pattern searching flexible due to indexing. LZ-
based indexes are one such an effective indexing technique that successfully aids in
eliminating redundancy [8].

The combination of reference-based and assembly-based algorithms (de novo
assembly) with a statistical approach was used to achieve the DNA sequence
compression. The algorithm Quip has used the probabilistic data structure for DNA
compression, since amount of space consumed by memory extremely less [9].
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Genome resequencing encoding (GReEn) by Pinho et al. [10] symbolizes a refer-
ence genome based tool that enables compression of genome resequencing data. As
soon as the target sequence is equivalent to the reference sequence, the compression is
carried out successfully by the suggested tool. The sequence size and similarity with
reference sequences are the parameters for determining compression time. Resultant,
anticipating encoding time for all cases is not feasible.

Emerging and expansion of biological data in the coming years remain undeni-
able. No doubt, there will be a generation of the massive volume of data that must
move gradually for backing up the deployment of the personalized and precision
medicine paradigms. Toward this, the technique of data compression will become
most significant and helpful. And this has been very well elucidated by the associa-
tion of ISO/IEC, Moving Picture Experts Group (MPEG), toward their attempts in
genetic information processing, especially involving compression [11].

There has been an abundant volume of sequencing data generation rapidly since
the launch of the high-throughput sequencing (HTS) technologies. Resultant, there
is a constant revival of scientific information about genome information along with
simplifying the process of diagnosis and therapy. Though the merits are noteworthy,
there also lies prime issues of storage, processing, and transmission of this data.
Besides, there is more expense incurred toward handling HTS data in contrast to
generating sequences that are all the more aggravating [12]. These issues can be dealt
with the effective technique of compression which primarily enables compressing
of storage space and lessen processing expense, for instance, I/O bandwidth. It also
aids in enhancing transmission speed.

The recommended CaBLASTP algorithm put forth a course database that enables
the storing of distinct data fetched from the original protein sequence database.
Herein, sequence segments that are being associated with prior sequences that
are appended to a link index. CaBLASTP algorithm is formed by merging the
two algorithms namely dictionary-based compression and sequence alignment. The
dictionary-based approach relies upon ASCII replacement and arbitrary or repeated
protein sequence reduction [13].

Organisms or species fundamentally rely upon protein which is an essential factor
in controlling the development process. A protein sequence can be depicted using
a 20-symbol alphabet of amino acids. A protein sequence tends to be complicated
when compression is involved due to the presence of a large ratio of amino acids
which is tangled inherently [14].

The recommended methods for exploiting the “dictionary” are ProtCompSecS
formed by combining the ProtComp algorithm and a dictionary-based method that
employs dictionary of protein secondary structure (DSSP) database. The proposed
method encodes the protein sequences concerning their annotated secondary struc-
ture information. CaBLASTP algorithm put forth a course database that enables the
storing of distinct data fetched from the original protein sequence database [15].

The heuristic method makes use of protein domain compositions. By employing
evolutionary techniques of gene duplication and fusion, a hyper-graph is generated
for the proteome. Further, the proteome can be compressed using a minimized cost
function by utilizing a minimum spanning tree [16].
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The challenges confronted can be dealt with the effective technique of compres-
sion which primarily enables compressing of storage space and less the processing
expense for instance I/O bandwidth [17]. There exist two prime implementations
of genomic data compression apart from minimizing storage, processing costs, and
transmission speed. The performance of de novo assembly is improved in building
the sections of the genome from raw sequence reads de Bruijn graphs without a
reference genome by reducing the memory consumption by one order of magnitude.

DNA comprises a logical structure andmaintaining a data structure for its storage,
access and processing can be tedious enough. There is a ceaseless spike in DNA
collection that is being fetched from the organisms [18] which arises the earnest
need for storage and safe transmission. The size of every single base stands very
important while storing such significant information. Yearly, the DNA order size can
range from Megabyte (MB) to Terabyte (TB).

The algorithm focuses on the internal of genetic palindrome, palindrome, and
reverse. It resembles a DNA sequence compression model revealing actual features
of the DNA order. Results acquired from the experiment ascertain the better perfor-
mance of the proposed process in contrast to the RAY compression ratio [19]. More-
over, the method aids in determining regularities in DNA sequences like crossover
and mutation.

Algorithms for DNA sequence compression can either be lossy or lossless. The
DNA sequence compression algorithms have modes like standard, vertical, or hori-
zontal [20]. A standard algorithm comprises of standard text compression methods
but does not consider redundancy in biological data. Gzip and bzip2 are two such
algorithms which do not perform sequence compression effectively. Context tree
weighting (CTW), Huffman’s coding, prediction with partial match (PPM), and
arithmetic coding are some of the other standard compression algorithms. Among
these, Huffman’s coding too stands ineffective for DNA sequence compression since
there occur small variances in DNA base probabilities. However, CTW and arith-
metic compression tend to be comparatively better though they are treated as slow
decompression process.

To achieve DNA sequence compression, many techniques have been put forward.
Compression acts as an effective remedy against the large size of sequencing data. By
the means of generic techniques, compression of DNA sequences can be achieved.
Compression comprises of natural depiction as a string of characters with good
enough literature. Genomic data is intrinsically redundant since a significant part of
the genome is being shared by similar species. Some particular biological attributes
can aid in compressing DNA sequences as repeat content and association with
prevailing sequences. Zhu et al. [21] presents reviews illustrating former work on
DNA sequence compression and exploiting redundancy within DNA sequences,
respectively.

It has been observed that just two compressors namely DELIMINATE and
MFCompress stood up to the practicality threshold [22]. The compressor is stable,
enables generally employed FASTA format features, and effectively handles prac-
tical processes like compressing/decompressing whole of the vertebrate genomes.
Though DELIMINATE and MFCompress portray better compression ratios, they
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depict a slow decompression rate which restricts their capability in case of large
databases.

The fast growth of the population changes the lifestyle of humans not only the
periodic life but its impact in the medical field too. The various datasets are used
in healthcare recommendation systems, and particularly the DNA sequence is used
for the various healthcare process such as sleep pattern analysis [23], patient diet
recommendation system [24].

3 Proposed System

3.1 Data Compression

The proposed method is based on both dictionary based matching method and
substitution-based method. There are only four alphabet sequences (A, C, G, and T)
which are used in the DNA sequence. So it is started to match with four sequences,
and the substitute will be of A-00, C-01, G-10, and T-11. The prime element in
biological data is the DNA sequence which can be represented as A, C, G, and T.
It is assumed that the DNA sequence is arbitrary and non-compressible. Using two
bits, each nucleotide base pair is being coded. There is immense significance of
biological sequences since they comprise of the utmost valuable information in the
creation of a life. The techniques of compression and sequence signify that there can
be redundancies due to the presence of repetitions within the biological sequences,
thus leading to compaction. The identification of such dependencies becomes the
ground for biological sequence compression. The technique of lossless compression
can be categorized into symbol-wise substitution, dictionary-based, and context-
based methods. In the symbol-wise substitution, each symbol is substituted with a
new code word such that symbols with frequent occurrence indicate substituted with
shorter code words. This results in an overall compression. The dictionary-based
methods consider the frequently occurring input sequence and based on it creates a
vocabulary of symbols. It then uses a pointer for replacing the symbol’s positions in
the dictionary, thus achieving compression.

The dictionary can be online or offline. In an online dictionary, the text resembles
a dictionary, and previously occurring symbols within the sequence are replaced with
pointers with their respective prior positions. But the offline dictionary is used in the
proposed system.
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3.2 DNA Compression Algorithm

The following are the steps that carried out the reading of the first four sequences
from a given input sequence. Checking is done for matching the sequence with the
rest other sequences as Exact, Reverse, Complement, and Reverse Complement.
Thereafter, the information gets stored within the dictionary table until the end of the
input file, and next reads eight sequences from the input sequence. By computing
the number of positions in the match, the frequency is determined. A match is found
for the pattern or sequence concerning other sequences as Exact, Reverse, Comple-
ment, and Reverse Complement, and the frequency is stored in a temporary table
(Temp_Dictionary1). The next eight sequences are read, and again a similar proce-
dure is repeated. Thereafter, the matched patterns with maximum frequency move to
Dictionary1 table. Dictionary1 table stores the highest frequency-matched patterns.
This process is performed again for 8, 16, or 32 and up to half of the length of
the input sequences to determine DNA compression through matching patterns. The
above methods help in achieving DNA compression and its ratio. Mismatches result
in improvised compression gain that is taken into account and recorded with the
repetitive substrings using the offline dictionary.

The research work includes a text file that comprises four successive base pairs
namely ‘A,’ ‘G,’ ‘T,’ and ‘C.’ The text file helps in performing the matching between
the original file and the decompression file. The output file comprises ASCII value
which is equivalent to the encoded binary value of the four unmatched base pairs.
The architecture diagram of DNA sequence compression is illustrated in Fig. 1. The
Dictionary1 (storing highest frequency pattern) is illustrated using Table 2.

Algorithm1 defines the compression processwhich involves the process of calling
Algorithm2 to find thematching pattern and assigning binary codes to the unmatched
nucleotides and converts those binary codes into the ASCII codes.
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Fig. 1 Architecture diagram for DNA sequence compression
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Algorithm 1:  Improved_Compress(input_sequence) 

Begin 
{ 

Read the DNA sequence from input_sequence 
Set i = 0; //assign the starting position 
Set read_seq=4; 
Do
{ 

Read 4 sequence as a pattern from ith position of input_sequence 
Assign Dictionary.Name=”Dictionary1”
Out_sequence = call pattern_match(pattern,Dictionary) 

} Until i>=input_sequence.length; 
For(x=8;x<=(input_sequence.length)/2;x*2) 
{ 

Do
{ 
Read x sequence as pattern from input_sequence
Assign Dictionary.Name:=”Temp_Dictionary”
Out_sequence = call Pattern_Match(pattern,Dictionary,
read_seq) 
} Until (i<=input_sequence.length); 

}
Set the starting position j=0; 
Do
{ 

Read Out_sequencefromjth position 

If Out_sequence[j]=’A’ then
Esequence[j]=00; 

Else if Out_sequence[j]=’C’ then
   Esequence[j]=01; 

Else ifOut_sequence[j]=’G’ then
   Esequence[j]=10; 

Else  
   Esequence=11; 

End if 
} Until (j<=Out_sequence.length); 

Set n=0;           
Do
 { 

Read 8 bits from Out_sequence[n] and assign it to bin_value 
Assign ASCII value equivalent to bin_value 

}Until(n<=Out_sequence.length); 
} 

End 

Algorithm 2 defines the pattern matching process that is it finds the matching
starts from four sequences. If it is matched as Equal or Reverse or Complement or
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Reverse Complement, then the matched sequence is directly stored in the permanent
Dictionary1 table. This process continues until the end of the input file and then
takes the 8 sequences,16 sequences, 32 sequences, and so on till the length of the
sequence not greater than the half-length of the input file and finds the matching and
stores the matched sequence in a temporary dictionary table Temp_Dictionary. The
Find_Max() function finds out the maximum frequencymatching sequence and store
that in a permanent Dictionary1 table.

Algorithm 2:  Function Pattern _Match(pattern, Dictionary, read_seq)

Function Pattern_Match(pattern, Dictionary, read_seq) 

Begin 
{ 

Assign m=0; // (starting position) 
Assign frequency = 0; 
While (m<=Out_sequence.length) 
{ 

If pattern is match with any type (E)/(R)/(C)/   
(RC)then

 { 
If read_seq==4 then

Set Dictionary.Name=”Dictionary1”
Set Dictionary1.matchpattern to pattern 

Set Dictionary1.position=m 
Set Dictionary1.type_of_match=’E’ / ‘R’ / 

‘C’ / ‘RC’
Remove pattern from Out_sequence 

Else 
Set Dictionary.Name=”Temp_Dictionary”
Set Temp_Dictionary.matchpattern to pattern 
Set Temp_Dictionary.position=m 
Set Temp_Dictionary.type_of_match=’E’ / 
‘R’ / ‘C’ / ‘RC’

Set Temp_Dictionary.frequency 
: =frequency+1 

End if 
}

Increment m value by m value 
} 

If read_seq==4 then
Call Find_Max(Dictionary.frequency)  
Remove pattern from Out_sequence 

End if 
Return Out_sequence 

} 

End 

Algorithm 3 finds the maximum frequency sequence (pattern) from the
Temp_Dictionary table and return it to the Algorithm 2.
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Algorithm 3:  Function Find_Max(Dictionary) 

Function Find_Max(Dictionary) 
// Set variables max largest Record [i:j].  
// Input: A subarray of array Record [1, n] with parameters I and j such that (1 ≤ I 
≤ j ≤ n) 

Begin 
{  
Set i=0; 
Read Record [0];   //Read the first record from the  
Dictionary 
Do
{ 
If Record[i].frequency<Record [i+1].frequency then

Max: =Record[i].frequency; 
j:=i; 

Endif 
i++; 
}Until(i! =Dictionary.count); 
Dictionary1.Pattern:=Dictionary.Record[j].pattern; 
Dictionary1.Position:=Dictionary.Record[j].position; 
Dictionary1.Type_of_match:=Dictionary.Record[j].type 
} 
End 

3.3 DNA Decompression Algorithm

There is decompression of sequence which is responsible for compressing a specific
value to generate the original content. The compressed file helps in creating the
offline dictionary by identifying repeated patterns from the source. The dictionary
size is fetched from bit blocks that depict the pattern. Then, there is fetching of all
the compressed pattern blocks, recollecting the pattern type followed by patterns.
Decompression algorithm which being the reverse of compression makes use of
offline dictionary information for decompressing the sequence. The file matching
algorithm enables determining if there is a match between the input, and output
sequence thus concludes the algorithm as a lossless compression algorithm.

3.4 Compression Ratio

Compression ratio:

1− (Size of the Dictionary + size of the Output)

Size of the original DNA Input sequence
× 100 (1)
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Table 1 Structure of the permanent Dictionary1 table

Pattern Position Type of Match

AACT 11 Exact

AATAACTT 3 Reverse

GAATTCCGGATCACAC 7 Exact

Table 2 Structure of the temporary table Temp_Dictionary1

Pattern Position Type of Match Frequency

GAATCGTA 4,15,27,29,37,45,55,67,
17,31,60,101,250

Exact
Reverse

13

AACTCCTG 11,136,373,750
187,273,441,460,543,923

Reverse
Complement

10

AATAACTT 3,107,37,655,932,1108
306,2003

Reverse
Reverse Complement

8

Table 1 defines the structure of the permanent Dictionary1 table, and Table 2
defines the structure of the temporary table Temp_Dictionary1.

Finding a threshold is half of the entire DNA sequence length which is the
threshold value that is the length of the input sequence/2.

Encoding mismatches is a recommended method that determines overall approx-
imate repeats in the DNA sequence and then stores them in an offline dictionary.
These approximate repeats have mismatches which are then encoded into binary
code. Again the binary codes are grouped into 8 bits which are encoded as ASCII
code for further reducing the file size.

4 Results and Discussion

The Improved_Compression algorithm was tested and validated on a group
of DNA sequences fetched from NCBI Repository. The standard sequences
are Homo sapiens dystrophingene (HUMHDYSTROP), human growth hormone
(HUMGHCSA), human beta globin region on chromosome 11(HUMHBB),
human DNA sequence (HUMHDABCD), human hypoxanthine phosphoribosyl-
transferasegene (HUMHPRTB), and vaccinia virus Copenhagen complete genome
(VACCG). The testing was carried out on the above data for different sequence
lengths via Improved_Compression algorithm. The research includes an implemen-
tation which is being performed on JAVA environment and the entire dataset that is
retrieved from different notepad file is taken as an input and been managed using the
MYSQL database for storing and retrieving the results.
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Table 3 Comparison of compression ratio

Sequence Length Optimal seed-based algorithm
(%)

Improved_Compression (%)

HUMHDYSTROP 38,770 82 90

HUMGHCSA 66,496 90 89

HUMHBB 73,308 82 89

HUMHDABCD 58,563 84 88

HUMHPRTB 56,832 84 89

VACCG 1,91,735 84 89

Table 4 Comparison of time execution [in secs]

Sequence Length Optimal seed-based method Improved_Compression

HUMHDYSTROP 38,770 1.5 37

HUMGHCSA 66,495 2.5 65

HUMHBB 73,308 2.8 89

HUMHDABCD 58,864 2.2 63

HUMHPRTB 56,737 2 65

VACCG 1,91,735 4 155

The comparison of the compression ratio of the proposed algorithm Improved
_compression with the other existing compression algorithms [25] is given in
Table 3.

Table 4 shows the comparisonof time execution (in secs) of the proposed algorithm
Improved_Compression with existing algorithms [25]. The response time of the
proposed algorithm is lesser than the existing algorithm.

Figure 2 describes the implementation screen of the proposed approach. This first
button is used to upload the input sequence file, and the second button is used to
compress the sequence which is extracted from the input sequences, and the third
button is used to decompress the sequence.

Figure 3 shows details of the uploaded dataset with different types of datasets. It
reads the input sequence from the selected file and displays the input sequence with
its data length, i.e., size.

Figure 4 displays the compressedfile alongwith its data length and its compression
ratio.

5 Conclusion and Future Scope

The sole effort lies to put forward a technique enabling DNA sequences compression
similar to that of the patternmatchmethods. Toward this, the recommended algorithm
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Fig. 2 Implementation screen of the proposed approach

Fig. 3 Uploaded dataset
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Fig. 4 Compression result extracted from different dataset

is elaborated that aids in compressing of a DNA sequence with the average compres-
sion ratio of the results ascertain the algorithm is prompt, easy to imbibe, flexible,
and caters to repetitive structure pattern matching pertaining to DNA sequences.
The compression ratio for DNA sequences are clearly determined and presented.
Improved_Compressionmethodwhich is recommended forDNAsequence compres-
sion benefits by offering compressed file size than others. In the future, the compres-
sion ratio and the execution time can be improved by using any standard pattern
matching methods.
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Domain Specific Fine Tuning
of Pre-trained Language Model in NLP

Jony, Jyoti Vashishtha, and Sunil Kumar

Abstract Text analysis is essentially the computerization process of examination
of the known contents to decide the sentiments passed on it. Data mining is the
automated or semi-automated process of analyzing and modeling of the large data
repository to extract interesting information. This paper presents a deep hashing
method-based text analytics framework that deals with a large amount of textual data.
The proposed method uses a deep belief network as a pre-trained model for reducing
errors in the system. Deep learning techniques with the help of the hashing method
provide fast response and accurate results in terms of accuracy. The study further
provides a deep comparative investigation on convolution neural methodologies used
in text analysis. In the experimental part, the Twitter database is used for sentiment
analysis. The characterization of sentiment data is relying upon the various degrees
of investigations. A deep hashing concept is used for improvement in the accuracy of
the system. The experimental results show that the proposed technique outperforms
other existing techniques.

Index Terms Text analytics · Natural language processing · Deep hashing ·
Convolutional neural networks

1 Introduction

In the modern era, science and technology are the major components for driving a
computer system. Data mining and its retrieval are increasing attention in the latest
data-based technologies that are part of knowledge discovery. Data mining includes
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the concept of integration of various fields like mathematics modeling, computer
science algorithms, etc. It helps to provide useful data by extraction and correla-
tion. The major methods for processing data are the retrieval of data, extraction,
processing, analysis, etc.

Similarly, the search method plays an important role in statistical analysis,
computer vision, and applications with the latest trends. These data are represented
by high dimension vectors. This similarity is assessed by the extraction of features
in text or images. Data similarity is measured by various computational functions.
The similarity level is being calculated by various vectors pairs. Search is the main
operation that requires extracting useful information. Themain purpose of this search
is to find the nearest neighbors in the given data. Many techniques have been used
for this process in one form or another. The use of indexing did not work properly
in large datasets. The presence of data graphs, figures, and other objects causes a
challenge to search the exact form of data. After this, the semantic similarity process
is applied that helped to provide the strength of semantics. This helps to find sentence
similarity in a given document. This process is very useful in biomedical applications
and natural language processing applications.

Text mining is the computerized or semi-robotized procedure of examining and
displaying of the enormous information archive so as to remove unwanted data.
It might be acted as an interdisciplinary field which includes the reconciliation of
different systems. It might be characterized as the way toward finding significant
data from given information by utilizing artificial intelligence.

Analytics of text is the part of the latest language processing that helps to process
complete document at a time with smart technology. It uses raw documents as input
and then applies to feature selection methods. The dataset is trained by a training
algorithm that removes unwanted words from the text and sorted text for testing
analysis in first left section as shown in Fig. 1. This data is modeled by the classifi-

Fig. 1 Text classification
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cation model and provides useful output in terms of accuracy in Sect. 2. These are
the generalized model for text classification means that these steps must be followed
in the process.

The remaining description of the paper is as per the following; Sect. 2 examines the
surveyed work done by various authors in this field. Section 3 presents the proposed
methods used during this study. The results discussion is presented in Sect. 4. The
conclusions and its future scopes are described in Sect. 5.

2 Literature Survey

This section presents the recent review on various text analysis techniques. Sentiment
analysis is the popular trend for social-based analytics on the Web. It covers most
of the fields like consumer opinion, emotions, finance, healthcare, market strategies,
and media. Sentiment analysis is based on social Web data where availability of
information is in the form of imprecision, vagueness, and uncertainty. In a recent
literature survey, researchers’ efforts are focused on combining deep and machine
learning. Table 1 presents the summary of the survey done by various authors in this
field.

Atasu et al. [6] presented thematching of expressions for improving throughput in
text analytics. It was done by hardware setup and produced a network with optimized
output. The relation between clients and difficult modules are described as semantic
connections in Bradel et al. [7] research work. It additionally summarizes the multi-
modal collaboration and figured out as a perception pipelinemodel. Santos et al. have
presented a newDCNN approach to exploit sentiment analysis by analyzing the char-
acter information on short texts. Two different domains used for this approach are:
Stanford Sentiment Treebankwhich extracts sentences frommovie reviews, Stanford
Twitter Sentiment corpus that holds Twitter messages [8].

Chiranjeevi et al. [9] proposed a process of data retrieval in text documents. The
retrieved data was used in the education sector with the help of data analytics. It
used deep hashing with a semantic model structure for analyzing the best results.

Table 1 Overview of research analysis

References Year Overview

Zvarevashe et al. [1] 2018 Sentiment analysis on the hotel review data by use of Naive Bayes
algorithm

Sawant et al. [2] 2018 OCR based speech conversion from printed text

Wei et al. [3] 2018 Deep learning-based text classification in legal documents

Shahareet al. [4] 2017 Sentiment analysis for the news data based on the social media

Hennig et al. [5] 2016 Social analytics of changes in consumer opinion of a television
broadcaster
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It presented a text engine suitable for this data retrieval by using computational
techniques. The model uses the concept of representation of semantics.

Sabra et al. [10] reported analysis issues in Arabic language. Research work
proposed anotation process for the vocabulary in the database andperforms sentiment
analysis to recognize the text slope. S. Khedkar et al. have proposed a classifier that
was based on a machine learning technique. It was used to gain praise and then
further analyzed the system based on performance parameters. This approach was
used to understand reviews of customer that was based on their complaints [11].

Macedo Maia et al. present a financial domain prediction model based on senti-
ment analysis such as FinSSLx. Model uses clausal or phrasal sentence for simpli-
fication steps. Using this, a complex structure of sentences is shortened into sound
independent smart and short sentences based on polarity and distant supervision of
lexical acquisition [12]. Bhargava et al. discussed the possiblemethod to extract senti-
mental tweets from three Indian languages. They have created thirty-nine sequential
models with three different NN layers: (i) long short-term memory, (ii) recurrent
neural networks, and (iii) convolutional neural network. To avoid overfitting and
accumulation error, these three algorithms are used with optimal parameter settings
[13]. Paolanti et al. have proposed a new approach for promote the cultural heritage
sites within the territory. In this direction, an advance contribution is involved using
sentiment analysis. The collection of sentiment for the monuments can be used to
evaluate its positiveness to reveal its influences in public by increase its value. The
sentiment analysis pictures are recognized by a special method trained using DCNN
[14].

Kim et al. have shown the use of CNN for the method of sentiment classification.
The experimental process using three consecutive convolutional layers is applied to
three different well-known datasets, so that it works effectively with longer senti-
ment texts [15]. Qian Li et al. performed a comprehensive experiment that has been
performed on five real-life datasets using the new approach called Bi-level based
on multi-scaled masked of the CNN-RNN network. They have employed the most
significant and valuable multi-grain noise tolerated patterns to find relation among
word and characters in vector structure [16].

Das et al. [17] presented a parsingmethod and an extracted entity-basedmodel for
the company. It used the concept of text analytics for the derivation of structured data
from the unstructured form of the data. It helped to integrate with a workflow system.
Most companies use this technique for selection of the resume of the candidates for
recruitment. Wei et al. [3] have proposed the concept of legal documentation under-
standing by deep learning methods. It compared the performance of deep learning
results with conventional SVM method results on the different datasets. Results
indicated that the performance of CNN was better as compared to SVM results.

Issues in existing research models

The main issues in existing text analytics models are the use of conventional tech-
niques for the analysis of datasets. This cannot help to improve the accuracy of
the system up to the maximum level. The investigation dependent on the sentiment
concept is basically the computerization of assessment of a referred to content to
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choose the sentiment passed on in it. Generally, the text investigation is done at
archive-based, and sentence based, in the report based, gives the positive or negative
assessment in the entire record as a single element. In the sentence-based method,
each sentence is to be sure, negative, or unbiased supposition in the record.

3 Proposed System

Text configuration is an information escalated process. Different subject matters
and aptitudes are used in leading on each phase of the planned activities including
applied structure, encapsulation plan, and gritty plan. The basic inspiration driving
the examination is to make a book mining structure that can extricate mechanical
knowledge from electronic content sources. This information is a prime necessity for
fruitful innovation on the board. This content mining structure can assist with distin-
guishing innovation foundation, find covering or comparable exploration exercises,
recognizing different methods for improving framework execution. The objective of
the research is to obtain high script analysis accuracy in datasets. In the research of
social media analysis, there are issues in mining data from such a huge dataset of
Twitter. The main goal is to analyze text data.

The aim of the research is to explore the existing data mining techniques for the
Twitter dataset, to design an algorithm for text analytics of the Twitter dataset, and
to verify the results in terms of precision and recall.

In thiswork, it proposes another hashing froman alternate perspective to past ones.
It saves and encodes the spatial installing of each example in the space spread over
by k-bunching centroid of the preparation tests, intending to accomplish great execu-
tion with double codes and straight intricacy. In the preparation arrange, it initially
packages the preparation tests into k-groups by a direct cluster-based technique.

3.1 Text Analysis Using Existing Convolutional Neural
Network (CNN)

This section presents a CNN based analysis of the Twitter dataset to check the
accuracy of the system. It consists of various sections like the convolutional layer,
pooling section, hidden layer, and finally softmax for output.

SentenceModel: This is presented by an embedding of words in d-dimension matrix
data. A comment contains n words that are concatenated with each other, provides
an output matrix Y which gets after processing input with convolution matrix data.

Convolutional Layer: This layer containsm filter, levels F whose output is attached
with a sliding window with length L. Then, features c are measured with X
concatenation matrix that is by Eq. (1):



408 Jony et al.

c =
∑

X ∗ F (1)

Max Pooling: The convolutional output is applied to reluctant activated function
before pooling. This helps to generate the maximum value in a fixed set of levels.

Hidden Layer: This hidden layer mainly performed the transformation work. This
provides a vector form of embedding data which is basically a hidden process.

Softmax: This is basically connected after the hidden layer. It provides the single
output after receiving embedding data under probability with the largest value.

Network Parameters: After getting output, it gets trained into a neural network with
X embedding words. It provides the final desired output after CNN.

3.2 Text Analysis Using Proposed Hashing Method

This work presents a concept of text analytics using a deep hashing method on the
Twitter dataset. This hashing method provides a sharp response with better accuracy
in the analysis system. It does not use complex neural networks like ANN and CNN
because of its conventional based approaches and also high complexity. This is the
major drawbacks of these systems. Due to this, deep learning-based approaches have
been used nowadays to overcome these problems. Deep hashing uses a hash table
values that help to preserve and encode sample data in cluster formand based on senti-
ment distance, and it provides output value. It uses binary coding and thresholding
concepts for desired and useful output data. It performs training and testing stages.
After receiving raw data, it goes for parsing and removal of unwanted words by use
of a package of words concept that helps to ignore spaces and punctuation words in
sentences. Then, the clustering of text data is performed that provides embedding of
useful data for feature extraction. This useful data is applied to statistical and rule-
based models for deep hashing results. The proposed systemmodel for text analytics
is depicted in Fig. 2.

Figure 2 depicts the system model for text analysis. The text data is processed
into various processes that include the parsing of data with unwanted words removal
and then processed into text filtering and clustering analysis. The feature identifi-
cation is processed after clustering. This data is passed through rule-based models,
and deep learning method to provide better accuracy is results. The information it
utilizes for model investigation is acquired fromGoogle, and an average of five thou-
sand example tweets are considered for objective assortment. Before identifying the
necessary information, it is essential to pre-processing to the data. Every one of the
tweets is lowercased, tokenized, and labeled.

The main component is an ostensible credit comparing to the part of speech
tag in its unique circumstance. This element gives morphological data of the word.
There are observational proofs that abstract and target writings incorporate various
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Fig. 2 Proposed model for text analysis

dissemination of labels. It pictures the extended vocabulary forces of words dele-
gated positive and negative through word mists. This system uses the Principle of
Mathematical Induction (PMI) approach for generating a relationship betweenwords
and words. The relation can be described by Eq. (2):

PMI
(
word1,word2

) = P(word1,word2) ÷ P(word1) ∗ P(word2) (2)

The higher value of the PMI is better than the relationship between expression and
their words. Here, the word is the smallest unit to present its expression. This work
presents a deep hashing concept that comes closer from an alternate perspective to
past ones. It saves and encodes the spatial installing of each example in the space
spread over by k-bunching centroids of the preparation tests, intending to accomplish
great execution with double codes and straight intricacy. In the preparation arrange, it
initially packages the preparation tests into k-groups by a direct bunching technique,
for example, straight ghostly grouping.

The proposed procedure can be outlined as collecting data from the objective
area and also to tag each of the words from the objective assortment utilizing a
grammatical feature tagger.

Calculate the influence factor for text analysis Q:

Q = neg × mod (3)
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where neg presents negative adverb factor and mod defines its degree. Calculate
word-level highlights for every labeled word. Label these words with a slant that
matches a current hand-made extremity vocabulary. Erase all punctuation marks
and remove stop words. Remove inconsistent words and spaces. Train a word-level
classifier utilizing the word-level highlights and the word marks from the dictionary.
Use the prepared classifier to appraise the extremity dissemination of the staying
unlabeled words.

3.3 Use of Deep Hashing and DBN Network

Many techniques are used for assembling a k-NN chart to a limit that each test in
X is treated as an n-dim vector. Each set is formed near to neighbor xi; which is a
component of Pi and nonzero value. They provide spatial distance between these
two neighbors and have a comfortable area among them. These vectors have more
sparse value as compared to k-NN vectors with a large number of neighbors. Then, it
has less unpredictability than k-NN and also low dimensionality value. So, hashing
is much better as compared to the k-NN model and provides more accurate results.
Hashing consists of small sets of training datasets. Its main function is to convert
data into binary code with the help of hash function value. It captures the semantics
of data in a space which is done by a function that clustered the data together. It
produces the hash functions that provide equivalent values 0 and 1 s. All bit codes
are useful for the retrieval operation.

In this work, a deep belief network is also used at output to reduce the error
value in the system. It uses the concept of probability in the system. The entire input
is learned in this network which is not done on CNN. The symmetrical weights
connect all layers. It starts from the bottom and then started moving up with tuning
of weights. The use of DBN provides a network graph containing some random
variables. It performs with high accuracy with minimum error. The steps of DBN are
training features values that were getting from deep hashing output, and the next step
is to activate the training function and perform learning features in the hidden layer.
Finally, the desired output is obtained with minimum error after the output layer.

3.4 Performance Parameters of the System

The main parameters for analysis of this system are precision, recall, F-1 score, and
accuracy. The accuracy is defined as the degree of closeness of standard value. It is
calculated as Eq. (4):

PMI(word1,word2) = P(word1word2) ÷ P(word1) ∗ P(word2) (4)
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The precision is defined as the measure of reproducibility of measure values. It
is different from accuracy in terms of reproducibility values. It can be calculated as
Eq. (5):

precision = (No. of True positive) ÷ (Truepositive + False Negative) (5)

The recall is presented as the ability of the classifier to find all positive samples.
Its maximum value is 1, and the worst value is 0. It considers false negatives value
also in the system. It is calculated by Eq. (6):

recall = (No. of True Positive) ÷ (True Positive + False Negative) (6)

The F1 score is the weighted average of both precision and recall values. So,
it considers all positive and negative values for scoring results. It is calculated by
Eq. (7):

F1 score = (2 × precision × recall) ÷ (precision + recall) (7)

4 Results and Discussion

There is an enormous number of texts in which investigators tried to deal with
many remarkable classes: fun, stun, shock, pity, and fear. Sentiments like fulfillment
and issue are reasonable facets. Sentiment analysis is fundamentally stressed over
distinctive positive or negative suppositions. This uses a Twitter dataset with 5000
documents and 2726 number of words of vocabulary. After cleaning of data, it just
goes to 491 documents in the dataset for final processing.

4.1 Results Using Convolutional Neural Networks

This work describes the implementation of two deeper variants, namely with two and
three convolutional layers. The two-layer architecture has two consecutive convolu-
tional by adding the pooling layers followedby a hidden layer and soft-maxoperation.
The three-layer architecture has an additional convolutional along with the pooling
layer before the hidden and soft-max ones.

This work presents a novel framework for geo-spatial supposition examination
of sentiment related to Twitter data objects. The data is taken from the social media
Twitter site as shown in Fig. 3. After this, cleaned data is generated using senti-
ment analysis. The proposed system model for sentiment analysis using hashing
is presented for the optimization of data. In this, the database of the Twitter site
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Fig. 3 Raw data used for analysis

is selected, and then, various operations are applied on it before it goes to clus-
tering. Then, sparse embedding is applied to it for zero paddings, and removal of
unwanted data from the matrix before hashing is applied for optimizing the data.
The models were trained and tested on data with social media Twitter datasets. One
dataset contained all sentiment data (negative, positive, and neutral), and one dataset
contained all positive and negative data. Each dataset was divided into a training
set and a validation set during training; the training set contained 80% of the whole
dataset. Since the neural network is not handling strings, all sentences in the dataset
were transformed into a list of sequences.

Each sentence had to be the same length since the neural network has an input that
is fixed to a certain length. In this case, all sentences were padded to the same length
as the longest one. When padding a sentence, it will be stretched out with a token
that will get the value of zero in the vocabulary list. This lets the neural network
know that the token does not have any impact on the literature of the sentence. As
a final step in the data pre-processing, the labels of each sentence were encoded to
be readable for the neural network. It covers the data obtained through the training
process of the convolutional neural networks. There will be a loss graph and an
accuracy graph for each type and to each graph, and there is a table of the models
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Table 2 Performance parameters of system using CNN

Algorithm Accuracy Precision Recall F1-score

CNN 71.70% 60.29% 55.37% 57.72%

to make it easily readable. These models show that they gradually increase their
accuracy percentage, meaning that they are learning from the data. Table 2 shows
the performance parameters of the system using CNN. These parameters include
accuracy, precision, and recall. The accuracy of system is low because of the complex
structure.

4.2 Results Discussion

Matrix evaluation is very important for assessing the performance of the proposed
approach. The exhibition of a recovery framework is assessed depending on a few
criteria. A portion of the regularly utilized exhibition measures is normal exactness
and normal review. The accuracy of the recovery is characterized as part of the
recovered information that is to be sure applicable for the inquiry. The proposed
results are presented by the use of hashing and deep belief networks. Hashing is a
fast and accurate method for improving the accuracy of the system in analytics. The
cleaned data is generated after text cleaning and removal of unwanted words from
total text data as shown in Fig. 4.

The performance parameters mainly precision and recall are presented in Figs. 5
and 6, respectively. A decent recovery framework ought to have high esteems for
accuracy and review. The review is the part of important information that is returned
by the inquiry. Table 3 shows the performance parameters of proposed model. It is
observed from the table that accuracy of the proposed model shows better improve-
ment as compared to actual results by the use of the hashing method as given in Table
3.

Table 4 shows the performance results of the proposed system. A comparative
analysis of sequential minimal optimization and Naive Bayes framework is given by
Zvarevashe et al. [1], and it outperform in terms of accuracy, precision, and recall.
When it comes to classifying the classes on the new data, all models are performed
incredibly well by reaching around 90% accuracy for all models and datasets. The
result is far better than the minimum threshold of 70%, and all models could be
embed into production.
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Fig. 4 Cleaned data generated after sentiment analysis

Fig. 5 Average precision values
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Fig. 6 Average recall values

Table 3 Results of the proposed system

Algorithm Accuracy Precision Recall F1-score RMSE (DBN)

Hashing + DBN 89.14% 96% 95% 95.50% 0.31

Table 4 Performance
comparison of different
method

Parameters SPBM (%) CNN method (%) Proposed method
(%)

Accuracy 84 71.7 89.14

Precision 80 60.29 96

Recall 85 55.37 95

F1-score 81 57.72 95.5

5 Conclusion and Future Scope

Text analytics is a perceptive interpretation technique that deals with structured as
well as unstructured data. Preparation of information and arranging the writings into
bits or characters is the initial process in text analysis. Investigating or mining is
used to extract the useful and essential information from large amount of data which
is distributed in nature. Proposed research work provides an efficient text investi-
gation model based on different modules and different creators. Along with mining
content, digging system is evolved to obtain better knowledge from the database.
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Hashingmethod is used in the proposed text analysis, and to validate the performance,
conventional deep learningmodel is compared in terms of precision, recall, and accu-
racy. Proposed model demonstrates better performance in all aspects with minimum
threshold of 70% which is much better than other models. Proposed research work
limited to Twitter dataset only limitations of maximum 10,000 comments. In the
future, this work can be generalized to any social media datasets without any limita-
tion of comments. The framework can be applied to many domains such as business,
design, and healthcare for the analysis of user’s behavior.
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Machine Learning Based Decision
Support System for High-School Study

Pornpimol Chaiwuttisak

Abstract The objectives of this study are to investigate the correlations between
personal factors, learning factors family, and economic factors affecting high-school
study program selection and also to create and compare models of high-school study
program selection with data mining techniques and to develop a decision support
system for high-school study program selection with a data mining technique. Data
were analyzed by five data mining techniques, and models of high-school study
program selection were constructed. These models were then used to construct a
decision support system from data mining software called RapidMiner Studio 9.
The research findings were as follows personal factors, learning factors family, and
economic factors affecting high-school study program selection, and from the result
of high-school study program selection, the Decision Tree method, C4.5 algorithm
provided the highest accuracy. Therefore, the researcher selected the forecasting
model with the Decision Tree method, C4.5 algorithm together with the selection of
features with the backward elimination method to create a decision support system.

Keywords Data mining · Decision support system · Model for selection of study
program · Accuracy

1 Introduction

Education is a learning process to develop and build skills necessary for life and as a
way to develop human resources. The development of human resources is an impor-
tant activity to increase the competitiveness and survival of the organization. Further-
more, the government of the nation has the policy to promote and support education
for all citizens. Especially both primary and secondary education are fundamental,
as it is necessary for further education a high level and able to apply knowledge to
be employed in future careers for oneself and family. Management of the education
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system in Thailand has affected both internal and external factors. Namely, internal
factors arise from the need to develop societies to bemodern and prosperous. External
factors are caused by global changes in societies, economy, and politics as well as
communication. As a result, the education system in Thailand must be developed in
order to be the same as the standard of other developed countries. It is an impor-
tant factor that helps to advance the society, economy, and politics to be stable and
progress. From the information of the Secretariat of the Education Council Ministry
of Education, the plan aimed to produce and develop personnel with an important
goal to develop the potential of students to be as effective as the aptitude and ability
of the students as much as possible.

Choosing the study program at the upper secondary level is a basic course that
affects the tertiary education at the undergraduate level in various fields and also
a relationship with a future career. The upper secondary education has a duration
of study for a total of three years. In principle, students choose the study programs
according to their aptitude and interest. Moreover, Rampudcha [1] presented that
there has a strong positive relationship between personal factors and the selection
of the program in higher education of Mathayomsuksa 3 Students, while there has
a negative correlation between the financial factors and the educational program
selection. Perrone [2] reported that the parents have a considerable influence on the
educational program selection of their children. Choosing an appropriate program
study for students is important. The Education Plan of the Ministry of Education,
12th edition (2017–2021) sets out educational management guidelines for learners at
each level of education to develop their individual potential, to promote the quality of
education of the country, to promote the production and development of manpower,
including research and innovation. Machine learning and data mining techniques
extract useful knowledge to support students in selecting the most suitable study
program in the upper-secondary stage.

Therefore, the researcher realizes the importance and has the idea to study by
using data mining techniques to classify and select the high-school education plan
of students in a case study of Nawamintharachuthit School. Bangkok. The result
of the research will be a guideline to help support in deciding the study program
that is suitable for the aptitude of each student. The factors that will be considered:
personal factors, learning factors, and family factors. Data is analyzed by using five
data mining techniques, namely Decision Tree, Neural Network Method, Support
Vector Machine, Naïve Bayes, andMultinomial Logistic Regression, and choose the
best model to create a decision support system.

2 Data Mining Techniques

Tan, Steinbach and Kumar [3] stated that data mining is the process of dealing
with large amounts of data in order to find the patterns and relationships hidden
in that dataset. Currently, data mining has been applied to various applications. In
the business, it helps in the decision of the executive. In science and medicine, as
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well as economically and socially, data mining is an evolution in data storage and
interpretation. From the original with simple data storage to storage in the form
of a database, it can retrieve information for use in data mining that can find the
knowledge that is hidden in the data.

Data mining techniques follow standardized process procedures in the industry
(Cross-Industry Standard Process for Data Mining: CRISP-DM) by Shearer [4].
According to the steps of CRISP-DM, it consists of six steps as follows: business
understanding, data understanding, data preparation, modeling phase, evaluation
phase, and deployment phase.

Business understanding phase is the first step in the CRISP-DM process. The goal
of this step is to understand business problems or opportunities and then convert the
problem to be in a suitable form for data analytics.

Data understanding phase is the process of collecting relevant information to be
used in the analysis using data mining techniques when collecting data, it should
be considered that it is obtained from a reliable source, the amount of data have
been enough, and there are enough details and suitable information to be used in the
analysis.

Data preparation phase is the longest process. Because the model obtained from
data mining will give the correct results or not, it depends on the quality of data used.
The data preparation process can be divided into three sub-steps:

A. Data selections executed by analyzing the data and then selecting the data that are
relevant to the data analyzed earlier. Data selection is based two other process
such as data cleaning and data transform. Data cleaning is a process of data
preparation by separating valuable data lost and error recording due to problems
during data storage

B. Data transform is the data management in the image that is suitable for use.

Modeling phase is the process of choosing the method of data analysis and
choosing a suitable model.

Evaluation phase is the phase that measures the effectiveness of the results before
continuing to use the results. Whether it meets the objectives set out in the first step
or how much credibility which may go back to the previous step to make changes to
get the desired results.

Deployment phase in the CRISP-DM work process does not stop just the results
from data analysis using data mining techniques. Although the results show knowl-
edge that is useful, it must apply the knowledge gained from these works to the real
problem in accordance with Fig. 1.

2.1 Decision Tree

Decision Tree is a data mining technique based on the tree structure for data clas-
sification to support various decisions. It usually consists of rules in the form of “if
<the condition> then <the result>” which is similar to the nature of the tree invert
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Fig. 1 CRISP-DM
procedure (Chapman et al.
[5])

structure. The node in the first level of the tree is called “Root.” Each node describes
the attribute, and a branch shows the value of the attribute. The leaf node shows the
class as shown in Fig. 2.

C4.5 algorithm can be applied to both continuous and discrete data. It can
customize the tree for making a decision, known as pruning trees. The information
gain and the entropy are calculated as Eqs. (1) and (2).

Entropy(S) =
C∑

i=1

−pi log2 pi (1)

Fig. 2 A structure of
decision tree
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where

S is the attribute that is used to measure entropy;

Pi is the ratio of the number ofmembers of the group i to the total number ofmembers
of the sample group.

Gain(S, A) = Entropy(S) −
∑

v∈Value(A)

|Sv|
|S| Entropy(Sv) (2)

where

A is an attribute;

|Sv| is the number of members of attribute A with the value v;

|S| is the number of members of the sample group.

2.2 Bayesian Learning

Bayesian learning applies the principle of probability by considering the probability
distribution in data classification.

Simple Bayes learning is based on Bayes’ rules, but it reduces complexity by
adding the assumption that the properties of the data will not depend on each other.
It can be said that the probability of data classified in the group Ci for data that
have n attributes (A1, A2, . . . , An) and can be represented by symbols as follows:
P(Ci |A1, A2, . . . , An).

From Bayes’s theorem:

P(Ci |A1, A2, . . . An) = P(A1, A2, . . . , An|Ci ) × P(Ci )

P(A1, A2, . . . , An)
.

Each attribute does not depend on each other. It can be written in Eq. (3):

∏n
j=1 P(A j |Ci ) × P(Ci )

P(A1, A2, . . . , An)
(3)

2.3 Logistics Regression

Logistic Regression is a machine learning classification algorithm that is used to
predict the probability or the likelihood of a categorical dependent variable. In logistic
regression, the dependent variable is a binary variable that contains data coded as
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Fig. 3 A structure of neural network

1 (yes, success, etc.) or 0 (no, failure, etc.). In other words, the logistic regression
model predicts P(Y = 1) as a function of X that are independent variables.

2.4 Neural Network

Neural Network is a simulation based on the concept of the work in human brain
cells. The smallest unit of the neural network is called perceptron by accepting input
and calculating these values by giving the weight of each input. The output will be
calculated by errors to adjust the input weight [6]. It can be shown in Fig. 3. Firstly,
each input (xi) is multiplied by a weight (wi). Next, all the weighted inputs are added
together with a bias (b). Finally, the sum is passed through an activation function
shown in Eq. (4). The activation function is the mathematical equation to turn an
unbounded input into an output (y).

y = f (x1 ∗ w1 + x2 ∗ w2 + · · · + xn ∗ wn + b) (4)

2.5 Support Vector Machine

Support Vector Machine is a supervised learning model that finds a hyperplane in
an N-dimensional space to classify the data points. The dimension of the hyperplane
depends on the number of features. The algorithm is processed to maximize the
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margin between the data points and the hyperplane. The loss function that helps
maximize the margin is hinge loss of the prediction y shown in Eq. (5).

l(y) = max(0, 1 − t · y) (5)

where t = ±1.
Y is the raw output of the classifier’s function.
The related research started with Kanjanasamranwong et al. [7]. They studied the

needs of further education in higher education of students in government schools
in Songkhla province. The research studied demographic and social factors such
as gender, GPA, study plans, religion, marital status, parents’ occupation using the
chi-square test to determine the relationships of variables. The study indicated that
factors affecting the selection of further education in higher education institutions
are gender, GPA, study plan, and total income, while factors affecting the selection of
faculty to further study are gender, GPA, religious education plan, parents’ education
level, occupation of parents, and the total income of parents.

Laohawaranan, Suthiwandumoom, and Thanasophon [8] studied the classifi-
cation and selection of subjects for students of the faculty of information tech-
nology. Comparative studies have been conducted using five data mining techniques,
including Decision Tree, Naïve Bayesian, Neural Network, Support VectorMachine,
and Logistic Regression. The data used in the research are data on gender studies
and a computer aptitude test to assess competency. From the research, it is found that
the most accurate technique is Naïve Bayes.

Ma et al. [9] proposed the scoring based on association (SBA) to selecting the
potential students for remedial classes. It showed that it achieved much better results
by using a data mining technique. Sereerat [10] studied the factors that have affected
students deciding to continue their vocational education in the southern provinces of
the Gulf of Thailand. The variables that are related to the decision to study further are
the supporting factors/expectations of the parent, economic status of parents, quality
of the school, salary or compensation, and school environment. The variable that has a
large effect on the selection of further education is the supporting factors/expectations
of the parents.

Sintanakul and Sanrach [11] developed the decision support system for choosing
the high-school learning plan using the integration of grade 9 (O-NET) scores and
multiple intelligences. Sungsri [12] improved the accuracy of the recommended
courses by using the multiple classifiers, and answers from these models were
calculated by majority voting. The results showed that the accuracy of the multiple
classifiers is better than the accuracy of the single classifiers.

Tran and To [13] presented a model to support students’ course selection using
educational data mining. The proposed model experiments with educational data
from the Faculty of Civil Engineering, Ho Chi Minh City University of Transport,
Vietnam during the period of 2013–2016.

WadKien, Chotisukan, and Juneam [14] studied factors related to decisionmaking
in general education or vocational education of students in Mattayomsuksa 3 (or
Grade 9) level at RittiyaWannalai School. The result showed that personality factors,
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educational values, family support, and influence from friends are important factors
for making a decision. Yassein et al. [15] identified factors affecting academic perfor-
mance. Data mining was used to identify which of the known factors can give an
indicator of student’s performance. The result showed that the strong relationship is
between practical work and success rate of courses and between student attendance
and student success rate.

3 Experiment Design

The sample of 816 high-school students from Nawamintrachuthit School, Bangkok,
in the academic year 2018 is given in Table 1.

From literature reviews, the variables used in the analysis are given in Table 2.
In themodeling phase, there are seven classes as you can see in Table 1.Moreover,

the learning success in choosing the interested study plan is divided on a Grade Point
Average (GPA) in high school into three levels as given in Table 3.

Creating predictive models using RapidMiner version 9.0 contains various
processes. The screen shows the processes as shown in Figs. 4 and 5. Firstly, data
collected and preprocessed in an excel file is retrieved by using the Read Excel oper-
ator. After that, select the Attributes operator that is taken to select the variables to
be analyzed and manipulate data to be used to create the model by using Replace
Missing Value, Set Role, Discretize, and Filter Examples operator. In the sub-step
of cross-validation of both the prediction model for learning outcome and the appro-
priateness of selecting the study plan in which the student is interested is done.
Optimize selection is the feature selection operator that selects the most relevant
attributes of the given dataset. Namely, forward selection and backward elimina-
tion. Cross-validation operator in Figs. 6 and 7 is a nested operator consisting of
two sub-processes: a training sub-process and a testing sub-process. Data mining
algorithms are concealed in the operator. Support Vector Machine, Neural Network,
and Multiple Logistic Regression cannot handle nominal attributes. Thus, nominal
to numeric operator is used to convert nominal values into numeric values.

Table 1 Number of students
according to the study
program

No. Study program N %

1 Science–Mathematic 203 24.88

2 English–Mathematic 157 19.24

3 English–Japanese 103 12.62

4 English–Chinese 142 17.40

5 English–French 37 4.53

6 English–Korea 31 3.80

7 Computer Business 143 17.52

Total 816 100.00
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Table 2 Variables used in the research

No. Variable name Description

1 GPA_SH Overall Grade Point Average in upper-secondary level

2 THAI Grade Point Average of Thai language subject in the
lower-secondary level

3 MATH Grade Point Average of mathematics subject in lower-secondary
level

4 SCIENCE Grade Point Average of science subject in lower-secondary level

5 SOCIAL Grade Point Average of social studies, religion and culture subject in
lower-secondary level

6 PE Grade Point Average of health subject in lower-secondary level

7 ART Grade Point Average of art education subject in lower-secondary
level

8 TECHNO Grade Point Average in lower secondary level for academic, job, and
career subject

9 ENG Grade Point Average of foreign language subject in lower-secondary
level

10 GPA_JH Overall Grade Point Average in lower-secondary level

11 RELIGION_CA Religion

12 FAT_OCC_CA Father’s occupation

13 MOM_OCC_CA Mother’s occupation

14 REVENUE_CA Family income

15 STU_HEALTH_CA Congenital disease

16 DISTANCE Distance from home to school

17 PROGRAM Study program that are interested in studying

Table 3 Code of Grade Point Average used to verify that students are suitable for their study in
the selected study plan

Level of learning outcome in choosing a study plan(Grade Point Average) Code

Grade Point Average is greater than or equal to 3.00 Good

Grade Point Average is between 2.00 and 2.99 Moderate

Grade Point Average is less than 0.2 Bad

4 Results

From Table 4, the prediction model using the Decision Tree method, C4.5 algorithm
with the backward elimination feature selection, has the best efficiency of 97.81%.As
same as the English–Japanese study program, the prediction model using Decision
Tree method based on the C4.5 algorithm and the backward elimination feature
selection provides the best accuracy of 88.11%, while the prediction model for the
English–Chinese study program using Neural Network with the forward selection
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Fig. 4 Process of the model for selecting the high-school study program interested in studying
using the RapidMiner software

Fig. 5 Process of the model for forecasting the learning outcome in the study program interested
in studying using the RapidMiner software

feature provides the best accuracy of 81.29%. The predictive model for the English–
French study program using Neural Network combined with the characteristics of
forward selection and backward elimination are equally accurate at 93.81%. For the
English–Korean study plan, the best accuracy of the prediction model is 86.00%, and
the prediction model for the business computer study program using the decision tree
method and the backward elimination feature selection gives the best accuracy of
78.95%.
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Fig. 6 Sub-steps of creating predictive model for selecting study using Decision Tree and Naive
Bayes in RapidMiner software

Fig. 7 Sub-steps of creating predictive model for selecting study using Support Vector Machine,
Neural Network, and Multiple Logistic Regression in RapidMiner software

The C4.5 algorithm with the selection of features using the backward elimination
method is employed to create a decision support system. The system for selecting
high-school study programs shown in the Thai language is presented in Fig. 8.

When the student has filled out all the information and clicked the “Predict
Results” button, the system will display the results page for prediction of the high-
school study program that is suitable for the user and the learning outcome of the
study program that the student is interested in, as shown in Fig. 9.

To evaluate the accuracy of the model by applying to the testing dataset consisting
of all 82 people, the results can conclude that the efficiency in choosing the high-
school study plan will be able to correctly predict 59 out of 82 students, accounting
for 71.95%, while the accuracy of prediction for the suitability of the study program
selected is equivalent to 73.17%, that is, 61 students can be predicted correctly from
82 students.
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Table 4 Comparison of forecasting model accuracy of each study program by using forward
selection and backward elimination features

Selection
method

Study program Decision
tree (%)

Naïve
Bayes
(%)

Support
vector (%)
machine

Neural
network
(%)

Logistic
regression
(%)

Forward Science–Mathematic 84.76 83.56 67.78 78.69 84.76

English–Mathematic 76.60 75.22 73.77 78.69 74.46

English–Japanese 74.33 72.16 59.18 79.59 72.16

English–Chinese 70.38 78.95 53.94 81.29 79.05

English–French 68.33 92.31 78.57 93.81 90.95

English–Korea 68.00 72.00 70.67 82.67 74.67

Computer Business 66.65 66.71 47.26 69.75 63.51

Average 72.72 77.27 64.45 80.64 77.08

Backward Science–Mathematic 97.81 82.19 73.62 85.24 84.16

English–Mathematic 78.10 73.45 73.45 79.41 74.53

English–Japanese 88.11 73.22 63.45 79.59 65.67

English–Chinese 71.92 77.38 61.82 78.12 78.28

English–French 89.17 92.31 78.57 93.81 90.95

English–Korea 63.33 75.33 78.57 86.00 72.00

Computer Business 78.95 68.31 61.82 64.42 63.60

Average 81.06 77.46 70.19 80.94 75.60

Fig. 8 Components of the window to input data for supporting the decision making in choosing
the high-school study program
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The appropriate study program is 
English-Chinese program 

If student selects to study in Science-
Mathematic program, the predicted 
performance of the student will be 
moderate.

Fig. 9 Results of the prediction of the appropriate study program and the suitability of the study
program selection

5 Conclusion

In Thailand, selecting the study program in high school is important for entering the
program of higher education which plays a crucial role in the transition of students to
work. The purpose of this research is to study the relationship of the personal, learning
process, family, and economic factors affecting the selection of study programs and
to build models for the development of a decision support system for further study in
the upper secondary education program. There are five datamining techniques for the
classification of each study programs namely theDecisionTreemethod,NaiveBayes,
Support Vector Machines, Neural Network, and Multiple Logistic Regression. The
selection features are considered in the study: the forward selection and backward
elimination methods. The models are built for the selection of the appropriate study
program and the learning outcome of the study program that is interested in studying.

The results show that the C4.5 algorithm give the best accuracy on 11 variables:
Grade Point Average at the lower secondary level in Thai language, Grade Point
average at the lower secondary level in mathematics, Grade Point Average at the
lower secondary level in science subject, Grade Point Average at lower secondary
school level in social studies, religion, and culture, Grade Point Average at the lower
secondary level in art education, Grade Point Average at the lower secondary level
academic in job and career, Grade Point Average at the lower secondary level in
foreign language subjects, Grade Point Average at the lower secondary school level,
gender, occupation, and family income.

From the analysis, it can be seen that no predictive modeling techniques work best
with all data groups. However, the result of the C4.5 algorithm shows good accuracy
overall. The author chooses the prediction model using the C4.5 algorithm with the
selection of the backward elimination method to create a decision support system in
the Thai language.
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A Guided Visual Feature Generation
and Classification Model for Fabric
Artwork Defect Detection

W. M. M. Botejue and L. Ranathunga

Abstract Defect detection of fabric artworks on garments is a manual, error-prone,
subjective, and a time-consuming process. A novel guided visual feature generation
and classification-based approach is proposed in this study which can automatically
detect the defects in the printed artworks embossed on garments. The system consists
of four major processes, namely background removal, artwork segmentation, quality
analysis, and defect report generation. The proposed is to analyze the process which
focuses on detecting the shape, size, rotation, placement, and color defects in a printed
artwork. This system was introduced to increase the productivity of the existing
manual defect detection process in the apparel industry. The defect recognition of
the quality analysis module proved 90.95% accuracy along with 0.7917 of recall and
0.9282 of precision.

Keywords Defect detection · Hu moments · Image moments · Curvature · Color
descriptors

1 Introduction

In the apparel industry, the quality of a garment is analyzed at various levels. Prior to
the production, the raw fabric undergoes a quality checking process. Subsequently,
each part of the garment is checked for damages before the final stitching process.
Furthermore, printed artwork or embroideries on the garments are also checked to
capture the existing defects. Finally, the sewed apparels undergo a separate quality
checking process. However, all the above-mentioned quality analysis processes are
conducted manually even in well-established garment factories that work on mass
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production. Therefore, an extensive amount of labor is required for a single produc-
tion process. Moreover, due to different vision conditions and eye exhaustion, the
quality decisions of humans become subjective. A defect for a person may seem as
a non-defect to another person.

Different artworks such as cartoon characters, abstract arts, logos, and mottos can
be printed on fabrics. Preceding the sewing process the colors of the artwork, the
artwork formation on the garment is finalized and informed to the production team.
Tolerance measures of the print deviations are also discussed in this stage as it is
not possible to have exactly similar printed artworks for each and every garment. In
the quality checking (defect identification) process, each printed artwork is analyzed
against the accepted artwork to detect the deviations. Maintaining the correct shape,
size, and colors of a print is very crucial when printing characters and logos of the
famous companies with a standardized brand. Moreover, it is important to detect any
print defects before the final stitching process in order to minimize the production
wastage. Through this study, automated printed artworks defect detection system
is introduced to overcome the mentioned drawbacks while reducing the required
manpower for the manual process. The system is designed by analyzing the flow of
the manual print defect detection routine. Since the different production orders have
different artworks, it is not suitable to use machine learning as it will consume large
learning samples and time whenever a new artwork is introduced.

This paper comprehensively discusses the quality analysis process. In the quality
analysis module, artwork features such as size, shape, rotation, placement, color,
and boundary pattern are extracted from the images that captured the artworks.
Approaches of extracting image features were gathered from researches conducted
on content-based image retrieval (CBIR). CBIR is a solution that uses image features
such as colors, shapes, and textures in order to support fast and accurate retrieval
of content from digital repositories [1]. Identified approaches were examined and
modified to create suitable descriptors for the features examined by the quality anal-
ysis module. The experiments conducted validate the quality analysis module and
its individual feature matching stages to be accurate.

Figure 1 depicts a correct and defected cat print. In (b), one facial hair of the cat
is damaged. This can be categorized as size, shape, or a color defect. The proposed
system will identify such defects and graphically present it to the quality checking
personnel. Thereafter, the decision is made whether to accept or reject the defected
print.

The rest of the paper is structured as follows; Sect. 2 briefly explains themotivation
for the proposed system. Section 3 explains several feature extraction methods in
CBIR solutions. Section 4 describes the methodology used in the quality analysis
module. The performance of the module is referred to in Sect. 5. Sections 6 and 7
express the discussion and conclusion of the paper, respectively.
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Fig. 1 a Correct print and b defected print

2 Motivation

The defect detection process of prints in printed garments is a manual process at
the industrial level. The print analysis is based on human vision and thus leads to
subjective decisions. On average, printed garment orders placed on a considerably
large factory exceed 15,000 pieces. When the quantity analyzed increases, human
quality controllers’ eyes get familiar with the print. Hence, the accuracy of detecting
errors decreases with the increase in a number of pieces. Additionally, due to various
vision conditions of each quality inspector, the color variations may not be detected
accurately, which may cause erroneous decisions. Moreover, due to various negli-
gence mistakes, the color combination needed for the print may not acquire by the
manual paint mixing process. These factors were proven during the field visits to the
apparel factories and printing firms.

Defects in the prints of branded garment orders may cause severe legal issues
if the customers complain about the defects. It is important for high-end brands to
maintain consistency and standard in every print of their garments. Additionally,
when printing trademarked characters and logos, clients will look thoroughly for
the correct color usage and character representation. Improper representations of the
trademarks can even lead to legal measures.

With the use of image processing, an image can be further processed to incur
valuable insights. Prints can be also captured as images under a good and stable
capturing environment to examine and gain insights. In this manner, unbiased, less
erroneous, and accurate decisions about consistency and standards of the prints can
be made by the quality controllers.
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3 Review of Literature

Images can be retrieved by searching for the shape features of their content. Fourier
descriptor is a common shape descriptor used for shape-based content retrieval. It is
well known for its robustness, ability to capture perceptual features [2]. Neverthe-
less, it only considers the magnitude of the shape. Hence, it can provide the same
descriptor value for the contours that are different in shape. A shape descriptor that
is invariant to scaling, occlusion, translation, and rotation is proposed in [3]. This
descriptor outsmarts the others since it answers more challenges such as intra-class
variation and nonlinear deformation. However, the computational effort needed for
themethod proposed in [3] is high in the context of this research as the quality analysis
module consists of many feature extraction processes. Hu moments are geometric
moments that are invariant to scale, rotation, and transformation [4]. Therefore, it
is extensively used as descriptors in pattern recognition. Moreover, Hu moments
require relatively low computational effort compared to other shape descriptors. Hu
in [5] has introduced seven Hu moments. The latter moments are more sensitive to
the shape changes as they use higher degrees in their equations.

Boundary extrema-based descriptors are useful in describing features for object
detection. Curvature scale space is such a descriptor that iteratively detects local
extrema at different scales of shape [6].Gaussian smoothing is used to obtain different
scales of the boundary. At each scale, new extrema points are discovered. These
steps are continued until there are no zero-crossing points. However, sometimes the
curvature scale space algorithm detects false local maxima due to the jagged nature
of the boundary lines. An enhanced solution to overcome this issue is suggested in
[7]. It suggests checking the curvature of a point against a threshold. If the curvature
is less than the threshold, then that particular point is not chosen as a maximum. The
solution suggests a special threshold named adaptive local threshold. This threshold
is defined based on the neighboring points’ curvature values.

Color can be successfully used in statistic generation without depending on the
geographical differences of an image [8]. Humans initiate object identification by
grouping similar colors together. Following this notion, Soo-Chang Pei and Ching-
Min Cheng proposed a color feature extraction method based on the DSQ approach
[9]. In the DSQ approach, a color palette is generated for an image by quantizing the
colors of the true image to a limited color range. The approach consists of two major
components, namely the recursive binary MP thresholding and the bit allocation. A
study in [10] proposes an equation to allocate bits to each color component. To obtain
the required thresholding level, recursive binary MP thresholding is used instead of
themultilevel thresholding stated in [11]. Amethod for image retrieval based on color
histograms and colormoments is proposed in [12]. Histogram-based content retrieval
approaches contain several disadvantages as the histograms are sensitive to noise
and their inability to express the spatial information of the image components in the
image space. The solution proposed through [12] mitigates such drawbacks. In this
method, region-wise calculations for average, skewness, and variance are done for
the components hue, saturation, and value separately. A location-based color vector



A Guided Visual Feature Generation … 437

is proposed in [13] which use a combination of color correlogram (CC) and dominant
color to construct the final descriptor. The method shows a high accuracy than the
histogram intersection descriptor, color correlogram descriptor, and dominant color
descriptor. A study proposed in [14] uses color features of the salient regions of
an image and their spatial relationship to facilitate content-based image retrieval.
By using the global color contrasting method [15], the object areas, i.e., the salient
regions are identified. Then, the original image is cropped using the grab cut method
[16], in order to isolate the identified salient regions. The rough object shapes can
also be analyzed using these maps. The use of this color descriptor is proven to be
better than the classical histogram-based method.

4 Methodology

The flow of the system is performed through four major stages, namely background
removal, artwork segmentation, quality analysis, and defect report generation.

There are two types of raw image inputs to the system such as reference image
and test images. The reference image garment is with the correct print artwork. The
test images of the garments are with the printed artworks under defect detection.

Background removal module isolates the printed artwork from the fabric back-
ground and feeds it to the segmentation module. The segmentation module uses a
color-based segmentingmethod to segment the artwork. The quality analysis module
extracts the segment-wise features from the reference image and generates a refer-
ence model. And then it extracts features from the segments of the test images and
compares them with the corresponding features in the reference model in order to
capture the defects. Finally, the identified defects are graphically presented to the
quality supervisors through a defect report. Segment-wise defect detection of the
mentioned features enables the system to achieve more detailed detection results.

The software in the proposed system is designed using Open CV libraries and
C++ programming language. The user interface is created using QT, an open-source
toolkit, to design interfaces. The system can process both uniform and textured fabric
types. However, in the current implementation, a sample image of the fabric should
be given to the system if the fabric is textured. Samples of textured and uniform
fabric types are given in Fig. 2.

4.1 Quality Analysis Module

Reference model generation and inspection are the two main stages of the quality
analysis module. Figures 3, 4, and 5 depict the flow of this module. This module is
capable of detecting the shape, size, rotation, placement, boundary extrema, and color
defects in extracted segments of the test images. Therefore, this module performs a



438 W. M. M. Botejue and L. Ranathunga

Fig. 2 a Textured fabric and b uniform fabric

Fig. 3 Quality analysis module
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Fig. 4 Reference model generation

Fig. 5 Inspection stage

feature extraction to obtain the above six features from each segment of the given
print.

Figure 4 represents the reference model generation process of the quality analysis
module. The bird print is segmented by the artwork segmentation module. Segment-
wise features are then extracted in order to generate the reference model.

The high-level depiction of the inspection stage is represented in Fig. 5. In this
stage, the features of the print segments in the test image are extracted and compared
with the reference model to detect the defects. The defect in the wing segment of the
bird will be detected in this stage.

“Features” term in Figs. 4 and 5 refers to the six main feature set explained earlier.
The size of the referencemodel depends on the number of segments that are extracted
from the segmentation module.

To reduce the computational effort, the flow of the inspection stage is optimized.
A conditional matching mechanism is used for the feature matching approach. For
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example, if a certain test segment includes a considerable shape defect, it affects the
size, color, placement, rotation, and edge and color feature measures. Therefore, in
such scenarios, the rest of the features are not matched and only the shape defect is
presented to the user. A single notable defect in a print is a valid reason to fail the
quality analysis in the manual checking process.

4.2 Reference Model

The reference model is a template that characterizes the defect-free print. It is a
collection of per segment feature vectors extracted from the correctly printed artwork.
One feature vector includes measures representing six main features of a segment,
namely shape, size, rotation, orientation, color, boundary minima, and maxima. The
feature vector measures are recorded as double-type numerical values in order to be
used in comparisons performed against the corresponding segment features of the
test images.

The system is able to express the defects more specifically since a set of features
is considered to represent the artwork. For example, suppose an obtained segment of
a test print has the correct features except for the color. The solution can then address
that color defect specifically.

In the reference model, the shape feature is expressed using four Hu moment
measures. The size of a segment is expressed using Green’s formula. Imagemoments
are used to calculate the rotation. The placement of each segment is represented
using two measures, the distance from the segment center to the garment center
and the angle of the connecting line of the above centers relative to the x-axis.
Furthermore, a segment is divided into four regions in order to acquire a region-wise
color representation. The average values of color, variance, and skewness of each
region are calculated for hue, saturation, and value channels separately. Therefore,
the color of a segment is represented by 36 feature values as a region requires 9 values
to represent the color. The above-mentioned features acquire 43 values in a segment
feature vector. However, the total number of values for a feature vector varies with
the number of zero-crossing points of the shape boundary. The system is able to
express the defects more specifically since a set of features is considered to represent
the artwork. For example, suppose an obtained test segment has the correct features
except for the color. The solution can then address that color defect specifically.

4.3 Shape Defect Detection

The shape of an object is independent of its scale, location, or rotation. Therefore,
a scale, translation, and rotation invariant shape descriptor is required to represent
the shape measure. In literature, Hu moment shape descriptors are described to be
simple and invariant to scale, translation, and rotation [4]. However, in some cases, a
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moment that is scale-invariant indirectly implies transform invariance. Selecting the
necessary Humoments which are suitable for the study minimizes the computational
complexity as well as the redundancy. Therefore, to define a shape descriptor for the
segments, a compressed version of Hu moments is used. Out of the seven moments,
only the first three are used to obtain the shape descriptor. The latter Hu moment
calculations use large orders in the equations than in the initial ones. Therefore,
even a slight change in the shape will generate a considerable variation in the values
compared to the first three moments [5]. However, in the context of this research,
a minor shape deviation might be acceptable. The seventh Hu moment checks the
mirroring of a shape. If a test print segment is a mirror reflection of its reference
segment, it is considered to be a defect. Hence, the seventh moment is also measured
and recorded as the module can directly reject a test segment if it is flipped.

Equation (1) is used to transform themoments into a format suitable for numerical
comparisons.Hi is the Hu moment value, and S(Hi) is the sign of the obtained value.

Hi = −1.S(Hi ). log10|Hi | (1)

In the inspection phase, the seventh Hu moment is first calculated for a selected
test segment and compared with the corresponding value in the reference model.
If the test segment is not flipped, the other three Hu moments are calculated. The
deviation of a particular test segment is determined by (2). If a calculated deviation
is larger than Ts, the module decides that the shape of the test segment is highly
damaged and can be detected effortlessly by the naked human eye. In this study, the
experimentally decided threshold (Ts) for shape matching is 0.15. In (2), Hn = Hu
moments of the reference segment, H ′

n = Hu moments of the test segments, and d
= deviation.

d =
3∑

n=1

(
Hn − H ′

n

)2
/

3∑

n=1

Hn (2)

4.4 Size Defect Detection

If a particular test segment has a substantial shape variation, it also implies that it
has a size defect also. Therefore, if a shape defect is captured in the shape matching
stage that segment also has a size defect. Even though two segments match in shape
theymight have different size measures. In such occurrences, the Humeasures return
the same or approximately similar values for shapes. Therefore, the objective of size
defect detection is to detect the considerable size variations in the test segments
which have the desired correct shape.

For each segment, the number of nonzero pixels is calculated using the corre-
sponding binary mask in order to obtain a size measure. The test segment size
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measure is compared with the corresponding measure in the reference model using
(3). If the deviation is less than or equal to the specified threshold (Ta), the size of the
test segment is decided to be correct or almost correct. The experimentally proved
threshold (Ta) which is used in this research is 0.15. In (3), S = reference segment
size, S′ = test segment size, and d = size deviation.

d = ∣∣S − S′∣∣/S (3)

4.5 Rotation Defect Detection

It is possible for the printed artwork segments to be rotated from a certain angle,
deviating from its expected appearance while having the correct shape and size.
Therefore, the segments that have passed as defect less through the size and shape
matching phases are inspected in order to detect the rotation defects. Following
image, moment calculations are used upon the segment contours to obtain a rotation
measure.

m_11 = 2.m[i].m11−−m[i].m00.(x
2 + y2) (4)

m_02 = m[i].m02−−m[i].m00.x .y (5)

m_20 = m[i].m20−−m[i].m00.x .y (6)

m_11, m_02, and m_20 of Eq. (7) are obtained using (4), (5), and (6) equations,
respectively. Let (x, y) be the center point of a chosen segment. m[i] is the moment
calculation for the segment i and is calculated using (9).

= tan−1(m_11/m_20−−m_02)/2 (7)

The rotation measure is obtained by using (7). Equation (8) is used to obtain a test
segment rotation deviation. That deviation is compared against a specific threshold
(Tr). The experimentally proven threshold for this phase is 0.05.

d = ∣∣r−−r ′∣∣/1 + r + r ′ (8)

r = rotation measure of the reference segment and r′ = rotation measure of the
corresponding test segment. If the rotation deviation of a test segment is less than or
equal to the 0.05 threshold, the module decides the test segment preserves the correct
rotation.
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4.6 Placement Defect Detection

An artwork segment may have the expected shape, size, and rotation features but
it might be printed in a different location. Placement defect detection is executed
in such segments. The quality analysis module defines the placement measure of a
segment using a combination of two values: the center of the garment and the contour
enter of the segment.

The center of the garment block is calculated by using the garment’s bounding
box. This idea is depicted in Fig. 6. This center acts as a fixed position relative to
which the distance to each segment contour center is measured. The width of the
bounding box is obtained from the minimum and maximum x pixel coordinates
difference of the garment area. Similarly, the height is obtained from the maximum
and minimum y pixel coordinates difference.

Since each garment block is checked and verified before printing the artwork,
the size and shape variances of the reference garment block and test garment blocks
are negligible. The garment blocks are fixed to frames by the quality supervisors
in order to maintain the correct formation. Moreover, images are captured from the
same distance and with a fixed camera focus to obtain the same scale. Therefore,
bounding boxes drawn for each garment boundary has the same scale.

However, the bounding box method is not used to calculate the segment centers.
A test segment with a shape defect can give the same bounding box as its matching
reference segment if the defect does not change the maximum and minimum x, y
coordinates of the segment boundary. Figure 7 displays such instance.

Therefore, to avoid such scenarios, the segment center is obtained using (10) and
(11). In (9), (i, j) is a contour point and mij is the moment of that point. I(x, y)
represents the pixel intensities of a grayscale image. (X, Y) is the center point of a

Fig. 6 Determining the garment center using the bounding box
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Fig. 7 An instance where
the actual segment and the
defected segment results in
the same bounding box

segment.

mi j =
∑

x

∑

y

xi y j I (x, y) (9)

X = m10/m00 (10)

Y = m01/m00 (11)

The distance between the two center points is then calculated using the Pythagoras
theorem. However, based on a point, the same distance can be marked in many
directions. Therefore, in addition to the distance, the angle between the x-axis and
the line connecting the two centers is also calculated to measure the placement. In
(12), [Xc, Yc] is the contour center and [Xg, Yg] is the garment center.

θ = tan−1

( ∣∣Yc−−Yg

∣∣
∣∣Xc−−Xg

∣∣

)
(12)

In the referencemodel, the positive angle measure is recorded. θ is modified to get
a positive angle if it is not an acute angle in quadrant 1. To compare the placement
measures, the angle deviation (da) and distance deviation (dd) are first calculated
using (13) and (14).

da = (
p−−p′)2/p (13)

dd = (
a−−a′)2/a (14)

Then, (15) is used to generate the placement deviation. If this deviation is less than
or equal to the specified threshold (Tp), the placement is correct or closely acceptable.
The experimentally accepted threshold (Tp) in this module is 0.5. In (13), (14), (15),
p = reference segment placement measure, p′ = test segment placement measure,
a = reference segment angle measure, a′ = test segment angle measure, and d =
placement deviation.
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d = √
da−−dd (15)

4.7 Boundary Defect Detection

A particular test segment with a minor shape deviation includes defected boundary
points. Therefore, to elaborate more on identified minor shape defects, the quality
analysis module identifies the defected boundary points as well. This is achieved
using the maxima and minima points of the segment boundary line.

When damage occurs in a particular region of a segment boundary, that damage
either increases or decreases the segment area. In either way, the damage leads to
new maxima or minima creation on the boundary.

The detection of the extrema points is a challenge due to the jagged nature of the
boundaries. A method was required to avoid detecting the small spikes or valleys
as maxima or minima. Therefore, before detecting these special points, the contour
boundary is approximated to the nearest polygon.However, the approximation should
not alter the original shape strongly as it reduces the number of extrema points.

In literature, zero-crossing points are numerically represented by their curvature
measure. As depicted in (16), curvature K of the boundary point (x, y) is obtained
from the ẋ(t), ẏ(t) first derivatives and ẍ(t), ÿ(t) second derivative values of a point
t.

|K | = [ẋ(t)ÿ ẏ(t)ẍ(t)]
[
ẍ2(t) + ÿ2(t)

]3/2 (16)

However, if the neighboring points have defected it can affect the curvature value.
Therefore, a modified version of the curvature calculation stated in (17) is used in
this solution to minimize the impact of the defected zero-crossing points. The zero-
crossing points of each test segment are identified and the curvature values of those
points are determined. These curvature values are compared with the corresponding
reference segment curvature measures to detect any deviations. At this step, the
shape matching phases have already identified a segment to have the desired shape.
Therefore, this phase supports detecting the subtle anomalies in the shape boundary
which are hard to notice at the first glance.

|K | = ẋ(t)−−ẏ(t)

[ẋ(t) + ẏ(t)]
3
2

(17)

The binary masks of the test and the reference segments are overlapped and
subtracted to identify deviations at the test segment boundary area. The matched
zero-crossing points identified in the inspection stage are used to overlap the masks
with each other. The center point of the test segment does not necessarily match the
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Fig. 8 Presenting the edge defect in the defect report

reference segment center if their shapes do not match exactly. Therefore, the segment
center is not suitable to overlap the two segments.

The location of the garment panel in the captured image can differ from image to
image. Therefore, a certain extrema point of a test image to match with a reference
segment point but not to have the same location coordinates. Hence, the location
offset of the above two matching points is measured using (18) and (19) before
overlapping the masks.

offsetX = x
′ − x (18)

offsetY = y
′ − y (19)

Here, (x, y) is a reference segment zero-crossing point and (x′,y′) is the matching
zero-crossing point in the equivalent test contour. To present the edge defect in a
meaningful manner, the deviated pixels are marked in the test image to present the
output as illustrated in Fig. 8.

4.8 Color Defect Detection

Each segment is divided into four region of interests (ROIs) before gathering the color
information. Thereafter, region-wise color details of those segments are measured
and recorded in their corresponding feature vectors. This method allows the module
to identify the area of wise color defects.

The binary masks along with its respected segment are passed to the quality
analysis module as inputs. These masks are used to identify the ROIs mentioned
earlier. As depicted in Fig. 9, the bounding box of a segment is detected using
its mask. Since the mask is a binary image of the reference image, the identified
pixel coordinates map to the same coordinates in the reference image. The color
information is then extracted from those coordinates in the reference image. The
reference image is converted from RGB to HSV color channel before obtaining the
measures as the HSV channel is used to achieve a perception similar to the human
vision.
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Fig. 9 ROI determination

The color distribution information is calculated using three color moments:
average, variance, and skewness. These three moments are calculated for each
channel. Therefore, for each region, there exist nine values to represent the color.
Since there are four regions per segment, a segment feature vector will represent
color details using 36 values.

Figure 10 depicts an instance where the defect report presents a color defect in
the wing segment of the test image. The identified color defect exists in the upper
left region of the wing segment. Due to the region-wise color detection method, the
system can highlight the defected area rather than the entire segment.

The color deviation of each region calculated using (20). In here, n = color
channel, H = hue measure, A = average measure, S = skewness measure, and d =
color deviation. d is compared to a specified threshold (Tc). If the deviation is less
than or equal to Tc, the color deviation is negligible. The experimentally specified
threshold for color matching in this study is 0.015. The following formula calculates
the deviation of the color measures of each channel.

d =
2∑

n=0

[(
Hn−−H ′

n

)2 + (
An−−A′

n

)2 + (
Sn−−S′

n

)2]
(20)

Fig. 10 Presenting the color defect in the defect report
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5 Evaluation

Performance of the quality analysis module was conducted using a dataset of printed
garment block images that contained 1200 defected segments. 200 defected segments
per each defect type mentioned in Table 1 were included in the chosen dataset. As
explained in previous sections, the quality analysis module detects shape, size, rota-
tion, placement, and color defects.Hence, individual performance evaluation for each
inspection phase was carried out. Moreover, the performance of the quality analysis
module as a whole was evaluated as well. Accuracy, precision, and recall metrics
are used for the performance evaluation. 0.15, 0.15, 0.05, and 0.015 threshold values
are used in shape, size, rotation, placement, and color matching stages, respectively.
The evaluation results are presented in Table 1.

The evaluation results suggest that the quality analysis module has performed
well as awhole.However, the shapemodule underperformedwhen recognizing shape
defects in complex segments that have a considerable number of peaks and valleys in
the boundary. An example of such shapes is the complex tentacle design in an octopus
print. Moreover, the color defect detection falsely identifies defects for segments
with glitter prints. It is noticed that the quality analysis module’s performance highly
depends on the output of the segmentation module. If the reference image segments
and the test image segments do not match properly, the false positive rate of the
identified defects will increase.

The capturing environment contained controlled illumination conditions. The
images were captured using a 12 MP camera that has a 1.8 aperture. The distance
from the camera to the image kept unchanged during the image capturing process.

Defect report is the final output of the defect identification. Figure 11 depicts the
method that the defects in a given defected print “Test Image” is visualized in the
defect report. Under each category of a defect, the defected areas are highlighted on
a copy of a test image. The birdwing segment has been detected with a shape defect.
Therefore, for the wing segment, other defect types are not analyzed. However, due
to the wing shape defect, a color defect is detected in the body segment. No defects
were found in the beak, eye, and leg segments.

Table 1 Evaluation results of
the quality analysis module

Precision Recall Accuracy (%)

Quality analysis module 0.9282 0.7917 90.95

Shape 0.944 0.5967 73.52

Size 0.9193 0.8507 96.04

Placement 0.9426 0.8862 90.275

Rotation 0.9516 0.7866 82.35

Color 0.84 0.7078 90.37
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Fig. 11 Defect report representation of a given test image

6 Discussion

The printed artwork defect detection system for garments is a novel approach that
automates the manual process of artwork defect detection. The solution uses an
image processing-based approach since a machine learning-based solution requires
the system to be trained each time a new artwork is introduced to the production
line. This approach consists of three main modules, and the quality analysis module
is the final module that detects existing shape, size, rotation, placement, color, and
edge defects in the print.
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The current industrial procedure of detecting defects in printed artworks is
a tedious manual process that requires extensive labor power. Moreover, due to
different vision capabilities and the rates of eye exhaustion, defect detection becomes
subjective to the quality inspector. Hence, automating this process reduces the erro-
neous decisions on detecting defects andminimizes the effort needed for the detection
process. Usually, in the apparel industry, a printed garment is rejected even if one
defect is detected. The module is capable of detecting six different types of defects
presented in printed artworks. Hence, there is less chance for a defected print to be
labeled as a correct one.

The illumination conditions and the capturing device features may affect the
results of the background removal and segmentation modules. In such situations, the
quality analysis module may output unexpected results. Therefore, the images used
in the system were captured in a controlled environment. Improvements for the flow
of the quality analysis module can be applied in the future.

7 Conclusion and Further Work

The quality analysis module discussed in the paper has yielded good performance
metrics as stated in the evaluation section. The module as a whole and individual
defect detection stages perform well under the chosen thresholds. This module will
assist the quality checking teams to make an unbiased and accurate decision on
the print quality. Therefore, the probability of passing defected prints to the sewing
process can be reduced. The lowered rate of completing garments with defected
prints will save more time and monetary costs of the factories.

It was noticeable that the system performance is sensitive to the capturing device
and the illumination environment. Therefore, the system can be improved further
by using a more powerful capturing device and a well-controlled environment. The
results of the quality analysis module can be further improved by experimenting with
different thresholds in each defect detection step.Additionally, the current implemen-
tation of the background removal module is unable to isolate the print for a textured
fabric without using a fabric sample image. An automated background removal
process for textured fabrics will increase the value of the proposed system. More-
over, the entire system can be improved to analyze prints with colorful sequences
or glitter. In such prints, the color similarity in all the prints is not considered. The
proposed automated system is an excellent initiative to influence the process opti-
mizations in the apparel industry. Such optimizations will assist in reducing the costs
of production while increasing the quality of the products.
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A GPS-Based Methodology for Analyzing
Bicyclist’s Behavior in Different Road
Environment

Lemonakis Panagiotis, Botzoris George, Galanis Athanasios,
and Eliou Nikolaos

Abstract The bicyclist’s behavior under different road and build environment in
the road network of Volos, a mid-sized Greek city, is recorded and analyzed. The
developedmethodologywas based on the use ofGPS technology embedded in instru-
mented vehicles for the acquisition of behavioral and performance data parameters
such as speed, position, and lateral/longitudinal accelerations. These parameters
are crucial for two-wheeler road users compared to the four-wheeler. This study
concludes that it is feasible to record bicyclists’ speed and acceleration profiles with
accuracy and speed, and moreover supports that there is a strong indication that a
bicycle is a rather controllable and predictable transport mode. However, the gener-
alization of the conclusions drawn in a wider proportion of road users demands the
conduction of more experiments including a greater number of participants and road
sections.
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1 Introduction

Bicycle is a common transport mode for numerous commuters worldwide who travel
daily in urban and suburban areas. Bicyclists are vulnerable road users resulted
from the available data of registered accidents and the higher risk of their road and
personal safety [1]. Nowadays, more citizens are willing to bike daily for utilitarian
or non-utilitarian trips in short- and medium-distance trips in urban areas [2]. The
achievement of a safer, more convenient, attractive, and accessible built environment
for bicyclists will encourage commuters to ride their bikes instead of using their
vehicles [3]. Bicyclists’ built environment differs among cities and/or districts of an
urban area. Built environment and bicycling psychological factors affect the accept-
able bicycling distance of rural residents [4]. Various factors can influence bicycle
usage [5]. Trip purpose, trip distance, and cycling infrastructure can influence cycle
use, as well as specific participant characteristics and attitudes [6]. Furthermore,
the sustainable city transport challenge can be addressed in the context of selecting
electric bicycles [7].

Bicyclists examine several factors when they plan their routes in the urban road
network. Bicyclists usually travel either across an existing bikeway or in the roadway
in mixed traffic conditions. Commuters are willing to ride their bikes with safety and
convenience to reach their destinations in the entire urban area.Municipality officials
should improve the bike-ability level of their city if they want to promote bicycle
use and sustainable transportation with relative benefits for their city [8, 9]. The
presence of a bikeway network in the city has to be well designed and maintained to
be functional; otherwise, bicyclists may not select to use it as planned [10].

Various manuals and guidelines worldwide classify and describe the features of
bicycle facilities to be functional and attractive to bicyclists [11, 12]. Furthermore,
naturalistic driving studies have examined the driving behavior of motorists [13].

The present study examines the bicyclists’ riding behavior under normal traffic
conditions in the road network in the city of Volos, a mid-sized port city, situated
midway on the Greek mainland in the region of Thessaly. For the successful imple-
mentation of the study, a new methodology was developed based on the use of GPS
technology embedded in instrumented vehicles for the acquisition of behavioral and
performance data parameters such as speed, position, and lateral/longitudinal accel-
erations. All these parameters are more crucial for 2-wheeler road users compared
to the 4-wheeler ones. This study proposes a methodology that is suitable to evaluate
the bicyclists’ behavior under various traffic conditions. A first attempt to develop
this methodology was made with an earlier study in the same area with a limited
number of recorded data [14].
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2 Methodology and Data Collection

The appropriate research method sought among the most popular ones that are being
used by the researchers to investigate behavioral aspects of road users. Thesemethods
are studies based on accident records, field operational tests carried out on simula-
tors or test tracks, naturalistic studies with the use of instrumented vehicles, and
questionnaire studies [15].

The third method met the requirements of the present study, and consequently a
naturalistic riding studywas planned and implemented in different road environments
using an instrumented bicycle based on GPS technology this is displayed in Fig. 1.

2.1 Participants

The bicyclist who participated in the experiment had to be an experienced one, with
a low center of mass and enhanced sports adult profile. That was due to the additional
load that should stand (the equipment weights approximately 7 kg). The candidates
were tested and their performances were compared to other typical riders in order
to choose the one whose behavior was more similar to the typical rider as possible.
For the same reason, the gender of the participant was chosen to be male while in
order to mitigate the accident risk during the implementation of the experiments,
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Fig. 1 Scheme of the proposed methodology
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the candidate had to be no older than 50 years old, and in good physical condition,
although it was unclear the correlation between age and accident risks.

Moreover, the candidates should have a blank accident record and they should
consent to be equipped with the appropriate safety gear such as a reflective vest and
helmet. Another important issue was the successful operation of the data logging
equipment and hence, the candidates should be familiar with its handling. That was
achieved with a training process using the manuals of the equipment. Taking into
account the above-mentioned, a male bicycle rider was chosen without impaired
riding ability and place of residence close to the experiment routes.

2.2 Bicycle and Equipment

The common practice of obtaining driving performance data is the use of a radar
gun as well as speed detectors. However, many authors expressed the opinion that
these recording equipment introduce either measuring errors or can affect road users’
behavior who might perceive that equipment and consequently, adjust their speed
and lateral position to the legal ones. In order to overcome these considerations, there
is a new approach to record riding parameters, based on GPS technology.

Data loggers based on GPS technology are able to capture simultaneously video
and vehicle data. Proper modifications to the instrumented 2-wheeler vehicle make
their use ideal for motorsport experiments due to their small weight, size, and
increased accuracy. Thus, it is more feasible to measure speed, track position,
distance, lap time, lateral acceleration, longitudinal acceleration, and height. It has
to be noted that the exploitation of such parameters can be very useful especially in
circumstanceswhere riding behavior is not approached exclusively in speed terms but
also in terms of acceleration to the three dimensions. Apparently, such an approach is
particularly crucial in 2-wheeled vehicles. In order to conduct the experiment utilized
the equipment of the company Race Technology and specifically the Video 4, DL1,
and Speedbox devices [16].

For this study, a bike type is selected that is appropriate to travel in the urban road
network. The selection process was based on the fundamental idea of the naturalistic
cycling studies which is to simulate the conditions of the experiment to be as close
as possible to the typical transport standards for utilitarian trips. The first step was
to select the type between a mountain or city bike, based on the most popular trends
nowadays. Ultimately, a combination between those two options was achieved with
a bike equipped with 28-inch wheels and a suspension, providing a smoother riding.
The use of a suspension was necessary, due to the maintenance level of the road
pavements. The price range of the bike was based on the average amount of money
that a Greek commuter could afford. There is no official data for this index, therefore,
to make a hypothesis based on the average bike types presented in the city. The
aluminum frame constitutes a popular option for city bicycles, because of its low
weight, which is crucial as the steel frame and the measuring equipment significantly
increase the total weight. This could lead to an inaccurate cycling profile because of
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distorted measurements. The hydraulic brakes used in this specific bicycle provide
sharp and accurate breaking, a common feature of mountain bikes.

The next step was the installation of the equipment on the bicycle. Specifically,
incorporate a large rack into the original design of the bicycle and added metal bars
with the welding technique. In this way, a permanent stable is created as base for the
waterproof case that included the equipment and the necessary wiring. Outside of
this case, the antenna section was placed at a considerable distance from the bicycle
rider in order to receive the GPS data unaffected. For equilibrium reasons (there was
a significant increase in weight at the rear with the probability of concentrating the
center of mass closer to the drive wheel, thus indirectly affecting the driving profile),
a smaller rack was placed on the front of the bicycle with the optional choice for
positioning the battery of the equipment. Finally, continue to the final step of the
equipment installation process that was the operational testing and calibration of the
equipment on the field.

2.3 Study Area, Road Type, Time and Weather Conditions

The next step regarding the experimental design was the selection of the study area
and specifically the study routes. They were chosen according to four criteria: loca-
tion, road type, weather conditions, and the date and time of data collection. The
study routes should have ensured the continued operation of the recording equip-
ment. Additionally, for practical purposes, the study routes should have been close
to the participant’s residence. Taking into account the above-mentioned, the routes
that could meet the standards of this research and the requirements of the experiment
in the city of Volos are presented in Fig. 2.

1st route: Urban road shared 
by motorists and cyclists

2nd route: Bikeway 3rd route: Pedestrian 
area 

Fig. 2 Study area
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In amore in-depth investigation, three routes were determined asmost appropriate
to conduct the measurements. The first one was a typical urban road simultaneously
used bymotorists and cyclists (first route, from 39° 21′ 22.2" N 22° 57′ 59.4" E to 39°
21′ 37.0" N 22° 57′ 46.4" E), the second one was a road segment with a designated
bikeway separated from the road network and the pedestrian area (second route, from
39° 21′ 25.6" N 22° 57′ 03.1" E to 39° 21′ 39.8" N 22° 56′ 31.9" E), and finally, a
pedestrian area where bicyclists are allowed to use (third route, from 39° 21′ 19.4"
N 22° 57′ 21.3" E to 39° 21′ 25.4" N 22° 57′ 03.2" E). All coordinates are derived
from Google Earth.

For safety reasons, the recordingwas stoppedwhen the pavementwas even slightly
wet, while all measurements were conducted at the same time each day aiming to
ensure similar traffic conditions. The level of natural light had to be invariant and
hence, during cloudy or foggy days themeasurementswere ceased aswell. Generally,
the instructions that were initially set forbidden the conduction of the experiment in
case any environmental or traffic conditions might divert the regular riding behavior.
The bicycle rider conducted 36 measurements (12 repetitions for each route) for the
needs of this study.

3 Data Process

The data process was based on two software; the Analysis V8.5.369 of Race Tech-
nology which accompanies the recording and data collection devices and Microsoft
Excel. This selection was based on the rejection of the common way of analysis,
which consists of the data conversion into comma-delimited files (extension *.csv).
The original data files were recorded at the SD card (extension *.run) and opened
using Analysis V8.5.369. The program analysis platform (layout) was modified after
some customization to fit in the requirements of the cycling pattern. More specifi-
cally, adjust the vehicle weight, the powered wheel, and smoothed over the values of
the measurement variables, to avoid the unnecessary “noise” on the graphs. In some
specific cases where the variable smoothing was not enough, the sample rate was
reduced from 100 to 10 Hz to achieve the desired effect.

In the presentation process, the tools are used to demonstrate the vehicle mobility
patterns are common x, y graphs, single or multiple with the combination of different
laps in the same area. Especially, the presentation of a specific variable was based
on color changing bar imprinted on the cycling route of the experiment. The map
where the routes were located was instantly downloaded from Google Earth into
the Analysis program layout. Finally, the Analysis program calculates the summary
statistics of the specific variables that are used to approach the urban cycling pattern,
such as maximum/minimum and average values of speed, longitudinal acceleration,
yaw rate, and roll rate.

At the end of eachmeasurement, rows of datawere generated in 100Hz frequency,
including the following physical quantities such as time (sec), speed (km/h), distance
traveled (m), longitudinal acceleration (g), yaw rate (deg/sec), and roll rate (deg/sec).
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The recording of these quantities initiated as soon as the rider inserted the SD card
into the relevant slot of the data logger and ended after he pulled it out. However,
between these two actions, the rider did not necessarily ride the bicycle. For instance,
he might try to fit the body on the saddle right before he started to pedal or he might
try to bring the vehicle to a halt and balance himself and the bike on a proper position
in order to be able to remove the SD card. Therefore, many recordings at the start and
end of each measurement had to be withdrawn since they do not represent net riding
time. The criterion to do so was the speed of 2 km/h. All rows of data in which speed
was less than this number at the start and end of the measurements were removed
from the data processor.

4 Results

The descriptive analysis of the raw data of all measurements concluded to the aggre-
gated values of Table 1. For each route individually, the table contains the maximum
speed (Umax), the mean speed (Umean), the minimum longitudinal acceleration, and
the range of the recorded yaw and roll values. The longitudinal acceleration is a reli-
able quantity regarding the rapid braking of the rider in case of an incident or near
accident while the range of the yaw and roll rate values indicates how convenient
the riding was. Taking into account that all three routes consist of straight lines and
smooth bends (Fig. 2), the more the range of the yaw and roll rate is, the more the
riding is tensed and inconvenient.

It has to bementioned that according to the statistics, the average speed of vehicles
on local A′ roads in England across 24 h in the year ending March 2017 is estimated
to be 25.2 miles/h (or 40.6 km/h) [17], while the average pedestrians’ crossing speed
at signalized intersections in Izmir (Turkey) is found to be 1.31 m/s [18]. Also, the
bicyclists’ speed in roads with mixed traffic is approximately 17.0 km/h in Bologna,
Italy [19]. Hence, by comparing the referred values with the corresponding ones in
Table 1, it is inferred that the use of bicycles instead of a car in urban roads double

Table 1 Aggregated results of the three routes

Route Umax(km/h) Umean(km/h) Min
longitudinal
acceleration
(g)

Yaw rate range
(deg/sec)

Roll rate range
(deg/sec)

Urban street 24.2 19.4 −0.19 38.75 to −
40.32

40.72 to −
44.11

Bikeway 25.5 16.4 −0.25 67.36 to −
103.26

84.27 to −
70.03

Pedestrian area 26.9 22.6 −0.32 88.22 to −
49.89

49.80 to −
67.81
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the travel time. Nevertheless, this travel time compared to the pedestrians’ one is
approximately four times smaller.

On the other hand, the disturbance due to the presence of other users on the cyclist’s
way impels him to travel slower than in the pedestrian area, although as mentioned
in research that dealt with the bicycle travel speed and disturbances on off-street and
on-street facilities, the presence of pedestrians adjacent to the rider’s trajectories is
the primary factor that determines the average speed [19]. However, in the present
research, the pedestrian area provides the opportunity to the rider to speed more than
in any other route, probably because that the density of the pedestrian volumes was
not very high. Although the rider managed to maintain the highest mean speed at
the pedestrian area, he had to break harsh occasionally and that is why, according to
Table 1, the maximum absolute value of the longitudinal acceleration was recorded
at the pedestrian area.

Another element of the recordings is that the highest range of yaw and roll rates
observed primarily on the bikeway and secondarily on the pedestrian area. Therefore,
the movement of the rider along these traffic environments is rather tensed and
inconvenient. On the contrary, the small range of yaw and roll rate values recorded
in the urban street indicate the cautious and stable riding behavior of the participant.
The sense of fear for an eventual incident makes him ride very carefully choosing
to decrease the speed, steer smoothly, and avoid intense maneuvering and thus to
roll the bike less intensively compared to the normal riding behavior which would
result in rapid change of the center of mass. Moreover, the motorists forced him
to adopt a stressed riding behavior. He is constantly checking backward before any
maneuver and slow down very often due to the presence of vehicles ahead.Moreover,
it is also noticeable the fact that the intense variation in the speed profile implies
an abnormal riding attitude. Figures 3, 4, and 5 illustrate the speed profile of one
indicative measurement for each route.
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Distance travelled (m)
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Fig. 3 Speed profile of an indicative measurement at the urban street (first route)
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Fig. 4 Speed profile of an indicative measurement at the bikeway (second route)
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Fig. 5 Speed profile of an indicative measurement at the pedestrian area (third route)

Further, in-depth analysis of the measurements emerged that two incidents
occurred while the rider was riding along the pedestrian area and the bikeway. These
are depicted with rapid drops in speed profile as shown in Fig. 6. The fact that no
incidents recorded on the urban street together with the fact that the speed profile
was the smoothest one compared to the other two routes suggest that the rider did
not have to cope with hazardous situations.

Figure 7 illustrates the trajectories and the average speed variation for the three
measurements of each route with color gradation. The intense variation in the speed
profile implies an abnormal riding attitude.
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a. Bikeway (2nd route) b. Pedestrian area (3rd route)

Fig. 6 Speed profiles of the first measurement at the bikeway (a) and the third measurement at the
pedestrian area (b)

Fig. 7 Average speed profiles for the three routes (complete study area) [16]

5 Conclusions

This study aims to provide a methodology to investigate cyclist’s behavior in urban
road environments and to trigger the execution of additional experiments including a
greater sample of riders, road sections, weather conditions, equipment, and vehicles
to generalize the conclusions drawn. The core element of the proposed methodology
is the exploitation of GPS technology because it ensures accurate recordings and
unaffected riding behavior. Indeed, the use of pneumatic road tubes and radar guns
to investigate road users’ behavior poses a great risk of validity to the recorded data
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because drivers tend to change their attitude since they perceive the said equipment
as means of traffic violations monitoring.

The conclusions that derived from the process of the behavioral cycling data
of the participant who carried out the measurements are the average speed at the
pedestrians/cyclists area was the highest one (22.6 km/h) compared to the other two
routes, followed by the urban street (19.4 km/h) while the lowest speed recorded on
the bikeway (16.4 km/h). All three routes present similar acceleration profiles. At the
beginning of the route, the bicycle rider strives to reach a certain speed (increased
acceleration) and then hemerely tries tomaintain this speed (decreased acceleration).
At the pedestrians/cyclists area (third route), the bicycle rider performs consecutive
maneuvers and hence the raw/roll recordings are the highest of all the three routes.
Furthermore, these values are reduced at the cyclists/motorists area (first route). That
is probably because the bicycle rider is overwhelmed of fear and insecure and hence
he is very cautious in performing maneuvers.

Bicycle is a common transportmode used for daily trips in the urban road network.
Bicyclists use the existing road infrastructure traveling across designated bikeways
and/or mixed traffic conditions with motorists, resulting to uncertainties for their
road safety and travel convenience. However, analyzing the behavioral parameters
of a rider, bicyclist is rather predictable and consistent in terms of driving behavior.
Indeed, the speed, acceleration, and yaw/roll rate data are particularly homogenous
and hence bicycle could be classified as a transport mode with controllable and
predictivemobility pattern.More research in this area is needed to record and analyze
bicyclists’ behavior under various traffic conditions and urban/suburban routes.
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Hybrid International Data Encryption
Algorithm for Digital Image Encryption

Anupkumar M. Bongale, Kishore Bhamidipati, Arunkumar M. Bongale,
and Satish Kumar

Abstract Image security is one of the prominent research areas in the field of infor-
mation security. In this paper, a new image encryption method called hybrid interna-
tional data encryption algorithm (HIDEA) is proposed. In the proposedmethodology,
image encryption takes place in different phases. In the first phase, the input image is
transformed into a scrambled image by using Arnold transformation. Secondly, the
scrambled image is encrypted using 128-bit key based on international data encryp-
tion algorithm (IDEA) encryption algorithm. Same process is applied in the reverse
order to obtain the original image from the cipher image. The encryption algorithm
has been thoroughly validated based on key sensitivity analysis and additive noise
attack analysis and found that the encryption methodology is stable and robust.

Keywords Image encryption · Image security · Histogram · Arnold
transformation

1 Introduction

Cryptography is an art of securing the information by converting the original form
into unreadable or unrecognizable form and vice versa. The original information
is called plain text. The unreadable message is called ciphertext. The process of
cryptography involves key generation, encryption, and decryption. Cryptography is
broadly classified into two categories, namely symmetric and asymmetric cryptog-
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raphy. In asymmetric cryptographic systems, two keys will be used. Out of the two
keys, one key is accessed by all parties and is called as public key. Other key is
called as private key and is shared with authentic users only. Usually, secret key
(or private key) is used for decrypting the ciphertext. On the other hand, symmetric
cryptosystems use only a single key for encryption and decryption [3, 4, 9, 16, 18].

Multimedia security is the prime concern in information security paradigm. Over
the communication network, the multimedia information is transmitted and shared
among the connected users. Even though the communication channel is secured,
enforcing a secure transmitted data within itself is still remaining as an important
aspect. Image security is a broad research area, and image encryption/decryption
is considered as one of the subfields of image security. Several image encryption
methods are available, but most of them are based on single encryption technique.
Review article [11] describes such methods of image encryption, and there are other
existing secure cryptic algorithms available to enhance the image, video, and audio
security [13, 17]. This paper is targeted toward the provision of security for digital
images through a novel hybrid cryptographic algorithm.

The organization of this article is as follows. Brief literature review of the related
articles on image encryption and decryption is described in Sect. 2. The proposed
image encryption and decryption method, namely HIDEA, is presented in Sect. 3.
Section 4 discusses the detailed result analysis with justification of the proposed
encryption and decryption technique. Finally, the article is concluded in Sect. 5.

2 Literature Review

Over the last two decades, many encryption algorithms have been developed
for image security. Researchers have proposed secure symmetric and asymmetric
image encryption techniques. In this section, a brief overview of recently presented
approaches is specified.

Yong and Xinghuo in [6] have proposed invertible two-dimensional map, called
line map, for image encryption and decryption. The main idea of line map is “to
map an array of pixels and again mapping it to same-sized image. The algorithm
uses two phases called as left line map and right line map. The advantage lies in
performing permutation and substitution simultaneously. The authors have identified
other advantages such as lossless image encryption and decryption, and key can be
determined arbitrarily without any limitations.”

In [14], a new cryptic algorithm is taken up by mixing the Duffing chaotic algo-
rithm with the Lorenz chaotic algorithm to generate new six-dimensional chaotic
cryptographic algorithm. The Duffing and Lorenz chaotic algorithms have simple
structure and are easy to decipher. In the technical paper [19], a new image encryp-
tion algorithm based on the permutation–diffusion architecture is presented using
“chaotic cat map and logistic map.” The method works in two steps. First one is
about permutation of chaotic pixel position, and second step is diffusion of chaotic
pixel values. Here, the pixels are exchanged based on the number generated by logis-
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tic map. Later phase is to process the image by cat map. Kamlesh and Sanjay [5] have
proposed “elliptic curve cryptography (ECC) with knapsack for image encryption.”
The benefits are low encryption time, less power consuming, and more reliable. Jain
and Khunteta have proposed encryption and decryption method for color images in
[7] and evaluated the proposedmethod usingmean square error. Another color image
encryption method is proposed by Jithin et al. in [8] that shows the application of
combined DNA operations and chaotic image encryption. Image security is not only
limited to encryption and decryption, but image steganography is also an important
field of study. Vinothkanna in [20] has proposed secure stenography method for
different file formats. Security can also be imposed to at different stages of video
encoding as well [10].

In this paper, a new image encryption algorithm is proposed for digital images.
The algorithm works in two phases. First is input image is transformed using Arnold
transformation. Later transformed image is encrypted using IDEA encryption algo-
rithm. The methodology is explained in the next section.

3 Methodology

3.1 Arnold Transforms

Arnold transform for cat image was proposed by Vladimir Arnold by using Chaos
theory [2]. The basic Arnold transformation is defined by using 2 matrix for the 2D
images of size N × N pixels as per the equation (1):

[
X1

Y2

]
=

[
1 1
1 2

]
×

[
Xn

Yn

]
(mod N ) (1)

where (Xn,Yn) are the pixel arrangements before the transformation and (X1,Y1) are
the pixel organizations after the Arnold transformation. The transformation process
continues several rounds iteratively for all (Xn,Yn) pixels.

3.2 International Data Encryption Algorithm (IDEA)

IDEA is a private key encryption algorithm designed by Lai and Massey [12]. IDEA
uses modified Feistel (MF) structure with eight rounds. The IDEA is a block cipher
and symmetric key algorithm. The key size used in IDEA is 128-bit long. The basic
operation of IDEA uses three operators:

• Bit-by-bit XOR operation
• Addition modulo of 216
• Multiplication modulo of (2n + 1)
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IDEA uses S-box of structure called multiplication–addition (MA) structure. This
takes two 16-bit inputs and produces two 16-bit output strings by using two keys in
each round.

Key generation: The IDEA algorithm uses 52 keys to perform encryption of plain
text in eight rounds. In IDEA, primary key is divided into eight 16-bit words like
K = (K1, K2, K3, K4, K5, K6, K7, K8). Then, this primary key K is routed 25
bits left and again divided into eight 16-bit words. This process of generating keys
will continue until getting 52 keys for eight rounds of encryption operation in IDEA.
Same keys are used in reverse order to perform the decryption operation. Figure 1
shows general structure of IDEA algorithm with 8 rounds.

Fig. 1 General structure of
IDEA algorithm with 8
rounds
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3.3 Anti-Arnold Transforms

The basic anti-Arnold transformation is the inverse of Arnold transformation, which
is defined by using 2 matrices for the 2D images of size N × N pixels as in Eq. (2).

[
X1

Y2

]
=

[
1 1
1 2

]
×

[
Xn

Yn

]
(mod N )× 2

N
(2)

3.4 Proposed Algorithm

The proposed image processing steps are mentioned in Fig. 2. Each step and its
operations are described below. Each step shows the intermediate image process-
ing results. The novelty of the proposed method lies in the combination of Arnold
transformation and application of IDEA algorithm on the transformed image.

• Step 01:Original 2D image is taken as input for Arnold transform to get the output
in the form of scrambled image as shown in Fig. 2a.

• Step 02: The scrambled image is used for encryption with the help of IDEA
encryption algorithm of using 128-bit key and eight rounds as shown in Fig. 2b.

• Step 03: The cipher image is decrypted in receiver end using the reverse process
of IDEA algorithm as shown in Fig. 2c.

• Step 04: The output of IDEA decryption algorithm is a scrambled image. This is
given as input for the anti-Arnold transform process. The output of this process is
the plain 2D image as shown in Fig. 2d.

4 Result Analysis

To implement the proposed cryptosystem,MATLAB software is used. The computer
system with 64-bit Windows 10 operating system and 8GB RAM configuration is
used. The strength of the proposed algorithm is explored and validated through series
of experiments based on working of encryption/decryption, histogram analysis, key
sensitivity analysis, and additive noise attack. For validating the proposed work,
standard dataset maintained in [1] is used. The general and most of popular images
of Lena, mandril, cameraman, lake, etc., are utilized from the standard database. The
database has huge set of images, and all images are of dimension 512× 512 size. But
the dimensions of these images are reduced to 256× 256 resolution grayscale mode
for our experiment purpose. Detailed result analysis of the presented cryptosystem
is described in next subsections.
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(a) Step 01

(b) Step 02

(c) Step 03

(d) Step 04

Fig. 2 Proposed method
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4.1 Encryption/Decryption Validation

The first experiment is to check the correctness of the encryption quality. Figures 3, 4,
and 5 show result of application of hybrid IDEA algorithm on standard image dataset
to obtain encrypted and decrypted images. Here, along with the encrypted image,
intermediately image obtained by Arnold transformation is shown in Figs. 3b, 4b,
and 5b. Visually, encrypted image appears to hide all the information of the original
image. Decryption leads to successful retrieval of the original image.

Fig. 3 Different stages of hybrid IDEA algorithm use Mandril.jpg

Fig. 4 Different stages of hybrid IDEA algorithm use WomanBlonde.jpg

Fig. 5 Different stages of hybrid IDEA algorithm use Pirate.jpg
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4.2 Histogram Analysis

As per Sect. 4.1, the image encryption and decryption are successful. But in many
cases, the encrypted image can reveal information of original image if the encryption
strategy used is not very strong. The reason for this is that pixels of an image are
statistically related to its neighboring pixels. The adversary may attack the encrypted
image to get information of original image, provided encryption algorithm is weakly
designed. So, the encrypted image should be having lowcorrelation and low statistical
similarity among the pixels. One way to understand the quality of the encryption is
to analyze the cipher image based on histogram plots.

Figures 6, 7, and 8 show the histogram plot of “mandril” image. The histograms
are shown for plain image, transformed image, and encrypted image. The histogram

Fig. 6 Mandril image and its histogram

Fig. 7 Arnold transformed mandril image and its histogram
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Fig. 8 Mandril cipher image and its histogram

plot of the original plain image shown in Fig. 6b and its original image is shown
in Fig. 6a. It can be observed from the histogram that statistical relation among the
pixels in original image has resulted in a pattern which indicates that the pixels are
statistically related to each other.

Figure 7b represents the histogram plot of Arnold transformed image shown in
Fig. 7a. Even though the transformed image is visually non-readable, its histogram
plot is almost similar to histogram plot of original image shown in Fig. 6b. This
shows that intermediate transformed image alone is not enough to provide security.

Finally, Fig. 8b signifies the histogram plot of the encrypted image shown in
Fig. 8a. Here, encryption is performed on Arnold transformed image. From the
histogram, it is clear that there is no presence of visually revealing features that can
be exploited by an attacker. Thus, our proposed algorithm ensures that final encrypted
imagewill not have any correlation among the neighboring pixels, which is obviously
a necessary quality of any image encryption strategy.

4.3 Key Sensitivity Analysis

Key sensitivity analysis is about checking the encryption quality of the image with
respect to slight modification in the key. Adversary may try to tamper around with
the encrypted image by brute force approach by trying to decrypt the image with
random keys.

It can happen that randomly generated keys may be very close to actual used
key. If the key is slightly different from the original key, encryption algorithm
should not get compromised. In the presented encryption technique, 128-bit key
is used. To test the strength of the proposed encryption method, a valid key K1 =
5 f 2e6656772b366e4 f 795c7c74 and invalid key K2 = 5 f 2e6656772b366e4 f 795
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Fig. 9 Decryption using Key K1 (valid key case)

Fig. 10 Decryption using Key K2 (invalid key case)

c7cAA are considered. K1 and K2 are slightly different only by last two digits. As
shown in Fig. 9, the decryption is successful for K1. Figure 10 shows decryption
using key that for K2 leads to an unreadable image. This shows that only with the
valid key decryption is successful.

4.4 Additive Noise Attack Analysis

Cryptanalyst can tamper the encrypted images by inducing extraneous noise. In [15],
noise attacks have been discussed. To check the robustness of the proposed work,
three popular noise attacks like induced salt and pepper noise, speckle noise, and
Gaussian noise are considered. The density of salt and pepper noise is set to 0.1, and
variance is set 0.05 for Gaussian noise attacks while evaluating the strength of the
proposed approach. The decryption result as shown in Figs. 11, 12, and 13 shows
that the algorithm can handle external noise attack.
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Fig. 11 Decryption under salt and pepper noise attack

Fig. 12 Decryption under Gaussian noise attack

5 Conclusion

In this research article, a new image cryptographic algorithm is proposed. In the
proposed approach, the encryption and decryption of images include mainly four
steps. For encrypting the image, hybrid IDEA algorithm is proposed and also an
intermediate stage calledArnold transform is introduced. The benefit of the presented
approach is that original image is Arnold transformed and then encrypted using 128-
bit key. Due to this process, the encrypted image is capable of counteracting the
well-know adversary attacks such as histogram analysis, key sensitivity analysis,
and additive noise attack analysis. The encryption algorithm has performed well for
the considered sample test images ofLena,mandrill, pirate, etc.,which are considered
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Fig. 13 Decryption under speckle noise attack

to be the benchmark images in most of the research work. Current work presented in
this article uses images of 256× 256 pixel resolution size. In the future, the presented
work shall be extended for color images of larger dimensions.
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Pre-trained Deep Networks for Faster
Region-Based CNN Model for Pituitary
Tumor Detection

Shrwan Ram and Anil Gupta

Abstract Due to drastic changes in the field of technology and computing power
for the last decade, it has become very easy to implement the convolutional neural
networks for the classification and detection of objects from the large volume of
images. Nowadays, the various deep networks with hundreds of layers are developed
and implemented by the researchers for the classification of images and object detec-
tion inside the images. The Faster region-based convolutional neural network (R-
CNN) is a widely used state-of-the-art approach that belongs to R-CNN techniques
that were first time developed and used in 2015. Different R-CNN object detection
approaches are developed and implemented by the researchers. Three approaches
are developed and implemented on different platforms, and these approaches are R-
CNN, fast R-CNN, and faster R-CNN. The efficiency and accuracy of the approaches
are tested for various object detections inside the different images. Algorithms based
on region proposals are used in R-CNN approaches to generate the bounding boxes
or the actual location of the objects inside the images. The ground labels are gener-
ated through image labeling approaches. These ground truth labels are stored in a
file. The features are extracted by pre-trained deep networks or the convolutional
neural networks using the ground truth labeled images. The classification layer of
the convolutional neural networks predicts the class of the object to which it belongs.
The regression layer is used to create the relevant coordinates of the bounding boxes
accurately. In this research paper, the faster R-CNN approach with retrained deep
networks is used for the detection of pituitary tumor. The tumor detection perfor-
mance of the detectors trained with three pre-trained deep networks is compared in
the proposed approach of tumor detection. Three pre-trained deep networks such as
Googlenet, Resnet18, and Resnet50 are used to train the tumor detector with ground
truth labeled images.
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1 Introduction

Automatic brain tumor detection is still a very challenging task in the field of medical
image processing. Various approaches for object detection are proposed and imple-
mented by researchers and academicians. In the last eight years, there are drastic
changes that have been accrued in the field of machine learning. The subfield of
machine learning in the form of deep learning and computer vision has emerged as
a new paradigm of image processing [1]. The deep convolutional neural networks
(CNNs) are designed and trained with very large image datasets such as Imagenet.
Deep networks such anAlexnet were designed and implemented byAlexKrizhevsky
with a total of 25 layers. He published the paper with Ilya Sutskever and Geof-
frey Hinton in the year 2012 [2]. Other deep networks such as Resnet18, Resnet50,
Googlenet, and Resnet101 are designed and implemented by the researchers for
image classification and object detection. Academicians are continuously working
in the field of medical image processing, particularly in the area of disease diagnosis
from MRI images.

Nowadays complex healthcare systems are developed using the deep learning
approaches for real-time patient recoverymonitoring. The advancement in the field of
artificial intelligence and machine learning has opened the door for the development
of medical expert systems [3]. Magnetic resonance images (MRIs) have become the
most important source of disease diagnosis [4]. The brain tumors are detected by the
neurosurgeons and neurophysicians manually with the help of magnetic resonance
images (MRIs). Themanual process of tumor detection is not an efficient and accurate
practice as found in many cases. The disease diagnosis systems developed with deep
learning [1] and approaches are playing a vital role in the area of the healthcare
system.

Convolutional neural network is one typeof artificial neural network that is playing
the dominant role in the field of computer vision [2]. This computer vision approach is
creating enthusiasm among the researchers and academicians in the domain of image
classification object localization and object detection. The working of convolutional
neural networks is inspired by biological processes, based on the research done
by Hubel and Wiesel, related to the vision in cats and monkeys [5]. The idea of the
connection between layers in CNN came from the research based on the organization
of the visual cortex system. In the vision system, separate neurons are responsible
for visual stimuli focusing on the receptive field of selective region. Other regions
are partially overlapped in such a way so that the whole area of vision is covered.
The working principle of CNN is based on the research of Hubel and Wiesel [6].

The convolutional neural networks (CNNs) architectures are capable to extract
the interesting features automatically from the large volume of image datasets. The
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networks adaptively learn features with the learning approach such as backpropa-
gation by using the layered structure of CNN [7]. The extracted features are not
trainable; they are learned during the training time of the network on a batch of
images. This fundamental approach makes the convolutional neural network models
more efficient and highly accurate for computer vision applications [7]. The main
layers are the convolution layer, rectified unit layer (ReLu), pooling layer, softmax
layer, fully connected layer, and classification/regression layer [7].

The pre-trained deep networks or convolutional neural networks (CNNs) are the
backbones of faster region-based convolutional neural networks (R-CNN). The pre-
trained deep networks are designed and trained with a large volume of images from
the ImageNet classification task with replacing the last pooling layer by the region
of interest (ROI) pooling layer [8]. The fully connected layer is converted into two
branches such as a softmax layer and the regression layer for bounding boxes. The
batch of images is fed into the main convolutional neural networks. The features
from each image are extracted by the layered architecture, and finally, the feature
map is obtained from the last layer of the convolutional neural network. The size
of the feature map obtained from CNN is comparatively small as the size of the
input image. The size of the features map usually depends on the size of the stride
used in convolutional operation and max-pooing operations. The size of the stride is
depending on the designed parameters of the deep n networks decided by the deep
network designers. The faster R-CNN is working efficiently because the convolution
operation is performed only once with each image and a feature map is generated
from it. In the case of the R-CNN, 2000 region proposals are fed to the convolutional
neural network every time. Classifying the images into different classes or categories
is a process of taking an image input to the CNN layers and producing the relevant
output class of the image such as an image with a tumor or image without a tumor.
The final layer of CNN classifies the category/class of the image with a probability
that the input image belongs to a particular class [6].

Pituitary tumors are the neurological brain disorders generally formed in the
pituitary gland that affects the normal working of the human brain. It is a small gland
associated with the brain and called the “Master gland” [6]. The pituitary gland is a
very important organ of the human body that controls and regulates themany types of
hormones for the normal functioning of the entire body [6]. A recent study is found
that 10,000 pituitary tumor patients are diagnosed every year in the USA [9]. The
actual number of patients suffering from the pituitary tumor may be much higher as
predicted [9].

The introduction part of this paper focused on the faster R-CNN based on deep
learning approaches. This part also focused on the pituitary tumor and its effect on
the patients suffering from that tumor. The remaining part of the paper is divided into
four sections, such as related work, research methodology, experimental setup, and
results and the last section is related to the conclusion and future work. The related
work sections explain the research work done in the domain of tumor classification
and detection.

The full paper is organized in the following manner, and the related work in the
domain of tumor classification and detection are explained in Sect. 2. The research
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methodology is focused on the approaches and methods used to classify and detect
brain tumors which are described in Sect. 3. The experimental setup and the result
analysis are explained inSect. 4 alongwith the implementation details of the proposed
model for pituitary tumor detection. Section 5 is related to the outcomes of the
proposed model and the future research direction.

2 Related Work

Researchers and academicians are working in the field of image classification and
object detection for the last decade using the advanced machine learning approach
such as deep learning [1]. Nowadays, object detection has become a very interesting
and challenging task for computer scientists [10]. The various object detection and
classification models are proposed and implemented by the researchers using the
recent deep learning approaches. Through the literature survey, it is found that so
many research papers, review articles, book chapters, and textbooks are published
in the last five years, infighting the field of medical image analytics. The disease
diagnosis systems have become efficient and accurate due to the use of deep learning
approaches. The healthcare system developed with such kind object detection and
classification algorithms is proving to be more useful for finding interesting patterns
and hidden valuable information related to early diagnosis of disease. This research
paper is based on the detection of a pituitary tumor throughdeeppre-trained networks.
The related researchwork based on tumor detection through a deep learning approach
is included in the background study. It is found through the literature survey that the
following research paper is more relevant to the proposed research approach for the
detection of a pituitary tumor through pre-trained deep networks.

Raheleh Hashemzehi et al. proposed a model for brain tumor detection from the
magnetic resonance images using a hybrid approach based on convolutional neural
network and neural autoregressive distribution estimation (NADE) [11]. The model
was trained and tested on contrast-enhanced T1weightedmagnetic resonance images
of pituitary tumor, meningioma tumor, and glioma tumor. Images are resized from
512× 512 to 64× 64, and themodel was trained on resized images. In the validation,
process the authors used a sixfold cross-validation technique and ADAM optimizer.
They achieved a 95% classification accuracy with the hybrid model. The detection
accuracy is not mentioned in this research paper.

Ali ARI and Davt HANBAY proposed the deep learning-based approach for the
brain tumor classification and detection, and the authors proposed a method with
three stages, with image preprocessing, extreme learning machine local receptive
field (ELM-RRF)-based tumor classification, and the tumor region extraction through
image processing. The cranial magnetic resonance images were classified into two
classes as benign or malignant. They achieved 97.18% accuracy of classification
[12]. The detection accuracy is not mentioned in the results.
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Rikiya Yamashita et al. published the research article based on the application of
convolutional neural networks in radiology [13]. The article focused on the funda-
mental concepts of convolutional neural networks and the application of this approach
in the area of radiology. The authors explained that data augmentation and transfer
learning are amore efficientway ofmedical image processing the datasetwith limited
MRI images. The overfitting can be avoided through the use of data augmentation.
Transfer learning is a more effective approach to train the pre-trained deep networks
on a limited image dataset. The pre-trained deep networks are publically available
online. Some examples of these networks are Alexnet [2], Resnet18 [14], Resnet50
[14], Resnet101 [14], and Googlenet.

3 Research Methodology

The selection of suitable research methodology is an important step in every search
in many domains. In this research paper, the research methodology adopted for the
detection of pituitary tumors from the magnetic resonance images is explained. The
pituitary tumor detection process is carried out step by step, from the selection of the
dataset to preprocessing the images. The quality of the MRI images should be very
good because the detection accuracy most of the time depends on the image quality.
Deep learning approaches performed well with a number of images in a dataset.
The previous implementation of pre-trained networks for the detection of multiple
sclerosis brain lesions is that, the detection accuracy is relatively higher than the
previous outcomes of the research carried out by the researchers. The second part of
the methodology is to select suitable pre-trained networks for the detection of brain
tumors. It is also found by us that the object detection accuracy of Resnet18 and
Resnet50 is very high as compared to AlexNet and Googlenet.

After selecting the pre-trained deep networks, the image labeling process is
completed to get the ground truth labeled images for the training of deep networks.
The image labeling step is a very important task. The images are labeled correctly,
and then the correct ground truth labels will be generated. After completing the
labeling task, three DAGNetwork are selected to train the pituitary tumor detector.
Figure 1 depicts the proposed implementation strategy for tumor detection.

3.1 The Dataset Collection

The dataset of pituitary tumors containing 930 T1 weighted contrast-enhanced
images downloaded from [15, 16]. These images are originally collected from 233
patients. It is found through preprocessing of the images that 914 images are good in
quality and can be used for implementing the tumor detection model. These images
are the collection of axial plane images, segital plane images, and coronal plane
images.
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Fig. 1 Proposed steps for pituitary tumor detection

3.2 Preprocessing of MRI Images

The image datasets originally collected from the sourceswere of .mat file formats. All
the images are converted to a PNG file format with size 512 × 512. The contrast and
brightness of the images are further increased. After data conversion into the PNGfile
format and enhancing the quality of images, a data store of images is created through
an image processing approach of MATLAB image processing toolbox [17]. All the
MRI images are labeled using the image labeler approach of the MATLAB [17]. A
ground truth data store is created with a label and anchor box as “Pituitary_Tumor”.
Few sample images are shown in Fig. 2.

3.3 Pituitary Tumor Detection Approaches

In this research paper, the transfer learning approach is applied to detect the pitu-
itary tumor from the T1 weighted magnetic resonance images (MRIs). convolutional
neural network approaches are playing a major role in the field of medical image
analytics. To detect the infected area within the MRI image is a challenging task.
The detection process requires the suitable CNN architecture for feature extraction
from each image [13]. For feature extraction from image datasets, pre-trained deep
networks are more suitable architectures. These networks are trained on very large
image datasets such as ImageNet [2]; therefore, the deep networks are retrained based
on learnable weights of pre-trained networks that were trained on very large datasets,
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Fig. 2 Pituitary tumor sample images [15]

for small datasets. The faster R-CNN approach is implemented with the help of three
pre-trained deep networks, such as Googlenet, Resnet18, and Resnet50. First of all,
a batch of labeled images with label name and anchor boxes in the form of ground
truth values is fed into the pre-trained network.

The training options, such as stochastic gradient descentwithmomentum (SGDM)
as optimization function, scheduling the learning as piecewise, learning rate drop
factor, the number of epochs, mini-batch size, an initial learning rate, are defined
before the staring of the training process. All these parameters are known as
hyperparameters. The input images are in the form of a multidimensional array
passing through the pre-trained deep networks to build the convolutional feature
map [18]. The feature extraction process is shown in Fig. 3. The process worked as a
feature extractor for the next stage of object detection [19]. Now another important
network comes in the picture, known as region proposal network used to find pre-
defined regions (bounding boxes), defined at the time of the labeling process. These
pre-defined regions contain the desired object[20].

Generating the list of variable length bounding boxes through the use of region
proposal network (RPN) is a very typical task. The anchors are used to solve the



486 S. Ram and A. Gupta

Input Image
Feature 

extraction 
network

Feature  map        

Fig. 3 Feature map generation through pre-trained deep networks [19]

variable length bounding box problem in RPN concerning reference bounding boxes
drawn uniformly all through the original image data [19].

3.4 Performance Evaluation of the Proposed Approach

The performance of the proposed approach is generally evaluated based on accurate
object detection, and for this purpose, use the performance evaluation approaches
such as precision, recall, mini-bat accuracy, RPN mini-batch accuracy, mini-batch
loss, and mini-batch root mean squared error. Formulas 1 and 2 are used to calculate
precision and recall. During the training period of the pre-trained network,mini-batch
accuracy is calculated for every mini-batch at the given iteration. Using stochastic
gradient descent with momentum, the process divides the entire data into disjoint
mini-batches [17]. The network gradient is calculated for each mini-batch to the
iteration. The stochastic gradient descent momentum (SGDM) approach is used to
update the weights and biases to minimize the loss function with the help of a small
learning step at every epoch in the opposite direction of gradients. Equation 1 [17]
is used for this purpose.

θ�+1 = θ� − α∇E(θ�) (1)

where the � is the iteration number, α is step size or learning rate which is always
greater than zero, θ is the parameter vector, and ∇E is the loss function.

θ� + 1 = θ� − α∇E(θ�) + γ (θ� − θ�−1) (2)

In Eq. 2 [17], γ is the quantity obtained from the previous gradient step for the
next gradient step. Other parameters as similar to Eq. 1.

The process of an epoch is relevant to move through each available mini-batch.

Precision = True Positive

(True Positive + False Positive)
(3)
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The precision of the model is based on the correct prediction/detection of the
objects to incorrectly detected objects inside the image. It is helpful when the cost of
false positive predicted results is high. If the precision of the model is low, it predicts
the disease incorrectly and diagnoses the healthy person as a patient.

Recall = True Positive

(True Positive + False Nagetive)
(4)

The quantity recall is helpful when the cost of a false negative is very high.
A false negative detection is very harmful which helps to develop and deploy the
model in the field of health care, particularly for disease diagnosis. Another one of
the important performance measurement factors is the f1_score, which is used to
measure the overall accuracy of the model based on precision and recall. The higher
value of f1_score indicates that the value of false positive and false negative is very
low. The model with f1_score one is considered as the best model, and with zero
value of f1_score considered as the total failure of the model.

4 Experimental Setup and Result Analysis

The proposed tumor detection model is implemented in the MATLAB environment
through the use of MATLAB version 9.8.0.1417392 (R2020a) [21]. The stochastic
gradient descent momentum (SGDM) optimizer is used to calculate the gradients, the
learning rate is scheduled as piecewise, the learning rate drop factor is set to 0.2, and it
indicates the dropping of learning rate for epochs. 80 epochs are set for training;mini-
batch size is set 1. The model is trained on HP Z6 Workstation having Windows 10
proWorkstation operating system, Intel Xeon Silver 4110 two CPUs of 2.1 GHzwith
32GBRAM.TheZ6workstation is equippedwithQuadro P5000GPUhaving 16GB
GDDR5XGPUMemory, 2560NVIDIACUDACores, and 8.9 Teraflops Computing
Power. The MRI image dataset of a pituitary tumor contains a total of 914 images.
TheMRI images are labeled usingMATLAB’s image processing toolbox. The image
labeler app of the MATLAB is very useful for generating the ground truth labels, in
the form of rectangular regions of interest. After labeling the pituitary tumor images,
ground truth labels are saved in the .mat file format. The labeled ground truth image
data is loaded in the MATLAB programming environment. The ground truth labeled
images are loaded with the three data values that are generated by evaluating of .mat
file. These data values are data source, label definition, and ground truth label data
stored in the form of a table. The dataset with ground truth labels is randomly split
into training and test set. The training dataset consists of 548 ground truth labeled
image and the test dataset consists of 366 ground truth image dataset. The training
dataset is used for feature extraction through the pre-trained deep networks. The
feature maps obtained through the training process of pre-trained deep networks are
used as the input for region proposal network (RPN) [18]. The region proposal is
generated by the RPN. These region proposals are either an object or background.
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The trained object detector is used to detect the object of interest within the unseen
MRI images [18].

4.1 Results Were Generated Through the Pre-trained Deep
Network

All the steps as described in Sect. 4 are repeated to train the Googlenet, Resenet18,
and Resnet50 pre-trained deep network.

4.1.1 Results Generating Through Googlenet Pre-trained Network

Using ground truth labeled data, the Googlenet pre-trained network is trained.
Through the training, process features are extracted as shown in the proposed steps
in Fig. 1. The pre-trained deep network is trained on an HP Z6 workstation, equipped
with graphics processing unit (GPU) with configuration as described above. Values
for negative overlap range and positive overlap range are defined in the training
process. The detector is obtained after the long training process, using the faster
R-CNN object detection function [20]. The pre-trained deep networks were trained
on a very big dataset of RGB images with the help of high-end computing power of
graphics processing units. In the proposed research, the pre-trained deep networks
are retrained on a small dataset. The training process is completed in 38 h and 10 min
and a table is obtained with the main fields as epochs, iteration, time elapsed, mini-
batch loss, mini-batch accuracy, mini-batch root mean squared error, region proposal
network mini-batch accuracy, region proposal mini-batch root mean squared error
and base learning rate. Figure 4 shown below displays a graph plotted between preci-
sion and recall. The average precision graph between precision and recall depicts how
a detector’s performance is varying with levels of recall.

The graphbetweenmini-batch accuracy andmini-batch loss is shown inFig. 5, and
it is clear from the plotted graph that mini-batch accuracy is increasing concerning
to decay in the loss.

Figure 6 shows that the mini-batch root mean squared error and region proposal
squared errors both are decreasing concerning to each other.

Figure 7 describes the region proposal network mini-batch accuracy and mini-
batch accuracy both are almost following to each other with a very small variation.
Both of the plots are overlapping with each other.

50 images are used for testing the detection accuracy of the object detector, and
Fig. 8 shows the part of 50 images with a bounding box and detection probability
printed inside each image through the testing of the object detector network trained
with Googlenet pre-trained network. The detector precisely detected the infected
area with high accuracy as provided in Fig. 8.
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Fig. 4 Graph between precision versus recall

Fig. 5 Mini-batch accuracy versus mini-batch loss

4.1.2 Results are Generated Through the Resnet18 Pre-trained
Network

The pre-trained deep network, Resnet18, is retrained on grayscale MIR images of
pituitary tumor. The ground truth labeled image dataset is used to train the pre-trained
deep network with the same method as used in the training process of Googlenet.
The training process is completed in 17 h and 5 min. An execution table is generated
after the successful training of the detector. The table attributes are mentioned above
in the results section of Googlenet. The graph plotted between precision and recall
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Fig. 7 Mini-batch accuracy versus RPN mini-batch accuracy

Fig. 8 Tumor area detected by the detector (Googlenet) [15]

is shown below in Fig. 9. The average precision of the Resnet18 deep network is
obtained as 0.85.

The average precision of the Resnet18 pre-trained network is higher than the
Googlenet deep network. The mini-batch accuracy is increasing to the mini-batch
loss decreasing. Figure 10 as shown below is a graph plotted between mini-batch
accuracy and mini-batch loss.
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Fig. 9 Graph between recall versus precision

Fig. 10 Mini-batch accuracy versus mini-batch loss

Figure 11 is plotted between mini-batch root mean squared error and region
proposal network mini-batch root mean squared error.

Figure 12 is plotted between mini-batch accuracy and region proposal mini-batch
accuracy. Both the accuracy cures are almost similar because there is a very difference
between the two quantities, that is why the curves seem to be to overlap with each
other (Figs. 13 and 14).
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Fig. 11 Mini-batch RMSE versus RPN mini-batch RMSE

Fig. 12 Mini-batch accuracy versus RPN mini-batch accuracy

50 images are selected for finally testing the accuracy of the tumor detector model,
and few images are shown above with the detected area. The bounding boxes with
detection accuracy are printed inside each image
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Fig. 13 Tumor detected results (Resnet18)

Fig. 14 Graph between precision and recall

4.1.3 Results Generated Through Resnet50 Pre-trained Network

The Resnet50 pre-trained network which consists of 177 layers is retrained on
grayscaleMRI images of pituitary tumors. The network is trained on theHPZ6work-
station equipped with Quadro p5000 graphics processing unit. The execution process
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Fig. 15 Mini-batch accuracy versus mini-batch loss

is completed in 60 h and 59 min. The execution table is generated through the execu-
tion process with 9 attributes as mentioned above in the results section Googlenet.
The graph shown below is plotted between precision and recall as described in the
methodology section of this paper. The average precision of the pre-trained network is
higher than the Googlenet and Resnet18 pre-trained networks. The average precision
of the Resnet50 network is 0.87.

Figure 15 shown below is a graph plotted between mini-batch accuracy and mini-
batch loss.

The detection accuracy of the model lies between 99 and 100; therefore, the curve
of accuracy seems to a straight line.

Figure 16 shown below is a graph plotted between mini-batch root mean squared
error (RMSE) and RPN mini-batch root mean squared error (RMSE). The region
proposalmini-batch squared error (RMSE) is almost equalwith very fewer variations.

Figure 17 as shown below is a graph plotted between mini-batch accuracy and
RPN mini-batch accuracy (Fig. 18).

50 images are selected for testing the accuracy of the detector trained through
the Resnet50 pre-trained deep network. The above images are showing the detected
accuracy with the bounding box with the detected score.

The tumor detection performance of the Resnet50 pre-trained deep network is
higher as compare to Googlenet and Resnet18 deep network as shown in Table 1.
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Fig. 16 Mini-batch RMSE versus RPN mini-batch RMSE

Fig. 17 Mini-batch accuracy versus RPN mini-batch accuracy

5 Conclusion and Future Scope

Three pre-trained deep networks are retrained and the pituitary tumor detectionmodel
is built through the transfer learning approaches. Three tumor detectors are built for
pituitary tumor detection. The average precision of the detector trained with the help
of Resnet50 is higher than the Googlenet and Resnet18. The detection accuracy of
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Fig. 18 Tumor detected results (Resnet50)

Table 1 Performance
comparisons

Googlenet Resnet18 Resnet50

Average precision 0.897114 0.95353 0.957778

Average recall 0.438754 0.497117 0.482276

the model built with Resnet50 is also higher than the Googlenet and Resnet18. İt
has been seen through the training process of each pre-trained deep network that the
high-speed computing power is required for the training. Graphics processing unit
with higher Cuda cores and memory is an essential part of the training. The quality
of the MRI images should be very good for training the pre-trained deep networks.
In the future, the deep networks can be used for various types of MRI images for
the detection of the abnormal area inside the images. The detection accuracy of the
models is higher as compared to the existing research work. Most of the research
work was carried out in the field of image classification.
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Abstract Due to the increasing demand for energy and the negative effects of tradi-
tional energy systems on the environment, many researchers around the world are
trying to discover an alternative, non-consuming, harmless, inexpensive, and sustain-
able energy system. Wind power is the most widely used source of electricity. This
study aims to utilize wind energy by wind turbines in the Nasiriyah governorate to
obtain electricity.Different values ofwind speedwere taken and statistically analyzed
from the monthly data recorded for 2016. In the analysis, the average wind speed
and energy density were determined for each month. Weibull statistical distribution
method has been adopted in this study. The results obtained showed that the highest
average intensity of wind energy in 12 months was in July; in addition, the average
value of wind speed in 2016 was higher than 3 m/s.
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1 Introduction

Energy is one of the most important inputs that humanity uses and is indispensable
at every stage of the production of goods and services. In this context, the need for
electric power is increasing due to the development of societies. The development
of industry, population growth and the diversity of machinery and equipment intro-
duced by modern technologies increase the need for electric power. This need is
met through hydroelectric and thermal power plants, natural gas plants, and nuclear
power plants. Due to the environmental damage caused by these plants and the posi-
tive characteristics of renewable energy sources, the use of wind energy in recent
years has spread widely and reached significant levels. On the other hand, fossil fuels
that meet a large part of the world’s energy needs to have a certain age. Besides, when
the population increases and the area of use expands, periods of depletion may be
shortened [1].

The energy obtained from limited fuels directly interacts with international polit-
ical developments, making it even more important to generate electricity from the
country’s territory in terms of strategic and national security. Because fossil fuel
reserves such as oil and coal are very limited, each country is turning to renewable
energy resources to protect them for longer periods. Although the share of renew-
able energy in the total energy supply is small today, every “kilowatt hour” obtained
from this source increases the period of depletion of other resources in the world.
Moreover, environmental damage from traditional sources and climate change will
increase environmental awareness in the coming years [2].

A statistical analysis of the probability of wind energy was conducted on the
campus: (September 12) at the University of Anadol in July, August, September, and
October of 2005, based on wind speed data measured at distances of 15 h [2]. The
Weibull distribution has been used in potential wind energy research in the region.
The Weibull distribution coefficients used to estimate the average velocity, standard
deviation, energy, and energy density were determined by the maximum probability
method. As a result of this preliminary research, it was found that the standard
deviation is between 0 and 3 m/h, wind speed and wind power are, respectively,
greater than 3 m/h and greater than 50 watts/m2 and therefore it was determined
that the probability of wind energy on campus is statistically suitable for electric
power production. Weibull, which is popular in wind speed modeling and lognormal
distribution functions not previously tested in the region, has been used to investigate
potential wind energy in the region.

Danook et al. [3] have studied the wind energy system utilization as an alter-
native to traditional energy sources. It focused on the effect of humidity on the
air density and the wind kinetic energy converting to electrical energy. The wind
turbine frequency against the speed of wind with Kirkuk climatic conditions has
been observed. Results indicated that the humid air density was lower than that of
dry air. The assessment of data analysis of wind is the key requirement to achieve
wind energy in any region. Statistical modeling for wind speed statistical features
studying in Algeria was demonstrated by Ettoumi et al. [4]. Results showed that the
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data of wind for three hourly are well presented by Markov chains means. Further-
more, the fit measurements speed of wind monthly frequency distribution and the
Weibull probability distribution function have been indicated.

Krewitt andNitsch [5] developed the nature conservation criteria analysis affected
the potential of wind energy in quantitative terms. The wind energy cost per kWh
assessment for electricity power production utilizes three types of wind electrical
conversion systems for many regions performed by Rehman et al. [6]. It was devel-
oped to estimate the cost of power generated per kWh from three wind machines
selected.

In this study, the wind speed data are measured daily by the management of the
weather station in Nasiriyah city between 2002 and 2009. The probability of wind
speed was statistically analyzed. The maximum probability evaluation and the least
squares method (LSM) were used as a technique for determining the Weibull and
lognormal propagation coefficients to estimate the average velocity and energy. The
analysis and evaluation of the determination factor (R2) and the square root of the
total error rate that is the root mean square error (RMSE) were performed. The
probability of wind energy in Nasiriyah city is statistically encouraging in terms of
electricity production.

2 Methodology

2.1 The Energy Production in the Turbine and Wind Speed

For utilizing wind energy, the probability of wind energy must first be determined.
Given that the wind column is a machine that rotates by changing the torque of
the wind-block particles that run in the sweep of the wing, the wind energy in the
swept area is proportional to the size of the area and the density of the air and its
velocity square. Accordingly, the energy obtained from the wind can be represented
as follows [3]:

Pwind = 1

2
ρ.A.v3 (1)

where.
Pwind: Mechanical energy for wind flow (air) [Watts].
ρ Air density: Air density [kg/m3].
Note: At 1 atmospheric pressure (sea level) and temperature 15 °C, ρ0 =

1.225 kg/m3.
A: the area sweeping by the wings of the rotor (the area of the passage of the wind)

[m2]; Here, consider that at 15.6 °C and a pressure of 1 atmosphere and at sea level
the air density is ρ0 = 1.225 g/m3, then the corrected air density at elevation (Hm)
above sea level according to other site information is as follows:
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ρ = ρ0 − 1194.10−4.Hm (2)

The most important input to determine the energy potential is wind speed.
Although wind direction is not effective for potential, it plays an important role
in the development of wind energy conversion systems. As will be seen from the
equal energy, the change in the expression of energy depending on the wind speed
is proportional to the speed cube.

The initial parameters and assumptions of this estimation method are the particle
objective function that is calculated and evaluated, and the best particle local position
is evaluated best within all of the particles; according to the initial step, the particles
are updating and also if the global best is the output termination criterion is stop.

2.2 Mechanical Energy Obtained from Wind

The wind that cuts the turbine blades does not turn into mechanical force in the rotor.
The rotor efficiency should be calculated for the expression of mechanical energy
obtained from the kinetic energy of the wind. The actual amount of energy obtained
by rotor blades is the difference between the kinetic energy between thewind channel
inlet and the airflow at the wind channel outlet [2].

Pk = 1

2
ṁ

(
v2
i − v2

o

)
(3)

Pk Mechanical energy obtained by rotor blades (turbine energy).

Vi Wind speed at the inlet of the rotor blades.

vc Wind speed at the outlet of the rotor blades.

vk . Wind speed at rotor blade level (wing v)

vk = vi + vo

2
(4)

The movement along the wind channel is not continually constant (wind speed
from vi

′ to vo
′). Thus, the mass flow rate (the amount of mass flowing per unit time)

can be obtained from the air moving through the rotor blades by multiplying the rate
of velocity by air density (or taking into account the speed in the rotor sweep field
at the rotor level).

Pk = ρ . A
vi + vo

2
. (5)

Instead of the energy equation Pk it would be
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Fig. 1 Changing turbine
productivity [5]
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In the expression is simplified, the following is obtained:

Pk = 1

2
. ρ . Av3

i

(
1 + vo

vi

)[
1 −

(
vo
vi

)2
]

2
= 1

2
.ρ.A.v3

i .Cp (7)

Cp is known as rotor productivity. Similarly, when defined as vi = v and λ = vo/vi ,
the maximum value of the rotor yield can be obtained when λ = 0.33 and its value is
Cpmax = 0.5926 or 59.26 percentage. This productivity is called the “Betz” or Betz
law. In practical applications, however, this value remains below 0.5. The turbine
productivity [4] is changed by λ which is depicted in Fig. 1.

2.3 Statistical Analysis of Wind Speed

Amonthly average is needed when analyzing the wind characteristics of the area and
thus the standard deviation, turbulence, and cumulative distribution of speeds can be
seen. For 2016 data, the monthly wind speed data in Nasiriyah were represented by
Fig. 2.

Wind speed distributions have been formed. To make statistical analyzes easier,
they are organized by frequency distribution as shown in Table 1. Besides, Table 2
describes the wind speed was first divided into seasons and the frequency of wind
was determined in each range of the wind class.
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Fig. 2 Sample of month wind speed distributions to Nasiriyah data in 2016

Table 1 Frequency distributions of wind speed per month

J Vj (m/s) January
(iteration)

February
(iteration)

March
(iteration)

April
(iteration)

May
(iteration)

June
(iteration)

1 0–1 142 105 256 95 41 26

2 1–2 318 260 302 171 209 136

3 2–3 292 308 253 251 250 185

4 3–4 560 506 582 688 679 637

5 4–5 592 612 627 796 890 768

6 5–6 415 382 380 424 496 439

7 6–7 631 556 497 518 501 632

8 7–8 345 325 398 392 412 440

9 8–9 351 330 227 271 295 260

10 9–8 289 279 326 313 307 274

11 10–11 159 119 259 184 176 196

12 11–12 183 150 131 81 53 96

13 12–13 91 70 105 72 46 91

14 13–14 26 22 35 21 28 33

15 14–15 43 6 36 26 21 40

16 15–16 12 0 18 9 10 17

17 16–17 10 0 10 5 10 9

18 17–18 4 0 16 3 12 8

19 18–19 0 0 4 0 9 3

20 19–20 1 0 0 0 9 2

21 20–21 0 0 0 0 8 5

22 21–22 0 0 0 0 2 7

23 22–23 0 0 0 0 0 8

24 23–24 0 0 0 0 0 8

SUM 4464 4030 4464 4320 4464 4320
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Table 2 Frequency distributions of wind speed per month

J Vj (m/s) July
(iteration)

August
(iteration)

September
(iteration)

October
(iteration)

November
(iteration)

December
(iteration)

1 0–1 10 38 59 138 139 78

2 1–2 46 66 178 471 501 480

3 2–3 107 137 251 476 521 436

4 3–4 361 448 723 858 874 789

5 4–5 638 707 795 683 700 739

6 5–6 522 572 421 331 385 419

7 6–7 625 759 581 413 501 609

8 7–8 632 630 501 356 358 428

9 8–9 367 341 249 191 150 176

10 9–8 483 356 300 207 119 183

11 10–11 302 249 159 128 40 66

12 11–12 164 85 47 42 13 26

13 12–13 141 48 38 58 9 23

14 13–14 36 11 12 28 6 7

15 14–15 24 9 5 24 4 5

16 15–16 6 6 0 13 0 0

17 16–17 0 1 0 5 0 0

18 17–18 0 1 1 7 0 0

19 18–19 0 0 0 10 0 0

20 19–20 0 0 0 5 0 0

21 20–21 0 0 0 7 0 0

22 21–22 0 0 0 8 0 0

23 22–23 0 0 0 2 0 0

24 23–24 0 0 0 3 0 0

SUM 4464 4464 4320 4464 4320 4464

2.4 Weibull Distribution

The Weibull distribution has been used to calculate wind energy potential in many
studies [11–15]. It is generally known that wind data correspond to this distribution
and in some areas; it is not compatible with theWeibull binary coefficient distribution
of wind data [6]. Various methods have been developed to calculate the shape and
coefficients of the Weibull distribution scale [7]. And one of the ways is the chart
method.

The probability density function for the Weibull distribution with coefficients
f w(v) is as follows:
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Fig. 3 Weibull distributed
by different k values

fw(v) =
(
k

c

)(v

c

)k−1
exp

(
−

(v

c

)k
)

(8)

Here v is the wind speed (m/s), k and c are the coefficients of the shape without
dimensions and scale. The Weibull distribution of the cumulative probability dsity
function is:

Fw(v) = 1 − exp

[
−

(v

c

)k
]

(9)

Note the above Weibull distribution function. To clarify the transactions in more
detail: k (coefficient of shape): A coefficient showing the frequency of wind. If the
wind speed in a given land does not vary significantly, i.e., the wind speed blows
at an almost constant speed (can be low or fast) then the coefficient k is large. The
Weibull distribution [8] is observed with an average speed of 8 m/s but the values of
k are different which is depicted in Fig. 3.

C (scale factor): shows the frequency of the cumulative wind speed of the relevant.
In simpler terms, the coefficientC varies according to the rate of velocity. If the speed
rate is high, the coefficient C is also high.

To find the Weibull coefficients (k and c), ground wind data are needed. To find
these coefficients, analytical and empirical equations are used. These equations are
shown below [9]

k =
(σ

v

)−1.086
1 ≤ k ≤ 10 (10)

c = v
(
1 + 1

k

) (11)

The average wind speed and standard deviation of wind speed are calculated,
respectively, from Eqs. (12) and (13).
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v = 1

n

(
n∑

i=1

vi

)

(12)

σ =
[

1

n − 1

n∑

i=1

(vi − v)2

]0.5

(13)

E = ∞∫
0
Pk ∗ fw(v) (14)

As a result, after a detailed review of the wind data and completion of the
calculations described above, Weibull coefficients are obtained [4].

The Rayleigh density function can be expressed as follows:

fR(v) =
(

πv

2v2

)
exp

(
−

(v

v

)k
)

(15)

Another distribution function used to determine the wind speed potential is the
Rayleigh distribution. This distribution is a special case of the Weibull distribution,
and Rayleigh distributions are given when the case is corrected by assuming that
the Weibull coefficient without dimensions is equal to the distribution of the second
probability density and its cumulative function [10].

FR(v) = 1 − exp

[
−

(π

4

)(v

c

)2
]

(16)

As shown in Eq. (16), the only unknown coefficient in the Rayleigh distribution is
the velocity coefficient. As a result of all these evaluations, there are two alternatives
regarding the formationof thewind speedprobability function.Henceforth, inEq. (8),
these values can be established and approximate annual energy production values can
be found. Furthermore, to obtain more accurate results, the equation can be evaluated
in the manner of calculating the integration in Eq. (8) and written in different codes
by computer (Visual Basic, Excel, and Pascal).

The code is written in Table 3. In Excel, observe the annual energy production
values calculated using Weibull distributions. The Earth’s wind speed data used for
these calculations are:

2.5 Graphical Method

The graphical method requires data of the wind speed to be in the cumulative format
of a frequency distribution. Firstly İt should be sorted the data of time series into bins.
In this study, the data of the wind speed have been interpolated by a horizontal line,
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Table 3 Weibull coefficient estimates and adjusting speed

Distribution k C v �

January 2.287176 7.374166 6.532482 3.04951999

February 2.473891 7.159603 6.350868 2.75806384

March 2.10437 7.326333 6.488799 3.27062079

April 2.542981 7.222542 6.411111 2.71449584

May 2.440378 7.291786 6.466174 2.84362821

June 2.437485 7.755616 6.877315 3.02774142

July 3.340456 8.444763 7.579749 2.4964854

August 3.340449 7.763425 6.972446 2.2714337

September 2.865737 6.998271 6.237269 2.36573729

October 1.935631 6.413192 5.687724 3.09620196

November 2.528582 6.680105 5.041204 2.24566023

December 2.586478 6.135159 5.448477 2.27116438

utilizing the rule regression of least squares [11–13]. The foundation of transforma-
tion logarithmic is the method ofWeibull distribution. Calms observations have been
omitted from the data to generate the line of best fit. The data analysis method has
been shown in Fig. 4.

Fig. 4 Data analysis method
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3 Result and Discussion

In this study, the equations were used to find the Weibull distribution coefficients,
and therefore the coefficients, velocity, and estimated forces for the 12th month of
2016 are shown in Table 3. Figure 5 shows the probability density functions related
to their wind speeds for 12 months according to Nasiriyah data for 2016. It can be
seen the maximumwind speed probability density is in the range of velocity between
5 and 10 m/s, while, zero above 15 m/s. In Fig. 5, there is a similarity between the
probability density functions related to wind speed for November and December
and the probability density functions related to wind speed for June and July. This
situation is noted in Table 4, which shows the similarity in the energy estimate.
Changes in average wind speed and wind strength are shown in Table 4 and Fig. 5.
Therefore, it is possible to say that there is a possibility of rising energy in July
compared to the rest of the months in terms of wind speed and strength.

In Table 3, it is noted that the Weibull distribution form factor was between
1.935631 and 3.340456 and the scale factor was between 5.041204 and 7.579749.
The standard deviation of wind speed data should be between 0 and 3 m/s. If the
standard deviation is in any field, the wind system in that field is maximized [11]. The
standard deviation measured in this region is between the values shown. Although
the measurements in the region are 30 m, the average wind speed per month is
greater than three. This situation is promising regarding energy production even if it
is short-term research.

In this study, the potential of wind energy, which is a renewable energy source,
was analyzed in the Nasiriyah region and the wind characteristics in the area were
studied by statistical methods using the data of the average monthly and hourly wind
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Fig. 5 Functions of wind speed probability density over 12 months according to Nasiriyah data for
2016
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Table 4 Energy estimates for
months (by Weibull and
Rayleigh distributions)

Distribution Weibull W/m2 Rayleigh W/m2

January 289 274.08

February 249 239.04

March 304 257.03

April 251 246.58

May 266 253.95

June 320 311.07

July 355 425.99

August 274 323.97

September 214 226.46

October 223 226.46

November 123 112.12

December 153 144.44

intensity in the governorate of Nasiriyah during 2016 and the average wind speed
and energy density were calculated as shown in Fig. 6.

To find the Weibull distribution coefficients, the Weibull and Rayleigh distribu-
tions method has been adopted. It has been evaluated in the standard deviation of
wind speed data being among the expected values. During the twelve months of
study, the highest average wind speed was measured in July, so the largest wind
power was achieved during the same month. The average wind speed for all months
was above 3 m/s. This case shows that the use of wind energy to produce electricity
is initially appropriate.

0

10

20

30

40

50

60

70

0 5 10 15 20 25 30

En
er

gy
 (W

/m
2 )

velocity (m/s)

December
November
October
September

Fig. 6 Average energy speed during 12 months under to Nasiriyah data for 2016



Wind Energy Productivity Evaluation … 511

Fig. 7 Changes in the rate
of wind speed and strength
during 12 months according
to the data of Nasiriyah for
2016 (By Weibull and
Rayleigh distributions)
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Such studies, conducted to obtain approximate information and undertake the
necessary expansion of wind power potential in the Nasiriyah area, will be expanded
and continued in detail with permanently taken measurements. The related studies
accelerate the trend toward such energy sources in Iraq for great importance to
contribute and expandproduction. Figure 7 shows a comparison among threemethods
to evaluate the wind energy.

It can be noted that the Weibull distribution is between the Rayleigh distribution
and velocity methods which may be adopted for energy evaluation during 12 months
and the Iraqi region. It can be seen from Table 4 the deviation between these two
methods is approximately 6%.

It was observed that the data of theWeibull method results of this study are agreed
to the data of [16] with a deviation of not more than 4% due to the environment
conditions of the region.

4 Conclusion

The use of a wind energy system to traditional sources of energy as an alternative
has been investigated in this study. The results of this study are concluded that the
maximum value of rotor productivity is 59% at λ = 0.33. The Weibull distribution
with an average speed of 8 m/s, and however, the values of k are different. It is
between the Rayleigh distribution and velocity methods which may be adopted for
energy evaluation for 12 months and the Iraqi region. The Weibull distribution is
required for the computation of the wind available energy, and it is representing a
good approximation of the actual probability frequency of wind speed according to
the high coefficient of correlation values and used for the wind turbine characteristics
determination. The largest wind power was achieved during the same month. The
use of wind energy to produce electricity is initially appropriate.
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COVID-19 Social Distancing
with Speech-Enabled Online Market
Place for Farmers

D. Mohan, K. Anitha Sheela, and P. Sudhakar

Abstract Corona virus (COVID-19) has been rampant in most countries across the
world, leading to a global crisis, and it has been so dangerous because of its ability to
spread through any medium especially when there is physical contact of any object.
So, this puts many people including the farmers and the customers at a bigger risk
when they sell or buy products physically in a market place. This is a major chal-
lenge to an Indian farmer today to sell the product at the right price at the right time.
Moreover, social distancing is the need of the hour, and hence, it is an even bigger
challenge tomonitor themarket place to avoid physical contact.Also,many initiatives
by governments, local bodies, and cooperative societies to eliminate the intermedi-
aries are not turning effective due to the non-awareness, non-accessibility, ignorance,
and ease of usage difficulties. Keeping the current pandemic situation in mind and
social distancing being the need of the hour, this paper proposes a speech-enabled
interactive voice response (SEIVR) wherein the farmer and the customer can sell and
buy products online, i.e., without any physical contact. In the current technology era,
online market platforms like Amazon, Flipkart, and Olx are effectively cutting short
these supply-chain overheads by establishing a direct connection between buyer and
seller. Hence, the proposed implementation of a speech-enabled interactive voice
response (SEIVR)-based online market place for farmers which even ensure social
distancing will help to reduce the spread of the virus. The objective of this work is to
build an agriculture-based mobile application with speech-enabled interactive voice
response (SEIVR) based on speech recognition application with the Telugu language
as a case study.
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1 Introduction

COVID-19, a deadly virus, has created a pandemic situation with its widespread
outburst and put the entire world in a crisis. It has been so deadly and severe because
of its ability to spread through any medium especially when there is physical contact
involved. This has pushed us into a situation where social distancing has becoming a
mandatory norm.With social distancing being the need of the hour, it has changed the
way businesses are running especially in the field of agriculture where farmers sell
products physically in a crowdedmarket place. To avoid physical contact, it is imper-
ative to adopt digital technology into the field of agriculture to avoid the spread of the
deadly virus. Keeping the current pandemic situation in mind and social distancing
being the need of the hour, this paper proposes a speech-enabled interactive voice
response (SEIVR) wherein the farmer and the customer can sell and buy products
online, i.e., without any physical contact. In this context, the adoption of information
communication technology-enabled information support systems for supportable
development in the agricultural expansion is very important for developing coun-
tries such as India, where agriculture is still the Indian economy’s most significant
field. Given the country-wide expansion of telephone and mobile networks, with
easy access to smart mobile devices and access mobile data services, initiatives are
now being introduced by both the government and the private sector [1] to develop
and fund smart agriculture-related solutions.

With a similar context, thework is presented on developing a speech-basedmobile
application for “Speech-Enabled IVR-Based Online Market Place for Farmers” in
the Telugu language. A robust automatic speech recognition (ASR) engine auto-
matically recognizes voice queries in the form of spoken commodity names in the
Telugu language at runtime, to generate text outputs for commodity variety collection,
product searching, etc.

The application developed serves end-users both in rural and urban areas, espe-
cially those who are not computer literate or find it hard to access the same data
during busy working hours. In reality, the rural end-users of this application include
mostly semi-literate, non-tech savvy farmers, and agro-producing sellers whomainly
earn their livelihood by selling farm-grown products on local markets. In compar-
ison, price knowledge for customers helps smart customers to have equal offers when
purchasing agricultural commodities. This speech-based mobile application is there-
fore unique in its way to encourage both farmers, and consumers through one single
application.

This paper is organized as follows, and Sect. 2 explains the related work of the
existing system; Sect. 3 discusses proposed work and key issues on application
design, and it describes the application overview and architecture. Section 4 deals
with the framework for designing a speech recognition system. Section 5 illustrates
a detailed result analysis and assessment study. Finally, conclusions were made from
the obtained results which are depicted in Sect. 6, and future directions for the
expansion of this work presented in Sect. 7.



COVID-19 Social Distancing with Speech-Enabled Online Market … 515

Fig. 1 Available mobile applications in indian agriculture and allied sectors [2]

2 Related Work

Currently available mobile applications in the Indian agriculture sector, the govern-
ment of India, for the benefit of farmers and other stakeholders, has launched
a range of online and mobile-based applications to disseminate information on
agricultural-related activities, free of charge. Theses in the “mkisan.gov.in” Web
site. There are also applications established by agricultural institutions, private sector,
non-governmental organizations.

All these existing applications aremenu-driven/touch-tone keypad-based systems,
which is not easily handled by low literacy farmers (Fig. 1).

3 Proposed Work

Theproposedwork is primarily focusedonbuilding the user interface for agricultural-
related technologies to support agriculture activities and conversational systems for
low-literate users. More broadly it implements the speech recognition system, and its
output is evaluated using created speech database by using real-time Google speech
recognition engine as well as on CMU’s sphinx speech recognition engine (Fig. 2).
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Fig. 2 General block diagram of the application

3.1 Key Issues on Application Design

Major issues being discussed and decided during the design of the developed appli-
cation are as follows, and connecting stakeholders are a simple, responsive interface
with an efficiently configured core framework allows for easy use by all stakeholders
(government department, farmer, consumer) and therefore communicating with each
of them equally. Access modality in various access modalities like touch-type-listen,
speak-see, and speak-listen are included in the design to attract literate aswell as semi-
literate end-users. User preferences for language, input–output modality, service
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Fig. 3 Technical architecture

type, etc., are recorded while user registration and maintained until the next change.
The content quality design should ensure completeness, reliability, and timeliness
(important for the agriculture domain) of the information to be provided. The core
technology such as application-based colorful user interface is underlying client–
server architecture, and the latest ASR technology in the application core to add
flexibility and ease of access.

3.2 APPLICATION Overview and Architecture with Detailed
Process Flow

3.2.1 Technical Architecture

The overall design of the mobile application depends on three basic components,
namely Android-based user interface software, Web service to which the application
communicates, and An authentic online information source. Figure 3 demonstrates
the entire framework architecture with data flow within the core modules.

3.2.2 Application Flow

When the farmer opens the Application –home screen with a mike button (ready
to supply message), then by one-click—application collects details (product name,
quantity, and price). Next in interactive mode farmer responds to simple questions
in native language (one-word answers). The application processes speech inputs
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Fig. 4 Application flow

Fig. 5 Detailed process flow

from the farmer and creates a classified then publish the classified to the consumer
community. The consumer contacts the farmer and makes a deal (Figs. 4 and 5).

4 Frame Work for Designing Speech Recognition System

CMU’s Sphinx has been primarily used as a proof of concept [3] for our proposed
designedmobileApplication, i.e., “Speech-Enabled IVR-BasedOnlineMarket Place
for Farmers mobile Application” (Fig. 6).

Stages involved in the design of speech recognition system [4] are:
Stage 1: Preparation of Speech database
Stage 2: Design of the Vocabulary
Stage 3: Design of the Grammar Rule
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Fig. 6 Model generation diagram for speech recognition system

Stage 4: Generation of Acoustic Model
Stage 5: Generation of Language Model.
The acoustic model (AM) and language model (LM) are generated with the help

of a training database using sphinx training tools. The sphinx decoder (Sphinx-3)
performs speech recognition.

4.1 Database Preparation

The agricultural data collection process is for data collection primarily aims to collect
isolated words such as rice, wheat, vegetable names, quantity, and price (Fig. 7).
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Fig. 7 Mathematical description of speech recognition system [15]

4.1.1 Design of the Vocabulary

Phonemes are important speech sound units for any language. So, to have a Telugu
language phone list is prepared and it should contain all the phonemes of Telugu
varnamala with the help of the Baraha tool [6, 7].

4.1.2 Design of the Grammar Rule

Dictionary is known as themapping tablewhichmaps aword to a sequence of phones.
It is important in performing speech recognition. All the unique words of the training
and testing speech file transcriptions are included in the phonetic dictionary [8, 9].

4.2 Feature Extraction

The process of extracting vocal tract parameters form the speech signal is known as
feature extraction. The main purpose of extraction of the feature is to generate the
sequence of vectors describing the speech signal’s spectral and temporal nature.

Generating AM and LM model during the training, mel frequency cepstral
coefficients (MFCC) are used [10–12].

4.3 Acoustic Model (AM)

The acoustic model can be known as the phoneme model because the output of the
acoustic model is “phone sequence.” The acoustic model gives the likelihood of
various phonemes at different time instant [4, 13, 14].
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4.4 Language Model (LM)

The languagemodel gives the probability of appearing one phone after another phone
[4]. This work language model is generated using the CMU SLM tool kit [13–15].

5 Results

This work has been carried with real-time Google voice search as well as with
CMU’s Sphinx speech recognition system. The testing was carried out on 20 farmers
of which 10 were male farmers and 10 were considered female farmers. The speech
recognition accuracy of the system is measured with the following performance
metrics such as accuracy of recognized words and the rejection rate. The male and
two female speaker’s speech samples were used in the deployed system’s testing. The
way to carry out the speech recognition test is tabulated with few test samples (from
the available speech database consider only a few speech samples for demonstration
purpose).

(a) Accuracy of recognized words is defined as follows:

Accuaracy = No. of correctly recognized speech speech samples

Total no. of test samples
× 100

The experimental results of only a few samples of speech are given below.
They correctly recognized samples are denoted with T (True), and those speech
samples that are not recognized are labeled as F (False). The experimental
results of only a few samples of speech are given below. They correctly recog-
nized samples are denoted with T (True), and those speech samples that are not
recognized are labeled as F (False) (Tables 1 and 2).

(b) Rejection Rate: The error rate of total test samples that are being falsely
recognized is calculated as follows: (Table 3)

Accuaracy = No. of correctly recognized speech speech samples

Total no. of test samples
× 100

The graph of correct acceptance rate (CAR) versus correct rejection rate(CRR)
shows that the word recognition rate is greater than the word rejection rate. The
graph of the CAR CRR shows that the word recognition rate is greater than the word
rejection rate (Fig. 8).
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Table 1 Speech recognition test results

Words No. of
speech samples

1 st Speaker 2nd Speaker 3rd Speaker 4th Speaker 5th Speaker

Word1

1 T T T T T

2 T T T T F

3 T T F T T

4 T T T T T

5 T T T T T

Word2

1 T T T T T

2 T T T T T

3 T T T T T

4 T T T F T

5 T T T F T

Word3

1 T T T T T

2 F T T T F

3 T F F T T

4 T T T T T

5 F T T T T

Table 2 Correct recognition accuracy

Words 1 st Speaker
(%)

2nd Speaker 3rd Speaker
(%)

4th Speaker
(%)

5th Speaker
(%)

Average
accuracy
(%)

Word1

100 100 100 80 80 92

Word2

100 100 100% 60 100 92

Word3

60 80 100 100 100 88

5.1 Results Analysis Using CMU’s Sphinx-3

The performance is evaluated with CMU’s Sphinx-3. Speech recognition is carried
out using a speech database of 20 farmers (Table 4).

M =Male; F = Female
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Table 3 Rejection rate

Words 1 st Speaker
(%)

2nd Speaker
(%)

3rd Speaker
(%)

4th Speaker
(%)

5th Speaker
(%)

Average
accuracy
(%)

Word1

0 0 0 20 20 8

Word2

0 0 0 40 0 8

Word3

40 20 0 0 0 12

92% 92% 88% 

8% 8% 12% 

W1 W2 W3

CA
R/

CR
R

words

Correct Acceptance Rate(CAR)    Vs   Correct Rejection 
Rate(CRR)

Fig. 8 Graph -CAR/CRR versus Words

Table 4 Speech recognition accuracy and rejection rates using CMU’s Sphinx-3 on male and
female speech samples

Training Testing Accuracy of recognized
words (%)

Rejection rate (%)

10 (M + F) 12 (M + F) 95 5

10 (M + F) 7F 90 10

10 (M + F) 8 M 97 3
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Table 5 Speech recognition accuracy and rejection rate on male and female speech data

Training Testing Accuracy of recognized
words (%)

Rejection rate (%)

10 (M + F) 12 (M + F) 92 8

10 (M + F) 7F 88 12

10 (M + F) 8F 95 5

5.2 Results from the Field Study with Real-Time Google
Voice Search

Initially, the farmers are trained on the application for a few minutes, where the
application’s target and the task are demonstrated with the help of a real-time voice
search application are explained. Then, collect the feedback from formers for the
pre- and post-experiment, respectively (Table 5).

Result analysis is carried out in two conditions. One is a studio environment like
no-noise condition, and the other one is in real-timewhere noise occurred. The speech
recognition accuracy is higher for male speakers, and normally, it is lower for female
speakers. The error rate is higher for women than for men. This could be because
the pitch frequency is usually higher for female speakers and separating formant and
pitch from female speakers’ speech is a very difficult task.

The results of the collected data are shown inTables. Thiswork is carried out on the
same speech data set for both the methods, and from observations of the assessment,
results of the accuracies are somewhat higher and rejection rates are lower for CMU’s
Sphinx as it is a non-real-time setup and another one is the real-time environment,
which is to be expected.

6 Conclusion

In this research work, an application is developed with the Telugu speech recognition
module for the online market place for farmers. The application allows farmers to
sell their products with a voice search system which even ensures social distancing
will help to reduce the spread of the virus. Test results show more than 90 percent
accuracies for both real-time and non-real-time scenario. Investigation results display
that this application performs well for isolated word queries even in noisy field
conditions.
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7 Future Scope

This research can be expanded to process continuous word voice queries so that
applications of live voice chat related to agriculture such as soil preparation and crop
advisory can be built in a similar line as well.
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Machine Learning Concept-Based
Prognostic Approach for Customer
Churn Rate in Telecom Sector

Deepika Ghanta, Guru Sree Ram Tholeti, Sunkara Venkata Krishna,
and Shahana Bano

Abstract One of the leading telecommunication service providers in India hasmade
a substantial sum of a couple of billion dollars in three months, whereas other
competing service providers are finding it hard to improve their revenues. Here comes
an important factor called retaining the high potential customers and knowing the
risks of them by switching to a new service provider. Building a standard customer
churn prediction model rather than just advertising about their service can make a
huge difference in profits obtained by any telecom service companies. Because as
it is said retaining the high potential, old customers are much easier than getting
completely new customers. The fact that can find the customers at risk of leaving the
service which provides an offer in favour to retain them. So, the models like logistic
regression, decision trees, neural networks and naive Bayes are used to review the
accuracies and compare each model to build a standard prediction system. An accu-
racy of 73.54% for decision trees, 76.33% for naive Bayes, 75.01% accuracy for
neural networks and a whooping 80.88% for logistic regression.

Keywords Naive bayes · Logistic regression · Decision tree · ANN · Churn ·
Telecom
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1 Introduction

Generally, serving providers refers the loss of subscribers when users switch from
one service to other for better rates and benefits which reduce the share values and
organization profit [1]. This term is referred as churn, and it is an important factor for
customer management [2]. The duration acquired by the user from initial time to end
by an organization is defined as attrition rate, whereas churn defines the customer
preference for an organization and its not only limited for communication industries
[3]. Since churn is the key factor towards profit of an organization, telecommuni-
cation industries pay more attention towards churn to maintain the customer base
[4]. This could be possible with the help of data mining technologies which effec-
tively predict the customer churn. Algorithms such as decision trees, regression trees,
neural network and other models help to predict the customer churn [5]. Based on
the collected information, these prediction processes are performed but generally
raw information has diverse features and no-churners [6]. Quality of service is an
essential factor in telecommunication to provide better voice and data service with
affordable cost will maintain the customers for an organization in long term [7]. If
these services aremanaged efficiently, then customerswill remain in the same service
for long duration. In order to provide such service, providers use different carrier-
based plans. Simultaneously, the utilization of mobile phones increases rapidly and
churn consequences also increases in short duration [3]. So it is essential to develop a
standard model to obtain customer churn and increase the organization profit without
losses.

2 Related Works

Various churn prediction models are evolved in the recent times. Decision tree and
logistic regression-based churn prediction are reported in Preeti et al. [8] research
model. Proposed churn prediction model uses to test the dataset in order to obtain
the accuracy of collected information through decision tree and regression process.
The high probability customer list is generated from the collected information which
is predicted in the research model effectively.

Multiple classifiers and regression models are reported in Kriti Mishra and Rinkle
Rani [4] research work. Proposed model compared the synthetic minority over-
sampling technique, bagged classification and regression trees, conventional clas-
sification and regression trees, and partial decision tree classifiers to validate the
performance of featured dataset. Among all the classifiers, classification and partial
decision tree classifier yield maximum accuracy of 77% which is much better than
other models.

Comparative analysis of churn dataset is performed in Vijaya and Sivasankar [6]
research work using SVM, K-NN, SVM, Naïve Bayes and LDA models in which
the SVM stands high accuracy with 91.39% due to its hyperparameters.
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In the proposed work, the churn data which is extracted from Kaggle and used
ANN, naive Bayes, decision tree model and logistic regression model for classifi-
cation and achieved 80.88% accuracy for logistic regression and achieved 72.79%
ROC score and 80.2% precision.

3 Methodology

3.1 Logistic Regression

Initially, the churn data is imported into our environment. The data is split into train
and test setwith a split ratio. Then the hypothesis equation; i.e. θ t x is passed through a
sigmoid function. The sigmoid function generates a probability, and the data instance
is classified into churn or no-churn based on this value. The best parameters for theta
are calculated by using a gradient descent optimizer, and this process is iterated until
find the optimized values. Then the classified results are displayed (Fig. 1).

3.2 Decision Tree

The churn data is imported into our environment. The data is split into train and test
setwith a split ratio. Initially, the entropy for thewhole dataset is calculated. The input
attributes are taken, and information gain is calculated for each of them like gender,
and senior citizen. The attribute with maximum information gain will be selected
and made as a node in the decision tree. The branches become the outcomes of the
decision. The expansion of the tree is continued until there are no more attributes
left (Fig. 2).

3.3 Neural Network

The churn data is taken into our environment. The churn data is split into training
and testing sets. An ANN model is built from sequential by taking three layers. The
weights and biases of the network are initializedwith randomvalues. First, the pattern
obtained by initial values is presented and output values are calculated. This process
is continued until the maximum epochs are mentioned by updating the weights and
biases of the network. Once the above process is completed, results will be displayed
and the process is stopped (Fig. 3).
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Fig. 1 Logistic regression flowchart

3.4 Naïve Bayes

The churn data is imported into our working environment and split into train and
test set. Naive Bayes classifier uses Bayes theorem to compute the conditional prob-
ability of an event. Then Gaussian probability density function is used to estimate
the probability of the attribute by using its mean and standard deviation estimated
from training data. The class with a high probability for an attribute is selected and
classified into it (Fig. 4).



Machine Learning Concept-Based Prognostic Approach … 531

Fig. 2 Decision tree flowchart
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Fig. 3 Neural network flowchart

4 Procedure

4.1 Dataset

The telecommunication churn data is taken from Kaggle. It contains a total of 21
features with 20 input features some of them are customer ID, gender, senior citizen,
partner, dependents monthly charges, total charges and churn.

There are a total of 7043 records with no missing values. The feature customer ID
is removed as it will not have any impact on deciding whether a customer will churn
or not. So, the total number of input features becomes 19. The test dataset contains
2113 records, and the train dataset contains 4930 records. There are few categorical
columnswhich are converted into integers. Having ‘tenure’which is highly indirectly
proportional and which is directly ‘monthly charges’ proportional
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Fig. 4 Naive bayes flowchart

4.2 Logistic Regression

Logistic regression is a classification algorithm used to classify discrete data. The
churn data contains a total of 20 featureswith 19 input features and one output feature.
The logistic regression uses logs of odds of the dependent variable. The hypothesis
function (Eq. 1) of the logistic regression becomes as follows,
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Fig. 5 Sigmoid curve
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The activation function g used here is sigmoid function (Eq. 2), which will map
the given real value between 0 and 1. It is given by,

g(z) = 1

1 + e−z
(2)

Sigmoid function has been chosen because it brings out nonlinearity to the model.
The usage of nonlinear functions with a complex resulting function will give us more
cultivated models (Fig. 5).

As z reaches infinity, g(z) will tend to the value 1 and similarly when z reaches
negative infinity g(z) will tend to the value 0. Based on this g(z) value decision is
made whether the customer will churn or not. The cost function used here is given
by Eq. 3,

J (θ) = − 1

m

(
m∑

i=1

y(i) log hθ

(
x (i)

) + (
1 − y(i)

)
log

(
1 − hθ

(
x (i)

))
)

(3)

The best theta values for the hypothesis equation are estimated by gradient descent
algorithmwhich will minimize the value of cost function. The gradient descent value
can be computed by performing the partial differentiation of the cost function asEq. 4,

∂ J (θ)

∂θ j
= 1

m

m∑

i=1

(
hθ

(
x (i)

) − y(i)
)
x∧
j (i) (4)

The cost of the proposedmodel is 0.437, and the accuracy for ourmodel is 80.88%.

4.3 Naïve Bayes Classifier

Naive Bayes is a classification algorithm that is based on Bayes theorem with an
assumption that there exists no dependency between predictor variables. Bayes
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theorem gives the conditional probability of an event happening given a prior
knowledge or evidence related to the event, and it is given by Eq. 5,

p(H/E) = p(E/H)p(H)

p(E)
(5)

where P(H|E) is a posterior probability, P(H) is prior probability, P(E| H) is the
likelihood of event H occurring given E is true and P(E) is marginal probability.
Summary including mean and standard deviation is calculated for each attribute
by class value. The Gaussian probability density function is used to estimate the
probability of the attribute given its mean and standard deviation estimated from
training data. The function is as Eq. 6,

p(y) = 1

σ
√
2π

e
(y−μ)2

2σ (6)

where μ is the mean, σ is the variance and y is a continuous variable. With the
probability of each class, i.e. churn or no-churn, the probability of entire data instance
by combining the probabilities of all attributes of that data instance. It is calculated
for each class and the class having a high probability value is selected, and the data
instance is classified into it. The accuracy measured by our model is 76.33% with a
recall score of 76.39.

4.4 Decision Tree Classifier

Decision tree portrays the outcome of a decision in each branch in tree-like repre-
sentation with leaf nodes representing the class label. The method used in our model
is information gain, which measures the decrease in the entropy after split the data
in accordance with each attribute. Information gain is given by Eq. 7,

Gain = Entropy (System) − Entropy (Attribute) (7)

Initially, the system entropy is calculated wherein entropy is used to measure the
level of impurity in the data. Entropy is given by Eq. 8,

Entropy =
n∑

i=1

−pi log2 pi (8)

where pi is the probability of the class is ‘i’. The entropy for each attribute is calcu-
lated. The difference between system entropy and for each attribute the entropy is
calculated. The attribute which is having the highest value of gain is selected as the
root node, and the data is split into two according to the root node. On each level, the
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nodes with maximum gain value, and their values become the leaf nodes. A tree-like
structure is formed with the decision on each level. The accuracy that our model has
given is 73.54% with a roc score of 67.08.

4.5 Neural Network

An artificial neural network is used to classify the data into a specific class; that is,
whether the customer will churn or not. Totally 19 independent features are consid-
ered for the dataset as the input for the network. These input features are passed
through two hidden layers with 150 neurons in each layer. The inputs are multiplied
by appropriateweights and alongwith biases are pre-processed by passing through an
activation function. The activation function used in our model is a sigmoid function,
and it is given by Eq. 9,

F(s) = 1

1 + e−s
(9)

This function ranges between 0 and 1 and is used here as a need to predict churn
probability and classify them as an output. The function used to minimize the error
is given by Eq. 10,

Loss
(
y, ŷ

) =
n∑

i=1

(
y − ŷ

)2
(10)

This loss function is optimized in our dataset by using a standard gradient descent
function which is given by Eq. 11,

W (new) = W (old) − η ∗ ∂loss

∂weight
(11)

The initial weights of the network are changed by the slop value at that partic-
ular point. The loss value obtained after optimizing is 0.6793. The accuracy of the
proposed training model is 75.01%.

5 Results

Training and testing sets with a split ratio of 70:30, i.e. 70% of the data is taken as a
training set and 30% as a testing set is shown in Figs. 6 and 7.
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Fig. 6 Training set

Fig. 7 Testing set

5.1 Decision Tree

The accuracy obtained for the decision tree model as shown in Fig. 8 depicts that
73.54% of the test data instances are classified correctly into their corresponding
classes, i.e. churn or no-churn. ROC score is 67.08% and precision 75.1%, which
is greater than 50% shows us that can trust the model. In the confusion matrix,
consider 1268 customers who belong to the ‘no-churn’ category which is correctly
classified by the model. 317 customers belong to the ‘no-churn’ category but the
model classified them into the ‘churn’ category. Whereas 242 customers belong to
‘churn’ but the model classified them into the ‘no-churn’ category and similarly 286
customers belong to ‘churn’ and classified correctly into that particular category.
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Fig. 8 Result decision tree

5.2 Logistic Regression

The accuracy obtained for the decision tree model as shown in Fig. 9 depicts that
80.88% of the test data instances are classified correctly into their corresponding
classes, i.e. churn or no-churn. ROC score is 72.79% and a precision 80.2%, which is
greater than 50% shows us that can trust the model. In the confusion matrix, consider
1410 customers belong to the ‘no-churn’ category which is correctly classified by the
model. 175 customers belong to the ‘no-churn’ category but themodel classified them
into the ‘churn’ category. Whereas 229 customers belong to ‘churn’ but the model
classified them into the ‘no-churn’ category and similarly 299 customers belong to
‘churn’ and classified correctly into that particular category. The minimized cost
value after getting the optimized parameters of the theta is 0.437261.

Fig. 9 Result logistic regression
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Fig. 10 Result naïve bayes

5.3 Naïve Bayes

The accuracy obtained for the decision tree model as shown in Fig. 10 depicts that
76.33% of the test data instances are classified correctly into their corresponding
classes, i.e. churn or no-churn. ROC score is 76.39% and a precision 80.9%, which
is greater than 50% shows us that can trust the model. In the confusion matrix,
consider 1209 customers belong to the ‘no-churn’ category which is correctly classi-
fied by the model. 376 customers actually belong to the ‘no-churn’ category but the
model classified them into the ‘churn’ category. Whereas 124 customers belong to
‘churn’ but the model classified them into the ‘no-churn’ category and similarly 404
customers belong to ‘churn’ and classified correctly into that particular category.

5.4 Artificial Neural Network

The accuracy obtained for the decision tree model as shown in Fig. 11 depicts that
75.01% of the test data instances are classified correctly into their corresponding
classes, i.e. churn or no-churn; ROC score is 74.34% and precision 80.1%. The loss
obtained is 0.6793.

The results of four algorithms used are shown in Table 1.

Fig. 11 Result ANN
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Table 1 Results

S. No. Algorithm Accuracy Roc score Precision

1 Logistic regression 80.88 72.79 80.2

2 Decision tree 73.54 67.083 75.1

3 Naïve bayes 76.33 78.39 80.9

4 Neural network 75.01 67.93 80.1

6 Conclusion

The proposedwork built a standard churnmodel using algorithms like logistic regres-
sion, neural networks, naiveBayes classifier, and decision trees.Out of all themodels,
logistic regression provided us the highest accuracy. A standard churn prediction
model will help many telecommunication companies to increase their sales and
revenue. The customers can be better understood with the help of this model to know
the possibility of churn of each customer. Once the customers with high risk are
found, possible measures like discounts, offers and advertisements regarding such
type of customers will be brought into action to retain them. By doing this almost,
all the telecommunication companies can be benefited.
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Simulation of CubeSat Detumbling Using
B-Dot Controller
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Rakesh Chandra Prajapati, and Nanda Bikram Adhikari

Abstract CubeSats tumble with high angular velocity after it is deployed into orbit
due to the asymmetric force of deployment. This initial spin is not suitable for precise
attitude control. Therefore, it is necessary to reduce the angular velocity of CubeSat
to some acceptable value before switching to attitude control strategy. This process
of damping spin, known as detumbling is often performed by utilizing the Earth’s
magnetic field. In this paper, numerical simulation of CubeSat detumbling by using
a variant of B-Dot controller with angular velocity feedback is presented. The rota-
tional dynamics of CubeSat is simulated using the RK4 integration of equations of
rigid body kinematics and Euler’s second law of motion. CubeSat is propagated in
low Earth orbit (LEO) using Kepler’s equation of orbital motion. The international
geomagnetic reference field (IGRF) model is used to find the magnetic field strength
in the body frame as the satellite propagates in orbit, spinning on its way. Cube-
Sat is equipped with three magnetorquers, three-axis magnetometer, and three-axis
gyroscope.
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1 Introduction

The idea of utilizing the Earth’s magnetic field to control the attitude of satellites
equipped with current-carrying coils was proposed in 1961 [1]. Thirty-eight years
later professors Jordi Puig-Suari and Bob Twiggs presented their CubeSat standard
and four years after that CubeSats were launched for the first time in 2003 [2, 3].
QUAKESAT 1 (3U) was deployed with passive magnetic control in 2003 and mag-
netorquers were used for the first time onboard HITSAT (1U) which was launched
in 2006 [3]. Most of the CubeSats with mission requirements of active precise atti-
tude control use magnetorquers for detumbling. The main aim of this paper is to
present an architecture for simulation of CubeSat detumbling by considering the
design parameters of CubeSat as well as magnetorquers.

A magnetorquer is an electromagnet, with or without a ferromagnetic core, that
is used as an actuator to detumble the spacecraft using Earth’s magnetic field. The
magnetic moment generated by magnetorquer interacts with the magnetic field of
Earth to produce control torque to the satellite that is used to detumble or control
the attitude of CubeSat. This torque relies on the strength of the dipole moment
generated by magnetorquer, intensity of Earth’s magnetic field at that location in
orbit, and relative orientation of these two fields. The generated magnetic torque
is maximum if the moment generated by magnetorquer and the field of Earth is
perpendicular.

Magnetorquers are suitable actuators due to their simpler construction, higher
reliability, lesser weight, and lower cost compared to other class of actuators [4,
5]. Moreover, they do not have moving mechanical parts, do not need propellant,
consumes less power and can be operated as long as the solar panel or battery can
supply power [5, 6].

This technology has several limitations. Magnetorquers can only generate torque
on the plane perpendicular to the magnetic field of the Earth. So they can produce
only two control torque components [4]. This shows CubeSat equipped with only
magnetorquers is underactuated (components of control torque than the degrees of
freedom of satellite) [7]. So, it must be used with other actuators for full three-axis
attitude control. Its performance is dependent on the strength of Earth’s magnetic
field at the orbit, so it is more effective for LEO compared to higher orbits [6]. It has
a slow response time compared to actuators such as reaction wheels or propulsion.
Hence, it is not a good choice formissionswith fast and accurate pointing applications
[6].

The actuation of magnetorquer for detumbling requires some control law which
must ensure the damping of angular velocity. B-Dot controller is a simple and widely
used control algorithm to detumble satellites using magnetorquers. This controller
computes themagnitude and direction of current to be passed throughmagnetorquers
in order to detumble the CubeSat. The B-Dot algorithm used in this simulation was
proposed by [5] and this particular algorithm was selected due to its proof of global
convergence of angular velocities to zero for underactuated spacecrafts. This implies
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that the use of this control law detumbles the angular velocity of satellite to zero for
any initial values of angular velocity and orientation.

2 Simulation Architecture

The numerical simulation presented in this paper follows the architecture as shown
in Fig. 1. The flow of the simulation starts with the generation of the spherical
coordinates of CubeSat in ECI frame using theKepler’s equation of orbital dynamics.
This coordinate is used by IGRF model to compute the magnetic field of Earth in
ECI frame which is then transformed to body frame. Thus, generated magnetic field
strength, with the angular velocity obtained using equations of satellite dynamics, is
used to implement detumbling control algorithm.

2.1 Mathematical Model of Magnetorquer

The magnetorquer generates a magnetic dipole whose magnitude is proportional to
the current passed through it. The magnitude also depends on the number of turns of
the coil, its geometry, and the nature of the core used in the coil. The direction of the
dipole moment depends on the direction of the current. The mathematical model of
both air core and ferromagnetic core magnetorquer is presented.

Themathematical model assumes three identical magnetorquers aligned such that
the magnetic moment produced by them align with the principal axes. The magnetic
moment, considering air core magnetorquer, is given by the equation below [6],

μM = nAiM (1)

where μM ∈ IR3 consists magnetic moment generated by each magnetorquer, n is
the number of turns of the coil of each magnetorquer, A is the area of the magne-
torquer, and iM ∈ IR3 is a vector consisting the magnitude of current through each
magnetorquer.

In the case of magnetorquer with ferromagnetic core, Eq. (1) now has an extra
term ξ which accounts for the magnetic permeability and the geometry of the core.

Fig. 1 Architecture of simulation of CubeSat detumbling
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μM = ξnAiM (2)

where ξ is defined as below [8],

ξ =
(
1 + μr − 1

1 + (μr − 1)Nd

)
. (3)

Here, μr is the relative permeability of the ferromagnetic core and Nd is demag-
netizing factor which is written as [8],

Nd =
[
4 ln

(
lc
rc

− 1
)]

(
lc
rc

)2 − 4 ln
(
lc
rc

) (4)

where lc is the length and rc is the radius of core. The torque produced by the
magnetorquers due to interaction with Earth’s field is given by [9],

τM = μM × B (5)

where τM ∈ IR3 is the torque due to magnetorquers and B ∈ IR3 is magnetic field
vector in body frame. Equation (5) models magnetorquers by computing the mag-
netic torque experienced by the CubeSat using the dipole moment generated by
magnetorquers and the local magnetic field of the Earth as input.

2.2 B-Dot Controller

B-Dot controller is a popular control law used to detumble CubeSats. It is written as
[9],

μM = −kḂ (6)

where μM is a vector with its components corresponding to the magnetic moment
command to magnetorquers aligned on each of the principal axes, k is control gain,
and Ḃ is the derivative of magnetic field vector in body frame. Input current to the
magnetorquer is computed using Eq. (1) for air core and (2) for ferromagnetic core
magnetorquers, respectively.

This control law offers two major advantages [10]: (1) Ḃ is perpendicular to B for
high sensor sampling frequency compared to angular velocity of CubeSat. So theμM

produced by magnetorquer will be perpendicular to B, hence, producing maximum
control torque. (2) Ḃ is proportional to minus the angular velocity vector of satellite
−ω. This shows that the control law acts in a way to decrease the angular velocity
of the satellite which is in fact the desired effect for detumbling.
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The control law used in the simulation is the modified form of B-Dot controller
which requires the angular velocity of CubeSat as feedback. Detumbling is straight-
forward in a fully actuated system as they can perform three-axis control. In such
case, the zero angular velocity is asymptotically achieved if the control torque is in
the form τ c = −kω [5]. However, CubeSat with only magnetorquers is underactu-
ated so the same case does not apply to it. It is proved analytically that control law
presented in this paper strictly decreases the kinetic energy of CubeSat, which means
that it will converge to zero monotonically. This control law is written as,

μM = − k

||B||2 (B × ω) (7)

whereω is the angular velocity vector of the satellite. It can be seen that this equation
does not look like the 6 for this control law to be called B-Dot controller in strict
sense.However, the authors have also shown this controller being similar to theB-Dot
controller where magnetorquer dipole moment command is defined as μM ∝ (ω ×
B) ≈ −Ḃ. Avanzini and Giulietti [5] also presents an equation to find the reasonable
value of gain.

k = 2n(1 + sinζ )Imin (8)

where n is mean motion of satellite, ζ is the inclination of the orbit with respect to
the geomagnetic equator, and Imin is the value of minimum moment of inertia of the
satellite.

2.3 IGRF Model

The IGRFmodel is used to determine the magnetic field at the coordinate of CubeSat
in its orbit. The IGRF is updated every five years and the one used in this simulation
is 13th generation (2020–2025). This model computes the strength of magnetic field
for given polar coordinates (r, θ, φ), where r is the geocentric distance to the satel-
lite, θ is the co-latitude (90-latitude), and φ is the east longitude from Greenwich. In
simulation, this coordinate is obtained from the Kepler’s equation of orbital dynam-
ics. In case of the actual CubeSat on orbit, this information can be obtained from a
GPS sensor. The model is implemented based on the detailed algorithm presented in
[11] and [12].

The magnetic field strength generated by the IGRF model is in cartesian ECI
frame, but the one needed for B-Dot is in body frame. So, coordinate transformation
is performed for the magnetic field vector in ECI (BEC I ) to body frame (B) using
direction cosine matrix constructed using the orientation of satellite in quaternion
(q0, q1, q2, q3)[13].
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2.4 Orbit Generation: Keplerian Dynamics

TheKepler’s equation is solved to generate the coordinates (r, θ, φ) required by IGRF
model. The orbit and the position of satellite in the orbit are parameterized using six
Kepler elements. They are (1) specific angular momentum (h), (2) inclination (i), (3)
right ascension of ascending node (�), (4) eccentricity e, and (5) argument of perigee
(ω) and true anomaly (θ). It should be noted that the specific angular momentum and
true anomaly are often replaced with semimajor axis (a) and mean anomaly (M),
respectively [11].

Kepler’s equation is used to update the true anomaly which represents the position
of satellite as it propagates in its orbit. The equation is,

M = E − esinE (10)

where M is mean anomaly and E is eccentric anomaly. This transcendental equation
is solved for E using Newton’s iterative method. Using this value of E , true anomaly
(θ) is computed using the relation,

tan2
E

2
=

√
1 − e

1 + e
tan

θ

2
(11)

It is important to note that the initial value of E is not determined using 10 but 11.
Equations 10 and 11 are run in each time step of simulation, and the evolving

values of θ represent the position of CubeSat in orbit. However, the Earth is not
perfectly spherical in shape and is bulged in the equator. Hence, the gravity of Earth
is not perfectly directed to its center. So, for LEO satellites, the gravitational field
is not only dependent on its distance from center of the Earth. The second zonal
harmonic is the parameter that quantifies this effect and has dimensionless value of
J2 = 1.08263 × 10−3. This effect causes the right ascension � and the argument of
periapsis ω to change with time which must be considered for LEO satellites. This
change is expressed in equations below,

�̇ = −
[

3
√

μJ2R2

2(1 − e2)2a
7
2

]
(12)

ω̇ = −
[

3
√

μJ2R2

2(1 − e2)2a
7
2

] (
5

2
sin2i − 2

)
(13)



Simulation of CubeSat Detumbling Using B-Dot Controller 547

where R and μ are the radius and gravitational parameter of the Earth, respectively.
a and e are the semimajor axis and eccentricity of the orbit, respectively, and i is the
orbit’s inclination. The orbit is generated by propagating equations (10), (12), and
(13) in each time step of the simulation.

Equations (10), (12), and (13) are used to update theKepler elements as the satellite
moves in orbit. The coordinates that are required is not in terms of Kepler elements
but in spherical coordinate in ECI. So, in each time step, the updated Kepler elements
are converted to the cartesian position vector of CubeSat in ECI frame. Then, this
position vector is transformed into spherical coordinates (latitude, longitude, and
height) which is used by the IGRF model as input. Curtis [11] presents a detailed
algorithm on these transformations.
Transformation of Kepler elements to the position vector in ECI frame. First of all,
the Kepler elements are converted into the position vector in perifocal frame [11].

rPQW = h2

μ

(
1

1 + ecosθ

)⎛
⎝cosθ
sinθ

0

⎞
⎠ (14)

Then, the coordinate transformation of position vector of satellite in perifocal
frame rPQW to ECI frame rEC I is performed using direction cosine matrix Q.

rEC I = QT rPQW (15)

The 3-1-3 rotation sequences from ECI to perifocus frame are: right ascension
of ascending node (�), inclination (i), and argument of perigee (ω). The direction
cosine matrix (Q), which maps vectors in ECI into vectors in perifocal frame, is
defined as [13] [11],

Q =
⎛
⎝ cθ3cθ1 − sθ3cθ2sθ1 cθ3sθ1 + sθ3cθ2cθ1 sθ3sθ2

−sθ3cθ1 − cθ3cθ2sθ1 −sθ3sθ1 + cθ3cθ2cθ1 cθ3sθ2
sθ2sθ1 −sθ2cθ1 cθ2

⎞
⎠ (16)

where cθi = cosθi and sθi = sinθi are the shorthand notations, and θ1 = �, θ2 = i ,
and θ3 = ω are the rotation sequences.

Conversion of position vector in cartesian to spherical coordinates. The position
vector in ECI in cartesian coordinates is converted to spherical coordinates (r, θ, φ)

using the following relations [11].

r = |rEC I | (17)

θ = sin−1n (18)
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φ =
{
cos−1 (l/cosθ) , if m > 0

2π − cos−1 (l/cosθ) , if m ≤ 0
(19)

Here, l, m, and n are the direction cosines of the position vector in ECI frame. r ,
θ , and φ are the geocentric height, latitude, and longitude of the satellite which are
input to the IGRF model.

2.5 Satellite Rotational Mechanics

The rotational dynamics of CubeSat is modeled using the rigid body kinematics and
the Euler’s equation of motion. Both of these are coupled differential equations and
are integrated numerically using the RK4 method to find the orientation and the
angular velocity of the satellite in the next time step.
Kinematics. The rotation of the CubeSat is numerically simulated by integrating the
kinematic differential equation for the quaternions as presented in [13].

⎛
⎜⎜⎝
q̇0
q̇1
q̇2
q̇3

⎞
⎟⎟⎠ = 1

2

⎛
⎜⎜⎝

0 −ω1 −ω2 −ω3

ω1 0 ω3 −ω2

ω2 −ω3 0 ω1

ω3 ω2 −ω1 0

⎞
⎟⎟⎠

⎛
⎜⎜⎝
q0
q1
q2
q3

⎞
⎟⎟⎠ (20)

Here, (q0, q1, q2, q3) is the orientation of the satellite in quaternion, and w1, w2,
and w3 are the angular velocities of the CubeSat about each of body axes. This
coupled differential equation describes the evolution of the orientation of CubeSat.
Kinetics. The angular velocity of the satellite is propagated using the differential
equation obtained from the Euler’s second law of motion on the rigid body [13, 14],

Ḣ = τ ext (21)

Here,H is the angular momentum in inertial frame and τext is the external torque
acting on the satellite. In this case, the source of torque is magnetorquer, so τ ext =
τmt , where τmt is torque generated using magnetorquers. By applying the called
transport theorem [13] and simplification, it is obtained as,

ω̇ = I−1(−ω × Iω + τmt ) (22)

where I is the inertia matrix of the CubeSat and it is assumed to be diagonal, ω is
the angular velocity about the body axis of the satellite.
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Table 1 Orbital parameters, simulation parameters, satellite parameters, and the initial conditions
for simulation

Orbital parameters, CubeSat configs
and initial conditions

Values Units

Principal moment of inertia (0.33, 0.37, 0.35) kg m2

Max magnetic moment 2.0 A m2

No. of turns of coil 2000 Turns

Cross section of coil 0.02 m2

Relative magnetic permeability of core 5500 –

Length of core 0.0800 m

Radius of core 0.0050 m

Simulation time 0.2684 days

Step time 1 secs

Semimajor axis 6978 km

Eccentricity 0 –

Inclination 56 degrees

Argument of periapsis 0 degrees

Longitude of the ascending node 0 degrees

True anomaly 0 degrees

Initial roll, pitch, and yaw (0.0, 0.0, 0.0) rad

Initial angular velocities (0.6,−0.5,−0.4) rad/sec

3 Simulation and Results

The simulation is performed with the architecture presented in Fig. 1. The CubeSat is
assumed to be at the circular orbit of 56 degrees inclination at the height of 6978km.
The control law (7) is used and the gain is estimated using (8). All of the initial
conditions and the parameters are shown in Table 1.

Figure 2 shows the nadir projection of CubeSat on the Earth as it revolves around
the Earth.

Figure 3 is the magnetic field as observed from the ECI frame. However, the
magnetic field in the body frame as seen in Fig. 4 is more chaotic than the field in
ECI. This is because the observer (magnetometer fixed to the satellite body) itself is
rotating.

It is seen that the field in the body frame gets less random and periodic as time
passes. This is because the angular velocity of the satellite is slowly decreasing with
time as shown in Fig. 5.

Figure 5 illustrates the detumbling of CubeSat. The magnitude of the angular
velocities in each axis is converging to zero with time. Moreover, it is also seen that
the angular velocities are converging to zero as claimed by [5]. This shows that the
CubeSat is no longer spinning and is ready for fine pointing control strategy. It is
observed that themagnetic field in body frame after the CubeSat detumbles is smooth
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Fig. 2 Groundtrack of the CubeSat

Fig. 3 Magnetic field strength in ECI frame

and periodic. This is because the sensors will measure similar value as the CubeSat
travels around the orbit and comes back to same spot without spinning.

Similarly, Fig. 6 shows that the orientationof theCubeSat is gradually being settled
to some value as the satellite detumbles. It must be noted that this orientation to is not
necessarily the desired orientation. In satellite missions, after successful detumbling,
the fine attitude control system is activated to point satellite to the desired orientation.
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Fig. 4 Magnetic field strength in body frame

Fig. 5 Angular velocity profile of CubeSat as it detumbles

4 Conclusions

Thenumerical simulationofmagnetic detumbling is performed in aCubeSat spinning
on its way around the Earth in circular orbit using a form of B-Dot controller. The
CubeSat is fitted with three magnetorquers with ferromagnetic core and three-axis
sensors to measure magnetic field and angular velocity. The reason behind selecting
this variant of control law is its analytical proof of the global convergence of angular
velocity for underactuated satellite. Figure 5 shows the angular velocity of satellite
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Fig. 6 Orientation profile of the CubeSat in quaternions as it detumbles

converged to zero. The reasonable gainwas estimated using (8). Tomake sure that the
implementation of each subsystem is correct, results were compared with published
results and online sources. The implementation of orbit generation was verified by
generating the ground track of Fig. 4.23 of [11] with given initial conditions in the
book. Similarly, the result of IGRF model was compared and verified with the result
of online IGRFcalculator [15]. The result of transformation ofmagnetic field strength
from ECI to body frame was validated with the result presented in [9].

The further advancement of this research would be hardware implementation
of the system on onboard computer of a CubeSat and magnetorquer design using
optimization techniques.
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Abstract The analysis of traffic load and its impact on road bridges has become
an important method to ensure the longevity of the bridges. Heavy and rapid mov-
ing vehicles cause huge strain and deflection of bridges. The study of the dynamic
response of bridges and their trend over a period allows the continuous assessment
of their deteriorating conditions. Visual inspections and surveys only give an outlook
on the condition of the exterior of the bridge. A network of wireless sensors mea-
suring dynamic characteristics such as strain, deflection, and vibration can assist in
understanding the overall bridge structure conditions. In our study, an array of high-
precision inertial sensors has been deployed on both the old and the new sections of
the Bagmati bridge. Huge amounts of data are extracted from each sensor and then
preprocessed to remove corrupt data, outliers, and obtain clean datasets. This process
is followed by visualization of the preprocessed data to derive initial observations.
Statistical analysis is carried out to study the nature of obtained data, and machine
learning algorithms have been applied to predict the future trends.
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1 Introduction

According to Nepal Bridge Standards-2067, “all the permanent bridges shall be
designed for a design life of minimum 50years”. But there are bridges across the
country that are in use even after their life expectancy has ended. Reasons such
as significant environmental damage, varied load, and traffic conditions, corrosion,
cracking and other structural damages cause the design life not to match the overall
practical life expectancy. This also has a huge impact on the bridge’s load-carrying
capacity that further diminishes the actual lifetime of the bridge. Moreover, in the
context of Nepal, these bridges are used past their life expectancy without proper
and periodic monitoring and examining parameters that continuously make bridges
structurally deficient. Specifically, the core problem resides within the Kathmandu
valley. Mostly, the crowded and highly demanding populations dwell in this con-
stricted region of the country. The more the population increases, the more robust
transportation infrastructure is needed. One of the heavily jammed places is the
Kupondole–Thapathali bridge. To add to the condition, there are dynamic loads,
that means the bridges suffer from varying loads of vehicles falling under different
categories according to their weight. This all relates to the fact that there should be
periodic monitoring or inspection. Thus, the project features one of the highly busy
and heavily loaded bridges of Kathmandu valley, Thapathali bridge, which links two
districts Kathmandu and Lalitpur. There are two bridges at Thapathali, an old one
and a new one. This project focuses on real-time sensory data collected from these
bridges, their storage, and big data-based sensory data analysis and visualization to
classify anomaly parameters.

The nationwide bridge survey uses deep learning techniques [1], and a model-
free damage detection approach uses machine learning techniques [2] to evaluate
the bridge serviceability in accordance to real-time sensory data or archived bridge-
related data such as traffic status, weather conditions, and bridge structural configura-
tion. Applying deep learning [3] and machine learning perspective to SHM consists
of training algorithms so that it is able to classify the structure state of health-based
only on data about a given damage-sensitive feature [4], and a wireless sensor net-
work (WSN) for SHM is designed [5]. LSTM NN can achieve the best prediction
performance in terms of both accuracy and stability [6]. The algorithms for vehicle
detection and axle estimation based on the findings are derived, and their performance
is evaluated and discussed[7]. Deep learning and machine learning tools have been
used for big data time series forecasting [8–13].Moreover, hybrid models of ARIMA
and ANNs are often compared with mixed conclusions in terms of the superiority in
forecasting performance [14, 15].

2 Methodology

Implementation of inertial sensors in structures like bridges is necessary to observe
the inner conditionswhich cannot be seen by visual inspection.Visualization of traffic
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trends can help develop necessary regulations to restrict heavy loads and ensure a
long life of the bridge. Prediction of future trends can help decide optimal time for
repair and improvement as well as limit catastrophic failures. The purpose of this
project is to develop an efficient data acquisition and processing system that allows
inspectors and researchers to monitor the status of the bridge in near real-time. This
data can be used to develop appropriate regulations on the vehicle weight limit, traffic
density, as well as on repair and upgrade.

So far, structural health monitoring in Nepal has not been implemented on real
road bridges. The conditions of road bridges have been monitored through visual
inspection which is time-consuming and causes traffic movement restrictions and
disturbances. The data obtained from suchmethodsmay bemisleading or incomplete
and may not indicate the true status of the bridge.

2.1 System Block Diagram

Themajor components of the project model are depicted in a block diagram as shown
in Fig. 1, and the processes involved are described briefly in subsections below.

Data Extraction The recorded data is extracted from the SD card on the sensor
module.

Fig. 1 System block
diagram
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Data Conversion The data is originally stored in a compressed unreadable format
as a .tsv (tab-separated values) file. This is converted into a readable .csv (comma
separated values) file using recompilation software provided by the sensor manufac-
turer.

Data Preprocessing The data retrieved from the sensor is first converted into a read-
able format using the recompilation software provided by the sensor manufacturer.
All the corrupted values like missing values and Not a Number (NaN) are removed.
The retrieved data is originally retrieved at a sample period of 200 milliseconds. The
data is resampled to a rate of 5 s for clear visualization and reducing the training
time. Only the required columns are extracted, and a time series data set is formed
by using the sensor’s recording time as a time index.

Data Visualization The preprocessed data is visualized using a plotting library in
Python. Visual inspection shows the periodic trend of vibrations increasing during
the day and decreasing during the nights. The overall amplitude is lower during the
holidays.

Prediction Using LSTM Networks The preprocessed data is split into training and
test set and used for prediction using LSTM networks.

Prediction Using ARIMA The time-series data set is also split into training and test
set and used for prediction using the ARIMA model.

2.2 Instrumentation

The instrumentation of the bridge is carried out using an array of three sensors placed
on either of the bridges. The sensor module shown in Fig. 2 is a high-precision gyro,
accelerometer, and geomagnetic field sensor with Bluetooth 4.0 transmission. The
range of acceleration and angular velocity is ±16 g and ±2000◦/s, respectively. The
range of angular displacement in X- and Z-direction is ±180◦ and in the Y-direction
is ±90◦. The output frequency of the sensor is in the range 0.1–100Hz. The data
interface is the serial TTL level with a baud rate of 115,200.

The observable variables of this customized sensor are three-axis acceleration,
three-axis angular velocity, three-axis magnetic field angle, temperature, and air
pressure. The data is retrieved from an SD card in the form of a tab-separated values
(TSV) file. The source data is not usable and thus requires processing to obtain it in
the standard CSV format. Software provided by the sensor manufacturer is used to
process the raw data.
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Fig. 2 Sensor module

2.3 Observations

There are two beam-type bridges, each one having a length 184m and a width 6m
where the construction date is 1967 AD and 1995 AD for the old one and the new
one, respectively. Before the installation of the array of sensors, it was essential to
identify and locate the sections for optimum vibration recording and collection. So
testing of possible sites for sensors was done at five different locations on the bridge
road surface. Figure 3 depicts the test points for observation before selecting the
sensor deployment location.

With structural experts’ advice, six sections along with the sensor’s orientation
arrangement were selected for sensor deployment on the Thapathali–Kupondole
bridge as depicted in Fig. 4. The sensor nodes are fixed on the structure under the
bridge. The main sensor is enclosed inside a waterproof box which is bolted on the
steel frame under the road. The data is extracted manually from the SD card on the
sensor. The sensor box consists of a button to turn on the sensor and LED indicators
to show if the sensor is turned on or off. The sensor nodes have high flexibility, i.e.
they can easily be installed and uninstalled in any position. The sensor installation
line was selected under the bridge as shown in Fig. 5.
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Fig. 3 Test points before sensor installation

Fig. 4 Illustration of Sensors installation in the Thapathali–Kupondole bridge

Fig. 5 Sensor installation site
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2.4 Time Series Modelling Using LSTM

Oneof the approaches in time series forecasting is the use of recurrent neural networks
(RNNs). However, long short-term memory (LSTM) has proven to be better than
RNN as it solves long-term dependencies and vanishing and exploding gradient
problems. The basic unit of LSTM is its cell or cell state which provides memory to
LSTM so it can remember the sequence. It consists of three gates: input gate, forget
gate, and output gate. The following are the relevant equations for these gates:

it = σ(wi [ht−1, xt ] + bi ) (1)

ft = σ(w f [ht−1, xt ] + b f ) (2)

ot = σ(wo[ht−1, xt ] + bo) (3)

where it , ft and ot represent input gate, forget gate and output gate; σ represents
sigmoid activation function; wx represents the weight for respective gate neurons;
ht−1 represents output of the previous LSTM block; xt represents input of current
time stamp and bx represents biases for respective gates.

The main components of LSTM are cell states and gates. The cell state carries
relevant information throughout the long sequence. The task of adding or removing
the information to the cell state in the chain of sequences is of the gates. Gates
are actually responsible for regulating information flow in an LSTM cell. Basically,
an LSTM cell consists of three varieties of gates. The forget gate determines what
information is to be thrown away or kept from the previous steps. The sigmoid
function takes information from the previous hidden state aswell as information from
the current input state and then outputs values between 0 and 1. The value close to
zeromeans to forget, and the value close to onemeans to keep. Then, there is an input
gate which functions to update the cell state. It consists of sigmoid activation where
the previous hidden state and current input are passed and the input gate determines
what values to be updated as values between 0 and 1means not important and 1means
important. In short, it determines what information is relevant to be added from the
current step. At last, there is an output gate that determines what the next hidden
should be. Actually, the hidden state carries information on the previous inputs.
It can be said that the gating mechanism enables LSTM to model the long-term
dependency so well.

Basically, the sigmoid function is used for gates so that the gate is able to give
positive values and thus distinct answers whether to keep or discard a particular
feature. Similarly, there is tanh activation function that limits the value between −1
and 1. The equations used for the cell state and the final output are as follows:

ĉt = tanh(wc[ht−1, xt ] + bc) (4)

ct = ft ∗ ct−1 + it ∗ ĉt (5)
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ht = ot ∗ tanh(ct ) (6)

where ĉt represents candidate for cell state or memory at time stamp t; ct represents
cell state or memory at time stamp t and ht represents output of the current LSTM
block; wc represents the weight for cell state or memory and bc represents bias for
cell state.

2.5 Time Series Modelling Using ARIMA

Auto-regressive integrated moving average (ARIMA) model has been well fitted
for time series forecasting problems based on its own lags and lagged errors or
past values to predict future values. Generally, ARIMA models are defined by three
parameters, namelyp, d, andqwhich are all non-negative integers depicting themodel
as ARIMA(p, d, q). The further description of these parameters is as follows:

p: refers to the number of lags of time observations to be used as predictors also
called lag order and is also known as the order of “auto-regressive” term.

d: refers to the number of times the raw observations are differenced to make time-
series stationary and is known as the degree of differencing.

q: refers to the number of lagged forecast errors that should go in the ARIMAmodel
and is also known as the order of the “moving average” term.

If there are seasonal patterns in a time series, then seasonal terms are to be
added, and thus, it becomes seasonal ARIMA (SARIMA). The general equation
of an ARIMA model becomes:

Yt = α + β1Yt−1 + β2Yt−2 + . . . + βpYt−p + εt + φ1εt−1 + φ2εt−2 + . . . + φqεt−q

(7)
where Yt represents the predicted value of y; p is the order of AR term and
β1, β2, . . . , βp represent the auto-regressive parameters; q is the order of MA term
and φ1, φ2, . . . , φq represent the moving average parameters; εt represents the error
term at timestamp t and α represents a constant.

3 Results and Discussions

3.1 Statistical Analysis

The data collected for this project is the measurement of inertial parameters and
temperature collected over a period of 10days from 2020-02-18 to 2020-02-28
with a sampling rate of 200ms. The data set consists of 13 fields covering accel-
eration, angular velocity, angular displacement, and magnetic field in three direc-
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Table 1 Vibration data distribution for sensor 1

Count Mean SD min 25% 50% 75% max

az(g) 4248290 1.01574 0.00863 −0.8276 1.0151 1.0156 1.0166 1.6987

Table 2 Vibration data distribution for sensor 4

Count Mean SD min 25% 50% 75% max

az(g) 209290 1.00044 0.0579 −1.3691 1.002 1.0024 1.0029 1.1816

tions and a temperature parameter. However, it mainly discusses and analyses the
vibration(acceleration) of the bridge in the vertical direction(az) in this section. Due
to interruptions and failure in the sensors, a significant amount of data has been
extracted only through sensors 1 and 4.

There are several statistical tests known as normality tests that can be used for
inferring whether the data appears as drawn from a Gaussian distribution. For this
purpose, the D’Agnostino’s K 2 test was used. In this test, the p-value can be inter-
preted as follows:

If p <= alpha; then reject the null hypothesis H0; not normally distributed
If p > alpha; then accept the null hypothesis H0; normally distributed

The value of alpha was fixed to 0.05, and then, this test was applied to the data
sets of sensor 1 and sensor 4. The result of the statistical test for sensor 1 data was
found to be as follows: statistics = 14917213.591, p = 0.000.

From the results, it is concluded that the data for sensor 1 data was not normal and
thus reject the null hypothesis H0. Similarly, the results of the statistics test for sensor
4 data were found to be as follows: Statistics = 559346.244, p = 0.000. Also, the data
for sensor 4 data was not normal and thus reject the null hypothesis H0. Moreover,
kurtosis and skewness were calculated. The skewness defines howmuch distribution
is pushed left or right, and kurtosis defines howmuch of the distribution is in the tail.
The following results were obtained for sensor 1 data: kurtosis = 6488.68643 and
skewness = −68.81102, and the following results were obtained for sensor 4 data:
kurtosis = 1088.71485 and skewness = −32.88305.

Since the kurtosis of our sensor 1 and sensor 4 data was greater than zero, it
implies that the data is heavily tailed. Similarly, the skewness of our sensor 1 and
sensor 4 data was less than zero which implies that the data is highly skewed on the
left side.

The summary of data obtained from sensor 1 and sensor 4 is shown in Tables 1
and 2, respectively.
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Fig. 6 Plot of az for 10days from sensor 1

3.2 Analysis of Vehicular Motion on Bridges

Visual analysis of the vertical acceleration plot of sensor 1 as shown in Fig. 6 shows
a seasonal trend occurring over a period of a day. This indicates that there is not
much difference in traffic density on normal weekdays. The overall acceleration
amplitude is lower on holidays due to less movement of traffic. The time series has
been resampled at a rate of five minutes for better visual clarity.

The trend of vertical acceleration in sensor 5 is the same as that of sensor 1. Due
to sensor failure, the data has been recorded for only three days. This indicates that
the traffic density follows the same trend in both the old bridge and the new bridge.

From the vertical acceleration plot from Fig. 7, a maximum impact that occurs on
the bridge is observed during midday and minimum impact occurs during the early
hours of the day. This indicates that there is peak traffic density at midday and least
during midnight. Similarly, the vertical vibration on the bridge at peak traffic hour
and low traffic hour has been illustrated in Fig. 8.

The overall vibration is higher during normal days and low on holidays as seen in
Fig. 9. From the comparative plot as shown in Fig. 10, it is observed that the z-axis
acceleration provides vertical vibration of the bridge as the value varies about 1g.
The y-axis acceleration is found to be the lateral vibration of the bridge as it has a
significant amplitude but not maximum. The x-axis acceleration is the longitudinal
vibration direction of the bridge as it has the lowest amplitude.

Since the most impact is along the z-axis, so the plots of z-axis vibration data are
mainly considered.

Modeling Using LSTM Prediction of vertical vibrations for the next time periods
was carried out using the long short-term memory (LSTM) sequence model. The
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Fig. 7 Plot of az for 3days obtained from sensor 5

Fig. 8 Vertical vibrations in peak traffic hour vs low traffic hour as seen in the data obtained from
sensor 1

data set obtained after preprocessing was first resampled into a period of 5 seconds
and then split into train and test sets in ratios of 80% and 20%, respectively. An
LSTM model consisting of 128 units was designed, and the model was fit for 20
epochs with a batch size of 32. The loss function used was mean square error (MSE).
The optimizer used for fitting was Adam with a learning rate of 0.001. After fitting,
the model was used for prediction and compared with test set values. The test set
root-mean-squared error (RMSE) was found to be 0.00138 g.

The root-mean-squared error (RMSE) for both train and test data was found to
be extremely low. This is because, in large structures, there is not much variation in
their response for a large period of time, and the vibration data was found to be very
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Fig. 9 Vertical vibrations during normal days vs holidays as seen in the data obtained from sensor
1

Fig. 10 Acceleration in three different axes as seen from the data collected from sensor 1

similar. The forecast by this model is depicted in Fig. 11, and train vs test error plot
is shown in Fig. 12.

Modeling Using ARIMA An ARIMA(3,0,0) model was used for the modeling of
time series data. The data set used was the vertical vibrations obtained in sensor
1. The data set was resampled to a period of 30min which would result in nearly
48 points each day. In total, 471 points were obtained indicating the measurement
period of nearly 10days. The data set was split into a training set and test set in the
ratio of 66% and 33%. Hence, the data obtained over a period of a week was used
to forecast for the next 3days. The forecast produced by the model is as shown in
Fig. 13. It is observed that the forecast follows the actual data very closely. This is
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Fig. 11 LSTM prediction versus actual test set

Fig. 12 Train loss and test loss

also because the sensor records vibrations in g, and due to the position of sensors,
the variation is extremely little.

4 Limitations

There were a number of challenges encountered during this research. Most of the
challenges occurred in the instrumentation process. During the first deployment, the
sensor box was lost because of its improper placement and installation. A number
of sensor modules encountered frequent power failures that led to improper mea-
surements and the generation of corrupted data. The data recorded by the sensor was
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Fig. 13 Arima prediction versus actual test data

stored in an SD card, and hence, it had to be frequently extracted from the site which
was time-consuming and difficult.

Besides the challenges in instrumentation, the data was recorded at a rate 5Hz
which did not allow high-frequency vibrations to be recorded. Also, since the sensor
was placed under the bridge, high-amplitude vibrations caused by heavy traffic could
not be recorded. A periodic pattern of vertical vibration increasing during the day
and decreasing during the night was obtained.

5 Conclusion

The data set collected from the Thapathali–Kupondole bridge can help us understand
the trend of traffic density and the impact of vehicular motion on the bridge. The
root-mean-squared error (RMSE) of the LSTMmodel used for forecastingwas found
to be 0.00138 g. The ARIMAmodel also generates a very close forecast with respect
to the actual data. The vibrations collected in g have a very narrow range. This is
because the change in response of the structure is slow and may take years to show
significant changes. The collection of data over 10 days can help us understand the
trend of traffic density but may not provide significant input in predicting the future
response of the bridge.

For better accuracy in vehicular motion sensing, the sensors must be placed on the
surface of the road. The fusion of vibration andmagnetic deflection can help detect the
type and the weight of the vehicle. The period and shape of the magnetometer signal
can help predict the speed and direction of the vehicle. Further, the verification of the
obtained data can be done by the means of the camera. This allows us to differentiate
between actual vehicular impact and sensor noise.

Since this is an ongoing project, it can be further improved by experimenting with
different sensor locations. Finite element analysis can provide the expected response
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of the bridge and that can be compared with our observations. Theoretical analysis
and data-driven analysis can be used together to build a more accurate and efficient
solution.
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Semantic Interoperability
for Development of Future Health Care:
A Systematic Review of Different
Technologies

Gajanan Shankarrao Patange, Zankhan Sonara, and Harmish Bhatt

Abstract World is getting smaller and smaller in a digital era but accurate and
precise health care depends upon high-quality information. Attributes of patients,
manufacturers, medicines, treatment systems, laboratory standards, hospitals, etc.,
are not identified in a real sense in many cases of development of healthcare data
But due to unavailability of authentic information, it cannot be integrated for use
of interoperability. Furthermore, an exchanged data must be understood by a user
which does not exist in the present time. This paper aims to identify the role of core
elements in health care. This paper provides a platform for identifying the role of each
element by conducting a survey and analyzing it for semantic interoperability which
is a prerequisite of Web Semantic. Survey reveals that interoperability in health care
obtained only when the role of each element is identified in a holistic approach.

Keywords Semantic interoperability ·Web semantic · Health care · Holistic
approach · EHR

1 Background and Rationale

Electronic health records (EHRs) are nothing but real-time, patient-centered records
that make actual information available readily and in a secure manner to autho-
rized users. It contains a patient’s medical history along with required data such as
diagnoses, medications, and treatment plans [1].

Semantic interoperability is nothing but the ability of computer systems to
transfer explicit data to information systems. Semantic interoperability is, therefore,
it is concerned not just with the packaging of data, but the simultaneous transmission
of the user data which is a requirement of the Semantic Web. This can be accom-
plished by the addition of relevant data which is requirement of linking of data in a
system [2].
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Fig. 1 Road map of
interoperability(5)

Semantic interoperability is necessarily based on ontology which is a shared
specification of a conceptualization. Semantic Web is an extension of the current
one, in which information is given well-defined meaning. Meaning is expressed
by the resource description framework [3, 4]. Figure 1 indicates the road map of
interoperability [5].

Thus, Semantic Web provides a common framework which allows data to be
shared and reused in different stages during the integration of information [6, 7].

Interoperability remains a huge burden to the developers of health system because
IoTdevices are heterogeneous in termsof different domain communicationprotocols.
Due to the lack of worldwide acceptable standards interoperability, tools remain
limited [8].

The current limitations in healthcare data standardization are lack of patient data
in layman’s language and its linkages to authoritative sources for further information.

For patients to be able to enter and access medical data, they need to be able to
understand the technical aspects as well as the contents of their record [9–11].

In the current situation, the challenges for interoperability include capabili-
ties of IoT components for processing as well as interpreting exchanged data. So
ontologies are essential for one to one alignment and central alignment because
conceptualization and implementation may be entirely different due to human nature
[12].

In every domain, standards may act as major units of reliability as they reflect
the quality and significance. In the healthcare sector, it is restricted only to machine
to machine. In reality, health needs some information transfers from institutions,
systems, machines, and people. This is because data channelization is required to
understand the various levels of interoperability and their significance to identify the
limitations of the standards [13].

The World Health Organization (WHO) has given a list of twenty mandatory
items which are useful for health study records. EHR information can be used if
it contains accuracy, consistency, timeliness as well as trustworthiness. The biggest
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disadvantage of the resource description framework (RDF) is flexibility and most of
the ontologies based on RDF [14].

The medical domain contains different clinical concepts which have ambiguous
termswhich result in different interpretations at every stage ofEHR. If a case admitted
in one hospital needs to be referred to any other hospital, every record related to that
case has to be transferred to the other hospital. These reports may or may not be as
per the semantics understood by other hospitals. Interoperability needs to be resolved
such issues efficiently [15].

For healthcare system, two approaches are important one is EHR standards and
other is vocabulary, however,many systems do not follow any standardswhich violets
the object of interoperability [16, 17].

Ontology plays a central role in different domains and useful in different models
through semantic interoperability for knowledge representations [18].

Half of the trials in clinical project fail due to EHR routinely collected data.
Routinely collected data is known as real world data because it is a direct data taken
from real cases. The gap between syntactic and semantic interoperability can be
reduced by correct interpretation of each layer [19].

The stockholders of health systems include clinicians, healthcare organizations,
patients, device, or manufacturers. Establishment of semantic interoperability needs
the involvement of all stockholders [20, 21].

For better understanding, there is a need for integrating three interoperabilities for
the holistic approach as shown in Fig. 2 [22, 23]. Semantic Web technologies may
resolve many issues regarding the representation as well as extraction of information
by many smart applications such as meteorology and environment observation.

Thus, the Internet of things (IoT) facing a challengehow to achieve interoperability
between various healthcare platforms and it is very important how ontologies and
semantic data processing system can be integrated to facilitate interoperability across
the process to produce same interpretations.

Fig. 2 Relationship among different types of interoperability [22, 23]
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In this context, the most notable existing developments lagging in uncovering of
information fromdifferent platforms such as doctors, patients, co-staff,manufacturer,
and pharmacist.

Thus, there is a need for the practical aspects of identifying the role of each domain
that gathers healthcare data from various sources in lemans language. The informa-
tion can be used further by integrating with adopted standards without violating
object of interoperability.

2 Methodology

Therefore, to know ground reality in healthcare process and environment, it was
decided to gather such information with the help of survey which identifies role of
each domain to align the objective of semantic interoperability.

The survey is carried out intentionally in developing country India which includes
all the necessary elements in electronic health record (EHR) in a heterogeneous
manner.

This study was designed to find heterogeneous data found among the different
elements in healthcare systems and to identify the role of each one for effective
implementation of semantic interoperability.

Data Collection

After permission from the authority of hospitals, manufacturer, and pharmacist, 300
participants were selected. The participants were doctors’ co-staff such as technician,
nurse, paramedical staff, pharmacist, and manufacturer.

Criteria for survey in the study included oral consent from the participant, able
to read and understand in English at a basic level. Basic questions were asked as in
Table 1.

Before asking questionnaires to various respondents, frequent meetings were
arranged for getting precise information. The time duration was arranged during
lunch and traveling during asking a question.

Local language is used during a process for getting accurate information; in case
of patients, questions were asked after some informal questions so that they reply to
real information.

Analysis

All data analyses yield the following results.
From Fig. 3 and Table 2, it has been cleared that the patients only have 21% stan-

dard vocabulary knowledge in contexts with standards associated with EHR. There
is a huge difference between doctors and co-staffs of around 60%. The pharmacist
and manufacturers which are important elements during the transformation of input
into output in a predetermined sequence found to be imperfect. One of the critical
elements in EHR is doctor and found to be lagging by 11%whichmay lead to serious
effects in some crucial conditions.
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Table 1 Survey questions (authors’ contribution)

Respondent Questions

Patients Are you confident for writing and filling forms by yourself?

Are you confident at saying your consultant that he will know everything in a
first visit?

Are you open at being to talk to your consultant?

Are you confident at understanding back what your consultants tell you in his
own words?

Are you confident at understanding your medicine prescriptions?

Are you confident at understanding your medicine side effects?

Doctors Are you confident at writing the standard name of disease by symptoms?

Are you confident at being to talk to your patient?

Are you confident at understanding back what your patients tell you in their
own words?

Are you confident that your patients take medicine in the same prescriptions?

Is there any mechanism that your patients take medicine in same as per your
prescriptions?

Are you aware of health standards update?

Co-staff Are you confident at understanding what your consultants tell you precisely?

Are you open at being to talk to your consultant if you don’t understand what
is to be done?

Are you open at being to talk to your consultant if you don’t understand how is
to be done?

Are you open at being to talk to your consultant if you don’t understand when
is to be done?

Are you open at understanding precision and accuracy of your machines?

Pharmacist Are you confident at getting the exact prescription of your consultant?

Are you confident at being to talk to your consultant if you don’t understand
what is the exact spelling of prescriptions?

Are you confident at understanding standard name and contents of medicine?

Are you confident at understanding handling procedure of medicine?

Manufacturer Are you able to manufacture the medicine as per standard?

Are you confident at understanding precision and accuracy of your contents?

3 Results and Discussion

Significant differences were found between various layers of information from
consultant to end user-patient during the healthcare information system which is
a base of semantic interoperability.

It was found that most the doctors met the requirements of accuracy and reliability
in most the cases as per medical standards. But during distributions of medicine
pharmacist did not know the prescriptions, for example, a medicine which needs
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Fig. 3 Meeting
requirements (survey results)

Table 2 Survey analysis
(authors’ contribution)

Respondent Percentage of meeting requirement

Patients 21

Doctors 89

Co-staff 30

Pharmacist 60

Manufacturer 70

to maintain refrigerated whole time due to lack of information. Patients did not
know the doctor’s prescriptions, for example, exact quantity of consumption. Co-
staff are not aware of standard procedure of taking a sample, operating machine, etc.
Manufacturers are not aware of quality of process including quality standards.

Collection of more and more data creates a learning health system environment
which again helps to monitor and adopt dynamic interoperability standards.

Current standards sometimes do not match with semantic interoperability so they
need the continuous inputs from various elements and they must play a role for
innovative interoperability initiatives.

In a developing country like India, there is an adoption of own independent infor-
mation system ignoring adherence to the standards which inclined toward missing
interoperability.

Medical domains contain many concepts which create different interpretations.
Thus, the semantic data may be good understandable through a user interface.

This paper sought to explore precise and required roles of different domains in
relation to semantic interoperability effectiveness. Understanding of role can reduce
the heterogeneity of system and integration in the healthcare environment to assist
semantic interoperability.
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The gap between syntactic and semantic interoperability can be reduced by correct
interpretation at each stage from source to destination. In electronic health record,
the source is varied from time to time it may be from consultant to patients or vice
versa.

While finalizing conclusion the world is facing COVID-19 issue. It was observed
that there is no authentic information available(from three interoperabilities semantic,
technical and social) till date, and yet, no platform is developed regions among at
all the stages so that accurate and precise information can flow from one source to
other, and objective of semantic interoperability will be met for future prosperity.

To achieve precise and accurate semantic interoperability, adoption of a standard
is required by the exchange of data among different layers which is discussed in
this paper. It can be achieved with unambiguously translating the dataset in desired
layman’s language which varies from one stage to other. As diseases like COVID-
19 growing exponentially, the evolution of knowledge is essential in the healthcare
domain. Good healthcare system depends so much upon having high-quality infor-
mation about a patient and interrelated system. Role of semanticinteroperability is
nothing but the ability of a system to exchange data with some another system as
well as to understand precise descriptions. Semantic interoperability is necessarily
based on ontology which can share expected specification of a current health data for
EHR which is a key requirement and will be merged as a backbone of current health
conditions for reliable data. And it can be achieved in an interoperable manner for
the development of standard-based.

Table 3 represents the role of each element in EHR for use of the Semantic Web
for interoperability.

Study Limitations

The study was conducted in a developing country India and one region. The results
may differ by some amount in other regions.

4 Conclusion

The need for entire elements communication in health care is very crucial for the end
result. However, the accuracy of such a process depends on the ability of different
elements to map different terms to shared semantics, or meaning for integrating a
heterogeneous data in one coherent whole.

Semantic interoperability seeks more understanding rather than only transferring
the data for a holistic approach.
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Table 3 Role of domain (authors’ contribution)

Doctor Patient Co-staff Pharmacist Manufacturer

Study the use of
behavior of
patients in new
situations like
COVID-19 by
fostering the
semantic
interoperability

Semantic
harmonization
services by
supporting
consultant,
co-staff,
pharmacist, and
manufacturer

Accreditation of
the clinical
research process

Adoption of
relevant
as well as usable
semantic
interoperability
standards

Accredit
manufacturing
process

Presentation of
patient data in
layman’s
language

Involvement and
cooperation with
the rest of domain

Accreditation of
clinical research
machines

User-friendly
EHRs

Adopt a model
of value
demonstrations

Adoptive
listening for
monitoring
long-term
interoperability

Interpretation of
medical
terminologies
correctly

Facilitating
required
documentation at
the point of
care

Ontology
mapping

Legal
compliance for
the benefit of
society

Adopt medical
standards to
reduce medical
errors

Avoid variations in
treatments for a
shorter time

Classification of
the information in
the applications for
future use

Focus on
achieving
technical and
semantic
interoperability

Quality
assurance
building

Derive health
data from
outcome all
other domain

Provide complete
health data

Recognition at the
receiver’s ontology

Enrichment of
the local
information

Deployments of
best practices

Collating
evidence from
health processes

Understanding of
data in a specific
context to avoid
misinterpretations

Support doctor in
interpreting data

Produce
findable,
accessible,
interoperable,
and reusable
data

Fostering
ecosystem
standards to
achieve the
interoperable
process

Use of data for
legitimate use

Stay active with
semantic
connection

Maintain the
security in
IoT-based health
devices

Analyze
trustworthiness
of various
entities included
in the EHR
process

To implement
the
interoperable
EHR process

Educate co-staff
to have precise
outcomes

Do not infer
general facts to
express the
interoperability of
IoT data

Inspects the
communications
between the Web
server and smart
devices

Avoiding
malware
practices

Maintain the
specifications of
services
and tools for
conformance
testing
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A Study onMultimodal Approach of Face
and Iris Modalities in a Biometric System

P. Sai Shreyashi, Rohan Kalra, M. Gayathri, and C. Malathy

Abstract Biometrics is an ever-emerging field which is now being utilized in many
applications and systems. Face biometrics are quite prevalent and have already been
deployed in many devices and applications. Iris biometrics though already stud-
ied and deployed in certain areas are considered very effective due to their lesser
chances of changing with time and uniqueness. Face detection and iris detection for
verification have been employed in various biometric applications already. Unimodal
systems of face and iris are secure, but for enhanced levels of security, multimodal
biometric systems are being created. Multimodal biometric systems are those sys-
tems which use the various biometric traits simultaneously, in order to authenticate
a person’s identity. There is a direct enhancement in the verification accuracy due
to such systems. The fusion of these two biometrics in consideration to make the
process of unauthenticated or unauthorized intervention complex because it will be
difficult and inefficient to get multiple biometric traits simultaneously in real time.
In order to draw a contrast between a unimodal approach and multimodal approach
for the biometrics, this paper presents a survey on using individual face classifiers
or individual iris classifiers and compares it with the combined classifier results.
After analysing the various techniques, it is concluded with the directions towards
the future scope.
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1 Introduction

There are various kinds of biometrics which are available and are being researched
extensively to develop better and almost foolproof methodologies. Face and iris
multimodal biometric systems, although not foolproof, can conceptually provide
effective levels of performance. The proposed researchworkwillmostly be looking at
variousmethods and techniques used for verification purposes (one to onematching).
This usually results in accept or reject results.

1.1 Biometric Verification

Biometrics is the field which deals with analysing characteristics of humans and the
systems which use the biometric data have the capability of identifying a human
uniquely. This data is recognizable and verifiable through appropriate techniques
and systems being developed. The methodologies and usage of biometrics go back
to the 1860s and hence it is not a new concept. Biometrics can be categorized as
physiological traits and behavioural traits. Physiological traits include fingerprints,
hand shape, vein pattern, iris, retina, and face shape. Biological traits within this
can be, DNA, blood, saliva, or urine. Behavioural traits include signature dynamics
(speed of pen movement, accelerations, pressure exertion, inclination), keystrokes,
gait, and gestures. Biometric verification is the process of verifying a person by their
biometric characteristic, it can be an image of their face, an image of their fingerprint,
and even a recording of their voice. This data of the person is then compared to data
already collected and stored in a database for real-time verification systems.

1.2 Face Detection

The face is one of the primarily used and implemented biometrics in recognition
systems. Facial verification is a biometric technology which helps in uniquely iden-
tifying a person by detection, comparison, and analysis of patterns based on the
various features of the face-like contours. These applications are generally used in
security systems and for related purposes. This technology has a high rate of usage
in various areas related to law enforcement and other enterprises due to its vari-
ous advantages. The main advantage is the ease of usage by the users and that it is
non-contact in nature. Images of a person’s face can be taken from a distance and
hence analysis can be carried out without much physical interaction. It is a highly
suitable technique for security, tracking, and attendance applications. There are cer-
tain drawbacks associated with this technique too. Some of these are lighting issues
(illumination) and facial expressions.
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1.3 Iris Verification

Iris is an effective physiological biometric trait which is used for recognition and
authentication purposes. Iris verification is a biometric technology which uses high-
quality images of the irides of the eye which uniquely identify people. Iris is an inter-
nal organ and remains protected from everyday damage and is uniform under most
conditions. This is implemented by applying appropriate algorithms and matching
techniques and this was developed by John G. Daugman, Ph.D., OBE. Iris verifica-
tion produces exceptional results with a high percentage of accuracy as compared to
many other biometric traits and related technologies. This again has the advantage of
being a non-contact form of the verification system and ease of usage for the users.
These systems have been inculcated in many systems for security purposes and in
enterprises.

1.4 Multimodal Biometric Verification: Face and Iris

The face verification system is a unimodal system as is the iris verification system.
When there is a single trait for information in the verification system, it is a uni-
modal system. A multimodal system is one in which, there is more than one trait for
information (as inputs) in the verification system. The multimodal systems increase
the scope and level of accuracy, especially in terms of security. The major reasons
for usage and implementation of multimodal systems are reliability due to multiple
traits, a higher level of accuracy, unavailability of one trait can be fulfilled by the
presence of other traits, and better handling of spoofing attacks. Face and iris biomet-
rics real-time data (live samples) are integrated or fused preferably at an early stage
for better accuracy. There are various techniques of fusion of multimodal data, like
feature-level and rank-level fusion. The templates formed after fusion after necessary
transformation are then compared accordingly and a final decision is reached.
Themajor advantages received out of such amultimodal system is a reduction in error
rates and prevention against security attacks like spoofing. Some disadvantageous
facts being higher computational and storage needs as well as processing periods.

2 Modules in the Basic Methodology

2.1 Face Detection (Followed by Iris Detection) and
Cropping Block

Face detection block is one of the main phases of the verification system. This block
is responsible for detecting the face. The basic architecture is designed in a way as
to locate the face and additionally discover the iris in it (Fig. 1).
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Fig. 1 System architecture design: block diagram

2.2 Pre-processing Block (within Face and Iris Detection
Module)

Face image goes through a series of pre-processing steps to reduce the impact of
factors that can affect face and iris verification algorithm detrimentally. Facial pose
and illumination of the face are the most critical of the factors. These issues have
been stated and noted beforehand. Pre-processing is a crucial and understated step
for the further processing, extraction, and verification steps. In the case of faulty
or low-quality pre-processing data, the results obtained will result in a low level of
performance.

2.3 Feature Extraction Block (for Face and Iris), Filtering,
and Feature Transformation

Feature extraction from the different modalities is carried out to find robust local
and global features from them to make the verification process more accurate and
also includes an essential step of dimensionality reduction. This is usually done on
either of the following levels or a combination from these levels which are: Pixel-
level features, local features, and global features. Feature extraction from the face for
verification process also is followed by a filtering step to convolve the image using
filter(s). These filters can either be based on a predetermined pattern or a pattern can
be learnt from the training data for the filtering process. Filtering can be done using
image patches and even in a multi-level structure. Encoding is another important part
of feature extraction which usually generates a feature vector or a histogram. Spatial
pooling block of feature extraction is used for further compression of features by two
mainmethods: average pooling andmax pooling. Average poolingwhere the average
value is utilized andmax pooling where the maximum value is utilized. Furthermore,
there are methods like template matching using pixel values [1], eigenface method
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[2], and fisherfacemethod [3] which help in the representation of the face. Iris feature
extraction is usually basedon the colour, texture, and shape. For iris feature extraction,
it can be done in mainly four different methods [4] namely: texture-based, phase-
based, zero crossing-based, intensity variation-based. Features are then transformed
using the original features by linear or nonlinear combinations. For iris verification,
the segmentation of iris from the image is also an important step. This is the process
of locating pupil and iris from the raw data. This displays challenging due to noises
in the images introduced due to various factors. For this, one approach seen in some
works use Viterbi’s algorithm and full width at half maximum (FWHM). FWHM
is applied after contour estimation to remove occlusion noise. Next module for iris
recognition is normalization which is the transformation of iris area into scale and
pupil-dilation invariant band. One method which was used [5] was the rubber sheet
model by Daugman [6].

2.4 Feature Fusion/Concatenation

This module involves the fusion of information of multiple modalities for the veri-
fication purpose and its overall better performance. Fusion can take place at various
levels namely: signal-level, feature-level, score-level, rank-level, decision-level. The
basic descriptions are given later for each of these fusion methods.

2.5 Feature Selection

This module has the function of selecting features, those which were extracted in
the previous steps to maximize the performance of the biometric system. This step
of feature selection helps in taking into account those features which will create
the most impact in terms of verification accuracy. Some of these techniques are
correlation-based feature selection (CFS) and mutual information (MI) [7].

2.6 Face and Iris Verification Block

In this block, the comparison or the calculation of similarity between two subjects(can
be the feature encodings) takes place. Among the most commonly used recognition
techniques for this block is eigen identification technique. The standard verification
methodology uses the Euclidian separation distance to coordinate features. Example
of the simplest features used in face verification is geometrical relations and distance
between vital focuses on the face. An evaluation technique is taken against each and
every current show in the database and the most solidly relating model is settled. On
the off chance that these are satisfactorily close, an affirmation case is enacted.



586 P. Sai Shreyashi et al.

3 Survey of Techniques and Methods

3.1 Face and Iris Detection Techniques

There are various face detection techniques which are as follows.

3.1.1 Viola–Jones Face Detection Algorithm

It is a real-time object detection framework. It results in effective rates of detection.
The basic steps involved in clear detection of the face in an image are:— Feature
computation from an image illustration. —Classifier using AdaBoost algorithm for
few important feature selection from a larger set of features. –Classifier combination
for better processing of the image for clearer detection.

3.1.2 Local Binary Patterns (LBP)

It mainly utilizes image texture features. In this technique, every pixel is assigned
a value which can then be combined with a target. LBP patterns help in realizing
key points in the target region. Then, there is the formation of a mask for colour and
texture-based feature selection.

3.1.3 AdaBoost Algorithm

This algorithm results in the creation of a strong learner by utilizing weak learners.
Strong learners are those which are strongly correlated to the true classifier while
weak learners are minimally correlated to the true classifier. In the various training
iterations, weak learners are added methodically and adjustment of the weight vector
is performed taking into consideration all the exampleswhichwerewrongly classified
in past iterations. This results in a classifier which has better accuracy than all the
classifiers based on the weak learners.

3.1.4 Neural Network-Based Method

In this method, there are mainly two stages. In the first, a filter is applied to all regions
of the image. An input of a fixed size pixel region is received by the filter to generate
an outcome between 1 and −1. This denotes whether or not a face is present in that
region. In the second stage, overlapping detections are merged and arbitrated among
multiple networks [10].

Iris images are usually either obtained by cropping face images or captured sep-
arately.
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4 Face Feature Extraction Techniques

For face feature extraction, the following global and local methods are used. Global
methods are those which take the entire image as a whole, for processing and local
methods are thosewhich extract features from sub-regions of the image in a repetitive
manner across the image.

4.1 Local Binary Pattern Histogram

This is a local method for feature extraction which utilizes 8-bit or 16-bit operator
on a fixed area of the image to assign values 0 or 1 with respect to the centre pixel
[5]. One method is to consider a circular LBPH with the extended neighbourhood
with chi-square distance found between feature vectors of test and train set images
for match score.

4.2 Principal Component Analysis

This is one of the global methods which tries to maximize the total scatter of the
images in the training dataset. It reduces dimensionality by resulting in an outcome
of projecting the training data to a one-dimension eigenface vector space. Test set
images are also projected into eigenface vector space.The feature vectors are obtained
for both training and test set data available with same dimensions. Euclidean distance
between feature vectors of test and train set images are found for match scores [11].
For example, if the face images are of 32× 32 size, then the number of dimensions is
1024. If the number of training data is less (hundreds), then it will not be problematic
to calculate the Euclidean distance but if the data samples are huge in number, then it
is necessary to reduce dimensionality using PCA. The method involves eigenvectors
calculation of covariance matrix formed using 1024 dimension feature vectors fol-
lowed by projection of every feature vector onto the largest eigenvectors in each case.
Thus, resulting in a linear consolidate representation of eigenfaces. Largest eigenvec-
tors havemaximumvariance and have themost information about various areas in the
images, so by considerate feature selection, that is, by removing an adequate num-
ber of features on order to avoid the curse of dimensionality or loss of information,
where it has obtained the required set of features. The feature extraction steps in this
technique have: –Centring data: Using scaling (eigenvalues) and rotations (eigenvec-
tors) covariance matrix formation. Eigen decomposition provides the eigenvectors
and values. Before PCA application, subtraction of mean from every data point is
a necessity. This is the centring process. — Normalizing data: For removal of scale
dependency of PCA normalization is performed by division of every feature by the
respective standard deviation. — Eigen decomposition calculation: Usually, single
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value decomposition is utilized for this step to obtain eigenvectors and values. —
Data projection: Projecting data over largest eigenvectors.

Some disadvantages of PCA are inability to remove statistical dependency and
largest variance may not always correspond to differentiating information.

4.3 Sub-pattern Principal Component Analysis (Sp-PCA)

Sub-pattern PCA works on a set of partitioned sub-patterns of the original pattern.
For each partition to extract local sub-features, it then receives a set of projection
sub-vectors. After that, there is a need to process them into global features for the
following step of classification. Images are partitioned into sub-images. The sub-parts
are formulated into row and column matrices. A global feature vector is generated
eventually and for face verification, weighted angle distance is used in this algorithm.

4.4 Modular Principal Component Analysis

This is a local method and another variation of PCA in which each image is divided
into blocks and PCA is performed on the divided images [13]. Divided images are
then transformed into row vectors. The number of images is increased by N × d
where N is the number of blocks and d is the number of training set images. One
method could be to find match scores by finding Euclidean distance between feature
vectors of test and train set images.

4.5 Linear Discriminant Analysis

This is a globalmethodwhich also projects the data into a vector space but thismethod
achieves this by modelling the difference between classes. It maximizes inter-class
variance andminimizes intra-class variance.Onemethod could beEuclidean distance
can be found between feature vectors of train and test set images for match scores
[11].

5 Iris Features Extraction Technique

Iris feature extraction is performed on normalized iris images and the outcome must
be significant information of the iris pattern in the form of encoding to get a higher
level of accuracy when comparisons between templates will be made. The following
methods and techniques are used for iris feature extraction.
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5.1 Gabor Filter

Thismethod gives an outcomewith optimum localization in both space and frequency
by modulating sine/cosine wave with Gaussian. Pair of Gabor filters are used for
signal decomposition where the specification of a real part and imaginary part is
done by amodulated cosine and sine, respectively. Frequency is found by sine/cosine
wave frequency and filter bandwidth is found by the width of the Gaussian. Daugman
used 2D Gabor filter for getting iris pattern encoding.

5.2 LoG Gabor Filter

This method has the advantage over Gabor filter of producing zero DC components.
In this method, Gaussian is on a logarithmic scale and frequency response is given
by

G( f ) = −e
− (log( f/ f0))2

2(log(σ/ f 0))2 (1)

where f0 = centre frequency, σ = bandwidth of filter.

5.3 Zero Crossing of 1D Wavelets

The zero crossings of dyadic scales of the wavelet filters are used to encode iris
features. The formulae for the mother wavelet ψ and wavelet transform for signal
f (x) are as below

ψ(x) = d2θ(x)

dx2
(2)

Ws f (x) = f ∗ (s2
d2θ(x)

dx2
)x = s2

d2

dx2
( f ∗ θs)(x) (3)

where
θs = (1/s)θ(x/s) (4)

5.4 Haar Encoding

In this method, both Gabor transform and Haar wavelet are considered as mother
wavelet. A feature vector of 87 dimensions is the outcome of the filtering process.
Then, the values ranging between −1 and +1 are mapped to 0 (negative) and 1
(positive) for more compacted templates. This resulted in a little better result than
the Gabor transform.
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6 Feature Transformation Techniques

Feature transformation is performed for removal of dimensionswhich are not reliable
or required. Feature transformation is also used to create new features from existing
original features. This results in a more compact and efficient representation. Few
common techniques and algorithms are:

6.1 Principal Component Analysis (PCA)

Principal component analysis (PCA) is an algorithmused for reducing feature dimen-
sions [14–16].Many variants of PCAhave been developed namely 2DPCA, 2DHOG
representation (using 2D PCA), asymmetric PCA(APCA), WPCA.

6.2 Linear Discriminant Analysis (LDA)

Linear discriminant analysis (LDA) is a supervised method which maximizes the
ratio of between class and within class scatter. It has been used for transforming
features into subspaces in many other works [14, 17].

6.3 Combination of PCA and LDA

Combination of PCA and LDA are also used for transformation of features in which
there are two steps: Facial descriptors projection into a subspace by PCA followed
by linear classifier as an outcome of LDA [6, 12].

7 Fusion Techniques

To create a multimodal verification system, the information has to be fused at one or
more levels. This fusion of information can take place using five different fusion tech-
niques namely: signal-level, feature-level fusion, match score-level fusion, decision-
level fusion, rank-level fusion.

7.1 Feature-Level Fusion

In this fusion technique, the features of the different modalities involved are taken
into consideration together to get better information about each entity involved.
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Concatenation of feature sets affects verification performance due to an increase
in dimensionality and redundancy of data. So, to reduce such effects appropriate
feature selection and transformation into a form, where processing becomes simpler
are carried out. Feature selection is the process of selecting an optimal number and
types of features based on the required task to be carried out. Some of the feature
selection methods are genetic algorithm, backtracking search algorithm, particle
swarm optimization, and sequential forward floating selection. Some of the feature
transformation methods are LDA, PCA, and ICA. So the basic steps carried out for
feature-level fusion are: Firstly, feature extraction from the differentmodalitieswhich
in this case are face and iris, then an optional filtering mechanism for richer and more
complex features to be extracted, then feature transformation for projection into a
different vector space, then feature combination or concatenation of the transformed
feature sets, followed by feature selection using a suitable method, and then finally
comparison with real information to check if matched or not.

7.2 Match Score-Level Fusion

In this fusion technique, scores are produced bymatching or analysing the probability
distributions and accuracies obtained from pattern vectors of the different modali-
ties, namely face and iris. There are mainly three types of match score-level fusion
techniques: classifier-based, density-based, transformation-based fusion. Classifier-
based fusion involves concatenation of scores from various classifiers which together
are considered as a feature vector. Every matching score is viewed as an entity of
the feature vector. Density-based fusion involves the calculation of score densities
separately for imposter scores and actual genuine scores. This estimation although
leads to a high level of complexity when implementing. Transformation-based fusion
involves normalizing matching scores so that this normalized data falls into a com-
mon area of consideration. Some biometric modalities are very incompatible, so for
them, a range has to be defined. In face and iris multimodal model, either one iris
or both the irises can be taken for match score fusion. Some algorithms for fusing
scores are weighted sum rule, simple sum rule, SVM for classification, radial basis
function neural network technique, and product rule.

7.3 Decision-Level Fusion

In this fusion technique, based on the received input, every matcher decides on which
is the best match and the final decision is made by combining the decision results
from the multiple biometric matches. Every decision is taken by comparing scores
with a certain threshold value. Some decision-level fusion methods are weighted
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voting, AND rule, OR rule, majority voting, and behaviour knowledge space. This
is generally less studied and applied compared to other fusion techniques because of
the higher risks of degradation in performance.

7.4 Rank-Level Fusion

In this fusion technique, certain ranks which are integer numbers are assigned for
every possible user identity. This technique combines all such output ranks for veri-
fying the user with a high level of confidence. This technique can be advantageous
as they do not require a further transformation into a common domain and hence
even have a simpler implementation. When there is lesser number of users or less
data, choosing the top rank can be adequate(as in some decision-level fusion tech-
niques), but as the number of users increases, it becomes necessary to even consider
secondary options which are used in rank-level fusion.

7.5 Signal-Level Fusion

In this fusion technique, modality samples from multiple sources can be combined
to create one more powerful sample. For example, capturing multiple photos of the
iris for a better quality of the image(super-resolution).

8 Feature Selection Techniques

8.1 Correlation-Based Feature Selection (CFS)

It is a filter-based algorithm which can be applied to both problems: continuous
and discrete. In this algorithm, a basic hypothesis is taken into consideration: Good
feature subsets have features correlated to class yet uncorrelated to others [9]. It is a
heuristic which takes into consideration individual classifiers for prediction of class
labels with a correlation level among them.

8.2 Mutual Information (MI)

This is the information shared between the two variables. Given a variableX, it means
how much information is obtained about another variable Y. Here, X is a random
variable and takes discrete values. A joint entropy H(X,Y ) is used
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H(X,Y ) = −
∑

xεX,yεY

p(x, y)log2p(x, y) (5)

I (X,Y ) = H(X) − H(X |Y ) (6)

= H(Y ) − H(Y |X) (7)

= H(Y ) − H(Y |X) −
∑

xεX,yεY

p(x, y)log2
p(x, y)

p(x)p(y)
(8)

9 Future Scope

• It could be used in multiple applications to improve authentication.
• It could be combined with other biometric authentications to further improve
security.

• It could be used in IoT devices for better authentication.

10 Conclusion

This paper has surveyed various techniques and steps involved in the multimodal
approach using face and iris modalities. The basic architecture for the multimodal
approach using face and iris real-time data (for authentication) will validate it against
the stored data in database after pre-processing and template generation. There will
be challenges in terms of time constraints and fusing features but this approach will
ensure a higher level of security and accuracy.
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Abstract This paper provides a current and future business analysis of small food
services and products company. Analysis methods include tabulation of the dataset,
as well as hypothesis testing by comparison between directly proportional variables
such as price/quality and recommendations/customer loyalty. Other calculations
include key economic dimensions, decisions influenced by the JobKeeper payment
scheme, data on capital expenditure expectations, and future business conditions. The
results of the analyzed data show that customer and company behavior is in parallel
with global trade. In particular, the growth of the digital market and customer loyalty
where they find a product that meets their quality needs. The analysis finds that
the company’s prospects in its current position are positive. Of the four variables
identified, two will be reinforced by the economic and market strategies to be imple-
mented. The work also investigates the fact that the analysis carried out has possible
limitations. Some of the limitations are that not all the company was able to register
in the JobKeeper payment scheme and the lack of use of key tools for sustainable
marketing.
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1 Introduction

This analysis is aimed to generate a critical, statistical, and economic analysis,
together with all the qualitative (ordinal) and quantitative (discrete) variables that
directly affect the global economy and the country in which the case study company
belongs at present. The whole process accompanied by scientific sources and data
provided by government sources. Some Australian market research [1] analyses the
use of quantifiers and government technologies by policymakers to implement the
wheat export market liberalization project. In 2018, Mazzarol et al. [2] provide an
overview of the cooperative and mutual business model, representing a unique type
of organization that has a dual purpose focused on economic and social objectives.
It also [3] analyses the drivers and difficulties in the economic relationship between
Australia and the European Union as negotiations for a free trade agreement begin.
Other research [4] presents how business idea adjustment affects sustainability and
creates opportunities for joint value creation in start-up companies.

Based on the analysis conducted, this research covers data updated up to the
present year which has been statistically processed and validated through hypothesis
testing, commercial impacts due to the global health emergency, data recorded from
companies so far this year and finally a forceful and structured marketing tool to
sustain the economic flow of the company. Statistical tools, economic dimensions,
and market factors are detailed for the proposed analysis, and consequently, all this
development becomes a vital analysis because it is a new contribution to future
studies within the company.

The government has set up a system of economic support called JobKeeper, which
seeks to sustain the economic flowdue to the economic impact of the global pandemic
that the population is going through. The monopolies are also affecting the economy
by implementing measures such as high-interest rates for economic loans that affect
medium and small businesses for their economic reactivation.

In summary, it can be said that the objective pursued is to develop a comprehensive
analysis to analyze the market behavior of the company case study, while ensuring
proper planning and development of its.

The rest of this manuscript is structured as follows: Sect. 2 describes the variables
and techniques used for the case study and the statistical verification. The results are
presented in Sect. 3. Finally, the conclusions are shown in Sect. 4.

2 Materials and Methods

2.1 Selection of the Variables and Techniques for the Dataset
Statistical Study

The vulnerability of the food sector will increase considerably, therefore, these
will have to be reinvented through new strategies to minimize human interaction.
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Customer loyalty in such businesses will normally continue and customers will be
willing to sit in spaces applying social distancing as the norm. New strategies will
be employed, such as live cooking, where price and quality will be key variables that
will ensure customer loyalty, as well as their subsequent recommendations to the
market [5].

The variables declared are as follows:
Q1: Price;
Q2: Quality;
Q3: Recommendations;
Q4: Customer loyalty.
Based on the above, four essential variables are identified for the statistical study.

Once the data have been tabulated, they are displayed as follows: (Tables 1, 2, 3 and
4).

Table 1 Count of the
indicator Q1 representing the
variable named (price)

Indicator Likert scale/other
options

Meaning Count

Q1 1 Strongly disagree 2

2 Disagree 9

3 Neither agree nor
disagree

41

4 Agree 135

5 Strongly agree 97

Table 2 Count of the
indicator Q2 representing the
variable named (quality)

Indicator Likert scale/other
options

Meaning Count

Q2 1 Strongly disagree 3

2 Disagree 6

3 Neither agree nor
disagree

44

4 Agree 111

5 Strongly agree 120

Table 3 Count of the
indicator Q3 representing the
variable named
(recommendations)

Indicator Likert scale/other options Meaning Count

Q3 1 Disagree 160

2 Agree 124
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Table 4 Count of the
indicator Q4 representing the
variable named (customer
loyalty)

Indicator Likert scale/other options Meaning Count

Q4 1 Disagree 153

2 Agree 141

2.2 Statistical Verification Through Hypothesis Testing

The statistical indicators used for the verification of the null or alternative hypothesis
are mean, variance, and statistical T framed in the T-test for two samples assuming
unequal variances, where the mean is between the maximum and minimum value
of the analyzed dataset. Variance, on the other hand, is a measure of dispersion that
represents the variability of a data series concerning its mean by calculating the sum
of the residues squared divided by the total of observations generated. The statistical
indicator T is the test that demonstrates whether the null hypothesis is true, as long
as the sampled population follows a normal distribution.

Hypothesis testing emerges acceptance or rejection through the results obtained
from the study, which may or may not be significant. To this end, it is essential to
correctly identify the values included in this process, which, when examined through
the hypothesis test, can determine the change in the experimental situation and the
approval or rejection of it [6].

As shown in Table 5, the specifications of the hypothesis and their respective
conditions for their elaboration in the analysis are represented.

Once the data have been tabulated and processed by the selected software, the
process for hypothesis testing between the price and quality variables is represented
in Table 6, as follows:

Once the data have been tabulated and processed by the selected software, the
process for hypothesis testing between the variables recommendations and customer
loyalty is shown in Table 7.

Feedback from the statistical study, the sample is taken, clearly agrees, and prefers
quality over price. Customerswill bewilling tomaintain their loyalty to the restaurant
where they buy instead of just recommending it.

Table 5 Hypothesis testing
specifications

Hypothesis Definition Data

Null hypothesis
Alternative hypothesis

H0 : μ = μ0

H1 : μ �= μ0; μ = Estimated sample
mean

H1 : μ > μ0; μ = Population
average

H1 : μ < μ0
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Table 6 Hypothesis testing between price and quality variables

Question Is the proportion of people surveyed who strongly agree with high quality
higher than the proportion who strongly agree with a good pizza price?

H0 There is a difference between the analyzed variables

H1 There is no difference between the analyzed variables

Statistical indicator Price Quality

Mean 4.112676056 4.193662

Variance 0.665704474 0.7220798

Observations 284 284

Df 565

T Stat −1.158531057

P(T < = t) two-tail 0.247136828

T critical two-tail 1.964171,551

Test 0.24714 > 0.05 (α)

Given that the statistical P-factor is greater than alpha, the null hypothesis (H0) cannot be rejected.

Table 7 Hypothesis test between the variables recommendations and customer loyalty

Question Is the proportion of people surveyed who agree to be loyal to their
pizzeria higher than the proportion who agree to recommend where they
buy their pizza?

H0 There is a difference between the analyzed variables

H1 There is no difference between the analyzed variables

Statistical indicator Recommendations Customer loyalty

Mean 1.436619718 1.496478873

Variance 0246852138 0.25087095

Observations 284 284

Df 566

T Stat −1.429867707

P(T < = t) two-tail 0.153306738

T critical two-tail 1.964164101

Test 0.15331 > 0.05 (α)

Given that the statistical P-factor is greater than alpha, the null hypothesis (H0) cannot be rejected

2.3 Regulatory and Economic Dimensions Within
the Organizational Macro-environment

The new reality facing especially in the food sector represents an important global
economy for the world, as do the millions of people who work there every day. The
current crisis will come with a new model of respect for the great food and hotel
industries that are the true engines of the new economy [7].
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Fig. 1 Employment decisions influenced by the JobKeeper payment scheme, proportion of business
by industry

Table 8 Percentages of capital expenditure intentions

December 2019 (%) March 2020 (%)

Reduced ability to pay operating expenses 54 22

Decreased cash flow 72 66

Reduced access to a credit or additional funds 25 18

According to Australian Bureau of Statistics [8, 9] says (2020), there is a busi-
ness preamble, where a survey in April 2020 of a sample size of 2,014 Australian
companies with a final response rate of 60% obtains the economic results as shown in
Fig. 1 (registration and employment decisions influenced by the JobKeeper payment
scheme):

From the business reviews, a 2020–2021 capital expenditure forecast is identified
between December 2019 and March 2020, with the capital expenditure expectation
data being amajor indicator of business confidence. The data shown in Table 8 below
are obtained [8]:

2.4 Legal Regulatory Dimensions

See Table 9

2.5 Government Data on Market Factors

As shown by the Australian Bureau of Statistics (2019) [10, 11], a review accom-
panied by reliable data is essential for the analysis of market factors. The data
analyzed have small random adjustments from the government source because of
the confidentiality that must be maintained with the data (Fig. 2).
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Table 9 Preparing, getting up, and running your business

Preparing yourself for
business

What should be
done?

Getting up and running What should be
done?

Analyze your business
idea

Business potential Registering your
business

Complete all
business records

Define your customers
and competitors

Market survey Record keeping Keep a record of
income and
expenditure

Develop your business
plan

Business plan Hiring workers Pay employee
benefits

Recognize risk Emergency
management and
succession plan

Setting up your
business banking

Create a business
bank account

Determine your business
structure

Define the
commercial structure

Setting up your
electronic payment
systems

Setting up an
electronic payment
system

Confirm your business
name is available

Find your business
name

Apply for an Australian
business number (ABN)
and register your
business name

Request the business
number

Register your Web site
domain

Register the Web site
domain

Find advice and support

2.6 Marketing Models for Sustainable Business Results

The pandemic is analyzed as an accelerator of structural change, which presents the
consumption and digital transformation in the market. Agents could adopt a digital
transformation to the market to recover or even further increase sales after COVID-
19, through online advertising, conferencing software that reports 78% growth in
the USA, companies are examining in this transition phase decentralized decision-
making and new software to make the new digital work culture effective, productive,
and fast [12].

As mentioned by [13], to generate an impact on the environment and make a
business sustainable, the dominant logic of a company and its marketing is based on
focusing on the quality product by orienting its distribution market with marketing
strategies that understand the nature and processes of the companies.

The 4P’s strategy allows companies to achieve their objectives, through the correct
application of these, ensuring that the right product arrives, at the right price, in
the right place and that the promotional strategies have a significant influence.
Furthermore, with the statistical study and considering the current economic impacts,
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Fig. 2 Quick statistics set by Australian bureau of statistics (2016–2019)

there will be a real perception of the customer and its final relationship between
affordability and income [14, 15] (Fig. 3).

3 Results and Discussion

The statistical and market study concludes that customers prefer excellent quality
at an acceptable price. Customer loyalty is higher than those who could come by
advertising or recommendations. More potential customers can be reached through
digital channels that dominate the market and will do for a long time. The physical
places will have new regulations to fulfill representing a great cost for the company
in which the money can be used to potentiate the digitalization of the business. The
staff is preserved in a certain way through the financial support of the JobKeeper
payment scheme. Finally, all this process will be done in a progressive way to adapt
to a change that the world is facing.

By business size, 61% of small, 60% of medium, and 45% of large businesses
reported having registered or intending to register for the JobKeeper payment scheme
[16–18] (Fig. 4).
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Fig. 3 Graphic representation of sustainable marketing models and concepts

Fig. 4 Business capital expenditure intentions for the 2020–2021 financial year

On the other hand, companies expect restrictions that will affect them within the
next few months, and it is estimated that food companies will have a 75% business
condition (Table 10).

Table 10 Expected impact of
government restrictions in the
next two months by the extent
of the impact

Not at all (%) Small to a
moderate
extent (%)

To a great
extent (%)

Restrictions
on trading

37 35 29

Social
distancing
restrictions

29 46 25

Travel
restrictions

50 24 27
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Fig. 5 Requirements to return to post-pandemic business conditions

As additional data, the case study answers the needs of businesses to resume their
activities after overcoming to some extent the commercial impact that the global
pandemic has generated (Fig. 5).

4 Conclusions

The statistical review through the test of hypothesis is corroborated that the clients
prefer the quality of the product and their loyalty with the same one, which means
quality and loyalty are directly proportional. It is always suggested to supervise the
quality of the product and to reward the loyalty of the clients.

With the study of the key regulatory and economic dimensions of the organization,
a panorama is visualized where food services and products try to use the JobKeeper
payment scheme in 76%, belonging to an average of 60.5% of the companies cate-
gorized between small and medium, also, for the present year (2020), it is already
considered a 22% reduction of capacity for operating expenses, 66% reduction of
cash flow, and 18% reduced access to some additional credit.

Today’s sustainablemarketingmodels are basedonaverymarkeddigital structural
change, which has grown by approximately 78%. The application of the 4P’s tool
allows the administration to identify the characteristics required by each strategic
zone of this tool, highlighting the value that the product possesses, therefore, it
covers the needs and desires of the client with a product, price, correct place, and
always with the help of a promotion that truly influences the final purchase of the
client.
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Deep Learning-Based
Bluetooth-Controlled Robot
for Automated Object Classification

V. Vimal kumar, S. Priya, M. Shanmugapriya, and Aparna George

Abstract This paper presents a pick and place robot which can be monitored and
controlled remotely through MATLAB within a range of 10 m. Our system is to
retrieve predefined displaced items from a known area. The robot can be remotely
controlled by an android phone to move through the area of interest. The robot
while moving through its path uses an IP camera to stream images of its current
surroundings through Wi-Fi to a deep neural network (DNN) created in MATLAB.
The DNN determines if an item of interest is present and triggers appropriate control
action to retrieve the item.The threemain parts of themachine are, pick andplace arm,
base with 4 wheels attached to individual DC motors, control and communication
system using Arduino, L298N motor drivers and HC05 module. The system works
using two Arduino Uno-based controllers and four servo motors that move the arm.

Keywords Pick and place arm · Base · HC05 module · Arduino uno · IP camera ·
L298N motor drivers ·MATLAB · Servo motors

1 Introduction

A remote-controlled robot with deep learning-based computer vision capability has
a wide scope for applications. It could be useful in practically any situation, where
humans find it dangerous or uncomfortable. Areas with health hazards, tunnels in
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mica mines, areas of hostile military activity, waste segregation and manipulation of
materials located at areas of high radioactivity or temperatures serve as examples. The
mechanical design and associated electronics need to be streamlined for a particular
application, but intelligent analysis of images to decide on the course of action seems
to be a common factor. In this age of increasing computing power, it seems reasonable
to act toward the development of a deep neural network capable of identifying objects
and situations of all the domains in a holistic way. This may not be achievable by
the work of a few experts as there are a multitude of applications and associated
constraints related to each of these domains. This could be possible if a method
for extensive data collection to develop an expert system takes place along with
normal activities of people working in the aforementioned domains. This research
work proposed a robotic system with data collection capability and an approach to
integrate the collected data to make an intelligent decision in an easy to implement
manner using transfer learning. This research work proposes a prototype for simple
picking machine as a prototype which is capable of being moved around for data
collection by any person knowledgeable enough to use a mobile phone. The data
collected in this manner is used to train the last layers of a pre-trained GoogLeNet to
create a DNN suitable to implement classification for any domain of interest. This
paper presents the system with two Arduino Unos, one for controlling motion by the
operator and the other controlling particulars of robotic arm motion in response to
signals on Bluetooth communicated by the DNN.

2 Related Work

The papers related to robotic pick and place usually emphasis on a solution for a
particular issue like improving upon the precision for a particular application and
a robotic application making use of popular devices like android phone, addressing
delay encountered between control signal initiation and final element actuation,
implementation of an algorithm for pose determination, relieving operators from
minute details involved in telecontrol, innovations in sensors, mechanical design or
control. The emphasis of this paper is in developing a prototype with a method-
ology to collect data to bring in the benefits of powerful DNNs in all remote robot
applications, irrespective of the aforementioned domains.

Precision and delay reduction is addressed by Manoharan and Ponraj [1] and
also the approach of facilitating a user to execute a single task without having
to bother about subtasks is discussed. Proposed work integrated subtasks such as
motion planning, grasping an object and avoid collision in remote system through
DNN in a simple manner. The picking mechanisms could even be integrated with
electronic skin. Various research works are available on design, implementation,
testing and manufacturing of e-skins [2, 22]. Paper cutting art—kirigami is reported
in Lu and Nanshu [3], Huang et al. [4] research models to develop a stretchable trans-
parent electrode. Developments of this electrodes are widely adopted in implantable,
biodegradable devices and soft robots. A cost-effective method is reported in Gong
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et al. [5] research model to fabricate ultra-thin strain sensors. Proposed model uses
gold nano-wires to obtain better elasticity and sensitivity in the design. This paper
does not discuss the application of advanced sensors, but the data collection step
proposed could be improved to take in non-visual sensory inputs to serve as inputs to
a DNN expert system. Force feedback and displays generally provide better virtual
feeling to the operator [6]. ‘Charles Lindbergh operation’ is considered as the first
telesurgery was performed in 2001. Using ZEUS robot, this operation is performed
over 45 min. The robot was preinstalled with laparoscopic cholecystectomy [6] and
the surgeon located in NewYork treated a patient in France. Movement-based robots
replicate surgeon movements. In that, Da Vinci robotic system and video-assisted
surgery are considered as remarkable telesurgery system [7]. Control system acts
as interface between the robot and surgeon and replicated the movement into robot
operations [8]. Generally, the levels of autonomy (LOA) [9] are used to define the
semiautonomous abilities of a robot [10] and it suggests use of stereocamera-based
pick and place robot for high temperature application. This paper though limited to
use simple IP camera application, the methodology is scalable to advanced applica-
tions. Voice command-based object pick and place robot design are reported in [11]
which helps the disable persons. The work in this paper could help disabled persons
through mobile apps.

Neural network-based dynamic object recognition system is reported in [12]
which performs object grasping by pointing a random object and places the object
in bin. Pose estimation is reported in research work [13] which uses vision-based
object manipulation to grasp an object. Similarly, finding the object coordinates is
reported in literature [14] which converts the pixel coordinates using 2D transfor-
mation through its location and object oriented-based robotic arm control strategy.
Vision sensor is used to define the fundamental problem in pick the object in this
prototype to simplify the coordinate issues. Similar visual perception-based flexible
object pick and place model is reported in research work [15] which uses visual
data for objection manipulation [16]. Hakani discusses the robot controlled by cell
phone to be moved in the desired direction by a touchpad [17]. Discusses a waste
segregation strategy by a robot controlled by android application to avoid direct
human contact with harmful waste materials. Another pick and place robot system
is reported in literature [18] which uses degree of freedom to pick and place process.
This paper though discusses a particular system, the methodology used is intended
for a general system using a 22 layers deep network called GoogLeNet and uses
1X1 convolution to reduce dimension, increase depth and width without a signifi-
cant performance penalty [19]. Lin et al. [20] proposed a modified network approach
to improve the representation of neural network in object classification and detection
process. Recently, deep learning and convolutional neural network-based models
increases the detection process in a better fashion. Girshick et al. [21] proposes an
approach called Regions with Convolutional Neural Networks (R-CNN) for object
classification and detection, which is more effective than merely applying bigger
networks.
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3 Proposed Work

The robot consists of a base made of multi-wood of dimension 20 × 20. It supports
the arm assembly with four servos starting from servo1 at the bottom and ending
with servo4 at the tip for actuating a gripper acting as an end effector. It has four
wheels coupled to a separate DC motor. The front and the rear pair of wheels are
driven by two L298N motor drivers. The motor drivers are controlled by an Arduino
Uno. This Arduino is programmed to communicate with the operator via Blue-
tooth using an android phone. Thus, the movement of the wheels of a robot can be
remotely controlled by the operator using a common android phone. The operator is
not supposed to be proficient in programming rather the operator function is limited
to positioning the robotic system at a suitable location by using the touchpad of the
phone to move the robot back and forth and left and write. It is usually the picking
mechanism that needs consideration. In this paper, the emphasis is on developing an
easy to implement a deep learning strategy that could encourage as many people as
possible to develop datasets suitable for applications to their domain.

Figure 1 shows the black colored robotic armwith four servos mounted on a white
base with four wheels connected to separate DC motors and mounted with a stand
to fix android phone serving as IP camera.

The base has four DC motors (12 V 500RPM) are operated by two motor drives
(L298N). The change in direction and speed of rotation of the DCmotor is controlled
by the driver. The drivers are in turn controlled by Arduino UNO controller receiving
signals on Bluetooth from the android phone of an operator. Figure 2 shows the
associated block diagram.

Figure 3 shows the schematic of Bluetooth control of base wheel rotation using
the Android app.

Fig. 1 Robot picture with
arm, base, IP camera and
gripper

Android phone as IP camera 

servo1 

servo2 

servo3 
servo4 

End-effector/Gripper 
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Fig. 2 Block diagram of a control scheme for wheel movement

Fig. 3 Bluetooth control of
base wheel rotation using an
android app

The robotic arm mounted on the base has four servo motors. The end effector
of the pick and place robotic arm is a dexterous gripper. The arm has three 180°
rotatableMG995gear servomotors andoneSG90mini servomotor.AnotherArduino
controlled by another Arduino Uno receiving signals on Bluetooth from a DNN
running on MATLAB on a PC. The DNN signals the Arduino in response to the
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Fig. 4 Control flow associated with servos in the robotic arm

images streamed to it on Wi-Fi by the IP camera on the robot. Figure 4 shows the
associated block diagram.

Figure 5 shows the control algorithm implemented in MATLAB to control arm
movement.

Figure 5 shows the functional schematic for the working of the robot. An android
phone controls the movement of a robot through an area within a 10 m range of the
phone. The IP camera streams the images in its field of vision (FOV) to a preview
window in MATLAB GUI for monitoring. A MATLAB program automatically
detects the item of interest during the course of travel using a DNN and accord-
ingly controls the arm of a robot to retrieve the object of interest. Figure 6 shows the
region in which an object needs to be placed to be picked by the robot.

The laptop/PC with MATLAB should be connected to the same Wi-Fi network
as that of the IP camera/android phone serving as a server with an IP address. An
IP camera object is created in MATLAB workspace with the URL of the IP camera.
This can be used to provide live streaming of the position of the robot with its
surroundings. This image is also used by a DNN in MATLAB program for object
classification.

The Arduino programmed to communicate with MATLAB through a Bluetooth
link established by an HC05 module. The program for servo control is present in
the PC/laptop running MATLAB. This program signals Arduino to generate output
signals as per the objects classified by DNN loaded to MATLAB workspace.

The MATLAB program uses a DNN/CNN to classify objects. Transfer learning
was carried out on GoogLeNet to obtain a required classification for five objects.
The final layers were replaced appropriately and trained on fresh training data. The
final layers of network with modification are shown in Fig. 7.

The network was trained on 124 images collected by using the GUI in Fig. 8.
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Program 
Initialized 

i. Create arduino Bluetooth 
object to control servos 

ii. Set all servos at 90 degrees 
iii. Create IP Camera object to 

receive images for DNN 
iv. Display streamed images 

from IP camera on GUI 

DNN detect object in area of  
interest and user activated button on 

GUI

i. Run code segment to change servo postion in paused 
sequence to position the end effecter at predefined 
coordinates with grips wide open . 

ii. Close the grip and run code to adjust servos to place the 
object 

iii. Initialize servos to initial position

Fig. 5 General arrangement and control flow

TheGUI is capable of collecting images for training from the robotmoving around
its supposed area of operation from the images streamed on Wi-Fi by the IP camera
mounted on the robot.

The collected images were separated into five categories.
The categories are as explained below

i. Bottle: Images with bottle found in the region of interest
ii. BottleOutOfRange: Images with bottle found outside the region of interest
iii. Small_Item: Images with small items like battery, tape and eraser within the

region of interest.
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Fig. 6 ROI

Fig. 7 Final layers of
GoogLeNet replaced with
new_fc and new_classoutput

iv. ItemOutOfRange: Images with small items outside the region of interest
v. Unknown: The images encountered in the routine movement of the robot which

is not covered in the above four clauses.

4 Results

The DNNwas trained on a small set of 124 images. The training was done with 80%
of data for training and 20% for validation and data augmentation techniques were
used on training data. The network seemed to have stopped training before much
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Fig. 8 GUI for live data collection

overfitting as it classified all the validation samples correctly but missed out on one
training image. It classified one out of range item as unknown.

Figures 9 and 10 shows the confusion matrices for validation and training data.
Figure 11 shows the network performance on six random samples.
AMATLAB-based GUI was created and was capable of displaying objects classi-

fied by DNN and provide an option for the user to trigger an action or take automatic
action as per program.

An IP camera positioned at a suitable location stream the video with the current
position of the robot. Figures 12, 13, 14, 15 and 16 show the result obtained on the
GUI for different scenarios.

5 Conclusion

The paper discussed a simple application of deep learning-based object classification
method for robotic pick and place in daily life. The particular application discussed
may be implemented by explicit program-oriented methods, but the emphasis of this
paper is to develop a methodology with limited computational resources available
with individuals in academia to collect domain-specific data and apply that data to
keep enhancing a proven deep networkwith immense capability. Real-life application
of DNNs in novel fields of importance requires collective effort within academia
and industry to breakdown the tedious task of creation of extensive training data to
address unexpected pitfalls in the implementation of a powerful DNN. This paper
addressed the problem of freeing users from details of controls involved at lower
levels by limiting the picking position at one particular location and leaving the
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Fig. 9 Validation data confusion matrix

Fig. 10 Training data confusion matrix
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Fig. 11 Six random samples of images classified by the DNN

Fig. 12 MATLAB GUI for bottle
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Fig. 13 MATLAB GUI for BottleOutOfRange

Fig. 14 MATLAB GUI for Small_Item

neural network to decide on automatic pick and place. The user was just needed to
permit to pick in the GUI and the rest was taken care by the code sequence, but the
decision on if the position of the robot was conducive for proper performance was
taken by the DNN. The mature application of this methodology to combine shared
databases will entail considerable time and computational power but should serve to
open new frontiers in the application of AI.
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Fig. 15 MATLAB GUI for ItemOutOfRange

Fig. 16 MATLAB GUI for unknown
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Stacked Generalization Ensemble
Method to Classify Bangla Handwritten
Character

Mir Moynuddin Ahmed Shibly, Tahmina Akter Tisha,
and Shamim H. Ripon

Abstract Image classification is one of the fundamental tasks in the field ofmachine
learning. This study focuses on Bangla handwritten character recognition (BHCR).
Recognizing handwritten characters has numerous applications like optical character
recognition, post office automation, signboard recognition, number plate recognition,
etc. A system that can classify Bangla handwriting on the character level efficiently
on a large scale would surely be a primary step to achieve those autonomous user
experiences. This study has developed a stacked generalization ensemble system that
consists of six convolutional neural networks (CNN). The ensembled CNN model
of this study has been able to perform more accurately than the individual CNN
models. It can recognize 122 different Bangla handwritten characters with a test
accuracy of 96.72% and an f 1-score of 96.70%. The system has also outperformed
most of the existing works by achieving better performance and by recognizing more
handwritten characters.

Keywords Ensemble learning · Stacked generalization · Convolutional neural
network · Image classification · Computer vision · Bangla handwritten character
recognition · Autonomous system

1 Introduction

Approximately, 230 million people all over the world speak Bangla as a native
language, and about 37 million people use it as a second language for speaking
and writing purposes in their day to day life. Therefore, Bangla is not only the fifth
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most-spoken native language but also the seventh most-spoken language by the total
number of speakers worldwide. For being such a prestigious language, Bangla hand-
written character recognition is getting more importance among the researchers. It
has a lot of prominent applications such as national ID number recognition, post
office automation, automatic plate recognition system for vehicles, online banking,
parking lot management system [1], and many more. Even for signboard translation,
keyword spotting, digital character conversation, meaning translation, text-to-speech
[2], scene image analysis, and most importantly, for Bangla optical character recog-
nition (OCR) [3], the recognition system can play a significant role. But having such
a system with optimal performance for Bangla is more challenging than any other
language such as English that has a rather simple handwriting pattern.

Bangla script has a basic set of characters, i.e., 11 vowels and 39 consonants, and
many conjunct-consonant characters joined by two or multiple basic characters, and
these characters resemble each other pretty closely. This morphological complexity,
complex-shape cursive characters, the enormous variety of handwriting styles of
different people, and also the limited availability of the complete Bangla dataset
have created more adversity in recognizing Bangla character. To overcome these
challenges, researchers have come out with many articulate architectures such as
CNN with transfer learning [4], DCNNs models [1], and ensemble learning [5]. In
this study, the stacked generalizationmethod of ensemble learning has been proposed
in a new way to achieve a promising performance.

1.1 Background and Problem Statement

Image classification is one of the fundamental tasks in the field of machine learning
and computer vision. There are many techniques and methods to categorize images
into some classes. Bangla handwritten character recognition is a challenging task
as the characters are enriched with various complex patterns. There are numerous
methods that researchers have followed in Bangla handwriting related works. Bhat-
tacharya et al. [6] have used a multi-layer perceptron neural network to classify
Bangla handwriting images into 50 classes. In another work, hidden Markov models
(HMM) have been used for classification [7]. Traditional machine learning algo-
rithms have also been used in this area of research. For example, the support vector
machine (SVM) model has been used for handwriting recognition [8]. The majority
of recent works in this field have used a convolutional neural network (CNN)-based
architecture [9–12]. Saha et al. have created a CNN architecture based on the divide
andmerge technique [13]. The recurrent neural network has also been used in Bangla
handwriting character recognition [14]. On the other hand, transfer learning has
shown good prospects in this particular classification task. In [4], a model has been
created to classify 50 simple Bangla characters and the pre-trained weights of this
model have been used to create another model to classify compound characters.
ResNet50 architecture has been adopted for character recognition too [12].
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Ensemble learning is a technique where a classifier is built based on multiple
base classifiers for improved and accurate prediction. It has been used for image
classification and recognition for a long time with better performance. Many works
have explored the prospects of ensemble techniques in this area of image processing.
An evaluation concerning the performance of the ensemblemethods of convolutional
neural networks for image recognition has been carried out by Ju et al. in 2018 [15].
The comparison between different methods has been done based on the achieved
accuracy of the experiments and prediction. Stacked generalization—an ensemble
technique has also been applied with CNN for the classification of document images
with intra-domain transfer learning [16]. Stacked generalization can play a vital role
in the medical sector for detecting disease. In [17], Rajaraman et al. have shown
how this ensemble learning-based algorithm has improved the accuracy of detecting
TB in chest radiographs by creating nonlinear decision-making functions. However,
there has not been much work based on ensemble learning in Bangla handwriting
recognition. There is a gap of knowledge in how an ensemble model would perform
in isolated Bangla handwriting character classification.

This study develops an ensemble learning-based system to classify Bangla hand-
written characters. The objectives of this study are—(1) To create a few convolu-
tional neural network models for Bangla handwritten character classification. (2) To
combine those CNNmodels to develop a more robust classifier using stacked gener-
alization ensemble technique and (3) to compare the performances of individual
models and combined models.

2 Related Works

For recognizing handwritten Bangla character, author Alom et al. [1] first introduced
the state-of-the-art deep convolutional neural networks. A comprehensive analysis
had been done on the CMATERdb [18] dataset using deep learning models including
VGGNet [19], All-Conv Net [20], DenseNet [21], ResNet [22], FractalNet [23], and
NiN [24]. Among all these models, DenseNet showed very promising accuracy like
99.13% on digits, 98.31% for Bangla alphabets, and 98.18% on special character
recognition which outperformed other existing classical models for BHCR. In total,
73 different characters were classified. In [12], to solve the problem of BHCR using
lesser iteration to train, the authors employed transfer learning on ResNet50, a deep
learning convolutional neural network model. To fasten the training, the modified
version of one cycle policy and the variation of image sizes techniques had been
applied on the Banglalekha-Isolated dataset. They claimed to achieve the state-of-
the-art result of 96.12% accuracy in 47 epochs on 84 classes without any use of
ensemble learning.

The authors in [10] claimed to beat Rahman et al. [11] by achieving accuracy up
to 95% using the deep convolutional neural network which seemed better compared
to 85.96% achieved in [11] using only the convolutional neural network on Bengali
handwritten alphabets. Both of them had 50 classes in their experimented dataset.
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According to the authors [10], a more enriched dataset having different writing styles
by both female and male, the normalization and preprocessing of images, and the
sequential CNNs with max-pooling techniques had distinguished their methodology
from the previous work of similar research. S. Bhattacharya et al. [25] achieved a
94.3% character level accuracy on test data consisting of 33,453-word samples by
an end-to-end online Bangla handwriting recognition approach. They used SVM as
the classifier, and their model was able to predict about 152 different characters from
continuous text data by applying the segmentation of lines, words, and stroke having
good accuracy. Moreover, the “Bengali Handwritten Keyboard Application” was a
part of their proposed system.

In another study [9], the authors experimented on both Ekush and CMATERdb
datasets using a convolutional neural network. Their proposed EkushNet model
was mainly trained and validated with the Ekush dataset having 122 classes, which
achieved a satisfactory accuracy of 96.90% on the training set and 97.73% on the
validation set after 50 epochs. Besides, 95.01% accuracy was gained by the model
in cross-validation applied on CMATERdb. The authors claimed that the perfor-
mance of the proposed model was the best than the previous work done before
them on Bangla handwritten recognition. Rahaman Mamun et al. [5] had taken an
approach to recognize Bangla handwritten digit with the help of an ensemble of deep
residual networks. The authors had applied heavy augmentation in the training set
of NumtaDB dataset adding dropout layers to avoid overfitting. Finally, they used
Xception, an ensemble learning approach models, on a hidden test set to improve the
prediction accuracy, which had provided a notable performance of 96.69% accuracy.

3 Dataset

Few datasets consist of Bangla handwritten characters and numerals like
BanglaLekha Isolated [26], ISI [27], NumtaDB [28], CMATERdb [18], and Ekush
[29]. In these datasets, NumtaDB consists of only numerals and the ISI dataset has
Bangla basic characters and numerals of 60 classes. The other datasets CMATERdb
and BanglaLekha Isolated have Bangla basic characters, compound characters, and
numerals distributed in 73 and 84 classes, respectively. On the other hand, the Ekush
dataset also has Bangla modifiers along with basic characters, compound characters,
and numerals, and the whole dataset is distributed to 122 classes. As Ekush is larger
than any other Bangla handwritten character dataset, it is chosen for this study and
it is a multi-purpose dataset. This contains 367,018 different images. The creators of
this dataset have collected handwritten images in a form from 3086 people among
which 50% are male and 50% are female. Table 1 shows the details of the Ekush
dataset. And Fig. 1 demonstrates one character from each of the four types—the first
image being a modifier, the second one being a simple character, and third and fourth
images being a compound character and a numeral.
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Table 1 Ekush dataset
details

Character type No. of classes No. of instances

Modifier 10 30,667

Basic character 50 154,824

Compound character 52 150,840

Digit 10 30,687

Total 122 367,018

Fig. 1 Different handwritten
characters from Ekush
dataset

4 Proposed Methodology

In this study, isolated Bangla handwritten characters have been classified into 122
categories. In this section, the working procedures of the study have been described.
The dataset contains images having 28 × 28 pixels grayscale images. As machine
learningmodels can only workwith numbers, before feeding these images to amodel
to train, those need to be preprocessed, i.e., converted to some numbers. First, the
pixel values of each image are stored in a NumPy array. The pixel values are ranging
from 0 to 255. After that, the numbers representing an image is re-scaled in the range
of 0–1 by dividing each pixel value by 255. The reason behind this re-scaling is that
the deep learning models work better of the input sequences are in 0–1 range. In this
way, each image becomes a 28 × 28 matrix containing a value ranging from 0 to
1 in each cell. This matrix representation works as the input of the neural network.
When the images are ready to be fed into a deep convolutional neural network, the
models are created and trained with the preprocessed images. An example of the
original image and its matrix representation after scaling is shown in Figs. 2 and 3.
The reason behind preprocessing the input images in this way is that the images are
spatial and contextual data. The same number is present in a matrix representation
of an image but its placement is different from the other—it means that these two are
two different images. Regarding this, the matrix representation is necessary rather
than just squashing the pixel value representation of an image to create an input
vector for the neural network.

Initially, a deep convolutional neural model has been developed and six models
have been trained with different image augmentation techniques and with different

Fig. 2 Original image
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Fig. 3 Scaled matrix representation of the original image from Fig. 2 (input of the neural network)

batch sizes. After that, using those six models, a stacked generalization ensemble
model has been created to leverage all the individual learned weights and to develop
a more accurate and precise system for Bangla handwritten characters classification.
The workflow of this study is given in Fig. 4.

4.1 Convolutional Neural Network

Convolutional neural network (CNN) is a type of deep neural networks that arewidely
used in image classification. A CNN architecture typically has some hidden convo-
lutional layers that are inspired by the idea of mimicking the working mechanism
of the brain. A convolutional layer convolves based on the inputs that are fed to the
network. It has few attributes—convolutional kernel, input and output channels, size
of filters, and an activation function. The activation function for the convolutional
layer is generally rectifier linear unit (RELU). RELU activation function limits the
fed numbers to be only positive. It converts the negative numbers to zero and leaves
the positive numbers as-is. If x is the input and f (x) is the transformed output, the
transformation follows the following equation.



Stacked Generalization Ensemble Method … 627

Fig. 4 Block diagram of the workflow of the study

f (x) = x+ = max(0, x)(relu activation) (1)

Just like other neural networks, it must have an input and an output layer. Apart
from these layers, a CNN architecture has max-pooling layers too. The outputs of
multiple neuron groups are added by the max-pooling layer, and in this way, the
dimensions of data are reduced. A CNN architecture may have some dropout layers
too. And, at the top part of the architecture contains some fully connected dense
layers. In this study, a 16-layers CNN with 14 hidden layers have been used for the
classification task. After the input layer, there are two convolutional layers followed
by a max-pooling layer. The two convolution layers have a filter size of 50 and 75,
respectively. After the max-pooling layer, another convolutional layer is added with
125 filters and again a max-pooling layer is added. This happens for another two
times with the convolutional layers having 175 and 225 filters. After the final max-
pooling layer, there is a flatten layer and that is the start of fully connected layers in
this architecture. Then, there is a dense layer followed by a 40% dropout layer and
another dense layer followed by a 30% dropout layer. And finally, the output layer
has 122 neurons indicating the number of classes in this work. Figure 5 shows the
complete CNN architecture.

Fig. 5 Proposed CNN architecture



628 M. M. A. Shibly et al.

Each hidden convolutional layer has RELU activation, kernel size of 3 × 3, and
strides of 1× 1 in this architecture. The hidden dense layers also have RELU activa-
tion except for the output layer which has the softmax activation function. Softmax
function activates the neuron that has the highest probability in the output layer and
classifies the input sequence to the class corresponding to that neuron. It transforms
the inputs of each neuron to some probability values. The neuron with the highest
probability gets selected as the predicted class. Suppose, each neuron of the output
layer has the input of ezi and the softmax probability is denoted by σ(z)i . This is
calculated by dividing the input of the corresponding neuron by the sum of the inputs
of all neurons of the output layer. It is shown in Eq. (2).

σ(z)i = ezi
∑K

j=1 e
z j

(softmax activation) (2)

4.2 Stacked Generalization Ensemble CNN

Ensemble learning is a technique used inmachine learningfieldswheremore than one
model is trained for the same task as opposed to a typical machine learning technique
where a single model is developed for solving a particular task. In ensemble learning,
hypotheses from different models are combined to create a more generalized, accu-
rate, and robustmodel to solve a specific problem. There are few ensemble techniques
that can develop a generalized model from multiple models. Regarding this, most
commonly used ensemble techniques are majority voting, weighted majority voting,
Borda count, bagging, boosting, stacked generalization, etc. [30]. In this proposed
work, the stacked generalization technique has been adopted to create a system from
multiple CNN models for better performance.

In a typical stacked generalization, the original training dataset is divided into
n sets and a model for each set is created. Each of the developed models is cross-
validated with the same cross-validation set. These models are known as level 0
classifiers. In the next phase, the developed level 0 classifiers are combined to create
a level 1 classifier. This level 1 model is known as a meta-model or meta-classifier.
The outputs of level 0 models serve as the training data of the meta-classifier. And
finally, the meta-model is tested against the original test set of the dataset.

In this study, a modified version of stacked generalization has been used. Six deep
CNN models have been developed with the training set. Unlike the typical stacked
generalizationmethod, each level 0 classifier has been trainedwith thewhole training
set of the dataset but with different image augmentation for better generalization with
the hope that the classifier will perform efficiently in the real-world environment.
Each model has different image augmentation and different batch sizes. Each of the
level 0 classifiers has seen the different versions of the original dataset for different
image data augmentation. The architecture described in the previous section has been
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Fig. 6 Proposed stacked generalization ensemble architecture

used to train these level 0 classifiers. Each model has been saved and combined. The
output of each model is concatenated and few layers are added on top of that. The
layers are a dense layer, a 40% dropout layer, another dense layer, another 30%
dropout layer, and the final output layer having 122 neurons representing 122 classes
of theBangla handwritten characters. Thefinal level 1meta-classifier has been trained
with the training set of the dataset without any image augmentation. Figure 6 shows
the outlined stacked generalized ensemble system.

4.3 Image Data Augmentation

It has been proven that image data augmentation helps a classifier to recognize images
more accurately [31]. In here, while creating the individual CNN models, different
types of data augmentation have been applied to the training images. The images
have been rotated from 7° to 15°. The height and width shift range also has been
adjusted from 0.1 to 0.2 and the zoom range is varied from 0.1 to 0.2. These types of
augmentation provide more generalization to the classifiers. Here are some examples
of image data augmentation (Figs. 7 and 8).

Fig. 7 Original image (left)
and augmented image (right)
with rotation = 10°
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Fig. 8 Original image (left) and augmented image (right) with rotation = 10°, zoom range = 0.1,
height and width shift range = 0.1

5 Experimental Setup

This study aims to classify Bangla handwritten characters into 122 classes. To do
that, two approaches have been followed—deep CNN and stacked generalization
ensemble of six deep CNN models. The model architectures of both approaches
have been described in the previous section. For creating those models, Keras on
top of TensorFlow—a Python library has been used. For the stacked generalization
model, a scikit-learn library of Python alongwithKeras has been utilized. Themodels
have been trained on a computer having Ryzen 5, 1600 CPU, 8 GB ram, and Nvidia
GeForce 1050 TI GPU with Linux Mint 19.3 operating system.

5.1 Training, Testing, and Validating

The whole dataset has been divided into three sets—train, validation, and test. The
train set has 75%, validation set has 10%, and test set has 15% of the data. 275,264
of 367,018 images in the whole dataset are used for training. And for validation
and test, the number of images is 36,701 and 55,053, respectively. For level 0 CNN
classifiers, each of them has been trained for 40 epochs and has been validated on
every epoch. The weights of the model in the epoch that has the best validation
accuracy have been saved to the local disk. For each model, this process has been
continued. In this way, the best performing of weights of six individual deep CNN
has been stored. After that, each of the models have been loaded and tested with a
test set of the dataset in terms of precision, recall, f 1-score, and accuracy. For the
level 1 stacked generalization ensemble classifier, a model has been created with
the combination of all level 0 classifiers. In the training phase, the layers individual
models that constructed the ensemble models have been frozen because there is no
point in updating already learned weights. Instead, only the layers that are specific to
the ensemble models are made trainable. This model has been trained for 40 epochs
too. During training, like individual CNN models, the weights of the best epoch
have been stored. And later, it has been tested against the test set. While training,
validating, and testing ensemble models, there is no single input channel. Instead,
the same input has to be provided to each of the six level 0 models.
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5.2 Optimizers, Loss Function, Batch Size, and Evaluation
Metrics

While training the level 0 classifier, theRMSprop optimizerwith a 0.001 learning rate
has been used. For the level 1 stacked generalization ensemble model, the optimizer
is Adam with a learning rate of 0.001. As the models have to accomplish a multi-
class classification task, the categorical cross-entropy loss function has been used.
Another aspect of this study is that, while training, loading the whole training set into
memory has not been possible. That is why the dataset has to be loaded batch-wise
progressively. The batch size of 512, 768, 1024, 1536, and 2048 have been used
during experiments. Moreover, four evaluation metrics have been used throughout
the whole working process of this study—precision, recall, F1-score, and accuracy.
Precision is the portion of the correct predictions made by the classifier with respect
to total predicted classes. And, recall is the portion of the correct predictions made by
the classifier regarding the total existing accurate classes. F1-score is the harmonic
mean of precision and recall, i.e., both precision and recall are given equal importance
while evaluating the performance of a classifier. In short, accuracy is nothing but the
portion of the classifier being right.

precision = TP

TP + FP
(3)

recall = TP

TP + FN
(4)

f 1_score = 2× precision× recall

precision+ recall
(5)

accuracy = TP + TN

TP + FP + TN + FN
(6)

Here, TP, TN, FP, and FN are true positive, true negative, false positive, and false
negative, respectively.

6 Results

After completing the test phase of both stackedgeneralization ensemblemodels, it has
been seen that the ensemble model has performed better than any of the individual
CNN models. Among the CNN models, the fifth model has shown the best test
accuracy of 95.98% , and it also has a training accuracy of 96.65% and a validation
accuracy of 95.86% . On the other hand, the stacked generalization ensemble model
has a test accuracy of 96.72% . The ensemble model combining six CNN models
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have a training accuracy of 98.13% . and validation accuracy of 97.38% . after 40.
epochs.

6.1 Result Analysis

performance of six individual deepCNNmodels and stackedgeneralization ensemble
models along with the data augmentation of those models’ input images are given
in Table 2. It has been observed that model 4 which has 1024 batch size and image
augmentation of rotation= 9 degrees, height and width shift= 0.09, and zoom level
= 0.09 has the best performance among level 0 classifiers. Train accuracy versus
validation accuracy graph and train loss versus validation loss graph of the best
performing CNN model has been shown in Figs. 9 and 10. By looking at these two
figures, it is seen that the learning of the best CNN model has improved over the
number of epochs. These figures also justify the stoping of model training as at the
40th epoch, the accuracy is highest and the loss is minimal. The increasing number
of epoch beyond 40 is not that beneficial in this study as the improvement in accuracy
is very little compare to the time taken for further training. The other level 0 models
demonstrate a similar pattern in the learning curves. Another chart demonstrating
the comparison of precision, recall, f 1-score, and accuracy of all the models is given
in Fig. 11. In the bar chart of Fig. 11, it can be seen that the ensemble model has
the highest performance than the level 0 classifiers in terms of all the evaluation
metrics. This justifies the use of the stacked generalization ensemble technique for
the classification task.

Table 2 Performance of level 0 and level 1 classifiers

Model no Batch size Image augmentation Test accuracy (%)

1 512 Rotation range = 10, height and width shift = 0.1,
zoom level = 0.1

95.83

2 512 Rotation range = 11, height and width shift = 0.11,
zoom level = 0.11

95.36

3 768 Rotation range = 12, height and width shift = 0.12,
zoom level = 0.12

95.64

4 1024 Rotation range = 9, height and width shift = 0.09,
zoom level = 0.09

95.98

5 1536 Rotation range = 15, height and width shift = 0.15,
zoom level = 0.15

95.84

6 2048 Rotation range = 9, height and width shift = 0.09,
zoom level = 0.09

95.97

Stacked 32 No augmentation 96.72
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Fig. 9 Best CNN model accuracy (model 4)

Fig. 10 Best CNN model loss (model 4)

6.2 Result Comparison

There is only one work that has used the ensemble technique for Bangla char-
acter recognition and that has only covered the Bangla numerals [5]. This work
has obtained 96.69% . accuracy. There are few other works, some of them have
recognized only simple characters, and some of them have classified simple and
numeric characters. There is not much work that has recognized as many characters
as this study recognized. A comparison of this work with some existing studies has
been presented in Table 3.
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Fig. 11 Level 0 and level 1 classifiers comparison

Table 3 Performance
comparison

Work Number of classes Test accuracy (%)

Mamun et al. [5] 10 96.69

EkushNet [29] 122 97.73

Ahmed et al. [10] 50 95

Bhattacharya et al. [25] 152 94.3

Proposed method 122 96.72

7 Discussion

T idea of using a stacked generalization ensemble method to classify handwritten
Bangla character is first proposed in this study. And it demonstrates that the proposed
mhod can be used for the classification task to obtain better andmore accurate perfor-
mance. This method gives higher accuracy than any of the ordinary convolutional
neural networks. It also beats the majority of the existing works in terms of perfor-
mance. In this study, few CNN models have been created to classify the images of
the Ekush dataset into 122 classes following the first objective of the study. Those
CNN models have acted as the level 0. classifiers for the stacked generalization
ensemble classifier. After that, the models have been evaluated based on some eval-
uation metrics. The ensemble model has the best performance and outperformed
most of the existing works in this field of handwriting recognition. It has a training
accuracy of 98.13% , validation accuracy of 97.38% , and test accuracy of 96.72% .
On the other hand, the level 0 classifiers do not have more than 95.97% test accu-
racy. Another novel aspect of this study is how the stacked generalization method
is adopted. Usually, level 0 classifiers are fitted on different folds of the training
set using n-fold cross-validation. Each fold gives a classifier, and those n classifiers
are stacked to create the level 1 classifier. This strategy has not been flowed in this
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study. Each level 0 classifier has been fitted on the full training set, but with different
augmentation. By following this strategy, level 0 classifiers see more training data.
Additionally, image augmentation helps the classifier to be familiar with different
patterns of the handwritten image. If the individual classifiers can handle a variety
of images, then the stacked classifier will yield better accuracy.

The comparative analysis of these models’ performances shows that the accuracy
heavily relies on the batch size of the input instances. The models tend to have higher
accuracy if the batch size is larger. Due to the limitation of computational power, it
has not been possible to increase the batch size more than 2048. Larger batch size
could have yielded better performance. Other reasons behind the errors in the result
are that few of the classes are imbalanced, and few of themhavewrongly labeled data.
For example, the compound characters labeled as 110 and 111 in the dataset have
only about 1000. and 400 instances, while the rest of the classes have approximately
3500. instances each. On the other hand, the images labeled as 10. and 11 have a
considerable amount of wrongly labeled data. For these reasons, 5–7 classes have
poor individual precision and recall scores. And those few classes have affected the
overall performance of the classifier. Class-wise outlier detection can be applied to
eliminate the wrongly labeled data to make the model more accurate. Adding more
data to the imbalanced classes can also boost performance.

Another room for improvement is to work with the CNN architecture of the base
classifiers. The architecture used in this work for level 0. classifier is pretty straight-
forward. And the same architecture is used for all six base models. So, designing a
more complex architecture and using different architectures for the different models
could help this study to gain better performance. Moreover, this study does not cover
all the existing Bangla characters, rather covers 122 of them. Another limitation is
using a dataset that contains only greyscale images. Real-world images are mostly
RGB. But the RGB images can be converted to greyscale to be compatible with this
work. However, despite all these limitations, this study has shown that ensemble
techniques can add another dimension to the research of recognizing handwritten
characters. And in this study, it has been proven that the stacked generalization
method can obtain better performance.

8 Future Works and Conclusion

Bangla is a very rich language. Though it has only 50 simple characters, there are also
many compound characters in Bangla. In the Ekush dataset, there are 52 compound
characters. Adding more compound characters to it can help researchers to create
more efficient methods to recognize them. There are wrongly labeled data in every
publicly available Bangla handwritten character dataset. Cleaning those can help
data scientists to build better applications based on handwritten characters. Besides
that, only the stacked generalization ensemble technique has been applied in this
study. Other methods of ensemble learning can be applied and their efficiency can
be measured as well in this case. Another area worth exploring is to understand the



636 M. M. A. Shibly et al.

prospects of transfer learning in this area by applying various pre-trained models
like ResNet50, VGG16, VGG19, Xception, InceptionV3, etc. Those state-of-the-art
pre-trained models can add more efficiency to Bangla specific image recognition.
Additionally, a systematic literature review on the existing BHCR is missing. This
kind of study can lead the researchers in a better direction. Moreover, there are
limited existing works that cover the word level and sentence level handwritten
image recognition. Working on that can be very helpful to make various Bangla
handwriting dependent systems automated.

This studyhas aimed to explore the prospects of ensemble learning inBangla hand-
written character recognition. And it has proven that ensemble learning techniques
can be used successfully, and it can add more efficiency to the model performance.
This decision is backed by the implementation of a stacked generalization ensemble
method for the classification task as the ensemble classifier performed better than any
CNN classifier. This classifier has also performed better than most of the currently
available works in handwriting recognition. Such a model can eventually help the
software engineers to build sustainable systems for post office automation, number
plate recognition, and any other fieldwhere handwriting recognition is needed. These
autonomous systems can give people more convenient and hassle-free experiences.
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Extracting Forensic Data from a Device
Using Bulk Extractor

Shahana Bano, P. Pavan Kalyan, Y. Lakshmi Pranthi, and K. Priyanka

Abstract Generally, a data or an information of a device will play a key role to find
the owner and the things were done in that device from starting day up to the day it
was tested were shown in the information which we get from the device. And getting
that data was done by data extractors and the problem with the extractor is, for every
type of data it needs a different type of extractors to overcome this problem, and this
bulk extractor gets all types of data of a device without using any other extractor.
This bulk extractor saves the time of testing and gathering information and gets all
types of data easily.

Keyword Extractor · Information · Data and device

1 Introduction

Information is just a normal wordwhich used by a human or amachine, but in another
way, a small information is more valuable than the whole money in the entire world.
Getting an information from a human is not a simple task and getting information
from a system or any other device is harder than getting information from a human.
We can get information from a human being with help of psychological way, flip
flops, logical way, etc. There are many ways to get the information from a human
being, but these are not worked on an electronic device. To get data from a device,
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we need software and that software are called as extractors or data extractors And
these extractors are used to get the information from any device easily but those
devices take time, and for every different type of data, there is a separate type of data
extractor and it will extract the data only based on the categorized type only none of
those extractors will never do the work of other extractors work.

2 Introduction to Extractors

Extractor or data extractor is a software which is used to get or recover information
from a device, or an electronic gadget and that operation is called as data extraction.
Before going to learn about data extractor, user must learn what is data extraction
and how it will help the user to learn clearer about data extractor.

Data extraction means it is a process of getting data from a selected device by
using the primary and default procedure and techniques of a selected data extraction
software. And that software will get all the visible and invisible data of the device
which was testing to get the data.

For data extraction, there are plenty of software and those are called as data
extractors. The data extractors do only one thing that is the extraction of data for
every type of data like mobile data, system data etc., there is a separate data extractor
to do the data extraction. And these all extractors work properly and get data from
the selected devices and those extractors will only get only particular categorized
data from the device only and does not try to extract other categorized data from a
fixed categorized data. And all of these software’s are not free to use, each and every
one of the extractors is a paid software and we get normally a trailer version of that
extractor software and in that also we does not get all the operations to work on it
Fig. 1.

Fig. 1 Working of a data
extractor



Extracting Forensic Data from a Device Using … 641

3 Exiting System

Generally, extractors work only to get data from a connected device only that tool
will only grab some kind of data only not entire data. And one of the data extractor
process and working was explained in this paper and the faults are also mentioned
properly. To start this extractor, we have to set the path of that software stored location
and its file name is needed to start that extractor and it is shown in the following image
(Fig. 2).

And we can locate the storage of a local disk in terminal and it looks just like
as the following image and we can see many details in the result of that command
(Fig. 3).

The reason to show the storage location, we need all of the details which are
mentioned above to start the extractor. And the command to start this extractor
needs to include the storage location and the path and the command is shown in the
following image (Fig. 4).

And the same command is used to start extract the data from the devicewith a small
change and the change is in the place of disk name. After executing this command,
it will generate an output file for the selected device and that too in HTML file and it
is stored in another location of the device and it is locked with a password and there
is a command to open those locked files, and the command to open those locked files
is as shown in the following image (Fig. 5).

And we can see the locked output file in the location and it will be shown like the
following image (Fig. 6).

The problemwith these extractors is all the files are in HTML files and all the files
are in encrypted form, and these problems are overcome with our proposed system.

Fig. 2 Normal extractor
starting

Fig. 3 Location of extractor
in disk

Fig. 4 Command to start the
extractor

Fig. 5 Command to open
locks for file
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Fig. 6 Output files inside the locked folder

4 Proposed System

As per we explained in the existing process to get data from a device, we can easily
identify the fault in the process and the data it will gram through the existing software.

Our proposed procedure and software will help to overcome the problem on
existing system. And name of that software is bulk extractor. And to start the bulk
extractor, we have to open a terminal in Linux and the command to start is as follows
(Fig. 7).

After starting bulk extractor, we can see all the commands in the manual of this
software and to see that manual we have to use a command and that command is a
follows (Fig. 8).

In that command -h means help that will show each and every command, we can
able to perform with bulk extractor and the list of those commands is as follows [5]
(Fig. 9).

In the above picture, we can see some of the commands we can perform in the
bulk extractor and there are many more commands in bulk extractor to perform. To
get the data from a device from this software, we have to insert or connect to the
system.

To perform this, I connected an USB drive to a system and then started the bulk
extractor. After staring bulk extractor, we have to execute the following command to
read the connected USB [6] (Fig. 10).

Fig. 7 Command to start
bulk extractor

Fig. 8 Command to open
manual of bulk extractor
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Fig. 9 Some of the
commands we can use in
bulk extractor

Fig. 10 Command to test
device

The result of the command in the previous imagewill create a folderwhich consists
of all types of the data inside the connected device. And the folder is as shown in the
following image (Fig. 11).

And in terminal, we can see the time and other details of operations performed
at the time of data gathering from the connected device. And the following image
shows the details of how much of time and other operations details (Fig. 12).

After some time, the scanning and extracting data from the device show complete
details like time taken to perform operation, number of phases has worked on the
device, etc. And the following image will show complete details of the scanning of
the connected device [7] (Fig. 13).

In that report, we can see details about the output folder, name assigned by bulk
extractor to the output, and it also shown some division of data based on some
categories.

After scanning, all the data can be seen in the both file manager and terminal.
To see the output files of bulk extractor, there is a command and that will show

each and every file which were inside the folder and the command is shown in the
following image (Fig. 14).

After executing that command in terminal where bulk extractor is started, or
another terminal will show the result in a very detailed manner and that list of files
is shown in the following image (Fig. 15).
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Fig. 11 Connected device
and output of bulk extractor

Fig. 12 List of operations
performed in the process

To see any individual file in the above list again, we have to another command
and that command is extension of previous command, and the difference is this time,
we have to give the file name which we wanted to see particularly (Fig. 16).

And the result of the above command for the given particular file will show the
content inside the selected file which was given in the command shows just like the
following image (Fig. 17).
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Fig. 13 Complete details of
the scanning report

Fig. 14 Command to see the
output files in terminal

Fig. 15 List of gathered
files from the device
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Fig. 16 Command to see a
particular file

Fig. 17 Details which were
stored inside selected file

5 Comparison Between Extractors and Bulk Extractor

Data extractor will extract the data from the selected device, or an electronic gadget,
and the data was either visible or invisible in some time. And that time to get the
data from the device is nearly up to ten minutes. Some of those extractors take some
extra time (Table 1).

And, these extractors do not get the data of other categorized. And for every type
of data, it will take too much of time to gather the data which was not categorized
in the present type of data extractor for that we have to use another type of data
extractor and that also take same time of more time.

Instead of using all of those extractors to get the data from the selected device, we
better has to use the bulk extractor and this will get almost every data of the selected
device and it will get more data than the normal extractors and this bulk extractor
works a way faster than the normal extractors.

Bulk extractor is extracts the data better than the other extractors, it extract data
from likemobile data, PC data, computer data, hard disk, floppy disk, etc. and reduces
the time taken to get the data from the selected device.

Table 1 Comparison of
extractor and bulk extractor

S. No. Gets data Get All types of
data

Data gathering
time

Extractor Yes No More than
10 min

Bulk extractor Yes Yes Less than
10 min
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6 Result

We learn about how we can find sensitive data from digital evidence files using bulk
extractor. Bulk extractor is a rich feature tool that can extract useful information
like credit card numbers, domain names, IP addresses, emails, phone numbers, and
URLS from evidence hard drives or files found during forensics investigation and
it helps analyze image or malware also helps in cyber investigation and password
cracking.

7 Conclusion

Bulk extractor is a tool which is used to extract huge amount of information from
any kind of electronic device like mobile, laptop, computer, tablet, etc., and this
extractor will extract the information very deeply and it gets as much amount of data
as possible and it will get all types of data and it works a far better than all types of
data extractors. And this extractor will work faster than the other extractors and it
will get all types of sensitive data at a time of extracting the normal data and the data
it will extractor get is a quite useful and it will help to catch a criminal with the data
we get through the extractor.

This extractor not only gets single type of data it will get all types of data and we
do not need to set the range or category to get the data and the data was definitely is
a useful data and we can implement the filter in the bulk extractor and that will help
to get only the needed information.

This bulk extractor will get revolution in the field of digital forensic by its
performance and way of extracting the data from the devices.
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Low Resource English to Nepali Sentence
Translation Using RNN—Long
Short-Term Memory with Attention

Kriti Nemkul and Subarna Shakya

Abstract In natural language processing, machine translation is an automated
system that analyzes text from a source language (SL), applies some computation
on that input, and generates equivalent sentences in the desired destination language
(DL) without any human engagement. Recurrent neural network (RNN), a deep
learning paradigm has been proved as an effective technique in applications like
natural language processing and computer vision. This researchwork aims to develop
a model for the English to Nepali sentence translation using long short-termmemory
(LSTM) cells in its encoder and decoder with attention. Bilingual evaluation under-
study (BLEU) score method is adapted to evaluate the efficacy of the model. The
model is trained and tested with different parameters such that the neural network
layer considered are 2 and 4, and the hidden units considered are 128, 256. The
performance and effectiveness of the model were compared with different parame-
ters, the LSTM cells in encoder and decoder with attention with two layers of neural
network and 256 hidden units found to be better in translating English to Nepali
sentence with the highest BLEU score 8.9.
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1 Introduction

Machine translation is the task of deciphering the content in the input language to a
destination language, automatically.Machine translation can be considered as a terri-
tory of applied research that pulls ideas and techniques from linguistics, computer
science, AI, translation theory, and statistics. The recurrent neural network is one
of the deep learning paradigms that can be efficiently used for the machine transla-
tion task. Deep learning enables computational models built from many processing
layers to find outdata representationwith various abstraction layers [1]. The encoder–
decoder recurrent neural network with long short-termmemory (LSTM) can be used
to achieve close to state-of-the-art output inmachine translation. In thismethodology,
the encoder neural network takes a source sentence as input and encrypts it into a
vector of fixed length. A translation is then rendered by a decoder which decodes the
fixed-length vector into a variable-length sentence [2]. This approach of encrypting
the variable length input sentence into a vector of fixed length is problematic for
translating long sentences [3]. To overcome this limitation, neural machine transla-
tion with attention can be adapted. In an attention-based neural machine translation
approach, encoding the source sentence into a fixed length vector is avoided. An
attention model generates a context vector which is filtered particularly for every
output time phase. When the model produces a word during a translation, it scans
for a set of places in an input text where the most significant data is focused. The
target word is then predicted by the model on the basis of context vector interrelated
with these input positions and all target words previously created [3, 4].

2 Literature Review

Machine translation has been an active research topic since 1950s. Greenstein et al.
has shown that RNN search model shows the better result with BLEU score 0.73
in the small corpus of size 150,000 sentence-pair in the task of Japanese to English
machine translation [2]. Bojar et al. present HindEnCorp, Hindi and English parallel
corpus, and HindMonoCorp, Hindi monolingual corpus for the training of statis-
tical machine translation systems [3]. Agrawal and Sharma have used sequence-
to-sequence models using RNN for English–Hindi machine translation task. They
experimentwith the different architecture ofRNNs out ofwhich bi-directional LSTM
units when complemented with the attention mechanism perform best, especially on
compound sentences [4]. Hermanto et al. has shown machine translation based on
neural network (RNN based machine translation) shows better result than that of
the statistical-based language model on as English to Indonesian translation task.
But, the language model based on RNN takes longer to train the model than that
of statistical-based language model due to its algorithm complexity [5]. Sustskever
et al. had used two recurrent neural networks to encode a source sentence of vari-
able length into a fixed-length vector and to decode that fixed-length vector into a
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target sentence of variable length. Sustskever et at. had also shown the ability of long
short-term memory (LSTM) in RNN based neural machine translation using LSTM
to correctly translate very long sentences on an English to French translation task
[6]. Cho et al. has proposed a neural network architecture, RNN encoder–decoder
that has the ability to learn the mapping from an arbitrary length sequence to another
sequence, probably from a divergent set, of random length. The model proposed
was capable to either rank a pair of sequences in terms of a conditional proba-
bility or produce a destination sequence provided an input sequence [7]. Dobhase
English to Nepali machine translation project was developed by Madan Puraskar
Pustakalaya (MPP, http://www.mpp.org.np) in collaboration with the Kathmandu
University (http://ku.edu.np) which was a rule-based system [8]. Sanat and Bista has
proposed interlingua machine translation approach, especially the Nepali generator
component of interlingua-based machine translation in which universal networking
language (UNL) is used as the interlingua. UNL is an interlingua proposed by United
Nations University/Institute of Advanced Studies, Tokyo, Japan, to overcome the
language barrier and a digital gap in the World Wide Web in which techniques of
syntax design strategies and morphology generation have been used for a translation
task [9].

3 Data Collection

During this study, secondary datasetswere used. The dataset contains English–Nepali
parallel corpus inwhich onefilewill contain a set ofEnglish sentences and another file
will contain the correspondingNepali sentences aligned parallel. TheEnglish–Nepali
parallel corpuswas collected from different sources: theKathmanduUniversity, NLP
Lab research center, “English–Nepali Parallel Corpus,” ELRAcatalog [10], andOpus
dataset [11]. The collected data aremerged and preprocessed to remove the dirty data.

4 RNN Architecture

4.1 Long Short-Term Memory (LSTM)

LSTM, a type of RNN introduced by Hochreiter and Schmidhuber in 1997 to solve
the problem of exploding gradients. The model is similar to a standard RNN with a
hidden layer in which memory cells are used in place of each ordinary nodes in the
hidden layer. Eachmemory cell is composed of a node with an independent repeating
node with fixed weight one which ensures that the gradient will communicate over
repetitive steps without vanishing the ability to learn long-term dependencies [12,
13]. All recurrent neural networks in standard RRNs resembles the chain structure of
repeated neural network modules with a quite simple structure, like a single layer of

http://www.mpp.org.np
http://ku.edu.np
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Fig. 1 Repeating module in an LSTM containing four interacting layers [14]

tanh. LSTM also has this chain-like structure with different structures of repeating
modules. There are four neural network in LSTM interacting in a very specific way,
rather than having a single layer of neural network. The recurrentmodule in an LSTM
containing four interacting layers as shown below [14] (Fig. 1).

The notations in the above diagram are shown below.

In the diagram above, the entire vector is carried by each line, from one node
output to the inputs of others. The pink circles represents pointwise operations, such
as vector addition, and the yellow rectangular boxes show the trained neural network
layers. Concatenation is represented by the merging lines, while a line forking is
used to show its content is replicated, and the copies are sent to various locations
[14].

5 RNN Encoder–Attention–Decoder Using LSTM

5.1 Encoder

The bidirectional RNN is composed of forward RNN and backward RNN’s. The
source sequence ordered (from x1 to xTx ) is scanned by forward RNN �f and forward
hidden state sequences (

−→
h1 , …,

−→
hTx ) are calculated. The backward RNN

←
f inputs the

series in the reverse order form (from xTx to x1) which results in a series of backward

hidden states (
←−
h1 , …,

←−
hTx ).

The model uses of 1—of—K coded word vectors of source sentence as its input
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x = (
x1, . . . , xTx

)
, xi ∈ R

Kx (1)

and gives outputs as 1—of—K coded word vectors of the translated sentence

y = (
y1, . . . , yTy

)
, yi ∈ R

Ky (2)

where Kx and Ky represents the vocabulary size of the source and destination
languages, respectively, and Tx and Ty denotes the length of source and destination
sentences, respectively.

Initially, the forward states of the RNN are calculated as,

−→
hi =

{
ot tanh(ct ), if i > 0
0, if i = 0

(3)

where

Input gate, Ii = σ
(
Wi Exi−1 +Uihi−1 + Zi ẑi + bi

)
(4)

Output gate, Oi = σ
(
W0Exi−1 +U0hi−1 + Z0 ẑi + b0

)
(5)

Memory, ci = fi ci−1 + Ii tanh
(
WcExi−1 +Uchi−1 + Zcẑi + bc

)
(6)

Forget gate, fi = σ
(
W f Exi−1 +U f hi−1 + Z f ẑi + b f

)
(7)

E ∈ R
m×Kx is the word embedding matrix. U0,W0, Z0, b0 ∈ R

n×m are learned
weight matrices and biases. The word embedding dimension and number of hidden
units are denoted by m and n, respectively. σ (.) are logistic sigmoid function.

Similarly, the backward states
←−
h1 , …,

←−
hTx are also determined where unlike the

weight matrices, the word embedding matrix E is shared between forward and
backward RNNs.

Annotations
(
h1, . . . , hTx

)
are obtained by concatenation of the forward and

backward states

where

hi =
[ �hi

←
hi

]

. (7)
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5.2 Decoder

The hidden state st of a decoder provided encoder’s annotation is calculated as,

s̃t = Ot tanh(ct ) (8)

where

Proposal hidden gate, it = σ(Wi Eyt−1 +Uist−1 + Zi z̃t + bi ) (9)

Output gate, Ot = σ(W0Eyt−1 +U0st−1 + Z0 z̃t + b0) (10)

Memory, ct = ft ct−1 + it tanh(WcEyt−1 +Ucst−1 + Zcz̃t + bc) (11)

Forget gate, ft = σ
(
W f Eyt−1 +U f st−1 + Z f z̃t + b f

)
(12)

E ∈ R
m×k is theword embeddingmatrix of the target language.W0,U0, Z0, b0 are

learned weight matrices and biases.ct will be determined by computing the weighted
sum using both previous cell state and current information provided by the cell. Let
m and n denote the embedding and LSTM dimensionality, respectively, and σ be the
logistic sigmoid activation. The initial hidden state s0 is computed as,

s0 = tanh

(
Ws

←
h1

)
, where Ws ∈ R

n×n (13)

The context vector ci are recalculated by the alignment model at every step as,

ci =
Tx∑

j=1

αi j h j (14)

where

αi j = exp
(
ei j

)

∑Tx
k=1 exp(eik)

(15)

ei j = vT
a tanh

(
Wasi−1 +Uah j

)
(16)

and h j represents the j-th annotation in the source sentence. va ∈ R
n′
, Wa ∈

R
n′×n and Ua ∈ R

n
′ ×2n weight matrices.

The probability of a target word yi with the decoder state si−1, context vector ci
and the last generated word yi−1 is,



Low Resource English to Nepali Sentence Translation … 655

p(yi |si , yi−1, ci ) ∝ exp
(
yTi W0ti

)
(17)

where

ti = [
max

{
t̃i,2 j−1, t̃i,2 j

}]T
j=1,...,l . (18)

and k-th element of a vector t̃i (t̃i,k) is calculated as,

t̃i = U0si−1 + V0Eyi−1 + C0ci (19)

W0 ∈ R
Ky×l ,U0 ∈ R

2l×n, V0 ∈ R
2l×m,C0 ∈ R

2l×2m are weight matrices
[7, 15, 16].

6 Results

6.1 Bilingual Evaluation Understudy (BLEU) Score

BLEU score is a standard for determining the quality of machine-translated
sentences from one natural language to another. The core idea behind BLEU is
“the closer a machine translation is to a professional human translation, the better
it is” [17]. Scores are calculated for individual segments that have been translated,
generally sentences. The score is measured by matching such individually translated
sentences against a collection of reference translations of high-quality reference. The
performance of BLEU is often a numerical value between 0 and 1 which specifies
how identical the input text is to the reference texts, with the value closest to 1 indi-
cating more matching texts. In this study, the Moses muiti-bleu score has been used
as the evaluation parameter in which the score between 0 and 1 will be converted to
the range of 1–100 [18]. A perfect match gives the score 100, while score 0 indicates
a perfect mismatch. The BLEU score is calculated a

BP =
{

1 if c > r
e(1−r/c) if c ≤ r

(20)

Then,

BLEU = BP · exp
(

N∑

n=1

wn log pn

)

(21)

The ranking behavior is more promptly clear in the log domain,
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Table 1 BLEU score of test
data with different layers and
hidden units

S. No. Number of hidden
units

Number of layers BLEU score

1 128 2 6.5

2 256 2 8.9

3 128 4 2.6

4 256 4 3.8

log BLEU = min
(
1 − r

c
, 0

)
+

N∑

n=1

wn log pn. (22)

where
r: the average no. of words in a reference translation, average overall reference

translation
c: total length of input translation corpus [17].
The BLEU score for the sample test dataset is (Table 1),
The best BLEU score of the test data obtained is 8.9 with 256 hidden layers and

two layers of the neural network. During translation, tag <unk> has been used for
the unknown words.

7 Conclusion

English to Nepali sentence translation is the task of translating the source English
language sentence into the target Nepali language sentence. A number of approaches
like rule-based, statistical, knowledge passed, phrase-based, and so on have been
discovered for themachine translation task. Recurrent neural network encoder–atten-
tion–decoder with LSTM cells has been implemented, and analysis of the system
has been carried out in this study. The corpus has been collected from the various
source from which 80% of data has been used to train the system, 10% of data has
been used as a development set, and the remaining 10% of data has been used for
testing purpose. The system has been trained with a learning rate of 0.001, and the
best BLEU score for the low resource English–Nepali language obtained is 8.9 with
256 hidden layers and two layers of neural network.

The challenge left for the future is to increase the dataset and train the model with
more hidden layers and neural layers as well as to better handle the unknown and
rare words.
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Portfolio Optimization: A Study of Nepal
Stock Exchange

Prakash Chandra Prasad, Anku Jaiswal, Subarna Shakya, and Sailesh Singh

Abstract Portfolio optimization is the process of reallocating the funds available
to the best portfolio from the given set of portfolios based on the objectives such
as maximizing the expected returns and minimizing the financial risk involved. The
mean-variance framework also called as modern portfolio theory proposed by Harry
M.Markowitz is themostwidely used approach for portfolio optimization. This paper
uses the assets of Nepal Stock Exchange (NEPSE) for the portfolio construction and
uses themodern portfolio theory-basedmean-variance framework to find the optimal
weight to be assigned to each asset in the portfolio. The optimal weight of each asset
in the portfolio is calculated using the Monte Carlo simulation as well as solving
the quadratic equation of the given optimization problem. This paper also tries to
explore the limitation and shortcoming of modern portfolio theory, which will form
the base for future research work to solve the optimization problem using machine
learning techniques.
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1 Introduction

The financial market, where different types of securities and derivatives are traded,
acts as the backbone of the modern economy. It functions as a bridge between the
borrower and the savers in that they receive accumulated fund from the individual
and firms and then allow other firms or individual to borrow the funds, thus allocating
the resources and keeping the balance in the economic cycle. Apart from acting as
a tool for the smooth functioning of the business and economy, it also provides the
investment opportunity to individuals and organizations. The profit on the investment
can be earned, if the price of the given assets can be forecasted. These attractive
returns on investment have led to the establishment of many financial institutions,
whose sole objective is to maximize returns by minimizing the risks.

One of the major concerns for investors around the world is to choose the best
investment opportunities to maximize the returns on their investment. Given invest-
ment option, deciding to choose from them, is one of the most complex and chal-
lenging problems, especially for the large financial institutions such as banks, insur-
ance, investing, brokerage, and commercial institutions as well as public enterprises
who seek to have high return at the cost of moderate or negligible risks. By the
process called as diversification, investors of all time try to spread the risk involved,
by considering various options of investment such as commoditymarket (gold, silver,
platinum, etc.), securities, bonds, derivatives. A diversified portfolio has a smoother
risk behavior that is less variation in expected return. Risk is arising from the uncer-
tainty of data like future investment return which is forecasted. Well, diversification
helps to decrease the volatility of portfolio performance since, assuming that a port-
folio asset is normally distributed, then the price of all assets does not change in the
same direction at the same time and at the same rate otherwise, the portfolio won’t
be well-diversified.

There are two sides for an investment, namely risk and return. As a general rule in
the economy, onewho seeksmore returnmust expectmore risk too and vice versa. An
investor can be classified in one of the three categories; risk-averse is someone who
avoids taking risk; thus so conservative, risk-taker, on the contrary, is ready to take
more risk hoping to gain more return and risk-indifferent who is neither risk-averse
non-risk-taker.

Portfolio optimization is one of the complex and challenging engineering and
finance problems. It is the technique of continuously reallocating the funds to the
numbers of financial products and instruments, by making sequential decisions with
the main aim of maximizing the return on investment while constraining the risk
involved.

The mean-variance framework also called modern portfolio theory is one of the
most popular approaches to solve the portfolio optimization problem. The optimiza-
tion problem is formulated based on the mean-variance framework, which tries to
maximize the expected return of the portfolio, which is the weighted sum of assets in
the portfolio andminimizes the risk involved with the portfolio, which is the standard
deviation of the assets in the portfolio.
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This paper uses the mean-variance framework to calculate the optimal weight of
the portfolio by using the Monte Carlo simulation and quadratic programming. It
also tries to explore the shortcoming of the MV framework and its potential to be
solved by the machine learning approach.

2 Literature Survey

Jothimani et al. [1] discuss two main issues of mean-variance (MV) framework:
(a) estimation error of the mean-variance model (b) instability of the covariance
model. For portfolio optimization, the paper presents two-risk parity model: (a)
Historical correlation-based hierarchical risk parity model (HRP-HC) (b) Gerber
statistics-based hierarchical risk parity model (HRP-GS). The authors have analyzed
and tested the result using TSX complete index stock data of 10 years (2007–2016).
Since HRP-GS model integrates the advantages of risk parity model and robust
statistics, the HRP-GS models outperform the HRP-HC model. According to Hegde
et al. [2], the task of portfolio construction is a two-step process (a) determining
the risk and reward of the portfolio’s instrument using the predictive technique (b)
finding the optimal allocation by solving quadratic portfolio optimization problem
that maximizes the measure of portfolio performance. As mentioned in this paper,
the deep reinforcement learning (DRL) algorithm eliminates the need of the above-
mentioned two-step process for finding the optimal allocation, as the DRL algo-
rithm autonomously adjusts to change in the environment, unlike the traditional
machine learning algorithm. As the portfolio construction problem has continuous
action space, the DRL algorithm suffers from the problem of instability. To solve the
problem of instability due to the continuous action space, the paper has suggested
the use of deep deterministic policy gradient (DDPG) for the portfolio construc-
tion. This paper has evaluated the use of DDPG algorithm for risk-aware portfolio
construction and has used the rate of return and sorting ratio as a measure of portfolio
performance. The results presented in this paper have suggested the effectiveness of
DDPG algorithm for the risk-aware portfolio construction. Hu and Lin [3] have
proposed the use of deep reinforcement learning (DRL) for portfolio management
and optimization. According to this paper, the DRL algorithm uses its deep learning
part for finding the optimal policy and other parts, i.e., reinforcement learning for
goal-oriented self-learning without human intervention. The major research issue
discussed in the paper is related to policy optimization. This paper has explored
one of the deep recurrent neural network (RNN), GRU, to study the influence of
previous state and action on policy optimization in the non-Markov decision process.
This paper has also presented the risk-adjusted reward function to evaluate the total
expected reward for the policy. The DL and RL are integrated, in this paper for DRL
approach to harvesting their respective capabilities to find the optimal policy for
portfolio optimization.

The capital assets pricingmodel (CAPM)-basednew investment strategyproposed
by Gu et al. [4] uses deep learning market prediction approach to optimize the
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portfolio of the mutual fund. As mentioned in this paper, the authors have eval-
uated their proposed investment strategy using 22 years of data of S&P500 and
mutual fund. According to this paper, the accuracy of their predictive model can
reach 84.3% and the rate of return is 13.87%. The authors have claimed that their
proposed model is more accurate and profitable than another algorithm so far. The
deep learning solution to the portfolio management problem is presented in [5] by
Jiang et al. using the financial-model-free reinforcement learning framework. The
proposed framework is composed of Ensemble of Identical Independent Evalua-
tors (EIIE) topology, a portfolio-vector memory (PVM), an online stochastic batch
learning (OSBL) scheme, and a fully exploiting and explicit reward function. The
framework presented in this paper is realized and evaluated using the convolutional
neural network (CNN), a basic recurrent neural network (RNN), and a long short-term
memory (LSTM). All these three methods along with the other published portfolio
selection strategies are examined and tested in the crypto-currency market with a
trading period of 30-min. This paper has claimed that all these three mentioned
instances of the proposed framework have monopolized the experiment. As per the
paper, although with the high commission rate of 0.5% the proposed framework can
achieve a return of fourfold in 30 days. The work presented by Chaouki et al. [6]
has tested the use of reinforcement learning algorithm in the trading environment
for portfolio optimization. According to this paper, the reinforcement learning agent
of deep deterministic policy gradient algorithm can successfully learn the optimal
trading strategy and can find the optimal solution for the portfolio allocation. The
research work of Soleymani and Paquet [7] presents a portfolio management frame-
work called DeepBreath based on the deep reinforcement learning algorithm. The
proposed framework is composed of restricted stacked auto-encoder for dimension-
ality reduction and feature selection and convolutional neural network (CNN) to learn
the optimal policy to increase the expected return on the investment by fund reallo-
cation. The proposed framework uses the offline strategy to train the CNN algorithm
and the online strategy to handle the drifts in the data distribution resulting from the
unforeseen circumstances. The paper has also presented the use of blockchain tech-
nology to handle the settlement risk associated with the portfolio. The framework
presented in this paper is tested against the three distinct investment periods and has
claimed that the performance of the framework has outperformed other optimization
strategies and has minimized the risk as well.

3 Related Work

3.1 Mean-Variance Theorem

Harry M. Markowitz’s paper titled “Portfolio Selection” which earned him a Nobel
Prize in the economy became the foundation of modern portfolio theory. This theory
introduced the concept of diversification, according to which it is less risky to own
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portfolio of assets from different classes than owing the similar classes of assets
in a portfolio. The modern portfolio theory also called as mean-variance theory is
one of the most popular approaches for the portfolio selection and has led to the
quantitative formulation of the portfolio optimization problem. This theory assumes
that the return of assets in the portfolio follows the normal distribution.

The portfolio is composed of multiple assets. The return of individual assets is
calculated from its historical return series. The daily return of the assets i, denoted
by Ri in the kth day, is given by:

Rki = (kth day closing price − (k − 1)th day closing price)

(k − 1)th day closing price)
(1)

where Rki is the daily return of the assets i in the K th day. The expected return for
the assets i denoted by μi is given by:

μi =
n∑

k=1

Rki

n
(2)

where μi is the expected return for the asset i, Rki is the daily return of the assets i in
the K th day, and n is the number of days considered.

The covariance between the assets i and j denoted by, Cij among n-assets is given
by:

Ci j =
∑n

k=1

[
(Rki − μi )

(
Rkj − μ j

)]

n
(3)

where Cij is the covariance between assets i and j, Rki and Rkj are the daily return of
the assets i and j for the kth day, and n is the number of days considered.

The positive covariance between the assets denotes that the assets are positively
related and have similar behavior under the same market condition, and there is a
need for diversification of assets in the portfolio. The negative covariance between
the assets denotes that the assets are negatively related and behave differently in the
same market condition, and in such case, no diversification is required.

For the portfolio with n-assets, the expected return of assets i is given byμi, where
i = 1, 2, 3, … n. Let pi denotes the fraction of capital invested in the assets i. The
expected return of the portfolio, denoted by μp, is given by:

μp =
n∑

i=1

[(Pi )(μi )] (4)

As Eq. (4) suggests, the return of the portfolio is the weighted sum of the weight
of individual assets and it is corresponding expected returns. The variance of the
portfolio, which denotes that variation in the expected return of the assets in the
portfolio, is given by:
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σ 2
p =

n∑

i=1

n∑

j=1

[
(Pi )

(
ci j

)(
p j

)]
(5)

Equation (5) denotes the variance of the portfolio, where pi denotes the fraction
of capital invested in the assets i, pj denotes the fraction of capital invested in the
assets j, and Cij is the covariance between assets i and j.

Using the equations, defined aboveMarkowitz’s standardmean-variance approach
can be defined as follows:

minimize
n∑

i=1

n∑

j=1

[
(Pi )

(
ci j

)(
p j

)]

Subject to
n∑

i=1

[
(Pi )

(
μ j

)] = μp

n∑

i=1

Pi = 1 where 0 ≤ P ≤ 1 (6)

The objective of Eq. (6) is to minimize the risk, i.e., the variance associated with
the portfolio. The set of constraints for the equation is:

(a) The expected return of the portfolio is denoted by μp
(b) The total sum of capital invested should be equal to 1.
(c) The proportion of capital invested in each asset should lie between 0 and 1.

The solution to Eq. (6) can be used to represent the optimal portfolio, and the
solution is a graph of the non-decreasing curve with risk, i.e., standard deviation
plotted in X-axis and expected return in Y-axis. The portfolio that lies on the curve
can be termed as an optimal portfolio with a higher expected return at a given level
of risk. The graph of efficient frontier is as follows (Fig. 1).

3.2 Limitation of Mean-Variance Theorem

Following are the limitation ofmean-variance (MV) approach for portfolio optimiza-
tion:

• MV framework assumes that the expected returns of the assets to be in the normal
distribution, which is not the case in real-world trading scenarios.

• MV framework does not consider practical trading constraints such as cardinality
constraints (i.e., limiting number of assets in the portfolio), transaction costs, and
regulatory constraints and guidelines constraints.

• The portfolio managers expect the expected return and covariance of the assets to
be considered for the portfolio to be provided while the calculation of expected
return and covariance may result in estimation error.
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Fig. 1 Efficient frontier

• The estimation error may impact the calculation of the optimal weight of each
asset in the portfolio.

• The inversion of the covariance matrix while quadratic programming may lead to
erroneous results.

3.3 Portfolio Optimization

The portfolio is defined as a collection of financial instruments such as stocks, bonds,
commodity assets, crypto-currencies owned by an individual or the organization.
The assets in the portfolio exhibit the time-series property and are affected by the
various external factors like political landscape and global economy making them
very complex in nature and behavior.

Portfolio optimization is the process of continuously reallocating the available
funds/capital to the assets in the portfolio with the main aim of maximizing the
expected return andminimizing the risk involvedwith the portfolio. Thus, the process
of portfolio optimization deals with finding the optimal weight that can be assigned
to each asset in the portfolio. Due to the complex nature and behavior of the financial
assets, determining the optimal weight associated with them has been come very
challenging engineering problem.

As per the definition of portfolio optimization, its mathematical formulation
becomes bi-objective function and is based on Eq. (6) discussed in the Sect. 3.1.
Thus, the bi-objective portfolio optimization function can be formulated as follows:

minimize: Risk σ 2
p =

n∑

i=1

n∑

j=1

[
(Pi )

(
ci j

)(
p j

)]
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maximize Return σp =
n∑

i=1

[(Pi )(μi )]

Subject to:
n∑

i=1

(Pi ) = 1 (7)

where
pi denotes the fraction of capital invested in the assets i, pj denotes the fraction

of capital invested in the assets j, Cij is the covariance between assets i and j the
expected return of assets i is given by μi.

The expected return of the portfolio is denoted by μp.

4 Research Method and System Framework

4.1 Data Collection

The price history of four companies (NTC, NABIL, NLIC, SCB) was collected
from the NEPSE Web site (http://www.nepalstock.com/). The collected data was
from 2018-11-21 to 2020-07-29 for approximately 2 years. The python module was
created to scrape the data from the mentioned source. The attributes of collected data
comprised of Date, No. of Transaction, Max Price, Min Price, Closing Price, Traded
Shares, Total Amount, Prev. Close, Difference, % Change. For the experimentation
purpose, only closing price was used as input.

4.2 Data Preprocessing

The python scripts were written to remove the null values from the data records and
to create a single data frame with the date as an index and four columns labeled by
the company’s name with closing price as its corresponding values.

4.3 Methodology

The flow of the experiment follows the steps as shown in Fig. 2. The first step
consists of determining the number of assets, i.e., stocks to be chosen for the portfolio
construction; once the number of assets to be used is determined, the process of
relevant data collection starts as mentioned in Sects. 3.1 and 3.2. The collected data
is formatted as required by the experiment. The attributes of the final formatted
data consist of: date and closing price. The second step consists of determining

http://www.nepalstock.com/
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Fig. 2 Methodology of
proposed work

the expected return and covariance of the individual assets in the portfolio using
Eqs. (2) and (3). Using Eqs. (4) and (5), the expected return and risk, i.e., variance
of the portfolio, is calculated in the third step. The portfolio optimization problem is
formulated as per Eqs. (6) and (7) and is passed as input to the portfolio optimizer in
the fourth step. The portfolio optimizer after the number of iteration calculates the
optimal weight associated with the assets in the portfolio according to the objectives
defined in Eqs. (6) and (7).

5 Experimental Result and Discussion

This section discusses the result of the experiment and performs the required analysis
and comparison. For the experiment, the portfolio to be constructed consists of four
assets, namely NTC, NABIL, NLIC, and SCB. The experiment aims at finding the
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optimal portfolio composed of these four mentioned assets using the mean-variance
framework.

In Fig. 3, closing price of the assets in the y-axis is plotted against the date in the
x-axis to generate the time-series plots which show the price trends of each asset in
the portfolio.

The volatility of assets is calculated as % change in the daily stock price. The
spikes in the plotted graph show the volatility of the mentioned stocks (Fig. 4).

The mean expected return of each asset in the portfolio is calculated using Eq. (2)
which is shown in Table 1:

The covariance matrix for the assets in Table 2 is calculated using Eq. (3), and
the covariance matrix is essential to understand the relationship between each asset.
The significance of the covariance matrix is explained in Sect. 3.1.

Fig. 3 Price trend of the assets

Fig. 4 Volatility of the assets
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Table 1 Mean expected
returns of the 4 assets

NTC −0.000037

NABIL 0.000732

NLIC 0.001193

SCB 0.000854

Table 2 Covariance matrix of the four assets

NTC NABIL NLIC SCB

NTC 0.000225 0.000135 0.000214 0.000154

NABIL 0.000138 0.000474 0.000320 0.000425

NLIC 0.000214 0.000320 0.000746 0.000377

SCB 0.000154 0.000425 0.000377 0.000603

5.1 Monte Carlo Simulation

Monte Carlo simulation (MCS) is one of the most popular tools to visualize the
effect of multiple correlated variables, studying the functional relationship between
the variables, testing the strategies, etc. The experiment aims to maximize the Sharpe
ratio of randomly generated portfolios to calculate the optimal weight of the assets
in the portfolio. The formula for the Sharpe ratio is given below:

sharp ratio =

(
Rp − R f

)

μp
(8)

where
Rp = The expected return of the portfolio
Rf = The risk-free return of the portfolio.
Usually, Sharpe ratio greater than 1 is considered good for the investor.
For the experiment, 100,000 portfolios have been simulatedwith a varying combi-

nation of assets weight to find the optimal weight allocation for each asset. For each
of the iteration, the Sharpe ratio for each randomly generated portfoliowas calculated
and recorded, and finally, the portfolio with the maximum Sharpe ratio was extracted
as the result of MCS simulation.

The simulation must follow the following constraints:

• The random weight generated for each asset must lie between zero and one.
• The sum of the weight of the asset must equal to one, which is 100% of the total

capital.

Figure 5 is to visualize the result of randomly simulated portfolios with annual-
ized expected return (y-axis) and annualized volatility (x-axis). The graph has also
annotated two stars to denote two interesting portfolios generated by the simulations.
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Fig. 5 Efficient frontier generated by MCS

The star at the top denotes the portfolio with maximum variance, and the bottom star
denotes the portfolio with minimum variance.

The result of the simulated portfolio with the maximum Sharpe ratio is shown in
Table 3. The mentioned table also shows the expected return and risk (i.e., standard
deviation) associated with the portfolio.

The result of a simulated portfolio with minimum standard deviation (i.e., risk)
is shown in Table 3. The mentioned table also shows the expected return and Sharpe
ratio associated with the portfolio (Table 4).

Table 3 Portfolio with a maximum Sharpe ratio

Expected return Standard deviation Sharpe Ratio NTC NABIL NLIC SCB

0.26053 0.35970 0.72431 0.00001 0.19377 0.59971 0.20648

8 5 7 5 9 9

Table 4 Portfolio with a minimum standard deviation

Expected
return

Standard
deviation

Sharpe Ratio NTC NABIL NLIC SCB

0.031184 0.228616 0.136401 0.797615 0.171828 0.003942 0.026615
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Table 5 Optimal weight
generated by SLSQP for the 4
assets

NTC NABIL NLIC SCB

0.0 0.18 0.63 0.19

5.2 Optimization Using Sequential Least Squares
Programming (SLSQP)

The experiment in this section uses SLSQP to calculate the optimal weight allocation
for each asset bymaximizing the value of the Sharpe ratio for the portfolio and subject
to the following constraints:

• The random weight generated for each asset must lie between zero and one.
• The sum of the weight of the asset must equal to one, which is 100% of the total

capital.

Table 5 shows the optimal weight generated by SLSQP for the 4-assets in the
portfolio, with a maximum weight of 0.63 assigned to the assets NLIC the weight
0.19 to SCB and 0.18 to NABIL. The sum of total weight assigned is equal to 1
which is the constraint for portfolio optimization mentioned in Eqs. (6) and (7).

6 Conclusion

The experiment was conducted using mean-variance theorem to find the optimal
weight of the four assets: NTC, NABIL, NLIC, SCB considered for portfolio
construction. The result of the experiment shown in Table 5 shows the optimal weight
associated with the four assets in the portfolio, whereas the result in Tables 3 and 4
shows the expected return, the risk and optimal weight associated with the portfolio.
The conducted experiment was also used to analyze the limitation of MV framework
mentioned in Sect. 3.2 and has shown that the MV framework produces erroneous
result when considering a large amount of historical data (price history of more than
2 years) for the portfolio construction. So, considering the limitation of MV frame-
work, dynamic, and complex behavior of the financial instrument and market, the
task of portfolio optimization is best suited for the machine learning task. The future
research work includes exploring the portfolio optimization problem using the deep
learning algorithm and using reinforcement learning for an automated trading agent.
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Machine Learning-Based Real-Time
Traffic Accident Detection

Chandrashekhar Choudhary, Prattyush Sinha, Sahil Ratra,
and Prakhar Tiwari

Abstract The number of automobiles on the road is growing day by day, and hence,
the instances of accidents are constantly on the rise. There is a need to develop a
system that detects the accidents and notifies the emergency services to ensure a
quick response. This paper presents a real-time traffic accident detection system that
makes use of the supervisedmachine learning algorithm and long short-termmemory
(LSTM) on CCTV footage, distinguishing accident cases from normal cases. The
significance of the result analysis depicts the performance of 87.5%.

Keywords Machine learning · Recurrent neural networks (RNN) · Long
short-term memory (LSTM) · Real-time accident detection · Deep learning

1 Introduction

Vehicular traffic, both in India and abroad, has been growing at an alarming rate. The
cases of accidents are caused due to road rage [1], mechanical failure or plain human
error. The total number of registered vehicles in the National Capital Region, which
forms one of the world’s largest urban clusters, increased from 1.42 million in 1988
to 11.2 million in 2016.
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Road accidents [2] are a neglected threat to humans, as they are the cause for
thousands of deaths and damage to property. They demand immediate action to cut
down their growing stake in human casualties and personal and/or public losses in
life or property. According to a report issued by World Health Organization in 2016,
an estimated 1.35 million people die every year due to accidents that happen on the
world’s roads.

There has been no concrete system of reporting the occurred road accidents to the
concerned authoritieswith immediate effect. As per the present scenario, the highway
patrolling vehicles or the passers-by have to report the matter or call an ambulance
for action. This entire process is elaborated to an extent that it does and has cost
several lives, especially in countries where the emergency services’ response has
not been quick. An information retrieval system is the need of the present scenario
which can analyze the collision [3] and produce information which can detect the
occurrence of an accident, thereby triggering an immediate response which in turn
will alert the local emergency services. This would help the authorities in reaching
the affected spots timely for help.

This paper describes the working of a model that can automatically detect acci-
dents occurring on the road through CCTV footage, the result of which can then be
used to notify emergency services to take the quickest possible action.

The main features of this paper are:

• This paper demonstrates the usefulness of machine learning [4] in real-time
environments

• This paper puts forward an efficient model for real-time traffic [5] accident
detection.

The remainder of the paper is organized as follows. The literature survey is
discussed in Sect. 2. The methodology is presented in Sect. 3 in which the approach
used in the paper is discussed along with the detailed description of the dataset,
preprocessing, training and testing, recurrent neural networks and LSTM algorithm
used in the paper. Results obtained are discussed in Sect. 4. And the conclusion of
the paper is discussed in Sect. 5.

2 Literature Survey

YanjieDuan, YishengLv and Fei-Yue Wang in [6] explored deep learning models
and demonstrated a way to apply long short-term memory (LSTM) neural network
model to traffic data. Through their application, they were able to develop a model
which had a low prediction error of 7% on the test set for traffic series prediction,
leaving a further scope for improvement in accuracy for future.

Weicong Kong, Zhao Yang Dong, YouweiJia, David J., Yan Xuand Yuan Zhang
in [7] proposed an LSTM recurrent neural network framework for the extremely
difficult task of forecasting residential load for an individual. Their research was
able to address the potency of the LSTM model through comprehensive testing and
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comparing to various benchmarks to solve the problem at hand. They were able
to assert that many load predicting methods that are successful for substation or
grid load prediction find it difficult in the single-meter load prediction problems.
The suggested LSTM framework was able to achieve generally the best prediction
performance in the dataset.

ShunsukeKamijo, Yasuyuki Matsushita, Katsushi Ikeuchi and Masao Sakauchi
in [2] present how traffic accident detection systems can be developed through the
use of algorithms. They derived an algorithm, which they call as the spatio-temporal
Markov random field model. Through this model, they can track the vehicles on the
road and intersections through the use of grayscale images with a success rate of
about 93–96%.

Zehang Sun, George Bebis and Ronald Miller in [1] review the recent vehicle
detection systems that work on the vision-based on-road guidelines. In Various
systems, they reviewed used methods like stereo-based solutions, edge-based solu-
tions, appearance-based solutions and hardware-based solutions. They concluded
that vision-based methods in vehicle detection systems are the way forward, with
much research happening in the current times, and even more scope in the future.

MantasLukoševičius, HerbertJaeger in [8] provide insights as to how to improve
the performance of recurrent neural networks through the use of reservoir computing.
They surveyed, systematically, both current and upcoming ways of training different
varieties of readouts. They aimed to provide the best possible performance enhance-
ment for recurrent neural networks.

Bradski, and Kaehler in [9] give a comprehensive study about the techniques
and methods to learn and gain knowledge about the OpenCV library. It is a very
useful resource for information regarding the documentation of various aspects of
the OpenCV library, whichwas used extensively during the researchwork for writing
this paper. The resource is excellent for novices and experts alike.

Andrea Vedaldi and Brian Fulkerson in [10] provide the research community
with an open and portable library that consists of computer vision algorithms. They
introduced VLFEAT, which can be easily used for fast prototyping for research in
the field of computer vision. The common building blocks like k-means clustering,
feature extractors, feature detectors and more are all rigorously implemented in the
library.

Koresh and Deva in [11] put forward a framework that can sense (detect and
recognize) real-time traffic sign, providing an innovatively safe way to plan paths
and drive. The method proposed by them makes use of capsules neural networks,
which works much better than convolutional neural network by way of getting rid
of the manual effort that is necessary. In comparison with CNN and RNN, capsule
network showed a 15% higher accuracy with Indian traffic dataset.

Manoharan, Samuel in [12] put forwardmeasures to improve safety probability for
vehicles with self-driving capabilities with processors that are enabled with artificial
intelligence. Real-time data is used to ensure competence in the proposed measures,
and performance evaluation is done using them.

Karlik and Olgac in [13] present a case for various activation functions, their
usefulness in different scenarios and their limitations. Bi-polar sigmoid, conic
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section, uni-polar sigmoid, tanh and radial basis function (RBF) were the activation
functions used for experimental purposes.

3 Methodology

To implement the solution for the problem at hand, a proper analysis-based
methodology had to be followed (Fig. 1).

The methodology involves three major steps, i.e., making the dataset, prepro-
cessing of the dataset and then finally training and testing the model. The model
used was long short-term memory (LSTM).

3.1 Dataset

The first thing we had to do was to work on the collection of data for our dataset [14].
The primary task involves finding the real footages of accidents occurred which can
be used to work upon. The dataset will include footage from CCTV cameras across
the globe, borrowed through the video library on the social networking video sharing
site, YouTube. Other than that, also collected videos [15] of accidents from a Web
site called VS lab, where we found accident videos of about 4–5 s in length. These
videos were optimal in terms of quality and length for our dataset. On a whole, we

Fig. 1 Flowchart of the
methodology followed
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Fig. 2 Snapshot of a video from the dataset

created a sizeable dataset containing both positive and negative videos (i.e., accident
occurring and not occurring). The videos were about 978 in number (Fig. 2).

3.2 Preprocessing

Videos are a collection of image frames, and images are an array of pixels with
different numbers denoting different colors [9]. In this phase, frames of images are
extracted from the videos, converted RGB to grayscale and downgraded them by five
using OpenCV and stored it in multidimensional Numpy array. The reason why RGB
images are converted to grayscale is that dealing with images in grayscale is easier
and faster than RGB. RGB contains three channels, i.e., red, green and blue, whereas
grayscale contains only one channel. This impacts the preprocessing of the dataset.
Since, in our case with video, datasets are being dealt with, the processing is quite
heavy and time consuming, so converting RGB to grayscale saves the processing
time. If seen numerically, it means:

RGB color image requires 8+ 8+ 8= 24 bits to store a single pixel of the image,
whereas grayscale requires 8 bit only.

Now, being ready to perform operations on Numpy array denoting the images,
and hence the video. Encoded one hot created a label matrix of size 1 × 2 (1 row
and 2 column). The columns denoted accident and not an accident. Initially, both
column values are set to 0. If the video contains an accident, then index 0 is set to 1;
else index 1 is set to 1. Figure 3 shows the Numpy array of image frames extracted
from the video.



678 C. Choudhary et al.

Fig. 3 Numpy array of
image frames of video

3.3 Training and Testing

Dataset is spliced into training and testing sets separately, taking a ratio of 70–30
(70%data is associatedwith training and the rest 30% for testing). Themain objective
was to use a model such that the time dependencies are maintained while training it.
Hence, the LSTMmodel is used and implemented using the Keras library in Python.
The results of the same are elaborated in further sections (Fig. 4).

3.4 Recurrent Neural Network

Neural networks are a combination of nonlinear elements interconnected through
weights adjustable by nature. The basic property of a recurrent neural network [16]
is that it contains at minimum one feedback association to facilitate the flow of
activations around the loop. This technique helps the recurrent network to perform
processing of the temporal kind and realizes sequences, for example, performing
reproduction of sequence or recognition or forecasting and temporal association.

Learning in architectures which are simple and predestined activation functions
can be attained with the help of similar origin procedures to those leading to feed-
forward networks or back-propagation algorithm.

A multilayer perceptron with the previous set of hidden unit activations feeding
back into the network along with the inputs is the simplest form of fully recurrent
neural network [8] (Fig. 5).

Problem with recurrent neural networks—vanishing gradient descent [17]: As
the numbers of layers are increased using some activation functions in RNNs, the
gradient of the loss function tends to zero, and this makes hard to train the model
because our inputs and its output are dependent on one another.

To tackle this problem, LSTM is used. This paper demonstrates how LSTMs are
used to overcome the shortcomings of RNN and apply it to the problem at hand.
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Fig. 4 Training of the model
under process

Fig. 5 A simple RNN
perceptron

3.5 Long Short-Term Memory

LSTM or long short-termmemory networks [6] are helpful when our neural network
needs to switch between recollecting fresh stuff and stuff from the past time. It main-
tains two memories; one is long-term memory and the other is short-term memory,
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Fig. 6 Diagrammatic representation of LSTM

and these memories help to retain patterns. LSTM deals with the disadvantage of
RNNs, i.e., vanishing gradient descent (Fig. 6).

A general LSTM network [7] consists of memory blocks known as cells. Two
states get moved to the following cell, the cell state and the hidden state. The state
called the cell state is the principal tie of the stream of data that permits the data to
move ahead basically unaltered. Be that as it may, linear transformations of some sort
may happen. The data can get included in or maybe expelled by means of sigmoid
the gates from the cell state. A gate can be defined as a layer or a progression of
matrix operations that consist of individual weights that are distinctive. LSTMs are
intended to maintain a strategic distance from the issue of dependency (long-term),
since it controls the procedure of remembering by using gates.

To construct an LSTM network, we first need to identify the information that is
not needed and has to be excluded, in that move, from the cell. For this identification
and omission of data, the sigmoid function comes into play. It takes the yield of the
previous LSTM unit (pt−1) at time t − 1 and that of the present input (Yt) at time
t. Moreover, the sigmoid function makes sure which portion of the previous output
needs to be discarded. This is known as the forget gate (f t); f t is a vector whose
values range from 0 to 1, which corresponds to every number in the cell state, Ct−1.

ft = σ
(
T f

[
pt−1,Yt

] + a f
)

(1)

Here, the sigmoid function [18] is σ, and af and Tf are the bias andweight matrices
of the forget gate, respectively.

The next move is choosing and saving data taken from the latest input (Yt) in
the cell state and also the cell state updation. This move comprises two things, first
the sigmoid layer followed by the tanh layer [13]. Firstly, the sigmoid layer makes
sure if the new info needs to be amended or avoided (0 or 1), and secondly, the
function tanh assigns weight to the values that came through it, establishing their
level of significance (−1 to 1). The values thus obtained, through multiplication, are
then used for the upcoming cell state update. The resulting new memory is further
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concatenated to the previous memory Ct−1, leading to Ct .

it = σ
(
Ti

[
pt−1,Yt

] + ai
)

(2)

Mt = tanh
(
Tn

[
pt−1,Yt

] + an
)

(3)

Ct = Ct−1 ft + M t i t (4)

Here, Ct and Ct-1 are the cell states at time t and t − 1, and meanwhile a and T
are the bias and matrices of weight of the cell state, respectively.

In the last move, the output values (pt) are dependent on the output cell state (Ot)
which is a version that is filtered. Firstly, a sigmoid layer makes sure what portions of
the cell state get through to the output. After that, the new values that tanh produces
from the cell state (Ct) are multiplied with the sigmoid gate output (Ot) value of
which ranges from −1 to 1.

Ot = σ
(
To

[
pt−1,Yt

] + ao
)

(5)

pt = Ot tan h(Ct ) (6)

Here, ao andTo are the bias and theweightmatrices of the output gate, respectively.
This is how LSTM helps us to maintain time dependencies.

4 Results

After training our LSTM model with data from our dataset, its performance is
analyzed against a test dataset. The proposed model was successful in achieving
an accuracy of 87.5%.

To further analyze the results in detail, the following parameters are made use of:

Accuracy = (
Tp + Tn

)
/
(
Tp + Tn + Fp + Fn

)
(7)

Sensitivity = Tp/(Tp + Fn) (8)

Precision = Tp/(Tp + Fp) (9)

where the true positive outcomes are denoted by Tp, the true negative outcomes are
denoted by Tn, the false positive outcomes are denoted by Fp and the false negative
outcomes are denoted by Fn.
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Fig. 7 Confusion matrix

Table 1 Summary of results Parameters Result value

Accuracy 0.875

Sensitivity 0.933

Precision 0.823

Fig. 8 Input video to the
model

From the confusion matrix shown below, the values of accuracy, sensitivity and
precision can be calculated (Fig. 7).

Table 1 summarizes the results of the accuracy, sensitivity and precision themodel
was able to achieve.

Shown below are snapshots of the videos fed to the model, and the model making
the prediction on them (Figs. 8 and 9).

5 Conclusion

This paper has successfully demonstrated the working of a model for real-time traffic
accident detection through the implementation of long short-term memory (LSTM)



Machine Learning-Based Real-Time Traffic … 683

Fig. 9 Model correctly
predicting the occurrence of
an accident

networks. The evaluation of the results from the model’s performance affirms that
the LSTM model successfully detected and identified accidents through the use of
CCTV footage, with an accuracy of 87.5%. Furthermore, future implementations
can facilitate that once an accident gets detected through the proposed method, an
alert can be sent to the emergency services so that they can provide relief as soon as
possible, thereby reducing the risk of loss of lives and property.

Moreover, results from the model can also be sent to users through the Internet,
warning them about the accident, so that they can take evasive actions well ahead of
time.
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Abstract In December 2019, the COVID-19 rapidly infected virus disease was an
outbreak in China.Woefully, the number of infected and death cases is increasing day
after day. Still, there is no effective vaccine and antibiotic. As a result, our fighting
starts with an invisible enemy. Up to July 31, 2020 the total number of death cases
is 3111 (Male: 2446 and Female: 665), infected cases are 237,661, and recovered
cases are 135,136 in Bangladesh. The most infected city is Dhaka with 47.83% death
cases. Among our overall population, senior citizens and infants are more valuable
assets for the nation. In this research work, the K-means algorithm was implemented
to discover a pattern from collected data with the help of a data mining technique to
predict the age level for death cases onCOVID-19. Datawere collected from 8March
2020 to 31 July 2020 from authentic recognized sources. In this research work, R
language is used for clustering on the K-means algorithm. The result analysis of this
research shows that the most infected age range is above 60 years in this period, and
they have a high possibility of death cases in the near future.
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1 Introduction

The novel coronavirus disease 2019 is named as COVID-19. COVID-19 is an infec-
tious disease. In Wuhan, capital of Hubei province in China, COVID-19 was out
broken. After that, it spreads globally. And today, it is a global pandemic situation
according toWHO’s statement. COVID-19 is a direct threat to human health. It keeps
its impact on the global economy, environment, and education. The characteristics
of this virus are changing geographical environments all around the world. Since, for
COVID-19, there is no antibiotic or vaccine, people followed a few precautionary
steps such as social distancing, frequent hand washing, avoid public gathering, and
self-control. Finally, it is very much needed to increase the awareness and quarantine
themself if anybody senses any symptom of COVID-19 virus [1, 2].

Data mining is a technique, which is used to extract the hidden pattern from
the given data. To handle the very large data set, it is required to precise our data.
Without data mining, it is not possible because a traditional database management
system (DBMS) is not enough at all. Data mining has its technique for extracting
the pattern; the amount of them clustering is a machine learning technique. K-means
algorithm is an unsupervised clustering algorithm. It is a simple and robust algorithm
among all clustering algorithms. For analyzing big data, researchers are using a
statistical programming language and analyzing tool “RStudio” [3].

In this research work, a pattern is developed with the help of the K-means clus-
tering algorithm to prophesy the age levels from a data set that is in chancy to the
death cases due to COVID-19 in near future. The data is collected from 8 March
2020 to 31 July from WHO, Bangladesh IEDCR, and DGHS Web portals.

2 Literature Study

Habibzadeh et al. [4] present an overview of the coronavirus in detail with the
pathogenesis, epidemiology, clinical, presentation, and diagnosis with the treatment
methodology. Coronavirus is a human-to-human transmittable virus. It is a type of
respiratory and enteric infection for both humans and animals. Worldwide, peoples
are frequently infected with four types of coronavirus such as 229E, OC43, NL63,
and HKU1. Its symptoms are as similar to upper respiratory tract infection. Up to
03 February 2020, approximately total infected and death cases were 17,496 and
362 respectively around the globe. Due to Chinese New Year, the peak travel reason
played a significant rote to spread the infection. Thailandwas thefirst infected country
after China. The proper precautionary steps should be taken to prevent the transmis-
sion of this virus. There are clinical similarities between COVID 19 and SARS-CoV
for infection causes. Generally, for the human coronavirus, the incubation period
is 2–4 days, but for SARS-CoV, itis 4–6 days. A non-specific symptom of COVID
19 is similar to SARS-CoV such as fever, malaise, and dry cough in the prodromal
phase. A study conducted at Wuhan Hospital shown that among 41 confirmed cases
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of COVID-19 about 98% had a fever, 76% had a cough, 44% had fatigue and 55%
had dyspnea as a common symptom. Few have upper respiratory tract symptoms
like sore throat and rhinorrhea. In general, the median age range (49–61 age) and
male individuals are more frequently infected than others. As a treatment, there are
no vaccines or antivirus for COVID-19. In the first case, the USA used remdesivir as
an anti-viral drug, which was developed for the treatment of the Ebola virus. World
Health Organization (WHO) recommends hospital admission for confirmed cases
on requirement basis. However, isolation and oxygen therapy with high flow canella
and fluid management will be the best way to prevent the COVID-19.

Azarafza et al. [5] present the analysis of COVID-19 infection spread analysis in
Iran. To prepare this pattern, they utilized the clustering algorithm and geographical
information system. Geographical information system (GIS) was implemented from
the starting point to other points in Iran to determine the possibilities of spreading.
They took Qom city as a starting point. The major task of this research work was
to design a visual view of GIS mapping with a few interactive queries. Finally, they
present all operations results in COVID-19 spread pattern map. They showed the
infection situation from 19 February to 22 March of this year in Iran. They used
Gephi software to draw the figure. This research is a combination of clustering and
GIS mapping. These clusters were determined with the help of K-means clustering.
Based on their research observation, 11, 27 and 31 provinces were affected according
to first, second, and third week with the help of the transportation system.

Isabella et al. [3] present the implementation of the K-means algorithm to find the
clusters using a language “R”. To cluster the data values, they used normalized and
actual values. They observed three data sets, Iris, Lenses, and Soybean (Large), with
different variables to produce various accuracy rateswith the clusteringmethodology.

3 Coronavirus Disease 2019 (COVD-19)

The 2019 novel coronavirus disease (COVID-19) initially upsurged in China
(Wuhan). Later on, the following countries Thailand, Japan, South Korea, and the
USA informed about the coronavirus confirmed cases. To discover the drug, surveil-
lance system, and the prevention method from this epidemic, its origin was deter-
mined based on the phylogenomic analysis. It shows that COVID-19 is almost similar
to Severe Acute Respiratory Syndrome (SARS-2). That is why it is also like SARS-
Cov-2. Firstly, this new coronavirus was isolated from a seafood market in Wuhan,
China. After that, this virus was spread to other provinces also in other countries [6].
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3.1 COVID-19 in Bangladesh

Bangladesh declared their first three COVID-19 positive cases on 8 March 2020.
After 9 days, Bangladesh reported its first death case on 18th March 2020. He is a
70-year-old senior citizen [2].

According to the WHO COVID-19 situation report [7] on 27 July 2020, 254,274
areCOVID-19 new confirmed cases. 5490 deaths are in new cases. And total COVID-
19 confirmed cases are 16,114,449 and total death cases are 646,641. The World
Health Organization (WHO) declared COVID-19 as a global pandemic for its rapid
spreading of the infection all around the world. According to the WHO Bangladesh
COVID-19 situation report [8] on 27 July 2020, 2772 are COVID-19 new confirmed
cases and 37 are new deaths. And the total COVID-19 confirmed cases are 226,225
and total death cases are 2965 where recovered cases are 125,683. From a total of 81
COVID-19 laboratories all over the country, 83,259 samples were collected in the
last seven days. Overall, 60.8% was tested inside the capital of Bangladesh, Dhaka.
From that 60.8% tested samples, 20.1% were positive.

There was a study on 700 young adult participants from two different states in
Bangladesh to find precautionary behavior adoption. Among 700, 350 participants
were fromDhaka. The study found that younger adultswho have completed their post
graduation are more adapted to precautionary behaviors with a mean value of 26.2.
And higher secondary completed younger people are less adapted to precautionary
behavior. The mean value was 23.7. This type of evaluation was played among 350
young adults in Tangail, nearest district of Dhaka. In this study, it was found that the
adoption of precautionary behaviormeanvalue for graduate young adultswas slightly
better than higher secondary young adults. This study confirmed that precautionary
behaviors are higher for postgraduate’s participants to prevent COVID-19 [2].

4 Data Mining

Data mining is a method by which a pattern may be found, which was unknown
previously. The process for extracting useful knowledge and information from a
high amount of data is called data mining. For mining data from a data warehouse, it
follows three steps. These are exploration, pattern identification, and deployment. In
exploration stage, data becomes clean and gets ready to shift in another form. After
exploring the data in the second stage, datamakes its pattern identification to perform
the best prediction. In the final stage, patterns are deployed as an output. Data mining
is a part of knowledge discovery in data [9]. Knowledge discovery process in data is
shown in Fig. 1.
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Fig. 1 Knowledge discovery process

4.1 Data Mining Technique

Formining data from a database, different technique algorithms are used such as clas-
sification, clustering, regression, neural networks, association rules, decision trees,
genetic algorithm, and nearest neighbor method. Data mining techniques are shown
in Fig. 2.

4.1.1 Classification and Clustering

The most commonly used data mining technique is classification. It works with the
help of a pre-classified data set. This technique is commonly used with credit card
fraud detection and risk management application systems. The types of classification
methods are neural classification, support vector machines, classification by decision
tree, Bayesian classification, etc. [9].

Clustering is similar to classification as the data is grouped. To accomplish clus-
tering, determine the similarity among the collected data on the predefined attributes.
The most similar data is grouped in different clusters. Using clustering methodology,
researchers can discover the pattern and correlations among the data. The types of
clustering methods are the density-based method, grid-based method, model-based
method, partitioning method, etc. [9]. Clustering methods are shown in Fig. 3.

Fig. 2 Data mining techniques
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Fig. 3 Clustering methods

4.1.2 Regression

The regression method is used to predict anything from the given data. It is also
used to find the relationship between the independent and dependent variable or
variables. The types of regressionmethods are linear regression, nonlinear regression,
multivariate linear regression, multivariate nonlinear regression [9].

From large data sets, frequent itemsets can be found using association rules. It
helps to make a particular decision in a business system like customer shopping
behavior analysis, catalog design, etc. The types of association rules are multidi-
mensional association rule, multi-level association rule, and quantitative association
rule [9].

5 R Language

R is an open-source statistical programming language. It is an extension of S
language. It was developed in 1992 byRoss Ihaka andRobert Gentleman.R language
initial version was released in 1995. R is an interactive programming language with
built-in statistical functionswhich are used for detailed statistics. It gives a synopsis of
themain attributes of the data and used for variabilitymeasurement, central tendency,
etc. R is widely used for investigative data analysis. One of the best popular packages
for visualisation libraries is ggplot2. It is also used to find a continuous probability
distribution. It is working with command prompt such as “>”, “#”, “<−”, and “$”
[10]. Some command prompts with their meanings are shown in Table 1.

Table 1 Meaning of
command prompts

Command prompt Meaning

> Starts a program

# Mention comment line

<− Assignment operator

$ String type data
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A sample R language program for two vectors addition is given below,

> x # first vector
[1] 7 6 5
> y # second vector
[1] 9 6 3
> x + y # doing addition
[1]  16 12  8

6 Research Methodology

In this research work, the K-means algorithm is utilized for clustering among the
data of death cases due to the novel coronavirus. R-statistical programming platform
is used to cluster the collected data. The workflow of this research work is given in
Fig. 4.

6.1 Data Source

After detecting the first COVID-19 positive patient from 8 March 2020, Institute of
Epidemiology, Disease Control, and Research (IEDCR) continues the press briefing
every day. IEDCRandDGHShave dedicated an online platform to show the complete
data on tested, infected, recovered, and death [11]. From the given data, by summa-
rizing the death cases from 18March to 31 July 2020, a pattern is extracted to predict
the death range according to the age level. After forecasting the death age ranges,
each and everyone’s life may be saved by taking precautionary behavior.

Table 2 shows the total test, infection, recovery, and death cases from 8 March
2020 to 31 July 2020.

6.2 K-Means Algorithm

K-means is a standard prototype-based clustering algorithm in data mining. It was
proposed in 1967 firstly by Mac Queen. This clustering technique is simple and very
fast. It is an unsupervised, numerical, non-deterministic, and iterative algorithm.
For creating globular clusters, it is very suitable. For partitioning methodology, the
clusters made from the K-means algorithm are independent and compact [12]. K-
means algorithm is given in Fig. 5.
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Fig. 4 Flowchart of research
work

Table 2 Data of total test, infection, recovery, and death cases

Month Test cases Infection cases Recovery cases Death cases

March 1,602 51 25 5

April 63,064 7616 135 163

May 244,264 39,486 9621 482

June 457,530 98,330 49,843 1197

July 410,349 92,178 75,512 1264

The time complexity of the K-means algorithm is O(n * k * i), where n is total
elements and k is the number of cluster iterations. Generally, the K-means algorithm
is required k � n, t � n. The K-means algorithm may miss the global optimum.
Because the K-means algorithm does not work on categorical data, it works on the
previously defined mean. The cluster mean of ki = {ti1, ti2, . . . tim} is defined as, mi

= 1
m

∑m
j=1 ti j [12].

A similarity measure can be described as the distance among different data points.
In reality, the performance of many algorithms depends upon choosing a good
distance function over a data set such as Euclidean distance, cosine distance, Jaccard
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Fig. 5 K-means algorithm Input: 

      D = { , , …………, }     // Set of elements 
k      // Number of desired clusters 

Output: 

K     // Set of clusters 

K-means algorithm: 

assign initial values for means , , ……..,  ; 

repeat 
      assign each item ti to the cluster which has the closest mean;  
      calculate new mean for each cluster; 

until  
convergence criteria is met; 

distance, and Manhattan distance. In this paper, the K-means clustering algorithm
uses the Euclidean distance to identify the similarities between the objects. Euclidean
distance computes the root of the square difference between coordinates of pairs of
objects. To calculate the Euclidean distance between two points x and y in a line

segment dis(x, y) =
√∑n

i=1(xi − yi )
2, the formula is used.

7 Result Analysis and Discussion

In this section, the analyzed data is taken fromdifferent data sources between 8March
2020 and 31 July 2020. According to the data of the Institute of Epidemiology,
Disease Control and Research (IEDCR) [13], and Directorate General of Health
Services (DGHS) [14], data was prepared and clustered with the K-means algorithm
in RStudio. These clustered results are given in Figs. 6, 8, 9, 10, and 11. And Figs. 7,
12, and 13 show the R2 value. As have known, the R squared method is widely used

Fig. 6 Infection cases clustering
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Fig. 7 R2 value of infection cases

to elaborate the future outcomes and also used to predict a model. This method helps
us to measure the accuracy of a model as well as to eradicate the prediction error.

r = n(
∑

xy)−(∑ x)(
∑

y)
√[

n
∑

x2−(∑ x)
2
][
n

∑
y2−(∑ y)

2
] equation is followed to find the value of R2.

Figure 6 shows the data representation of infection cases between 8 March 2020
and 31 July 2020. The neon green, red, blue, black, and green color, respectively,
mentioned the March, April, May, June, and July months. It is observed that the
infection is rapidly accumulating constantly. It is also seen that the infection case in
July was higher than the other months. Comparatively in the March, infection case
was minimal among the other months.

Figure 7 shows the data representation of the R2 value of infection cases between
8 March 2020 and 31 July 2020. For infection cases, the R2 value is 0.823 where the
referred value range is 0–1.

Figures 8, 9, 10 and 11 show the data representation of death cases between 18
March 2020 and 31 July 2020. The actual death toll from COVID-19 is much higher

Fig. 8 Death cases clustering (0–30)
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Fig. 9 Death cases clustering (31–50)

Fig. 10 Death cases clustering (51–70)

Fig. 11 Death cases clustering (71–100)
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than the number of confirmed deaths because of restriction in testing and problems in
the ascription of the origin of death. As a result, published confirmed deaths and the
actual number of deaths differ. But a prediction can be made based on the death tolls
data found so far. Within this period from the ages between 0 and 30 approximately,
135 persons died from a total death of 3111. In contrast, the death toll of 642 cases
was recorded from the same total of the ages between 31 and 50. On the other hand,
a total of 1809 confirmed death cases were registered among the age between 51 and
70. Moreover, between the ages of 71 and 100, the death toll was surprisingly lower
than other groups which were around 525. It is observed that although the death cases
among the age between 20 and 40 were slightly high at the beginning days, this rate
dramatically declined a few days later. After a month, death rate sharply increased
in the midst of middle-aged people. However, senior citizens of Bangladesh were in
the least suffering position from COVID-19.

Figure 12 shows the R squared value of death cases between 18 March 2020 and
31 July 2020. For death cases, the R2 value is 0.808 where the referred value range
is 0–1.

Figure 13 shows the R squared value of death cases between 8 March 2020 and
31 July 2020, where infection cases are the coefficient. Here, the R2 value is 0.883
where the referred value range is 0–1.

Figure 14 represents the comparisons of total infected and death cases between
March 2020 and July 2020. Within this time period, the number of day infections is
increasing as well as the number of deaths. Although the number of death cases was
often lower than the number of infection cases, it increased as the number of days
increased.

During this COVID-19 situation inBangladesh, all infected patientswere rehabili-
tated in 10 public hospitals fromMarch toMay 2020. These are Bangabandhu Sheikh
Mujib Medical University (BSMMU), Dhaka Medical College Hospital (DMCH),
Combined Military Hospital (CMH), Kurmitola General hospital (KGH), Sylhet
MAG Osmani Medical College Hospital (SOMCH), Chittagong Medical College
Hospital, National Institute of Neuro-Science & Hospital (NINS), Mymensingh

Fig. 12 R2 value of death cases
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Fig. 13 R2 value of death cases against infection cases

Fig. 14 Comparisons
between infection and death
cases

Medical College Hospital (MMCH), and Centre for the Rehabilitation of the Paral-
ysed (CRP). During lockdown time, the Outdoor Patients Department (OPD) was
completely closed. But some doctors practiced using the virtual consulting platform
over the Internet with the patients [15].

8 Limitations and Conclusion

From this clustering analysis, a pattern can be discovered for death cases on COVID-
19. It shows that the maximum death occurred within 51–70 years age limits, which
are 69.36, almost one-third of the total death cases. This research work has few
limitations such as; data is collected from several online sources and the affected areas
could not be verified from authentic sources. Human-to-human virus transmission
methods could be changed during this long-term evolution of mutation rate.

This research study forecasts the death cases for COVID-19 in Bangladesh from
18 March 2020 to 31 July 2020 (136 days) based on the recognized platforms. As
the methodology, R language is used for clustering to get the prediction result. And
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mining techniques are introduced to find a pattern of death cases during this period
in Bangladesh. The maximum number of death cases have been observed of age
above sixty years is 46.19%. On the other side, the minimum number of death cases
has recorded of age below ten years is 0.58%. The most infected city in Bangladesh
is Dhaka, whereas Chittagong (24.40%) as the second-largest city in Bangladesh
also recorded the second position in case of infection and death rate. To prevent the
rate of death cases of COVID-19, people have to follow some guidelines as said by
WHO such as maintain social distances, contact with others, avoid traveling, trying
to increase the immune system, and also many more. In the future, this work will be
extended for a minimum of six months or 287 days collected data, and death cases
will be compared globally for Southeast Asian countries to upsurge the predication
level from clustered data for Bangladesh.
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A Secure Smart Shopping Cart Using
RFID Tag in IoT

Naresh Babu Muppalaneni and Ch. Prathima

Abstract The Internet of things is evolving in everyday life by partner conventional
articles into gathering. For example, in a general store, all things can be related
to each other, modeling a splendid shopping system. In such an Internet of things
system, an efficient radio frequency identification tag can be associated with each
thing which, when put into a shopping cart, can be thus examined by a truck outfitted
with a radio frequency identification for every client. In like manner, charging can
be coordinated from the shopping bushel itself, shielding customers from holding up
in a long queue at the checkout. Moreover, sharp racking can be incorporated into
this system, outfitted with radio frequency identification per clients, and can screen
stock, perhaps in likemanner invigorating a central server.Another favorable position
of this kind of structure is that stock organization ends up being significantly less
complex, as all things can be normally scrutinized by a radio frequency identification
for every client as opposed to physically analyzed by a specialist.

Keywords Internet of things · Smart shopping cart · Security

1 Introduction

Web of things [1, 2] is a collaboration among physical articles that have transformed
into a reality. Regular articles would presently have the option to be equipped with
figuring power and correspondence functionalities, allowing objects any place to be
related. This has acquired another upset mechanical, money related, and ecological
frameworks and activated extraordinary difficulties in information the board, remote
interchanges, and ongoing basic leadership. Also, different security and affirmation
issues have been made and lightweight cryptographic frameworks are in over the
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top energy to fit with the Internet of things applications. There has been a great deal
of Internet of things look into different applications, for instance, shrewd houses,
e-thriving structures, skillful gadgets, and so forth. In this review paper, an astute
shopping framework dependent on radio frequency identification advancement is
rotated around, which has not been well-thought about as of now. In such a structure,
everything open to be acquired is related to a radio frequency identification tag [3], so
they can be trailed by any contraption equipped with a radio frequency Identification
for every customer in the store. Normally, this carries the going with inclinations: (1)
Items put into a sharp shopping canister (with radio frequency identification looking
at the point of confinement) can be therefore investigated and the charging data can in
like way bemade on the clever truck. As requirements are, clients do not have to hold
up in long lines at checkout. (2) Smart leaves that are additionally outfitted with radio
frequency identification per customer can screen every single stacked thing and send
things to notice to the server. Exactlywhen things become sold out, the server can urge
workers to restock. (3) It winds up being clear for the store to do stock association as
all things can be consequently investigated and sufficiently logged. In this developing
system, each smart truck is outfitted with an ultra high-frequency radio frequency
identification per client, a microcontroller, a liquid crystal display contact screen,
Zigbee connector, and weight sensor. To the keen truck can consequently peruse
the things put into a truck by means of the radio frequency identification per user.
All together for the keen truck to talk with the server, having picked Zigbee [4]
advancement as it has low control and is sensible. All of us additionally have an
excess weight scanner introduced on typically the shrewd truck for calculating the
weight of things. At the point any time client completes typically the process of
shopping, they will pay at the peruse point utilizing the developed charging data on
the particular brilliant truck. RFID is set to each cart to check whether the things in
the particular truck have been purchased. Protection issues additionally can be found
in such a construction that the contender of the storemay get very simple access to the
scattering of wares for cash-related methodology, and consumer inclinations could
be surmised by simply gathering the product data in customers’ buying baskets. As
it is an IoT application, the electric power utilization must be very low. With respect
to the particular customer server correspondence: At this progression, elliptic curve
cryptography-based cryptosystems are used, as the key size is a lot littler contrasted
with different cryptosystems, for example, RSA algorithm. As the things are put
on, the costs will get put on a complete tab. Individuals have reliably created and
developed an advancement to help their needs as far back as the beginningofmankind.
The central explanation behind the movement in development has been in restricting
assignments and making standard tasks less complex and faster, free of various
zones open. An imperative task on which individuals are found contributing a broad
proportion of vitality is shopping. As indicated by a survey, roughly a large portion
of the people goes through 1.5 h day by day on shopping. An enormous number of
clients will constantly in general leave a line if the line is especially long.
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2 Literature Survey

In balanced advertising [3], showcasing material is focused on and tweaked for a
specific client, and it along these lines considers their specific individual needs. The
fundamental motivation behind this examination depends on an organization of two
early advances: remote individual cell phones (e.g., PDAs or individual computer-
ized collaborators) and radio recurrence ID (RFID). The last innovation empowers
ongoing following of each thing by joining a little tag or transponder to each thing.
Under the main situation, it accepted that customers enter a retail location with an
individual cell phone preloaded with the shopping list. The rundown is later trans-
mitted to the focal mall server, which at that point registers a shopping way or course
and imparts it back to the client. The clever thought is to incorporate with the course
areas with advanced things. These areas are processed dependent on the shopping
list or potentially dependent on the chronicled obtaining propensities for the client
(e.g., if a devotion program is as a result). In the resulting situation, which requires
thing level stamping and shrewd racks, it is recognized that an investigator, which is
a touch of sharp racks, examines the starting at now acquired things of the client by
investigating the labels connected to these things in the shopping basket. A signifi-
cant way to deal with the model client’s discrete decisions is the MNL model. The
two primary situations are (1) the mall does not have a radio frequency identification
organization, or (2) the mall has a radio frequency identification sending at the thing.
In the subsequent situation, the mall is radio frequency identification conveyed with
savvy racks [5] and thing level labeling is utilized. If a customer frequents the store,
the store’s data frameworkmight foresee her needs. In a savvy rack framework, items
are labeled by RFID transponders to give them a one of a kind recognizable proof.
Chosen tracks are furnished with a reception apparatus framework and questioner
unit, which are associated with a data framework. The client has just bought chosen
things, and these can be distinguished by brilliant racks. A faithfulness program
is normally utilized in retailing to upgrade the general offer and to improve client
unwaveringness. It should propel purchasers to make next buys through limits and
potential quicker administration. The shopping basket can figure consequently and
show the all-out costs of how many numbers of items inside it. This makes it simple
for the client to know the cost of items that the person in question needs to pay
while shopping and not at the checkout counter. Along these lines, the client can get
quicker administration at the checkout. This innovation is progressively encouraging
to the degree of a potential substitution of the standardized identification framework
as new minimal effort radio frequency identification label producing systems have
risen. Another Zigbee module working at a similar recurrence can without much of
a stretch catch the transmitted information. This issue should be settled explicitly
regarding charging to advance purchaser certainty. Further, a progressively refined
miniaturized scale controller and bigger showcase framework can be utilized to give
better purchaser experience [6].

An inventive thingwith the social assertion is the one that helps the solace, comfort,
and gainfulness in standard everyday presence. Securing and shopping at gigantic
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strip malls are ending up each day movement in metro urban zones. A huge flood
can be seen at these malls on rests and parts of the bargains. Individuals buy various
things and kept the products in the basket. After fulfillment of gets, one needs to go
to charging station for portions. At charging counter, the agent sets up the bill using
institutionalized distinguishing proof per client which is a repetitive system [7] and
results in a long queue at charging station. In this paper, it is talked about an item
‘Insightful Shopping Cart [8]” being helpful to an individual in regular shopping to
decrease the time spent when purchasing the things. The essential objective of the
proposed system is to give an advancement arranged, negligible exertion, viably flex-
ible, and extreme structure for helping shopping up close and personal. The utiliza-
tion of RFIDs in this framework fathom advantages, for example, expanding security
and the subsequent decrease in item misfortune, diminished human mediation and
mistake, expanded speed in included procedures, one of a kind distinguishing proof
of items with extra data and accessibility of ongoing data, among others. There will
be snappy updates of the truck’s position at whatever point it is moved by the client.
To make this possible, a shopping container arranging advancement is required in
a couple of supermarket regions with the goal that the lasting observing empowers
continuous truck position refreshes. The decision of a situating innovation to our
answer is especially troublesome on account of various qualities every innovation
presents. Angles, for example, run, vitality utilization, well-being, accuracy, among
others, are significant for our answer. This venture report surveys and abuses the
current improvements and different kinds of radio recurrence ID innovations which
are utilized for item distinguishing proof, charging, and so forth.

The guideline objective of the proposed structure is to give an improvement
arranged, negligible exertion, reasonably versatile, and extreme framework for
helping shopping very close. The server communication segment [9] sets up and
keeps up the relationship of the shopping holder with the basic server. User interface
and show portion give the user interface, and automatic charging fragment handles
the accusing in a relationship of the server communication section. Savvy shopping
baskets [10] with electronic showcases, in correspondence with a PC framework, can
show a general portrayal with cost subtleties related to a shopping list databases [11].
Shrewd truck, likewise outfitted with RFID labels, can likewise check the purchase
of the things as they are put in the truck and, whenever wanted, speak with a charging
framework to consequently charge the customer for the buys. Radio frequency iden-
tification names, or basically “names”, are little transponders that react to demand
from each customer by remotely transmitting a back to the back number or near
identifier. The attractive sign is transmitted by the circle receiving wire associated
alongside this circuit which is utilized to examine the radio frequency identification
card number. In this undertaking, radio frequency identification card is utilized as a
security access card. So everything has the individual radio frequency identification
card which tends to the thing name. Radio frequency identification per customer is
interfaced with a microcontroller. Here the microcontroller is the blast sort repro-
grammable microcontroller [5] which as of late changed with a card number. The
made thing is not hard to use, negligible exertion, and need not botherwith any unique
preparation. This undertaking report audits and endeavors the current improvements



A Secure Smart Shopping Cart Using RFID Tag in IoT 705

and different kinds of radio recurrence ID advances which are utilized for item distin-
guishing proof, charging, and so on. They have likewise taken in the engineering.
This venture audits and adventures the current advancements and different kinds of
radio recurrence distinguishing proof advances which are utilized for item recog-
nizable proof, charging, and so on. Therefore, the review paper studies and assesses
look into understanding in RFID frameworks.

3 System Analysis

3.1 Proposed System

In this system, the cost of the items has simply appeared on the liquid crystal display
with the help of the radio frequency identification reader [12] and infrared sensor.
If the user has completed his shopping, the total is in a like manner decided and
appeared on the liquid crystal display itself.

Disservices:

1. No billing is given.
2. Difficult to put the product in precisely in themiddle of the sensors to distinguish.
3. Hard to distinguish the item.

3.2 Designed System

In this system, the structure has been completed viably to move the data successfully
to the billing session. In this system, radio frequency identification reader and Zigbee
to data transferring are being used (Fig. 1).

Fig. 1 Block diagram
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RFID per user is utilized to peruse the information present in the RFID tag [13].
RFID perusers or collectors are made out of an RFID module, a control unit, and
a reception apparatus to examine electronic labels by means of radio recurrence
correspondence. Numerous additionally incorporate an interface that speaks with
an application. Perusers can be handheld or mounted in vital areas to guarantee
they can peruse the labels as the labels go through a “cross-examination zone.”
A radio frequency identification per user’s capacity is to question radio frequency
identification labels. The LCD displays the item name, cost, terminate date, and an
aggregate sum. Complete postings of the items alongside their cost on LCD are
shown. The power supply is that an off-the-rack Arduino connector must be a DC
connector (e.g., it needs to put out DC, not AC). It ought to be somewhere in the
range of 9 and 12 V DC (see note underneath). It must be appraised for at least
250 mA current yield, even though you will probably need something progressively
like 500 mA or 1 A yield, as it gives you the present important to control a servo or
twentyLEDson the off chance that youneed to. Thepower supplymust have a 2.1mm
power plug on the Arduino end, and the fitting must be “center positive”, that is, the
center stack of the attachment must be the positive association. A cloud server is a
sound server that is produced, encouraged, and passed on through a conveyed figuring
stage over the Internet. Cloud servers have and show similar capacities, and value to
a normal server anyway is gotten too remotely from a cloud master association. A
cloud server may in like manner be known as a virtual server or virtual private cutoff.
General Packet Radio Service is a group-based remote correspondence organization
that ensures data rates from 56 up to 114 Kbps and a steady relationship with the
Internet for wireless and PC customers. The higher data rates empower customers
to partake in video gatherings and interface with sight and sound Web regions and
amount applications using flexible handheld devices PCs similar to scratch cushion.

3.3 Questioning Statement

The essential objective of the proposed system is to give an advancement arranged,
insignificant exertion, adequately versatile, and extreme structure for helping
shopping face to face.

3.4 Project Objectives

The fundamental objective is to assemble a savvy card which is furnished with a
radio frequency identification reader module, microcontroller, and a power supply.
To reduce the waiting time in the queue for billing uding the checkout. The essential
objective of the structure is to give advancement that organized insignificant exertion,
adequately adaptable, and intense system for helping shopping up close and personal.
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3.5 Feasibility Study

This investigation incorporates system resource requirements like expense and
advantages, labor required, and venture length. Cost and advantages of the expense
of this undertaking are around 4000–5000. The advantages are low cost, more solid,
time sparing, manpower, and span manpower required.

4 Results

4.1 Home

Figure 2 is the model of the cart, and initially, it welcomes the customers to do secure
shopping.

Initial count will be displayed as 0 (zero) as the customer did not select an item
so the total bill is also 0.

LCD shows that the customer shopped items for example the rice with a quantity
of 25 kg and the cost of it is Rs. 1000. This process continues for all the items.

Fig. 2 Model of the cart
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Fig. 3 Uploading the data

4.2 Uploading the Data

After selecting the required items into the basket, the customers need to press the
button which is used to upload the details of the selected items automatically to the
server based on the basket ID (Fig. 3).

4.3 Data Is Sending to the Server

After pressing the button, the details which are being selected are stored into the
server based on the basket ID. For customer confirmation, the LCD displays the
message as “Data sending… to server” to know whether the details are stored or not.

4.4 Confirmation for the Customer

Here the LCDs the message as “data sent to the server” for customer confirmation
purpose to know that the details of the selected items are stored (Fig. 4).

Fig. 4 Confirmation for the
customer
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Fig. 5 Details of the basket per day

4.5 Message Displayed

After storing the details of the selected items into the server correctly, then LCD
displays the message as “Thank You Visit Again”.

4.6 Details of the Basket Per Day

In this portal, it displays the plot which consists of the total cost of selected items
in that basket on a particular day, and also in another plot it displays many items
purchased on a particular day (Fig. 5)..

4.7 Data Export

After displaying the plot, the data is needed to export to generate the bill by using
the.csv files such as total cost and total items purchased in the particular basket
(Fig. 6)..
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Fig. 6 Data export

4.8 Displaying the Stored Details

See Fig. 7.

Fig. 7 Displaying the stored details
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The details of the selected items which are stored in the server are displayed in the
system with the format of the .csv file with the details such as time and date at which
the basket is selected, the basket id, and the basket total cost.

Project execution time: It takes a few seconds for the execution. The project
execution also depends on system performance. System performance is based on
microcontroller, system hardware, and space available in the system.

5 Conclusion

A safe brilliant shopping framework uses RFID innovation. This is the main event
when that UHF RFID is used in improving shopping experiences and security issues
are examined with regard to a keen shopping framework. The plan of a total frame-
work is detailed and constructs a model to test its capacities. A protected correspon-
dence convention is additionally structured and presented security examination and
execution assessments.

With radio frequency identification advancement, what is more, our appraisal
is the main one in the improvement of a sharp shopping framework. Our future
research will concentrate on improving the to and for development framework, for
instance, by decreasing the computational overhead at the shrewd truck side for
higher proficiency, and how to improve the correspondence capacity while saving
security properties.

References

1. Xia, F., Yang, L.T., Wang, L., Vinel, A.: Web of things. Int. J. Commun. Syst. 25(9), 1101
(2012)

2. Gubbi, J., Buyya, R., Marusic, S., Palaniswami, S.: Internet of Things (IoT): a vision, archi-
tectural elements, and future directions. IEEE (2011). https://doi.org/10.1109/i-smac.2017.805
8399

3. Klabjan, D., Pei, J.: In-store coordinated showcasing. J. Retail. Consum. Serv. 18(1), 64–73
(2011)

4. Ali, Z., Sonkusare, R.: Rfid based brilliant shopping and charging. Univ. J. Adv. Res. Comput.
Commun. Eng. 2(12), 4696–4699 (2013)

5. Ali, Z., Sonkusare, R.: RFID based savvy shopping and charging. Global J. Adv. Res. Comput.
Commun. Eng. 2(12), 4696–4699 (2013)

6. Sanghi, K., Singh, R., Raman, N.: The smart cart—an enhanced shopping experience. TA,
Justine Fortier Team 41 (2012)

7. Gangwal, U., Roy, S., Bapat, J.: Smart shopping cart for automated billing purpose using
wireless sensor networks. IEEE (2013). https://doi.org/10.1109/icices.2014.703399

8. Kumar, R., Gopalakrishna, K., Ramesha, K.: Intelligent shopping cart. Int. J. Eng. Sci. Innov.
Tech. (IJESIT) 2(4) July 2013

9. Kamble, S., Meshram, S., Thokal, R., Gakre, R.: Building up a multitasking shopping trolley
dependent on RFID technology. January 2014 Int. J. Soft Comput. Eng. (IJSCE)

https://doi.org/10.1109/i-smac.2017.8058399
https://doi.org/10.1109/icices.2014.703399


712 N. B. Muppalaneni and Ch. Prathima

10. Yewatkar, A., Inamdar, F., Singh, R., Bandal, A., et al.: Savvy truckwith programmed charging,
item data, item proposal usingrfid and zigbee with antitheft. Proced. Comput. Sci. 79, 793–800
(2016)

11. Mitton, N., Papavassiliou, S., Puliafito, A., Trivedi, K.S.: Consolidating cloud and sensors in a
brilliant city condition. EURASIP Diary Wirel. Commun. Netw. 2012(1), 1 (2012)

12. Yathisha, L., Abhishek, A., Harshith, R., Darshan Koundinya, S.R., Srinidhi, K.: Automation
of shopping cart to ease queue in malls by using RFID (2015). https://doi.org/10.1109/icices.
2014.7033996

13. Ahsan, K., Shah, H., Kingston, P.: RFID applications: an introductory and exploratory study.
IJCSI Int. J. Comput. Sci. 7(1), 3 (2010)

https://doi.org/10.1109/icices.2014.7033996


Author Index

A
Abdullah, Sohaib N., 499
Abhishek, M. B., 363
Adhikari, Nanda Bikram, 541, 555
Agrawal, Rajneesh, 41, 107
Ahamed Khan, M. K. A., 151
Ahmed, Tanvir, 685
Amin, Al, 685
Ang, Chun Kit, 151
Antonijevic, Milos, 169
Ashwin, M., 125
Athanasios, Galanis, 453

B
Bacanin, Nebojsa, 169
Banerjee, Vikramjit, 69
Bano, Shahana, 11, 527, 639
Basheer Ahamed, S., 125
Bathija, Pranav, 53
Belkadi, Ezzohra, 77
Bhamidipati, Kishore, 465
Bhandari, Sagar, 541
Bhandari, Shiva, 555
Bhattarai, Nirdesh, 555
Bhatt, Harmish, 571
Bhole, Girish P, 95
Bhuse, Pushkar, 53
Bongale, Anupkumar M., 465
Bongale, Arunkumar M., 465
Botejue, W. M. M., 433

C
Chaiwuttisak, Pornpimol, 419
Chandrasekaran, Ganesh, 249

Charles, Joseph, 289
Choudhary, Chandrashekhar, 673

D
Deisy, 151
Deny, J., 23
Dinesh Kumar, J. R., 125
Djordjevic, Aleksandar, 169

F
Fernando, T. G. I., 303

G
Gadakh, Prashant, 69
Gadiwan, Sharvari, 69
Ganegoda, Upeksha, 261
Gayathri, M., 581
George, Aparna, 607
George, Botzoris, 453
Ghanta, Deepika, 527
Gopura, R. A. R. C., 221
Gupta, Anil, 479

H
Hajela, Gaurav, 141
Hamadalla, Mustafa W., 499
Hemanth, D. Jude, 249
Hong, Lim Wei, 151
Hoque, Mohammad Ashraful, 685

I
Ibrahim, Ehssan M. A., 499

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2021
S. Shakya et al. (eds.), Proceedings of International Conference on Sustainable Expert
Systems, Lecture Notes in Networks and Systems 176,
https://doi.org/10.1007/978-981-33-4355-9

713

https://doi.org/10.1007/978-981-33-4355-9


714 Author Index

Islam, Thouhidul, 685

J
Jagtap, Shrushti, 69
Jaiswal, Anku, 659
Jayarathna, M. I. M., 211
Jayathilake, A. M. Imanthi C. K., 279
Jony, 403
Jumaah, Omar Mahmood, 499

K
Kalra, Rohan, 581
Kawade, Atharva, 69
Kawari, Rohit, 541
Krishna, Sunkara Venkata, 527
Kumar, Satish, 465
Kumar, Sunil, 403

L
Labti, Oumayma, 77
Lakshmi Pranthi, Y., 639
Lekamge, Sugeeswari, 289
Lorente-Leyva, Leandro L., 595

M
Malathy, C., 581
Manasa, R., 363
Mathew, Alex, 119
Mohammed, Karam Hashim, 499
Mohan, D., 513
Mohanty, Sangeet, 353
Muneeswari, G., 1
Muppalaneni, Naresh Babu, 701
Murugan, A., 377, 387
Muthiah, Sangeetha, 199

N
Nagarathne, P. N. P. S., 279
Naren, S., 125
Nawarathna, Lakshika S., 279
Nawarathna, Ruwan D., 233, 319
Nemkul, Kriti, 649
Niharika, Gorsa Lakshmi, 11
Nikolaos, Eliou, 453

P
Panagiotis, Lemonakis, 453
Panta, Shishir, 541

Patange, Gajanan Shankarrao, 571
Patiño-Alarcón, Delio R., 595
Patiño-Alarcón, Fernando A., 595
Paudyal, Amit, 555
Pavan Kalyan, P., 639
Peluffo-Ordóñez, Diego H., 595
Prajapati, Rakesh Chandra, 541
Pranathi, Yerramreddy Lakshmi, 11
Prasad, Prakash Chandra, 659
Prathima, Ch., 701
Preethi, S., 125
Premaratne, I. A., 335
Priyadharsini, K., 125
Priyanka, K., 639
Priyankan, K., 303
Priya, S., 607
Punitha, K., 387
Puthussery, Antony, 1

R
Rai, Nabin, 555
Rajapakse, Thilina C., 319
Ramasamy, Manickam, 151
Ramesh, Rajeev, 69
Ram, Shrwan, 479
Ranathunga, L., 433
Rashid, Tarik A., 169
Rasool, Akhtar, 141
Ratnayake, H. U. W., 335
Ratra, Sahil, 673
Ribhu, Nazmus Sakib, 151
Rimal, Ram Prasad, 555
Ripon, Shamim H., 621
Rodrigo, W. U. D., 335

S
Sai Shreyashi, P., 581
Sakthimohan, M., 23
Sanyal, Hrithik, 41, 107
Saxena, Priyanka, 41
Selvarajah, Jarashanth, 233
Senthilrajan, A., 199
Shahul, Nooriya, 185
Shakya, Subarna, 649, 659
Shanmugapriya, M., 607
Sharma, Rishav Mani, 541
Sheela, K. Anitha, 513
Shelly, Siddharth, 185
Shibly, Mir Moynuddin Ahmed, 621
Shinde, Aman, 69
Shirsat, Kavita Pankaj, 95



Author Index 715

Singh, Sailesh, 659
Sinha, Prattyush, 673
Sonara, Zankhan, 571
Sreya, Gorsa Datta Sai, 11
Sridevi, 151
Strumberger, Ivana, 169
Sudhakar, P., 513

T
Tejashree, S., 363
Thenuwara, Susara S., 221
Tholeti, Guru Sree Ram, 527
Tisha, Tahmina Akter, 621
Tiwari, Prakhar, 673
Tran, Duc Chung, 151

U
Udadeniya, Aeshana, 261
Umadevi, T. P., 377

V
Varanasi, Aruna, 353
Vashishtha, Jyoti, 403
Venkatachalam K, 169
Vibha, T. G., 363
Vimal kumar, V., 607
Vishwakarma, Sunil Kumar, 141

W
Waduge, Nisal, 261
Weerakoon, W. A. C., 211
Weerasinghe, Shakthi, 261

Y
Yaganteeswarudu, Akkem, 353
Yousif, Mohammed N., 499

Z
Zivkovic, Miodrag, 169
Zoysa de, Randilu, 261


	Preface
	Acknowledgements
	About the Conference
	Contents
	Editors and Contributors
	 Captcha-Based Defense Mechanism to Prevent DoS Attacks
	1 Introduction
	2 Literature Survey
	3 Working Methodology
	4 Results and Discussion
	5 Conclusion
	References

	 Prognostic of Depression Levels Due to Pandemic Using LSTM
	1 Introduction
	2 Procedure
	2.1 Importing All the Packages
	2.2 Importing Datasets
	2.3 Preprocessing and Feature Extraction
	2.4 Working Principle

	3 Flowchart
	4 Results
	5 Conclusion
	6 Future Scope
	References

	 An Efficient Design of 8 * 8 Wallace Tree Multiplier Using 2 and 3-Bit Adders
	1 Introduction
	2 Related Work
	3 Basic Multiplication Practice
	4 Proposed Work
	4.1 Wallace Tree Multiplier
	4.2 Wallace Tree 4 * 4 Multiplier
	4.3 Wallace Tree 8 * 8 Multiplier
	4.4 2-Bit Adder
	4.5 3-Bit Adder
	4.6 Ripple Carry Adder (RCA)
	4.7 Look-Ahead Carry Adder

	5 Experimental Results
	5.1 8 * 8 Wallace Tree Multiplier
	5.2 Power
	5.3 Area
	5.4 Delay
	5.5 RTL Schematic View
	5.6 Technology Schematic View
	5.7 Package View
	5.8 Investigation of Wallace Tree 8 * 8 Multiplier

	6 Conclusion
	References

	 Application of Rules and Authorization Key for Secured Online Training—A Survey
	1 Introduction
	2 Machine Learning
	2.1 Overview
	2.2 Security in Machine Learning
	2.3 Authorization
	2.4 Classification

	3 Existing Systems
	4 Access Control
	5 Proposed Work
	6 Expected Outcome
	7 Conclusion
	References

	 Detecting Semantically Equivalent Questions Using Transformer-Based Encodings
	1 Introduction
	2 Related Work
	3 Dataset and Preprocessing
	4 Proposed Methodology
	5 Results and Discussion
	6 Conclusion and Future Work
	References

	 Detection and Monitoring of Alzheimer’s Disease Using Serious Games—A Study
	1 Introduction and Motivation
	2 Findings and Methodology
	3 Results and Discussions
	4 Conclusion and Future Work
	References

	 Factors Affecting the Online Travel Purchasing Decision: An Integration of Fuzzy Logic Theory
	1 Introduction
	2 Literature Review
	3 Methodology
	3.1 Fuzzy Inference System
	3.2 Sampling and Procedures
	3.3 Measures

	4 Results and Discussion
	4.1 Fuzzy Inference System Results
	4.2 Discussion

	5 Conclusion
	References

	 An Empirical Study on the Occupancy Detection Techniques Based on Context-Aware IoT System
	1 Introduction
	2 Categorization of Occupancy Detection Techniques
	2.1 Occupancy Detection via Sensors
	2.2 Occupancy Detection via Sensor Fusion
	2.3 Occupancy Detection via Wi-Fi and LAN
	2.4 Occupancy Detection via Radio Frequency (RF) Signals
	2.5 Occupation Detection Using Machine Learning Techniques
	2.6 Other Types of Occupation Detection

	3 Research Gaps and Issues
	4 Result and Discussion
	4.1 Analysis Based on Publication Year
	4.2 Analysis Based Performance Metrics
	4.3 Analysis Based on Classification Techniques

	5 Conclusion
	References

	 Study of Holoportation: Using Network Errors for Improving Accuracy and Efficiency
	1 Introduction
	2 Virtual Reality and Augmented Reality
	2.1 Virtual Reality (VR)
	2.2 Augmented Reality (AR)

	3 Human Bond Communication
	4 Network Error
	5 Existing System
	6 Limitation of Existing Models
	7 Proposed System
	8 Conclusion & Future Scope
	References

	 Sixth-Gen Wireless Tech with Optical Wireless Communication
	1 Introduction
	2 Discussion
	2.1 Advantages of Optical Wireless Communication
	2.2 Indoor Applications
	2.3 Outdoor Applications

	3 Challenges and Future of 6G
	4 Conclusion
	References

	 Intuitive and Impulsive Pet (IIP) Feeder System for Monitoring the Farm Using WoT
	1 Introduction
	2 Study of Existing Methodology
	3 Proposed Methodology
	3.1 Hardware Implementation
	3.2 System Implementation

	4 Conclusion
	References

	 Machine Learning Algorithms for Prediction of Credit Card Defaulters—A Comparative Study
	1 Introduction
	2 Literature Review
	2.1 Random Forest Classifier
	2.2 Gaussian Naive Bayes Classifier
	2.3 Multi-layer Perceptron (MLP) Classifier
	2.4 K-Nearest Neighbors Classifier
	2.5 AdaBoost Classifier
	2.6 CatBoost Classifier
	2.7 XGBoost Classifier
	2.8 LightGBM Classifier

	3 Experimental Setup and Results
	3.1 Dataset Description
	3.2 Data Visualization
	3.3 Results Using Tables and Graphs

	4 Conclusion and Further Extensions
	References

	 Investigation of Gait and Biomechanical Motion for Developing Energy Harvesting System
	1 Introduction
	2 Material and Methods
	2.1 Human Gait Analysis
	2.2 Plantar Pressure Distribution

	3 Results and Analysis
	4 Conclusion
	References

	 Hybrid Genetic Algorithm and Machine Learning Method for COVID-19 Cases Prediction
	1 Introduction
	2 Background and Related Work
	3 Overview of Adaptive Neuro-Fuzzy Inference System
	4 Proposed Hybrid Machine Learning Method
	4.1 Improved GA
	4.2 Hybrid GAAE-ANFIS Method

	5 Experimental Setup and Simulations
	5.1 Performance Metrics, Datasets, and GAAE-ANFIS Control Parameters' Setup
	5.2 Results and Comparative Analysis

	6 Conclusion
	References

	 Bidirectional Battery Charger for Electric Vehicle
	1 Introduction
	2 Literature Review
	3 Proposed System
	3.1 Methodology
	3.2 Topology
	3.3 Grid to Vehicle (G2V)
	3.4 Vehicle to Grid (V2G)

	4 Experimental Results
	4.1 Charging Mode (Forward Mode)
	4.2 Discharging Mode (Reverse Mode)

	5 Experimental Setup
	6 Conclusion
	References

	 Correlative Study of Image Magnification Techniques
	1 Introduction
	2 Related Work
	3 Image Interpolation
	3.1 Nearest Neighbour Interpolation
	3.2 Bilinear Interpolation
	3.3 High Quality Magnification (Hqx) Interpolation

	4 Experiment and Discussion
	4.1 Objective Assessment
	4.2 Visual Quality Assessment

	5 Conclusion
	References

	 Healthy Sri Lankan Meal Planner with Evolutionary Computing Approach
	1 Introduction
	2 Background Related Works
	3 Genetic Algorithm
	4 Methodology
	5 Discussion
	References

	 Fuzzy Logic-Based Approach for Back Analysis of VISA Granting Process
	1 Introduction
	2 Literature Review
	3 Proposed Approach
	4 Results and Discussion
	5 Conclusion
	References

	 A Lucrative Model for Identifying Potential Adverse Effects from Biomedical Texts by Augmenting BERT and ELMo
	1 Introduction
	2 Background
	2.1 Word Embedding
	2.2 Bidirectional Gated Recurrent Units (BiGRUs)
	2.3 Embeddings from Language Models (ELMo)
	2.4 Transformer Networks
	2.5 Bidirectional Encoder Representations from Transformers (BERT)

	3 Methodology
	3.1 Text Labeler for Extracting Adverse Effects from Biomedical Texts
	3.2 Binary Classifier for Identifying Adverse Effects in Biomedical Texts

	4 Results and Discussion
	4.1 Performance of the Binary Classifier
	4.2 Performance on the Text Labeler

	5 Conclusion
	References

	 An Intelligent Framework for Online Product Recommendation Using Collaborative Filtering
	1 Introduction
	2 Related Works
	3 Background
	3.1 Phases of Recommendation System
	3.2 Types of Recommender Systems

	4 Proposed Methodology
	4.1 Amazon Products Review—Dataset
	4.2 Data Preprocessing
	4.3 User-Based Collaborative Filtering
	4.4 Item-Based Collaborative Filtering

	5 Results and Discussion
	6 Conclusion
	References

	 Novel Method to Analyze and Forecast Social Impact on Macro- and Micro-Economies Using Social Media Data
	1 Introduction
	2 Related Work
	3 Stock Markets and Social Media
	3.1 Keyword Extraction
	3.2 Incident Mining
	3.3 Impact Analysis
	3.4 Performance Isolation and Prediction

	4 Research Methodology
	5 Results and Experiments
	6 Discussion
	7 Conclusion and Further Work
	References

	 Prediction of Malocclusion Pattern of the Orthodontic Patients Using a Classification Model
	1 Introduction
	2 Material and Methods
	2.1 Data
	2.2 Classification Models
	2.3 Model Validation

	3 Results and Discussion
	4 Conclusion
	References

	 An Ensemble Learning Approach for Automatic Emotion Classification of Sri Lankan Folk Music
	1 Introduction
	2 Related Works
	3 Methodology
	3.1 Tools and Resources
	3.2 Dataset
	3.3 Audio Preprocessing and Feature Extraction
	3.4 Classifier Training
	3.5 Ensemble Learning
	3.6 Feature Selection

	4 Results and Discussion
	4.1 Performance of Individual Classifiers
	4.2 Performance of the Classifier Ensemble
	4.3 Classifier Performance After Applying Feature Selection Techniques

	5 Conclusion
	References

	 Mobile Application to Identify Fish Species Using YOLO and Convolutional Neural Networks
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Data Collection and Preprocessing
	3.2 YOLO
	3.3 Convolutional Neural Network (CNN)
	3.4 Implemented Architecture
	3.5 Hardware and Software Used in the Experiment

	4 Results
	5 Conclusion
	References

	 Pseudoscience Detection Using a Pre-trained Transformer Model with Intelligent ReLabeling
	1 Introduction
	1.1 Deep Learning for Pseudoscience Detection

	2 Background
	2.1 Indicators of Pseudoscience
	2.2 Detecting Deception
	2.3 Natural Language Processing
	2.4 BERT
	2.5 RoBERTa

	3 Method
	3.1 Data Collection
	3.2 Intelligent ReLabeling (IRL)
	3.3 Models Used
	3.4 Model Training
	3.5 Evaluation

	4 Results
	5 Future Work
	6 Conclusion
	References

	 Identification of Music Instruments from a Music Audio File
	1 Introduction
	2 Literature Survey
	2.1 Theoretical Background

	3 Methodology
	4 Feature Extraction and Classification
	4.1 Identifying Differences in Different Music Equipment and Different Music Categories
	4.2 Accrue of Real Data (Using Standard Music Keyboard)
	4.3 Extracting the Features of Combined Instrument Tones
	4.4 Training the ANN (Classification)
	4.5 Identifying the Instrument and Notes

	5 Result and Discussion
	6 Conclusion and Future Work
	References

	 Security in Software Applications by Using Data Science Approaches
	1 Introduction
	2 Natural Language Processing tf–idf Score Calculation for Sensitive Details
	2.1 Word Tokenization to Identify Sensitive Information
	2.2 tf–idf Score Calculation for Sensitive Words

	3 Machine Learning Model to Find Whether Application is Secured or not
	3.1 Sensitive Keywords and Their Value Encrypted Format Testing
	3.2 Machine Learning Clustering Algorithm to Test Whether Application is Secured or Not

	4 Data Encryption Algorithms
	5 Data Flow in Proposed Model
	6 Results
	6.1 Hardware Requirements
	6.2 Software Requirements
	6.3 Inputs
	6.4 Output

	7 Conclusion
	References 

	 Smart Agriculture Management System Using Internet of Things (IoT)
	1 Introduction
	1.1 Precision Farming
	1.2 What is Smart Farming?
	1.3 Process Flow in IoT

	2 Literature Survey
	3 Analysis of IoT Hardware Requirement
	3.1 Device
	3.2 Communication
	3.3 Services
	3.4 Management
	3.5 Security
	3.6 Application

	4 Challenges and Future Work
	5 Conclusion
	References

	 Offline Multilanguage Validation Analysis Using FEDSEL
	1 Introduction
	2 Related Work
	3 The Proposed Recognition System
	3.1 Preprocessing
	3.2 Offline Segmentation
	3.3 Reduce Dimension of Feature Extraction

	4 Result and Discussion
	5 Conclusion
	References

	 Pattern Matching Compression Algorithm for DNA Sequences
	1 Introduction
	2 Related Works
	3 Proposed System
	3.1 Data Compression
	3.2 DNA Compression Algorithm
	3.3 DNA Decompression Algorithm
	3.4 Compression Ratio

	4 Results and Discussion
	5 Conclusion and Future Scope
	References

	 Domain Specific Fine Tuning of Pre-trained Language Model in NLP
	1 Introduction
	2 Literature Survey
	3 Proposed System
	3.1 Text Analysis Using Existing Convolutional Neural Network (CNN)
	3.2 Text Analysis Using Proposed Hashing Method
	3.3 Use of Deep Hashing and DBN Network
	3.4 Performance Parameters of the System

	4 Results and Discussion
	4.1 Results Using Convolutional Neural Networks
	4.2 Results Discussion

	5 Conclusion and Future Scope
	References

	 Machine Learning Based Decision Support System for High-School Study
	1 Introduction
	2 Data Mining Techniques
	2.1 Decision Tree
	2.2 Bayesian Learning
	2.3 Logistics Regression
	2.4 Neural Network
	2.5 Support Vector Machine

	3 Experiment Design
	4 Results
	5 Conclusion
	References 

	 A Guided Visual Feature Generation and Classification Model for Fabric Artwork Defect Detection
	1 Introduction
	2 Motivation
	3 Review of Literature
	4 Methodology
	4.1 Quality Analysis Module
	4.2 Reference Model
	4.3 Shape Defect Detection
	4.4 Size Defect Detection
	4.5 Rotation Defect Detection
	4.6 Placement Defect Detection
	4.7 Boundary Defect Detection
	4.8 Color Defect Detection

	5 Evaluation
	6 Discussion
	7 Conclusion and Further Work
	References

	 A GPS-Based Methodology for Analyzing Bicyclist’s Behavior in Different Road Environment
	1 Introduction
	2 Methodology and Data Collection
	2.1 Participants
	2.2 Bicycle and Equipment
	2.3 Study Area, Road Type, Time and Weather Conditions

	3 Data Process
	4 Results
	5 Conclusions
	References

	 Hybrid International Data Encryption Algorithm for Digital Image Encryption
	1 Introduction
	2 Literature Review
	3 Methodology
	3.1 Arnold Transforms
	3.2 International Data Encryption Algorithm (IDEA)
	3.3 Anti-Arnold Transforms
	3.4 Proposed Algorithm

	4 Result Analysis
	4.1 Encryption/Decryption Validation
	4.2 Histogram Analysis
	4.3 Key Sensitivity Analysis
	4.4 Additive Noise Attack Analysis

	5 Conclusion
	References

	 Pre-trained Deep Networks for Faster Region-Based CNN Model for Pituitary Tumor Detection
	1 Introduction
	2 Related Work
	3 Research Methodology
	3.1 The Dataset Collection
	3.2 Preprocessing of MRI Images
	3.3 Pituitary Tumor Detection Approaches
	3.4 Performance Evaluation of the Proposed Approach

	4 Experimental Setup and Result Analysis
	4.1 Results Were Generated Through the Pre-trained Deep Network

	5 Conclusion and Future Scope
	References

	 Wind Energy Productivity Evaluation Using Weibull Statistical Method
	1 Introduction
	2 Methodology
	2.1 The Energy Production in the Turbine and Wind Speed
	2.2 Mechanical Energy Obtained from Wind
	2.3 Statistical Analysis of Wind Speed
	2.4 Weibull Distribution
	2.5 Graphical Method

	3 Result and Discussion
	4 Conclusion
	References

	 COVID-19 Social Distancing with Speech-Enabled Online Market Place for Farmers
	1 Introduction
	2 Related Work
	3 Proposed Work
	3.1 Key Issues on Application Design
	3.2 APPLICATION Overview and Architecture with Detailed Process Flow

	4 Frame Work for Designing Speech Recognition System
	4.1 Database Preparation
	4.2 Feature Extraction
	4.3 Acoustic Model (AM)
	4.4 Language Model (LM)

	5 Results
	5.1 Results Analysis Using CMU’s Sphinx-3
	5.2 Results from the Field Study with Real-Time Google Voice Search

	6 Conclusion
	7 Future Scope
	References

	 Machine Learning Concept-Based Prognostic Approach for Customer Churn Rate in Telecom Sector
	1 Introduction
	2 Related Works
	3 Methodology
	3.1 Logistic Regression
	3.2 Decision Tree
	3.3 Neural Network
	3.4 Naïve Bayes

	4 Procedure
	4.1 Dataset
	4.2 Logistic Regression
	4.3 Naïve Bayes Classifier
	4.4 Decision Tree Classifier
	4.5 Neural Network

	5 Results
	5.1 Decision Tree
	5.2 Logistic Regression
	5.3 Naïve Bayes
	5.4 Artificial Neural Network

	6 Conclusion
	References

	 Simulation of CubeSat Detumbling Using B-Dot Controller
	1 Introduction
	2 Simulation Architecture
	2.1 Mathematical Model of Magnetorquer
	2.2 B-Dot Controller
	2.3 IGRF Model
	2.4 Orbit Generation: Keplerian Dynamics
	2.5 Satellite Rotational Mechanics

	3 Simulation and Results
	4 Conclusions
	References

	 A System of Vehicular Motion Sensing and Data Acquisition over Thapathali–Kupondole Bridge and Impact Prediction and Analysis Using Machine Learning
	1 Introduction
	2 Methodology
	2.1 System Block Diagram
	2.2 Instrumentation
	2.3 Observations
	2.4 Time Series Modelling Using LSTM
	2.5 Time Series Modelling Using ARIMA

	3 Results and Discussions
	3.1 Statistical Analysis
	3.2 Analysis of Vehicular Motion on Bridges

	4 Limitations
	5 Conclusion
	References

	 Semantic Interoperability for Development of Future Health Care: A Systematic Review of Different Technologies
	1 Background and Rationale
	2 Methodology
	3 Results and Discussion
	4 Conclusion
	References

	 A Study on Multimodal Approach of Face and Iris Modalities in a Biometric System
	1 Introduction
	1.1 Biometric Verification
	1.2 Face Detection
	1.3 Iris Verification
	1.4 Multimodal Biometric Verification: Face and Iris

	2 Modules in the Basic Methodology
	2.1 Face Detection (Followed by Iris Detection) and Cropping Block
	2.2 Pre-processing Block (within Face and Iris Detection Module)
	2.3 Feature Extraction Block (for Face and Iris), Filtering, and Feature Transformation
	2.4 Feature Fusion/Concatenation
	2.5 Feature Selection
	2.6 Face and Iris Verification Block

	3 Survey of Techniques and Methods
	3.1 Face and Iris Detection Techniques

	4 Face Feature Extraction Techniques
	4.1 Local Binary Pattern Histogram
	4.2 Principal Component Analysis
	4.3 Sub-pattern Principal Component Analysis (Sp-PCA)
	4.4 Modular Principal Component Analysis
	4.5 Linear Discriminant Analysis

	5 Iris Features Extraction Technique
	5.1 Gabor Filter
	5.2 LoG Gabor Filter
	5.3 Zero Crossing of 1D Wavelets
	5.4 Haar Encoding

	6 Feature Transformation Techniques
	6.1 Principal Component Analysis (PCA)
	6.2 Linear Discriminant Analysis (LDA)
	6.3 Combination of PCA and LDA

	7 Fusion Techniques
	7.1 Feature-Level Fusion
	7.2 Match Score-Level Fusion
	7.3 Decision-Level Fusion
	7.4 Rank-Level Fusion
	7.5 Signal-Level Fusion

	8 Feature Selection Techniques
	8.1 Correlation-Based Feature Selection (CFS)
	8.2 Mutual Information (MI)

	9 Future Scope
	10 Conclusion
	References

	 Analysis of Business Behavior in the Australian Market Under an Approach of Statistical Techniques and Economic Dimensions for Sustainable Business: A Case Study
	1 Introduction
	2 Materials and Methods
	2.1 Selection of the Variables and Techniques for the Dataset Statistical Study
	2.2 Statistical Verification Through Hypothesis Testing
	2.3 Regulatory and Economic Dimensions Within the Organizational Macro-environment
	2.4 Legal Regulatory Dimensions
	2.5 Government Data on Market Factors
	2.6 Marketing Models for Sustainable Business Results

	3 Results and Discussion
	4 Conclusions
	References

	 Deep Learning-Based Bluetooth-Controlled Robot for Automated Object Classification
	1 Introduction
	2 Related Work
	3 Proposed Work
	4 Results
	5 Conclusion
	References

	 Stacked Generalization Ensemble Method to Classify Bangla Handwritten Character
	1 Introduction
	1.1 Background and Problem Statement

	2 Related Works
	3 Dataset
	4 Proposed Methodology
	4.1 Convolutional Neural Network
	4.2 Stacked Generalization Ensemble CNN
	4.3 Image Data Augmentation

	5 Experimental Setup
	5.1 Training, Testing, and Validating
	5.2 Optimizers, Loss Function, Batch Size, and Evaluation Metrics

	6 Results
	6.1 Result Analysis
	6.2 Result Comparison

	7 Discussion
	8 Future Works and Conclusion
	References

	 Extracting Forensic Data from a Device Using Bulk Extractor
	1 Introduction
	2 Introduction to Extractors
	3 Exiting System
	4 Proposed System
	5 Comparison Between Extractors and Bulk Extractor
	6 Result
	7 Conclusion
	References

	 Low Resource English to Nepali Sentence Translation Using RNN—Long Short-Term Memory with Attention
	1 Introduction
	2 Literature Review
	3 Data Collection
	4 RNN Architecture
	4.1 Long Short-Term Memory (LSTM)

	5 RNN Encoder–Attention–Decoder Using LSTM
	5.1 Encoder
	5.2 Decoder

	6 Results
	6.1 Bilingual Evaluation Understudy (BLEU) Score

	7 Conclusion
	References

	 Portfolio Optimization: A Study of Nepal Stock Exchange
	1 Introduction
	2 Literature Survey
	3 Related Work
	3.1 Mean-Variance Theorem
	3.2 Limitation of Mean-Variance Theorem
	3.3 Portfolio Optimization

	4 Research Method and System Framework
	4.1 Data Collection
	4.2 Data Preprocessing
	4.3 Methodology

	5 Experimental Result and Discussion
	5.1 Monte Carlo Simulation
	5.2 Optimization Using Sequential Least Squares Programming (SLSQP)

	6 Conclusion
	References

	 Machine Learning-Based Real-Time Traffic Accident Detection
	1 Introduction
	2 Literature Survey
	3 Methodology
	3.1 Dataset
	3.2 Preprocessing
	3.3 Training and Testing
	3.4 Recurrent Neural Network
	3.5 Long Short-Term Memory

	4 Results
	5 Conclusion
	References

	 Clustering-Based Pattern Analysis on COVID-19 Using K-Means Algorithm to Predict the Death Cases in Bangladesh
	1 Introduction
	2 Literature Study
	3 Coronavirus Disease 2019 (COVD-19)
	3.1 COVID-19 in Bangladesh

	4 Data Mining
	4.1 Data Mining Technique

	5 R Language
	6 Research Methodology
	6.1 Data Source
	6.2 K-Means Algorithm

	7 Result Analysis and Discussion
	8 Limitations and Conclusion
	References

	 A Secure Smart Shopping Cart Using RFID Tag in IoT
	1 Introduction
	2 Literature Survey
	3 System Analysis
	3.1 Proposed System
	3.2 Designed System
	3.3 Questioning Statement
	3.4 Project Objectives
	3.5 Feasibility Study

	4 Results
	4.1 Home
	4.2 Uploading the Data
	4.3 Data Is Sending to the Server
	4.4 Confirmation for the Customer
	4.5 Message Displayed
	4.6 Details of the Basket Per Day
	4.7 Data Export
	4.8 Displaying the Stored Details

	5 Conclusion
	References

	Author Index



