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Preface

The volume contains the papers from the 2020 Cyberspace Congress (CyberCon 2020)
which includes the International Conference on Cyberspace Data and Intelligence
(CyberDI 2020) and the International Conference on Cyber-Living, Cyber-Syndrome
and Cyber-Health (CyberLife 2020) held online during December 10–12, 2020.

The recent advances in Smart IoT and Artificial Intelligence have driven cyberspace
into a new prosperous era, and cyberspace in turn has expanded to novel and interesting
domains such as Cyberspace Intelligence, Cyber-living, and Cyber-life. The brilliant
CyberCon 2020 continues to explore the cutting-edge techniques related to hot topics
in cyberspace, and it consists of CyberDI 2020 and CyberLife 2020. We sincerely
welcome leading experts, researchers, and scholars in cyberspace, cyber-data,
cyber-intelligence, cyber-living, and other emerging technologies attending the con-
gress and serving as a guide to the state of the art.

To be honest, cyberspace has become the fourth space for human survival in
addition to the traditional physical, social, and thinking spaces. It is attracting
increasing attention, while meantime many issues and challenges need to be understood
in depth. In CyberDI 2020 and CyberLife 2020, advanced theories, techniques,
applications regarding data and intelligence, topics and researches about
cyber-syndrome, cyber-health, and cyber-living are underlined and envisioned well.
CyberDI 2020 mainly focused on intelligent ways of making full use of the data,
depending on algorithms such as deep learning, neural networks and knowledge graph,
and CyberLife 2020 concentrated on modern technologies like image processing or
data science in Cyber-health systems.

In order to ensure the high quality of both conferences, we followed a rigorous
review process in CyberDI 2020 and CyberLife 2020. The CyberDI 2020 and
CyberLife 2020 received 36 qualified submissions in total, and 13 papers were
accepted finally, most of which are full papers. All manuscripts were reviewed by at
least three peer-reviewers with a single-blind review process, on the basis of their
qualifications and experiences.

The proceedings editors wish to thank the dedicated conference committee members
and all the other reviewers for their contributions. Sincerely, we hope these proceedings
will help a lot for all interested readers. And we also thank Springer for their trust and
for publishing the proceeding of the CyberDI 2020 and CyberLife 2020.

October 2020 Huansheng Ning
Feifei Shi
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Safety Supervision for Coal Mines Using
Machine Learning Methods

Jun Zhang1, Yunlong Wang2,3,4, Dezhi Wang5, Zhigang Zhao2,3,4,
and Xiong Luo2,3,4(B)

1 Science and Technology Division, North China Institute of Science and Technology,
Beijing 065201, China

2 School of Computer and Communication Engineering, University of Science and Technology
Beijing, Beijing 100083, China

xluo@ustb.edu.cn
3 Beijing Key Laboratory of Knowledge Engineering for Materials

Science, Beijing 100083, China
4 Shunde Graduate School, University of Science and Technology Beijing,

Foshan 528399, China
5 School of Computer Science, North China Institute of Science and Technology,

Beijing 065201, China

Abstract. Coals are of great importance to economic development, but the safety
problem always affects the efficient production of coal mines. Then, safety super-
vision is the basis for guaranteeing the productive efficiency of coal mines. The
safety supervisionswere previously based on handcraftedmodels of reality. Nowa-
days, they are able to be achieved using data-driven learning approaches. Hence,
to improve the supervision performance in consideration of complex characteris-
tics of coal mine production data, this paper presents a machine learning scheme
towards safety supervision. Generally speaking, there are two parts in the devel-
oped scheme. On the basis of bidirectional encoder representations from trans-
formers (BERT) model, a regression prediction is firstly used to analyze the coal
mine data, with the purpose of finding those possible accident attributions. Mean-
while, to tackle the issues of discovering the relationship in data, the unsupervised
Apriori learning algorithm is also developed to mine these association rules in
coal mine data. The presented scheme, named machine learning-based safe super-
vision (MLSS), is experimentally validated by using actual data collected from
some coal mines in China. The results demonstrate that our method can achieve
satisfactory analysis performance.

Keywords: Machine learning · Regression prediction · Apriori learning
algorithm · Coal mine

1 Introduction

In consideration of its industrial particularity, coal mine production may have certain
risks. During the production process, there are many dangerous elements and different

© Springer Nature Singapore Pte Ltd. 2020
H. Ning and F. Shi (Eds.): CyberDI 2020/CyberLife 2020, CCIS 1329, pp. 3–14, 2020.
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risk factors in the coal mines, andmany factors may lead to accidents. Safety supervision
as a key in guaranteeing industrial production is to carry out investigation and analysis
on the production process to find out and eliminate the hidden dangers of accidents for
preventing them in the early stages. Through the use of safety supervision, the production
automation of coalmineswould be advanced, thus reducing hidden dangers and ensuring
the improvement of workers’ health level and life safety [1]. Meanwhile, some complex
characteristics exist in the safety supervision data of coal mines. Specifically, due to
the long production period of coal mines, the data of accident hidden checking records
and risk control records are updated continuously, which makes the data processing
and analysis more complicated. Therefore, there remain some technical challenges that
should be addressed to achieve safety supervision.

In previous industrial production, the coal mine safety supervision was based on
handcrafted models of reality, and it may be inefficient considering the application envi-
ronment with large-scale coal mine data [2]. However, nowadays, they can be achieved
using data-driven learning approaches. That is, after collecting safety supervision data
in coal mines, some valuable information could be extracted and then fully exploited via
machine learning methods.

Appropriate data mining technologies can improve production effectiveness while
overcoming the limitations of mere manual operations. When the data mining algorithm
is designed, it can achieve the automatic collation and analysis of data without manual
intervention. Hence, through the analysis of the safety supervision data by using data
mining technologies, we can obtain valuable information and predict and prevent safety
accidents.

Among the machine learning methods for natural language processing (NLP) and
information mining, bidirectional encoder representations from transformers (BERT)
and Apriori are the practically resultful algorithms. Compared with other text analysis
methods, BERT enables model pre-training on a large scale of data and then fine-tuning
themodel on the specific tasks. In addition, the deeper network structure is another impor-
tant factor for the better performance of BERT. For association rule extraction, Apriori
enables rule generation based on itemsets, and association relationships can be extracted
automatically via Apriori, which saves plenty of resources compared with manual oper-
ation. Considering that the complex characteristics of coal mine production data impose
a challenging obstacle to the safety supervision approach design problem, motivated
by the BERT model and the unsupervised Apriori learning algorithm, a machine learn-
ing scheme towards regression prediction and rule mining on safety supervision data
is developed in this paper, avoiding the limitations of those current safety supervision
methods for coal mines and further improving the supervision performance.

Here, the contributions of this paper can be summarized as follows.

1) Aiming at the practical demand of safety supervision for coal mine production,
a scheme named machine learning-based safe supervision (MLSS) is accordingly
presented, which effectively improves the analysis performance of coal mine data.

2) In the field of coal mine safety supervision data analysis, through the use of BERT-
based regression prediction model and Apriori learning algorithm, the developed
scheme can find valuable information to exploit the potential of those coal mine
data.
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The rest of this paper is organized with the following way. Section 2 introduces
the background, focusing on BERT model and Apriori algorithm. Additionally, Sect. 3
provides a description on the developed scheme. Then, Sect. 4 presents the experimental
results on coal mine safety supervision data analysis to evaluate the performance of our
scheme. Finally, the conclusion is given in Sect. 5.

2 Background

BERT, as a deep bidirectional encoder, has great potential to represent unlabeled text in
coalmine safety supervision. Then,Apriori can extract the associated rules automatically
in coal mine accidents for assistant decision-making by combining the attributes from
BERT representation and original safety supervision data. Here, BERT and Apriori are
introduced in this section firstly, and recent literature on coal mine safety using machine
learning techniques is reviewed comprehensively in the following section.

2.1 BERT

For the safety production supervision data in coal mines, there are massive unlabeled
texts. Then, a language representation model is necessary to achieve the data analysis
task for safety supervision using machine learning methods. Unlike some other tradi-
tional NLP algorithms, BERT is a bidirectional transformer used in NNmodel, which is
specifically designed to obtain deep bidirectional representations from unlabeled texts,
and it has been successfully in a wide variety of NLP with state-of-the-art performance
in recent years [3].

Generally, BERT has some layers; and there are a multi-head attention and a linear
affine with the residual connection in each layer. A typical structure of BERT is shown
in Fig. 1, where Ei and Ti(i = 1, 2, . . . ,N ) are the input and output vectors in this
model, respectively. In Fig. 1, “Transformer” module is implemented using multi-head
attention mechanism as follows [3, 4].

Attention(Q,K,V) = Softmax

(
QKT

√
dk

)
V, (1)

headi(Q,K,V) = Attention
(
QWQ

i ,KWK
i ,VW

V
i

)
, (2)

MultiHead(Q,K,V) = Concat(head1, head2, . . . , headh)WO, (3)

where Q, K, and V are the query matrix, key matrix, and value matrix, respectively.
Moreover, dk is the dimension of K, and WQ

i ,W
K
i ,W

V
i , and WO are the parameter

matrices. Here, (1) is designed for a single input query in the above multi-head attention
mechanism, and the output can be computed in (3) by concatenating headi defined by
(2).
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Fig. 1. A typical structure of BERT.

2.2 Apriori

Apriori algorithm, as a classical algorithm in association rule mining, can be used to
find patterns for these frequent datasets, while providing an assistant in making some
decisions [5, 6].

Let the implication of A → B be the association rule, where A and B are subsets
of itemset and A ∩ B = ∅. In addition, let P(A ∩ B) be the probability of an itemset
containing set A and set B, and it is the “Support” defined as support(A → B). Moreover,
let count(·) be the count of the itemset, and then “confidence” can be represented as
confidence(A → B) = (support(A ∩ B))/(support(A)) = (count(A ∩ B))/(count(A)).

Then, if Lift(A → B) = (count(A ∩ B))/(count(A)count(B)) > 1, the A → B is a
strong association rule. Meanwhile, if Lift(A → B) < 1, the A → B is an invalid strong
association rule, and if Lift(A → B) = 1, the A and B are independent.

2.3 Coal Mine Safety Based on Machine Learning

With the rapid development of machine learning techniques, some machine learning
algorithms have been used in the coal mine management system, including neural net-
work (NN), genetic algorithm (GA), decision tree model, and some others [7]. The early
warning of coal mine safety production was implemented using a back propagation (BP)
NN with a fast convergence speed and a high precision [8]. Aiming at the characteristics
of truck working condition data, predicting the safety status of coal mine trucks was
achieved using recurrent neural network (RNN) [9]. Through the combination of self-
organizing datamining (SODM)model and phase space reconstruction (PSR) technique,
a prediction model was proposed to analyze the time-series data generated in complex
systems of gas emission in coal mines [10]. In [11], after analyzing hidden hazard data
in the coal mines, the data mining was conducted on four dimensions, i.e., department,
category, level, and address of hidden hazard. Then, the assistant decision-making was
given while providing strong association rules among the above four dimensions. In
[12], for the data collected by wireless sensor networks in the coal mine monitoring and
prewarning system, a data aggregation strategy and fuzzy assessment-based prewarning
model were proposed to prevent the possible accidents.
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Furthermore, in addition to the above works, some other requirements, e.g., accident
classification andprediction, rulemining, are also achievedbyusing themachine learning
methods.As far as the issue of classification, there are someadvancements. For examples,
after collecting the data of coal mine disasters from 2000 to 2016 in China and sorting
them, through the analysis in accordance with features, e.g., time, region, and type,
the possible classification rules of major coal mine accidents were analyzed, and some
corresponding suggestions were accordingly presented [13]. For the experimental area
with the size of 1000 × 1000 pixels in Hegang coal mining area, the NN and support
vector machine (SVM) classification methods were used to classify land use in coal
mining area [14]. The coal mine safety investment influence factors were discussed, and
then the coal mine safety investment prediction model was developed using SVM. After
comparing with the traditional BP network approach via experiments, the feasibility and
effectivity of the proposed model were verified [15]. A decision classification model
was proposed to predict the injury situations via the information and data concerned
while serving the purpose of guiding the safety management of such accidents [16]. For
the risk assessment task used to revise coal mine regulations, a Bayesian network-based
method of quantitatively assessing the risk of gas explosion in coal mines was proposed.
Then, the potential causes of accidents could be determined [17].

Additionally, for the rule mining of coal mine safety data, there are also some works
recently. After preprocessing the safety hidden danger data of coal mine workplaces,
those valuable association rules inside the data were extracted using an improvedApriori
algorithm [18]. Furthermore, in [19], the ontology technology was used to organize coal
mine safety monitor data, and the association rule was developed to mine the mass
monitoring data while achieving the hidden reasoning rules for the early-warning task.
In a coal mine safety monitoring system, the correlation analysis algorithms Apriori and
FP-growth were applied to design a model for coal mine gas monitoring, improving the
performance of coal mine gas safety monitoring and early warning [20]. To improve rule
mining algorithm used in the field of coal mine safety supervision, some optimization
strategies and machine learning models are also incorporated into this method. For
example, the improved fruit fly optimization algorithm (IFOA) and the general regression
NN model were combined to model the coal and gas outburst prediction situations, and
the sensitivity analysis was implemented to find the sensitive factors of coal and gas
outbursts.Moreover, anApriori algorithmwas employed tomine the disaster information
[21]. For the works mentioned above, although some valuable rules are obtained, the
preprocessing operation is simple, and then the analysis performance could be further
improved.

3 The Developed Machine Learning Scheme

There are two parts in the developed machine learning scheme MLSS, including the
BERT-based regression prediction model and Apriori-based rule extraction algorithm.
Such framework of the scheme MLSS is in Fig. 2. Then, we present the implementation
processes of those parts.
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Fig. 2. The framework of MLSS.

3.1 The BERT-Based Regression Prediction

BERT, as an advanced pre-trained model, achieves popularity as soon as it was pro-
posed. In this article, to achieve better performance on accident regression prediction, a
trained BERT is transferred to encode the input attributions to numeric vectors. Then,
the numeric vectors are feed into a logistic model to fit the relation between input attri-
butions and output risk values. On the whole, three core steps can be concluded in this
regression prediction.

Step 1: Encode text attributions into sentence vectors.
There are k attributes for each sample of coal mine safety supervision, including risk

and its consequences description, type, and some others.
After inputting the above i-th attribution into BERT model, we can obtain a l-

dimension sentence vector wi = (v1, v2, . . . , vl)(i = 1, 2, . . . , k). Then, the sample
is accordingly represented as:

x =
∑k

i=1
wi. (4)

Step 2: Train a logistic regression model.
Supposing y be the accident risk value of sample x, after being trained by a widely

used stochastic gradient descent algorithm, the relation between input attributions and
output risk values can be established according to the following formulas:

z = rx + b, (5)

y = 1

1 + exp(−z)
, (6)

Step 3: Output the predicted values of the data in the test set.
In the test phase, the sample values of the data in the test set are computed by (4)

firstly. Then the predicted risk values, including risk occurrence possibility, predicted
accident loss and predicted accident severity, are obtained according to (5) and (6).
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3.2 The Apriori-Based Rule Extraction

Here, we analyze the “Risk factors” and “Risk and consequence description” attributes
in the coal mine safety supervision data, and mine the association rules via Apriori
algorithm.

In the implementation, we should extract the corresponding keywords from
antecedent and consequent, and the single use of text segmentation function could
not achieve satisfactory performance. Hence, after labeling the keywords from the text
artificially, we extract the keywords through the use of Jieba tool [22].

With the extracted keywords from the “Risk factors” and “Risk and consequence
description” attributes, we canmine the association rules. LetK1 andK2 be the keywords
set of “Risk factors” and “Risk and consequence description” attributes respectively,
A ∈ K1 and B ∈ K2, “Items” be a set containing all samples, “Item(A)” denotes the set
in which those samples contain set A, and then the “Support” of set A is defined as:

support(A) = count(Item(A))

count(Items)
. (7)

Meanwhile, the “confidence” of rule “A → B” is represented as:

confidence(A → B) = support(A ∩ B)

support(A)
. (8)

The association rule “A → B” can be extracted according to (7) and (8). After further
sorting the rules from high to low by the confidence values, the final credible association
rules are output.

It should be noted here that, when directly using Apriori algorithm, the fact may be
inconsistent with the derived association rule “A → B” in some cases. Then, the causal
relationship may be inverted. Therefore, the Apriori algorithm is accordingly improved
while adding the causal relationship coercively.

4 Experiment and Analysis

The experimental results and some discussions are provided in this section.

4.1 Experimental Description

In our experiment, 1734 data samples on the coal mine safety supervision are from
a real coal mine in China. Taking the whole process into consideration, the data is
from 8 units which are easy to appear safety problems in the actual production process,
including Teams, Fully-mechanized coal mining, Routine inspection risk issues, Tun-
neling, Mechanical conveying, Ventilation and fire prevention, Civil engineering, and
Boiler room. Each of the data is a safety supervision record consisting of 6 attributions,
i.e., Risk factors, Risk and consequence description, Possibility (P), Risk value (D),
Management criteria, and Management measures. The data statistics are summarized in
Table 1.
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Table 1. The experimental dataset.

Unit The # of data samples

Teams 214

Fully-mechanized coal mining 224

Routine inspection risk issues 55

Tunneling 396

Mechanical conveying 347

Ventilation and fire prevention 410

Civil engineering 54

Boiler room 34

In the experiment, the data are randomly divided into training set and test set with
the ratio 9:1, and the scheme is trained on the training set, and then the predicted value
is estimated on the test set.

Specifically, the performance of regression prediction in this experiment is tested
through the metric mean squared error (MSE) as follows.

MSE = 1

n

∑n

i=1

(
qi − q

∧

i

)2
, (9)

where n is the number of samples, qi is the labeled value for the i-th sample, and q
∧

i is
the predicted value for the i-th sample using the developed scheme.

Furthermore, the coefficient of determination (R2) is also evaluated, and it is defined
by:

R2 = 1 −
∑n−1

i=1

(
qi − q

∧

i

)2∑n−1
i=1 (qi − q̄i)2

, (10)

where q̄i is the average value for the labeled value qi.

4.2 Experimental Results

In the training data, three indicators, i.e., the occurrence possibility of this accident (Pos-
sibility), the estimated losses due to this accident (Loss) and severity of this accident
(Seriousness), are scored by the expertise in accordance with the corresponding produc-
tion environment in the record. Here, in this experiment, we conduct the BERT-based
regression analysis on this mine safety supervision data to predict the three indicators.
Then, the MSE and the R2 based on the scores from the expertise and our predicted
results based on machine learning are achieved in Tables 2 and 3, respectively.

In Table 2, it is shown that the closer the MSE is to 0, the better the fitting result is.
Meanwhile, the closer the coefficient of determination is to 1, the better the predicted
results are. From Table 3, we can find that satisfactory performance is achieved using
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Table 2. The MSE using the BERT-based regression prediction.

MSE Possibility Loss Seriousness

Teams 1.13 0.65 –

Fully-mechanized coal mining 0.03 0.03 –

Routine inspection risk issues 0.48 – 0.62

Tunneling 1.23 0.98 –

Mechanical conveying 1.61 – 0.93

Ventilation and fire prevention 2.58 – 0.62

Civil engineering 0.21 – 1.37

Boiler room 0.51 – 0.93

Table 3. The coefficient of determination (R2) using the BERT-based regression prediction.

R2 Possibility Loss Seriousness

Teams 0.55 0.54 –

Fully-mechanized coal mining 0.83 0.91 –

Routine inspection risk issues 0.59 – 0.63

Tunneling 0.06 0.49 –

Mechanical conveying −0.34 – 0.42

Ventilation and fire prevention −1.86 – 0.74

Civil engineering 0.76 – −0.21

Boiler room −0.02 – −0.35

the BERT-based regression prediction model. Through the prediction and analysis of the
possibility, loss, and seriousness, it enables us to predict and prevent accidents in coal
mines effectively.

On the other hand, the Apriori-based extraction algorithm is developed to mine the
association rules from “Risk factors” and “Risk and consequence description” attributes.
Since there are different data volumes at different working locations in the experimen-
tal data, the extracted rules are more effective when a larger dataset is available. In
Table 4, we provide three extracted association rules with the top three value “confi-
dence”, while applying Apriori algorithm in “Mechanical conveying” and “Ventilation
and fire prevention” unit samples.

From Table 4, we can observe that in mechanical conveying space, the failure to lock
as required would easily lead to equipment misoperation and miscarriage of electricity.
Additionally, in ventilation and fire prevention space, the failure to inspect as required
would result in personnel injuries, and the seal quality dissatisfying regulations may
lead to gas combustion and hypoxia and asphyxia. Through the rule mining for the data
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Table 4. The association rules in units mechanical conveying and ventilation and fire prevention.

Unit Association rule Support Confidence

Mechanical conveying “Failure to lock as required” →
“Equipment misoperation”

0.032 1.000

“Failure to lock as required, Power
failure” →
“Miscarriage of electricity”

0.032 1.000

“Failure to lock as required, Power
failure” →
“Equipment misoperation,
Miscarriage of electricity”

0.032 1.000

Ventilation and fire prevention “Failure to inspect as required” →
“Personnel injuries”

0.015 0.600

“Seal quality dissatisfying
regulations” →
“Gas combustion or explosion”

0.010 1.000

“Seal quality dissatisfying
regulations” →
“Hypoxia and asphyxia”

0.010 1.000

in mechanical conveying and ventilation and fire prevention spaces, we can achieve
the high confidence accident causality, and then the accidents would be prevented or
predicted in advance.

5 Conclusion

This paper aims at addressing an important issue in the design of methods used to
coal mine safety supervision. Motivated by some advanced machine learning models, a
schemeMLSSmainly combining BERT and Apriori, is developed to improve the super-
vision performance. In the MLSS, the BERT-based regression prediction algorithm is
used to analyze the coal mine safety supervision data, while predicting the possibil-
ity of risk occurrence and the loss. It is, therefore, expected that the risk factors with
higher possibility and greater loss could be easily found. Then, the early-prevention is
accordingly achieved. Moreover, we mine and analyze the risk factors and results in
mechanical conveying and ventilation and fire prevention spaces, so that the association
rules with strong causality are obtained. It enables different operation units to estimate
the danger according to their situation and to prevent the occurrence of accidents. The
proposed scheme provides a new direction on the research on coal mine safety supervi-
sion by combining pre-trained techniques and association rule miningmethods. In future
research, exploring the way to feed the associate rules into the regression prediction for
model adaptation is the focus point.
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Abstract. Federated learning emphasizes the protection of data pri-
vacy in distributed machine learning. It is similar to the data-centered
distributed machine learning that trains a model for making predictions
or decisions without being explicitly programmed. The computing work-
ers in federated learning provide training for the model at the edges of
network where the data are stored. Thus, they can control the data and
decide whether and when participating in the learning is needed. This
paper analyzes the difference between centralized machine learning and
federated learning, and the affects of communication frequency between
the server and clients on the learning accuracy. It proposes two variations
of federated learning optimizations by studying its process. The experi-
mental results demonstrate that the centralized machine learning often
receives a far better training result under the same number of training
samples compared with federated learning. Furthermore, increasing the
communication frequency between the server and clients can improve the
learning result.

Keywords: Federated learning · Distributed machine learning · Data
privacy · Communication frequency · Variations · Result improvement

1 Introduction

The integration of Internet of Things with cloud computing presents emerging
challenges and chances for unmanned driving [1,2], intelligent transportation
[3], equipment optimization [4], process optimization[5], full factory value chain
optimization [6], and virtual factories [7]. However, data-centralized processing
presents the following defects.

1. Data delay: transmitting data to the cloud for training may cause queuing
and propagation network latency, and it is often impossible to meet real-time
scenarios;
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2. Privacy disclosure: transmitting data to the cloud center may cause privacy
concerns from users who own the data.

In order to solve the above issues, Edge Federated Learning has attracted
extensive attention [8,9]. Edge Computing provides users with services by form-
ing a unified computing platform with network and storage on the network edge,
so that data can be processed and trained in a timely and effective manner near
the data source. Federated learning (FL) in the edge presents a feasible solu-
tion that meets privacy protection and data security, which is driven by the
following application scenarios.

Scaling up deep learning leads to distributed learning: the increasing scale
of deep learning can dramatically improve the performance of deep neural net-
works [10,11]. As a result, distributed learning is being emerged where multiple
machines are used for model optimization. Although many state-of-the-art dis-
tributed learning algorithms have achieved the distributed characteristic through
assigning the computation task to several computing nodes, the computation
locations are still centralized. In addition, from the data perspective, they have
to be collected to the data center. Sending data to the data center can cause
privacy problems as well.

Demand for Information Privacy Protection: It has become a worldwide
trend to value data privacy and security. Every leak of public data attracts
significant attention from the media and the public. Therefore, countries are
strengthening the protection of data security and privacy. The USA enacted
the Consumer Privacy Bill of Rights in 2012 [12], the EU introduced GDPR
(General Data Protection Regulation) in 2016 [13], and China commenced the
Cybersecurity Law of the People’s Republic of China in 2017 [14]. Increasingly
strict user data privacy and security management have brought an unprecedented
challenge for data collection.

This paper aims to study the difference between data-centered distributed
machine learning and edge federated learning, and further understand the effec-
tiveness of edge federated learning. The contribution to this paper is as follows:

1. to compare the convergence rate between federated learning where training
data distribute across clients, model is trained on clients locally and cen-
tralized aggregated, and conventional centralized machine learning where all
training data are collected to a data center, then applied to train mode, with
the same amount of training data.

2. to develop two variants of federated learning, they are termed as epoch-wise
federated learning and batch-wise federated learning. Since every update by
the client can be seen as an incremental improvement shared to the current
received model, and the current model is an integration of improvements
acorss all clients from the beginning to the current learning state. These
three different federated learning methods would be used to determine, if the
convergence rate will be increased when the clients share their improvements
more frequently.
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The remainder of the paper is organized as follows. Section 1 introduces fed-
erated learning; Sect. 2 designs two optimization variants of federated learning
based on communication frequency; Sect. 3 presents the experiment; and Sect. 3.3
evaluates the results; Sect. 4 summarizes the paper.

2 Federated Learning

Conventional machine learning algorithms require centralizing the training data
on a machine or in a data center. As mobile phones and tablets have become
primary computing devices for many people, federated learning enables model
training by utilizing the cheap computation available at the edges of the network
since the local datasets at the edges are also restricted [11,15]. A prediction
model is collaboratively trained by a set of mobile devices in federated learning
instead of on a data center conventionally.

2.1 Federated Learning Process

Fig. 1. A typical federated learning process

A typical federated learning process is illustrated in Fig. 1:

1. Client selection: Practical federated learning scenarios usually involve hun-
dreds of thousands of mobile devices, but without all in use, and it is not
necessary to include all client devices for every simple iteration. The server
selects only a subset of clients for collaboratively training a shared prediction
model.

2. Model broadcasting: The server broadcasts the current global model param-
eters to the selected clients.

3. Model training: Each selected client device trains the model using their local
data, and eventually generates an update to the current model parameters.

4. Updates aggregation: The server aggregates the updates from all selected
client devices.

5. Model Update: The model parameters are updated based on the updates from
clients.



18 S. Chai et al.

2.2 Federated Optimization

The optimization problem in federated learning is referred to as federated opti-
mization. The goal of federated learning is to find a proper set of parameters
constructing the neural network that minimizes the loss function over the whole
training dataset consisting of the individual training datasets of all training-
participating clients. This learning seems similar to distributed learning. The
difference for optimization might be the characteristics of federated learning,
they also describe some of the challenges in federated learning as follows.

– Massively distributed: The computing nodes of federated learning are the
edge devices like mobile phones or tablets, which are frequently carried along
by people who are distributed and move in a wide area.

– A huge number of clients: In federated learning scenarios, computing
nodes are the client’s device; usually, millions of clients are involved in the
learning.

– An unbalanced number of training samples: some users might more
frequently use some services or Apps on their devices so that they generate
training datasets far larger than the average.

– Different data distribution: the data samples are generated when clients
use the Apps, they are heavily influenced by the client’s behavior. A single
data sample of any random client cannot be representative of the population
distribution.

Thus, federated learning scales up distributed learning by pushing the comput-
ing nodes from data center to the edges of the network under the coordination of
a powerful central server, and by changing the data assumption from IID (Inde-
pendent and Identically Distributed) and balanced to non-IID and unbalanced,
which leads to a different optimization problem.

2.3 The Federated Averaging Algorithm

A federated optimization algorithm named Federated Averaging (FedAvg) is
proposed in [11]. When FedAvg is performed, at first the server broadcasts the
global model parameters to the training participants, each client is allowed to
perform mini-batch gradient descent algorithm to optimize the model several
times, each time with a single mini-batch.

FedAvg performs federated learning as described previously. A small change
is, the training-participated clients send the updated model parameters (weights
and biases) as updates rather than the gradients back to server. The assumption
behind FedAvg is that the global model parameters received by clients in each
round are identical, and averaging the gradients is equivalent to averaging the
parameters themselves. Assume K clients participate in the training, the gradi-
ent computed by client k on its local data at the current model parameters wt is
gk, then the central server aggregates these gradients and uses them to update
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the global model parameters:

wt+1 = wt − η
K∑

k=1

nk

N
gk (1)

where η is the learning rate, N is the number of the entire training samples
across all training-participated clients in the round, nk is the number of the
training samples of client k. That is equivalent to

wt+1 =
n1

N
(wt − ηg1) +

n2

N
(wt − ηg2) + ... +

nK

N
(wt − ηgK)

=
n1

N
(w1

t+1) +
n2

N
(w2

t+1) + ... +
nK

N
(wK

t+1)

=

K∑

k=1

nk

N
wk

t+1

(2)

where wt+1 is the updated global model parameters, wk
t+1 is the updated model

parameters of client k.
The complete pseudo-code is given in Algorithm 1.

Algorithm 1. Federated Averaging

Server executes:
initialize w0

for each round t = 1,2,...do
St = (random set of K clients)
for each client k ∈ St in parallel do
wk

t+1 ⇐ ClientUpdate (k,wt)
wt+1 ⇐ ∑N

k=1
nk
N
wk

t+1

ClientUpdate(k,w): for client k = 1,2,...,K do
wk

t+1 ⇐ wk
t − ηgk

return wk
t+1 to server

– Batch size: it is the number of training samples on forward/backward pass.
In gradient descent algorithm, the full dataset is used to calculated the loss
function, but realistically it is impossible or costly. Therefore, the mini-batch
gradient descent is in use, where an estimate of the full dataset (known as
batch) is used to calculate the loss function for a single iteration. For instance,
the dataset contains 2000 training samples, and is often equally divided into
40 partitions, each partition consists of 50 training samples, and the number
of 50 is the batch size.

– Epoch: an epoch refers to one cycle through the full training dataset. In the
given instance, if all 2000 training samples are fed into a neural network, or in
other words, if all batches with batch size 50 are fed into the neural network
(40 steps in total), that is called one epoch.
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– Iteration: iteration is the number of batches required to complete one epoch.
Again in the given instance, the number of divided partitions 40 is the number
of iteration.

– Round: the server broadcasts the global model parameters to clients. Then
the clients train the model with their data locally, and send updates back
to the server. These updates are aggregated at the server and then used to
update the global model. This whole process is called one round.

Below is the relationship among epoch, batch size and iteration:

one epoch = batch size × number of iterations

If the dataset contains 2000 training samples, the batch size is set to 2000.
Then it takes one iteration to complete an epoch.

2.4 Variations of Federated Learning

If client A has 60 training samples, during the training phase the batch size and
epoch are set to 20 and 5, respectively. Client A has 60 × 5 = 300 training
samples in total. These training samples are divided into 15 batches, and each
batch contains 20 training samples. Fifteen iterations are needed for completing
the training phase for client A.

The federated learning process is that at round t, after clients receive the
global model Mt from the central server, they train the model with their full
training dataset. For client A, the received global model is optimized 15 times
and trained by an unique batch each time. In turn, a 15-time-optimized update
to the received model Mt

A is sent back to the server and aggregated with other
clients’ results to update the global model as M. Namely, the updated global
model M is a weighted integration of all clients’ contributions, including Mt

A.
At the next round t + 1, the global model that clients receive is Mt+1 = M.

Mt+1 is more optimized than Mt
A. If client A is still chosen at round t + 1, it

trains the model Mt+1 which is the integration of all clients’ contributions at
round t. The global model Mt+1 at round t + 1 integrates all clients’ contribu-
tions from round 1 to round t as the process moves on.

This paper proposes two variants of federated learning as follows.
One is epoch-wise federated learning. At round t, after the clients train

the received global model by one epoch, the updates of each client are sent back
to the server and then applied for the global model in turn. The updated global
model is broadcast again, such as the same clients use another epoch to train
the model. In order to distinguish the different rounds, the round t is named
as out-round. The round after an epoch trained is named as in-round. In the
case of client A, one epoch (60 training samples) is used to train the model
for an in-round. During an out-round, five in-rounds are performed (because
the number of epoch is set to 5). Since the batch size is 20, each epoch contains
three batches. So in the meanwhile, the mini-batch gradient descent optimization
algorithm is performed three times. In the next in-round, client A continually
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trains the model in the same way but with another epoch (same dataset but
training samples in a different order).

Another is batch-wise federated learning. The learning idea is similar to
epoch-wise federated learning but tends to be a little noisier. Instead of training
model with the whole dataset or with an epoch, client A in batch-wise federated
learning trains the model with a batch in an in-round. During an out-round, 15
in-rounds would be performed on client A for batch-wise federated learning.

The study takes original federated learning as standard-wise federated
learning. In standard-wise federated learning, there is no in-round. One out-
round trains the model with the full dataset. While in epoch-wise federated
learning, one out-round trains the model with five epochs; and in batch-wise
federated learning, it indicates training with fifteen batches. Because in each
out-round the transmitted number of data is fixed, the communication costs of
the epoch-wise federated learning and the batch-wise federated learning are five
times (number of epochs) and fifteen times (number of batches divided by the
full dataset) more than the standard-wise federated learning, respectively. We
need to find out, at the expense of communication cost, whether more frequently
sharing client updates could improve the performance of a neural network.

3 Experiment

3.1 Experiment Description

Before discussing the experiment results, some experiment settings are classified
as follows. Items 1–4 are for the neural network; 5–7 for the training and test
datasets; 8–11 for the experiment setting.

1. The artificial neural network used for all experiments has a dimension (784,
128, 10) (784 artificial neurons in the input layer, 128 neurons in the hidden
layer, and 10 neurons in the output layer). Thus, this network has 101,632
weight parameters, 138 bias parameters and 101,770 parameters in total.

2. Since the weight parameters of neural networks have to be initialized ran-
domly, an initializer named glorot normal is in use, every entry in the weight
matrix is a number centered on 0 with standard deviation

σ =
√

2
fan in + fan out

where fan in is the number of input units in the weight matrix, and fan out
is the number of output units in the weight matrix.

3. All biases are initialized to zero.
4. Although the weight parameters of the neural network have to be initialized

randomly, the initial neural networks of all four settings (batch-wise, epoch-
wise, standard-wise, centralized) in each configuration are same.

5. The client datasets are all set as balanced. That is, for each round, the
training-participants have the same number of training samples. The rea-
son is, if the datasets are unbalanced, in batch-wise federated learning the
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optimization process stops when the client with the least number of training
samples finishes its training.

6. After the server updates the client to the weighted average, the experiment
does not have an influence on the result of standard-wise federated learning
whatever the client datasets are balanced or unbalanced.

7. The test dataset consists of 561 samples. It evaluates the seven experiments.
8. The training sample numbers for all four settings in each configuration

remains the same, because the neural network performance relies on it.
9. The four different settings complete their training in different rounds, though

with the same number of training samples.
10. Two performance metrics for the neural network are in use: accuracy and

loss.
11. The experiment results are shown by these two metrics, accuracy and loss

vs the number of communication rounds and training samples, respectively.

3.2 Experiment Setting and Results

There are seven experiments in total, their settings are shown in Table 1, and
their results are shown in Table 2.

Table 1. Experiment setting

# client # epoch Batch size #

samples

# round

(cen.)

# round

(stand.)

# round

(epoch)

# round

(batch)

Exp. 1 10 5 20 65,000 100 325

Exp. 2 30 5 20 165,000 100 275

Exp. 3 50 5 20 240,000 100 240

Exp. 4 30 2 20 64,800 40 108

Exp. 5 30 10 20 312,000 200 520

Exp. 6 30 5 10 145,500 100 485

Exp. 7 30 5 30 126,000 100 140

3.3 Evaluation

There are four figures for each of the seven experiments. They are (1) the accu-
racy vs the number of rounds; (2) the loss vs the number of rounds; (3) the
accuracy vs the number of training samples; and (4) the loss vs the number of
training samples. Because the results of all seven experiments are similar, only
experiment 1 result is shown in Fig. 2 for the sake of simplicity.

In Fig. 2(a), the number of standard-wise and centralized rounds is set to
20. The number of rounds for epoch-wise is equal to the number of rounds for
standard-wise/centralized times number of epochs. The number of rounds for
batch-wise is approximately two or three times more than the number of rounds



Edge Federated Learning 23

Table 2. Tab:experiment result

Setting # round # sample Accuracy Loss

Experiment 1 Centralized 20 65,000 0.798 0.676

Standard 20 0.585 1.777

Epoch 100 0.631 1.619

Batch 325 0.600 1.467

Experiment 2 Centralized 20 165,000 0.813 0.522

Standard 20 0.608 1.775

Epoch 100 0.643 1.609

Batch 275 0.620 1.471

Experiment 3 Centralized 20 240,000 0.873 0.416

Standard 20 0.522 1.879

Epoch 100 0.622 1.690

Batch 240 0.515 1.585

Experiment 4 Centralized 20 64,800 0.799 0.601

Standard 20 0.439 2.070

Epoch 40 0.465 2.049

Batch 108 0.446 1.981

Experiment 5 Centralized 20 312,000 0.852 0.496

Standard 20 0.686 1.459

Epoch 200 0.711 1.230

Batch 520 0.619 1.197

Experiment 6 Centralized 20 145,500 0.789 0.656

Standard 20 0.649 1.759

Epoch 100 0.702 1.551

Batch 485 0.677 1.154

Experiment 7 Centralized 20 126,000 0.791 0.694

Standard 20 0.435 2.001

Epoch 100 0.458 1.878

Batch 140 0.453 1.886

for epoch-wise according to the number of training samples per client and the
batch size.

In Fig. 2(a) and (b), the standard-wise federated learning and centralized
machine learning finish the training the fastest compared with others.

In Fig. 2(c), under the same number of training samples, the centralized
machine learning achieves the best accuracy, the three federated settings are
almost the same, and batch-wise federated learning has the largest fluctuation.

In Fig. 2(d), Under the same number of training samples, the loss of the
centralized machine learning decreases far faster than the three federated set-
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Fig. 2. Experiment 1 result
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tings; among the federated settings, batch-wise federated learning converges the
fastest, and standard-wise converges the slowest.

It has been observed that the difference in loss among the three feder-
ated settings is more obvious than the difference in accuracy. The reason
is that the stochastic gradient descent algorithm used to optimize the neu-
ral network decreases the loss function. The response to every iteration opti-
mization is loss change (usually loss decrease, but sometimes loss increase
as well because of the stochastic). The accuracy is highly related to the
loss, but are not dependent on it. Sometimes the loss decreases, but the
accuracy stays or even increases. For instance, assume the desired result is
a ten-element vector as [0, 0, 0, 1, 0, 0, 0, 0, 0, 0] representing the label 3 and
the predicted result is [0.5, 0.5, 0.5, 0.8, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5], here the loss
is equal to 2.29 and the prediction is right. If the predicted result becomes
[0.1, 0.1, 0.1, 0.5, 0.8, 0.1, 0.1, 0.1, 0.1, 0.1] after an iterative optimization, now the
loss is equal to 0.97 which is significantly decreased, but the prediction is wrong.

4 Conclusion

Edge Federated Learning promises to maintain owner data privacy while achiev-
ing effective and timely model optimization. This study analyzes the difference
between centralized machine learning and federated learning, as well as the
effects of communication frequency between the server and the clients on the
learning performance. It proposes two variations of federated learning optimiza-
tion by analyzing its process. We observed that in the experiments the centralized
machine learning often brings a far better training result under the same number
of training samples compared with federated learning. Increasing the communi-
cation frequency between the server and clients while keeping the number of
training samples fixed can improve the learning result.
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Abstract. In industrial production, the health of the machine is a very important
issue. The health of the dust removal fan is a challenging issue in the field of ma-
chine health. In this paper, the deep learning network Variational Auto-Encoder
(VAE) and Long Short-TermMemory (LSTM) network are combined to solve the
health problem of the dust removal fan. The deep learning network VAE can map
the features of the data to hidden variables, and the LSTM network can extract
the time dependence between the data. Experiments show that the VAE-LSTM
network is suitable for dust removal fans and has a good effect.

Keywords: Deep learning · Dust removal fan · LSTM · Machine health · VAE

1 Introduction

With the development of modern industry, the equipment maintenance problems have
been increasingly brought about due to the rapid progress of industrial technology. Man-
ufacturing, high-tech industries and other industries relying on equipment for industrial
production have progressively complex equipment systems. Also, due to the complicated
operating conditions and poor operating environment of the industrial system itself [1],
the performance of equipment is degraded and invalid, then the equipment maintenance
has gradually become a new requirement. Traditional maintenance methods often have
the problem of insufficient maintenance or excessive, and can notmeet the actual mainte-
nance needs based on the actual condition of the equipment. While, with the intelligence
of production equipment and the advancement of monitoring technology, the operating
parameters of equipment in industrial production are becoming more and more accessi-
ble, and these data are gradually being valued by human.With the rise of the data analysis
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industry, in order to ensure the safe and reliable operation of equipment systems, mod-
ern industries have gradually combined a large amount of data generated during the
running process of equipment with reliable data analysis methods [2, 3]. According to
complex operating conditions and application scenarios of equipment, the equipment
health assessment method is studied based on data.

Using the important parameters collected by sensors and other instruments during the
running process of the equipment, building models and extracting features, constructing
indicators that can describe the current condition of the equipment to express the change
trajectory of the equipment performance, the whole process names health assessment.
Combining current monitoring data and historical operating data, this approach can not
only evaluate the current status of the system in real time and obtain the trend of system
performance changes to pro-vide early warning of failures. At the same time, the health
status evaluation can also provide a priori information for the remaining service life of
the equipment [4, 5], which is helpful for experts to judge the usability of the equipment.
Therefore, the increase in degree of intelligence and complexity of industrial equipment,
greatly promotes research on the health of complex equipment.

Among many research methods, deep learning has achieved good performance in
many areas due to its excellent deep feature extraction capabilities and the ability to
express complex nonlinear relationship where traditional machine learning algorithms
perform poorly [6, 7]. Liu et al. [8] used AE to construct a recurrent neural net-work
for fault diagnosis of motor bearings. Lu et al. presented a detailed empirical study of
stacked denoising autoencoders with three hidden layers for fault diagnosis of rotary
machinery components [9]. Zhao et al. proposed the empirical evaluation of the LSTM-
based machine health monitoring system in the tool wear test [10]. As an important
branch in the field of machine learning, thanks to the rapid development of computers
technology in recent years and the active publication of many related algorithm theo-
ries, it has made the application scenarios more and more extensive, far-reaching, and
effective. However, it’s still on the exploratory stage of the research which combines
deep learning with equipment health and diagnosis. Unlike traditional machine learning
methods that are closely related to industry, deep learning has a shorter development
time, more complex theories, a high requirement of the high computing power which
make it difficult to combine with actual industrial production.

This paper is based on the actual production data of industrial machines, combined
with the deep learning theory, and adopts the VAE-LSTM-based health assessment
method. Variational autoencoder refers to an unsupervised neural network model, which
can learn the hidden features of the input data. Then it reconstructs the learned new
features to obtain the original input data. As a kind of autoencoder, compared with
Autoencoder (AE), VAE mainly uses the learned probability distribution for calculation
instead of direct numerical calculation. LSTM network can extract the time dependence
between data. In this paper, LSTM method combined with VAE modeling is used to
study the health status of dust removal fan machine.

This paper is organized as follows: Sect. 2 presents theory of VAE and LSTM net-
work. Section 3 applies the method to a Dust removal fan diagnostic dataset and discuss
the results. Section 4 concludes the paper.
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2 Theoretical Basis

2.1 Recurrent Neural Network Model

Recurrent Neural Network (RNN) [11] is a neural network which can be used to process
series data. Compared with other types of networks, this model has a better effect on
processing sequential input data which means that the data before and after own cor-
relation [12]. When the number of neural network layers reaches a certain scale with
hidden layers and neuron nodes, theoretically the network can approximate any contin-
uous function with very high accuracy. However, in the face of the above-mentioned
sequential data, it’s difficult for neural network of the original fully connected structure
to perform well without specific means and measures to deal with the correlation. The
RNN has a better effect on this type of data. The interrelationship of the sequential data
itself determines that if the data is disassembled and analyzed without considering the
relationship between each other, a lot of important information will be lost. The RNN
uses a special structure to combine the three states before, then and after, so that it can
extract features better.

Figure 1(a) briefly shows the form of RNN, while X is the input data in the current
state, Y is the output data of the current node, and Y is the hidden layer used to process
data, W is weights the same as U and V . In this way, the S of the hidden layer in the
RNNwould depend on the current input and the S saved by the last node. The parameter
W is used to determine the extent of the current impact of the S saved at last time point.
Expand the Fig. 1a along the time axis to get Fig. 1b.

Fig. 1. A form of RNN and process of dealing with data

Figure 1b directly presents the process of recurrent network dealing with sequential
data. The hidden layer in the figure is composed of recurrent neuron nodes, where the
output data of the node will be fed back to itself and participate in the next calculation.
This feedback segment is the core of the recurrent network that can process sequential
data. T is the current moment, and the corresponding t − 1 and t + 1 are the previous
moment and the next moment respectively, and ht is the intermediate conversion node
participating in all operations.



30 T. Yang et al.

At the current time point t, the calculation of the state ht includes two parts of
parameters, one is related to the sequential input data, current input x. The other one is
related to the state at the previous moment, that is ht−1. Besides calculating the current
input, it also combines the information from the previous sequence. Its specific state
calculation formula is:

h(t) = f (st) = f (Uxt + Wht−1) (1)

Among them, f is a nonlinear activation function, the parametersU ,V ,W of the recurrent
neuron node won’t change with time:

yt = Vht (2)

The parameters of the RNN neuron node will not change with time, and only the gra-
dient based on the past moment is considered when calculating the gradient during the
optimization process. According to the selected cost function, the gradient of the param-
eters U , V , W of the RNN neuron node is calculated. Recurrent neural networks have
advantages in dealing with sequential data indeed, and they have been widely studied.
However, some problems were also found during its study, the most important ones
were the disappearance of the gradient and the explosion of the gradient. The inability
to update the network parameters and the inability of the model itself to converge make
RNN unable to process sequential data with long-term dependencies.

2.2 LSTM Model

The long and short-termmemory network [13], LSTM, is a special RNN,mainly to solve
the problem of gradient disappearance and gradient explosion in the long sequence data
training process. It has good performance in long sequence data. The main difference
between LSTM and general RNN lies in the structure of neuron nodes.

Compared with general recurrent neural networks, LSTM has one more state param-
eter C, which is used to store long-termmemory as the basic structure of recurrent neural
unit [14] described in Fig. 2. In addition, the network structure also designs three to con-
trol the circulation unit, which is used to update and forget the memory [15]. Ensuring
that the important information would be stored and meaningless information would be
discarded, the memory can be stored and flow in the hidden layer unit. The Fig. 2 above
can be understood as the specific process below [14]:

The Forgetting-Choosing-Memory Process
For the neuron node at the current time t, the units will process the three inputs data
including the input xt , the states of Ct−1 and ht−1. The forgotten unit will filter the long-
term memory to pick out the important part. Then the input unit control unit will screen
the input data and short-term memory. The value of the information itself will directly
affect its corresponding weight in the control unit. ft, it,Ot are internal functions that
help choosing information. The screening process uses the formula: it � C̃t . Among
them,

˜Ct = tanh(Wc[ht−1, xt] + bC) (3)
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Fig. 2. Basic structure of recurrent neural unit.

Until now, the screening and updating of information is completed. Important infor-
mation in long-term memory is retained, the short-term memory and current input are
also processed. The last step will summarize the information before and determine what
the output information is at the next moment, and update the status value according to
the following formula:

Ct = ft � Ct−1 + it � ˜Ct (4)

ht = Ot � tanh(Ct) (5)

2.3 Autoencoder

The autoencoder adopts the process of encoding and de-coding. After inputting the orig-
inal data, the encoder learns hidden features, and then the hidden vector is re-constructed
into the original input data through the de-coder. Generally, the data obtained after recon-
struction will be different from the original input, and the hidden vector dimension in
the middle will be lower than the original input data dimension [14]. After the entire
encoding and decoding process, the dimension of the recon-structed output vector is
controllable, so the important features can be learned, and significant information can
be extracted. The entire learning process can be under-stood as the process ofminimizing
errors of the recon-structed data and the original input data. This unsupervised learning
method can also be used for generative models, like generative adversarial networks
(Fig. 3).

Fig. 3. Running process of AE.
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2.4 Variational Auto-encoder

The variational autoencoder is a variant of AE, which introduces probability statistics
based on AE [16]. Unlike the direct processing of values in an autoencoder, VAE com-
bines deep learning theory with probability, and maps the input data to the probability
distribution of the hidden space. The results obtained by encoding is no longer the previ-
ous encoding vector, but the probability distribution of the hidden variable described by
the expectation and variance. Originally in AE, the encoder processed the input data to
obtain the encoding vector, and then the decoder was used to reconstruct the input vector,
relying on the low dimensionality of the hidden layer to obtain the most significant part
of the features. Diederik and Max Welling introduced the concept of hidden variables
based on AE, and proposed a variational autoencoder, which uses probability distribu-
tion to characterize the range of hidden feature variables. The purpose of training is to
learn the mapping function of the encoder and decoder, and find a function optimization
goal utilizing variational inference. Based on variational Bayes inference, by searching
for the Gaussian distribution satisfied by high-order hidden variables, the high-order
features obtained by the mapping usually have stronger robustness.

P(X ), the true distribution of the sample, P(z), the prior distribution of the latent
variable.P(X |z), the posterior distributionof the samplewith respect to the latent variable
P(z|X ) the posterior distribution of the latent variable with respect to the sample.

To generate a new sample or judge whether a new sample deviates from the normal
range, P(X ) could be used to sample. But it’s difficult to obtain the true distribution of
P(X ). So, the following formula is needed:

P(X ) =
∫

P(X |z; θ)P(z)dz (6)

Sampling to get a hidden vector from the distribution of hidden variables, VAE can
use the hidden vector to get the distribution about X . As mentioned above, the hidden
space vector will be obtained in the variational autoencoder. Assuming that the posterior
distribution of the hidden variable z satisfies the standard normal distribution P(z), then
the neural network is used to approximate, P(X |z, θ). θ is the decoding Parameters. In
VAE structure, supposes that the P(X |z, θ) obey Gaussian distribution, namely

P(X |z; θ) ∼ N (X |f (z; θ), σ 2 ∗ I) (7)

Through Bayes formula, the goal is converted to P(z|X ), which is difficult to solve
directly. Currently, it is necessary to use variational inference to approximate its distri-
bution to obtain its approximate distributionQ(z|X ). Then Minimize the KL divergence
between the two functions.

2.5 Encoding and Decoding Process

The encoding and decoding process of VAE network [17] is shown in the Fig. 4. It’s
different from the autoencoder in that it does not directly manipulate the input data, but
obtains the probability distribution of the hidden variable by calculating the mathemat-
ical expectation and variance of the training sample [18]. In the actual training process
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Fig. 4. Encoding and decoding process of VAE network.

of the model, the random sampling process cannot be implemented in back propagation
process, which is not conducive to train. In that the proposed reparameterization tech-
nique converts the sampling process into the input of the decoder. The sampling process
of the original hidden variable z:

z = sample(N (μ(X ),
∑

(X ))) (8)

reconstructed to

z = μ(X ) +
∑

1
2
(X ) ∗ ε, ε ∼ N (0, 1) (9)

For any training sample, the gradient descentmethod can be used to complete the training
of VAE network parameters.

2.6 Proposed Network

This paper applies deep learning networks VAE and LSTM. Through the combination
of VAE and LSTM, the health detection of machine is realized. The network structure is
presented in Fig. 5. The VAE network includes encoder and decoder parts. The encoder
can store the original data in the network structure, and generates a confidence value
distribution interval for each invisible parameter, instead of generating a fixed value. The
decoder samples the distribution space of each invisible parameter, and finally maps it to
the input space. The LSTM network can cyclically operate the information to ensure that
the information can be better utilized. The paper takes advantage of the LSTM network
to deal with the dependence of time series data and replaces the feed-forward neural
network of the encoder and decoder with the LSTM network. Taking machine health
data as input, the probability distribution of hidden variables is inferred through the
VAE-LSTMmodel. The VAE-LSTMmodel decoder then implicitly projects the hidden
variables into the input space. The difference between the original input and the mapped
output is the machine health value.

3 Experiments Validation

In this paper, a Dust removal fan diagnostic dataset is used for VAE-LSTM network
validation, which is from the real industrial production process.
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Fig. 5. VAE-LSTM network

3.1 Dataset

The diagnostic data set of the dust removal fan is provided by CENTRAL RESEARCH
INSTITUTE OF BUILDING AND CONSTRUCTION CO, LTD, MCC GROUP. The
data set contains parts of blast furnace, coking, steelmaking, raw materials, and other
parts. Each part contains historical data of dust removal motors and fans. In this paper,
themotor-current in the blast furnace is used to verify the validity of themodel. There are
53289 pieces of data in total, and the training set, validation set and test set are divided
into 80%, 10% and 10% respectively.

Motor-current contains 6-dimensional sequence data. The detailed information of
the motor-current data is presented in Table 1, including 6 attributes such as name, type,
value, time stamp, quality, and version. The name indicates the name of the current
motor, the type indicates the type of collected data, the value indicates the current value
of the current motor, the time stamp indicates the time point when the sensor collects
the data, the quality indicates the status of the collected data, and the version indicates
the version of the collected data system.

Table 1. Motor-current part data

Name Type Value Time
stamp

Quality Version

GL1_1CTC_i_zdj Int32 131 0:00:00 GOOD 0

GL1_1CTC_i_zdj Int32 132 0:00:03 GOOD 0

GL1_1CTC_i_zdj Int32 130 0:00:04 GOOD 0

GL1_1CTC_i_zdj Int32 133 0:00:05 GOOD 0

GL1_1CTC_i_zdj Int32 131 0:00:06 GOOD 0

GL1_1CTC_i_zdj Int32 132 0:00:09 GOOD 0

GL1_1CTC_i_zdj Int32 133 0:0014 GOOD 0

The motor-current value changes with time and is a time series data. Figure 6 shows
the change trend of the motor-current value over time.
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Fig. 6. Motor-current value over time

3.2 Results and Discuss

The VAE+LSTM network includes a 4-layer LSTM network. The first layer LSTM
network parameter value is 30 and the remaining three-layer LSTM network parameter
values are 60. The input vector dimension is 1 and the output vector dimension is equal
to the input. The hidden variable dimension is 60. The LSTM network time step is 2. The
experimental environment is developed by keras deep learning framework and python
language. TensorFlow is used as the back-end engine. Table 2 shows the parameters of
the model.

Table 2. Model parameters.

Parameter Value

Feature dimension 1

1st-LSTM 30

2st-LSTM 60

3st-LSTM 60

4st-LSTM 60

time-step 2

batch_size 32

According to the previous division of the data set and the setting of network experi-
ment parameters, experiments are carried out on the blast furnace motor-current data in
the dust removal fan diagnostic data collection. According to the sliding windowmethod
to extract the motor-current sequence data, the time window is 2.

The VAE-LSTM model uses health data as training data. The hidden variables of
the VAE-LSTM model learn the probability distribution of health data. Figure 7 shows
the test using the motor-current test set as the experimental data to construct the Health
Indicator (HI) curve of the motor. The range of HI is 0–1 and the overall value of
experimental HI is above 0.6. Since the test set contains health data, the HI curve is
not monotonous. The whole curve fluctuates above 0.6. The value of HI is below 0.2.
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In some respects, we can think that the wear of the machine is very serious. Through
the machine HI value, we can carry out timely maintenance of the machine. Since the
data set is the data under the health of the machine in the actual production of the
machine, the operation situation is very complicated. The experimental result curves are
all fluctuating, but the overall fluctuation range is relatively small, indicating that the
VAE-LSTMnetwork has a positive effect in characterizing the health of the machine and
has achieved the expected results. The data set lacks machine failure data. This article
does not use the failure data for testing and does not consider the uncertain factors in the
machine, so the VAE-LSTM network still needs further improvement and improvement.

Fig. 7. Motor HI curve

4 Conclusion

This mainly studies the issue of machine health. In the industrial production process, the
health of the equipment plays an important role. In response to this problem, we adopted
the deep learning network autoencoder VAE and the time recurrent neural network
LSTM. The VAE network can learn the probability distribution of hidden variables of
the data, and the LSTM network can learn the time dependence of the data.

In order to illustrate the superiority of the VAE-LSTM model, this paper uses the
dust removal fan diagnostic data set for testing. In this experiment, the HI curve is used
to illustrate the health of the equipment. Experiments show that the VAE-LSTM model
is suitable for dust removal fans and performs well.
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Abstract. Nowadays, Internet of Things (IoT) is becoming an irreplace-
able role in human life. Moreover, the meter reading is becoming the
procedure composed of picture collection and image recognition. Previ-
ous works treat meter reading as a problem of image classification. They
only focus on the accuracy of classification but ignore numerical accu-
racy, which is the measurement’s essential performance. In this paper, we
address that the meter reading is a hybrid regression and classification
(HRC) problem. Under this definition, the resulting algorithm considers
the targets of both measurement and digits recognition. To solve the
HRC problem, we designed a hybrid regression and classification loss
function and a multi-branch convolutional neural networks for numbers
(N-CNNs). To further verify the effectiveness of the model’s classification
and regression, we constructed two kinds of datasets: standard dataset
and carry dataset. The N-CNNs establishes new state-of-the-art metrics
both on regression and classification. Notably, the numerical precision
of N-CNNs outperforms the classification-based methods. The numeri-
cal accuracy of the model has one order of magnitude higher than other
models. Furthermore, we deployed N-CNNs in a realistic meter reading
system based on smart meter shells and cloud computing.

Keywords: Meter reading · Internet of Things · Image recognition ·
Hybrid regression and classification · Convolutional neural network

1 Introduction

In the past 100 years, vast amounts of meters make meter reading become a
labor-intensive work and sometimes dangerous work. Besides, the real-time auto-
mated meter reading is the fundamental data for energy management. Intuitively
speaking, suppliers could replace the analog meters with smart digital meters.

However, the process of digital alteration to meter happens progressively,
because of the high replacement cost, the complicated installation process and
the problematic data transmission for gas and water meters – the users need to
replace billions of analog meters.
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Fig. 1. NB-IoT based smart shell for meter reading. The camera captures the
meter reading area and NB-IoT module send it to cloud server. The plastic shell is
used to cover the meter.

In the last ten years, some researchers have tried to solve the meter reading
problem with image recognition However, image data is hard to obtain directly.
With the boom of Internet of Things (IoT), short-range-communication tech-
nologies [1] are primarily used in small-scale IoT systems. Thus some researchers
integrated camera, machine learning recognize the photo on the IoT end node
and send the result to the local gateway or edge-computing sever. Such IoT
end nodes cannot run typical deep learning networks, and the result cannot be
rechecked. Therefore, this kind of solution is challenging to meet the require-
ment of practical applications. Another intuitive method of meter reading is to
recognize the meters’ digit based on the photos by smart phone’s camera [2,3]
and send it to the server via a cellular network. It is not an automatic meter
reading (AMR) technology and challenging to be widely utilized.

In recent years, large-scale IoT applications becomes more critical in infras-
tructure monitoring.

As shown in Fig. 1, we designed a smart shell for meter reading based on
camera and Narrow Band Internet of Things (NB-IoT). NB-IoT makes it pos-
sible to build a low-cost online automatic meter reading system without meter
replacement.

Since NB-IoT connects the Internet directly with acceptable bandwidth and
low power consumption, the original photos can be transmitted to the powerful
cloud server. Traditionally, the meter reading is considered as a natural sense text
recognition problem in the previous studies [4,5] so that researchers only focused
on the classification accuracy of the digits. However, a meter is a measurement
device, to which numerical precision is the most critical performance. Therefore
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it is undoubtedly worth introducing numerical precision as a metric to meter
reading problem. Considering both measurement and digit recognition targets,
we define meter reading as a hybrid regression and classification (HRC) problem
in this paper. According to the new problem definition, we proposed a hybrid
regression and classification (HRC) loss function and implemented multi-branch
convolutional neural networks (Numeric CNNs).

The contribution of this paper is summarized as follows: (1) We defined meter
reading as a hybrid regression and classification problem. To the best of our
knowledge, this is the first paper considered regression in meter recognition. (2)
We proposed a new deep learning model (N-CNNs) to solve this specific problem,
which achieved state-of-the-art metrics on numerical precision and classification
accuracy in the verification experiments of realistic datasets.

2 Related Work

Automatic Meter Reading (AMR) is a historical problem. In 2007, Graves et
al. [6] proposed a loss function named connectionist temporal classification
(CTC), which is used to predict on uncertain distance characters. However,
nobody applies this method to AMR at that moment when handcrafted fea-
ture design was a general method in that time. Traditional methods are almost
handcrafted feature engineering, which improved the performance of meter area
detection and meter digit segmentation. Some updates are on recognition step
by changing the machine learning algorithm, they are [2,7,8], aiming at opti-
mization on recognition algorithm by handcraft. The traditional model always
gets good performance on a small dataset. However, the application scale of
traditional model was a problem with complex backgrounds, variations of text
layout and fonts, and the existence of uneven illumination, low resolution and
multilingual content.

In 2015, Deep learning significantly improved the robustness and accuracy
of the neural network model. Gómez et al. [9] proposed a segmentation-free sys-
tem for reading digit text in natural scenes. Their algorithm is different from
the progress of the traditional framework, instead of using an end-to-end CNN
architecture, directly output the digits of the image, whose architecture is similar
to Fully Convolutional Network (FCN). Motivated by CRNN [10], Yang et al.
[11] exploited FCN as the CNN components of the network and proposed a pub-
lic water meter dataset, named SCUT-WMN. To solve the mid-state problem,
they compute the CTC loss in addition to Aug loss, designed for mid-state.
Some of the work focus on reducing the computational cost by deep learning.
Li et al. [12] proposed a CRNN-based network, whose CNN component is sim-
ilar to the VGG-16 network, which can decrease the parameters of the model.
Similar to this work, Han and Kim [4] also focuses on the size of the model,
combining traditional methods and deep learning. To be specific, they exploit
the image processing method to pretreat the image and segment the counter
area. Then they exploit memory-optimized CNN to recognition single digit. It
is noteworthy that the optimized model is only 25KB size, which could be run
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Fig. 2. The carrying state of meter. If we treat the meter image as a nature sense
text recognition problem, the result could be: 800.0, 800.9, 809.0, ..., 999.9. The true
value should be 899.9 or 900.0. The max error would be 100.0

at Micro-controller Unit (MCU) level devices. However, Laroca et al. [13] fol-
low the traditional steps, dividing the process into two stages, Fast-YOLO for
counter detection stage and CR-NET for the counter recognition stage. They
also proposed a dataset named UFPR-AMR for future work. The data augmen-
tation technique was exploited to generate a balanced training set. In conclusion,
although researchers noticed the regression problem, e.g., mid-state, the previ-
ous work focused only on classification accuracy, ignoring the numeric accuracy
for the meter reading.

3 Problem Description

The purpose of meter reading is to get the number in meter image. A training set
for meter reading problem with labeled instances T = {(xi, yi, ui)|xi ∈ X, yi ∈
Y, ui ∈ U} is given, where X is the input space and Y is the reading number
set, yi is the ith reading number, yi = {ui ∗ wi|ui ∈ U,wi ∈ W}. wi is the
transposition of bit weight vector of ith training data and wj

i represents the
jth bit weight of reading number. ui = {(c1i , c

2
i , c

3
i , ..., c

n
i )|c ∈ C} is a vector

composed by m-class classification task. Each task is a classification problem of
0–9, which means C = {0, 1, 2, 3, ..., 9}. For instance, training data p in Fig 2,
wp = (105, 104, ..., 10−1)T and up = (0, 0, 8, 9, 9, 0).

The equations show that if we treat meter reading as a classification problem
and the input is xt, the output of the classification model should be ut and the
metric for model evaluation should be classification accuracy. If we treat meter
reading as a regression problem and the input is xt, the output of the regression
model should be yt and the metric for model evaluation should be numeric error.
However, the users concern both the classification accuracy and numeric error.
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And these two types of metrics are not equal. Thus the meter reading problem
is not just a classification problem or only a regression problem. It should be
considered as a hybrid regression and classification problem.

4 Numeric CNNs

4.1 HRC Loss Function

General loss function could not solve the HRC problem caused by different prob-
lem definitions. Considering both regression precision and classification accuracy,
we proposed a new loss function named Hybrid Regression and Classification loss
function, HRC loss, Eq. 1.

Lhrc =
n∑

i=1

hiH(yi, ŷi) (1)

The hi means the weight of each classification problem. For meter reading,
the high-order digits are more critical because of numeric precision. Moreover,
reasoning errors on low-order digits are more sustainable on numeric precision
than high-order digits. Thus the high-order digits should gain more weight in
the loss. To control the gradient scale, the weight of each hybrid classification
problem should be less than 1. The weight settings should obey Eq. 2

hi =
Ri

∑n
i=1 Ri

j (2)

The R represents the weight hierarchy of digit, subscript i represents the i
power of R. To overcome the dominant gradient problem, the weight hierarchy R
should be less than a hyper-parameters λ, which decided by the specific problem,
e.g. for meter reading, the λ = 10 represents the base of the meter number is
10. Thus there are three principles to weight: (1) The size order of weight is
the same as the importance order of each hybrid classification problem. (2) The
weighted sums of weight are 1. (3) The hyper-parameters λ are not bigger than
10, so that the largest weight can be less than 10n.

HRC loss function consider the classification accuracy and regression preci-
sion together.

4.2 Numeric CNNs

Traditionally, a deep neural network is composed of the CNN layer and the FC
layer. The CNN layer is used to extract feature from the image and FC layer is
used to classify the feature extract by CNN. In this paper, the model is composed
of a new multi-branch network stack with a fully connected (FC) neural network.
The architecture of our model is shown in Fig. 3, namely multi-branch conven-
tional neural networks (Numeric CNNs). The number of branches is decided by
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Fig. 3. The architecture of multi-branch CNNs.

the numbers of digit (the numbers of hybrid classification), denoted by n. In this
case, n = 6. Considering the computation efficiency and the classification accu-
racy, we utilize Xception [14] as the CNN layer, denoted by Gh. The output of
Gh is the n digits’ features, which selected by a simple attention network layer,
denoted by Gm, which is also an FC neural network. The multi-branch network,
denoted by Gi, i ∈ {1, 2, ..6} share same selected features from Gm. The moti-
vation is that the distribution of n digits in images is almost the same. Each FC
network Gi has an output encoding by softmax, and each of them corresponds
to recognize one digit.

The multi-branch network better than the traditional model because of the
following reasons: (1) The multi-branch network is easy to implement and make
full use of the HRC loss function (2) The multi-branch network can co-judge all
the digits of the meter without segmentation and then improve performance.

Among them, W is the parameters of weights in the neural network. For
convenience, we simplified the neural network model to ŷi = Wx. When ŷi and
Hi is fixed, the size of the back-propagation gradient grad depends on the value
of hi. The larger the hi is, the larger the back-propagation gradient is, and the
corresponding loss value will decay faster.

5 Experiments

5.1 Metrics

In order to evaluate our model, we present five criteria with explanations. Pre-
vious researchers have widely proposed a complete accuracy rate. The accuracy
rate, MAE, MSE, MAX, are chosen according to the actual application. They
are: (a) Accuracy (ACC) is the percentage of the prediction with error <1. (b)
Strict ACC (SACC) means that the model identification results are the same
as the labeled data or has an error of 0.1. (c) MAX. The value of Maximum
absolute error.
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Algorithm 1. Pseudo code of one training iteration in HRC-CNNs
Input: Training set D nnd the size of D is m.
Output: Update the network weights.

1: Initialize or update all weights in a CNN consisting of convolution net Gh and
fully-connected layers Gm and Gi both connected to Gm.

2: Forward propagate all instances of D into Gh.
3: Foward propagate instances of D into Gm.
4: procedure HrcLoss
5: Initialize total loss lt ← 0.
6: for k = 1 to m do
7: Forward propagate instances of D into Gi.
8: Calculate the softmax loss li of D.
9: lt = lt + hi ∗ li

10: end for
11: end procedure
12: Backward propagate of lt

Fig. 4. Carry data set. The meter ends with 0 and 9 is in carrying state. The radio
of the figure is on purpose to make the deep learning model more robust. There might
be some slope angle on images’ views.

5.2 Data Explanation

The size of the raw images from the smart shell is 320 × 240, which is a color
image. However, in order to reduce bandwidth consumption during transmission,
a gray image was used for transmission. The usage of color images is not as
important as other identification tasks like animal and vehicle identification,
because the color information for these tasks is a key feature to improve accuracy.
For meter reading tasks, images without color could recognize, and the one with
color might bring more unusable information to confuse the model. Thus this
loss of information is supposed to be acceptable for meter identification.

As it should be, the values of meter readings are also labeled in the data set.
The form of the statistics is 00891.2, and the high-order number 0 is reserved,
which is suitable for our subsequent processing of the image.
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The dataset was divided into a standard data set and a carry data set. Data in
a standard data set included the meter reading images of various situations. The
sample in the carry dataset is the meter in the carrying state, Fig. 4. The purpose
of this kind of design is meant to judge the numeric precision performance of
the model. Only the training part of the standard dataset was used to train the
model. Both the test part of the standard dataset and the carry dataset is used
to test the model’s performance. All the images in the carry dataset are used as
a test dataset. Wherein, the number of images of the training dataset is 26264,
and the validate dataset is 5210. The number of test images in the standard
dataset is 5218, and the number of the test datasets is 997.

5.3 Network Training

All networks were trained on an Nvidia TiTAN XP card with ten epochs, and the
batch size of data is 32. We implement our network with Keras and Tensorflow.
To improve the performance of models, we use two tricks in the training period.
(1) A gradient schedule algorithm was applied, dividing the learning rate to
10 after two epochs. (2) Expanding dataset with image augmentation, such as
Gaussian blur with the different kernel, image translation, and image rotation,
etc. (3) Dumping the weight of neural networks to disk during training, to save
the training time. After the data augmentation, almost 100 thousand training
data was obtained from the original 26264 images.

5.4 Experimental Setup

To validate our model, We designed nine groups of experiments through the
variable-controlling approach. There are three variables in these experiments,
including four types of loss functions (UW loss, HRC loss, Avg loss, Cross entropy
loss), 3 types of output layers (mLSTM, mFC, FC), whether to use Bidirectional
Long Short-Term Memory neural network (Bi-LSTM) module.

The purpose of adopting four types of loss functions lists as follows: (1) UW
loss has an excellent performance on the multi-task problem but not validate
on meter reading problem. (2) To assess the N-CNNs model, We considered
HRC loss. (3) Avg loss is designed to validate the feature of HRC loss, weight
tendency. (4) To assess the performance of the one-label neural network, We
adopted cross-entropy to train neural networks for classification problems. The
outputs of 6 one-label neural network could be encoded to one float number, to
validate the co-judgement feature of HRC loss.

The purpose of adopting three types of output layers is to compare the capac-
ities between different neural network’s layers to find the best one for the meter
reading. The architecture of mLSTM is similar to traditional CRNN [10] in order
to compare the previous work. mFC is the output layer of the proposed model to
assess the proposed network architecture. Moreover, FC is for a one-label neural
network.

Bi-LSTM is a general neural network module for scene text recognition. In
previous works, researchers think it could modeling the features efficiently from
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Table 1. Experiments for STANDARD DATASET

Network Name Loss MAE MSE (∗105) MAX ACC SACC

CNN mFC (bi-LSTM) UW loss 2412.40 1223.5 52010.1 0.6623 0.6598
mFC (bi-LSTM) HRC loss 199.14 69.7 52000.1 0.7711 0.7577
mLSTM (bi-LSTM) HRC loss 235.93 97.1 52000.1 0.36415 0.1743

CNN mLSTM HRC loss 137.90 2.2 2000.8 0.8815 0.4524
mLSTM Avg loss 121.99 54.9 52000 0.9599 0.9570
mFC(N-CNNs) HRC loss 8.28 0.03 600.1 0.9630 0.9591
mFC Avg loss 24.62 4.8 50000 0.9541 0.9511
mFC UW loss 2282.31 1130.6 50990 0.5774 0.5634

CNN FC Cross entropy 3104.32 2343.9 78020.1 0.7938 0.7938
- CRNN[10] CTC loss 361.14 160.2 46890.1 0.8834 0.8484

Table 2. Experiments for CARRY DATASET

Network Name Loss MAE MSE (∗105) MAX ACC SACC

CNN mFC (bi-LSTM) UW loss 2412.50 1221.1 52010 0.6519 0.6409
mFC (bi-LSTM) HRC loss 215.57 75.6 50000 0.7412 0.7081
mLSTM (bi-LSTM) HRC loss 146.62 50.4 50000.1 0.3460 0.1725

CNN mLSTM HRC loss 142.43 2.3 2000.8 0.8686 0.4523
mLSTM Avg loss 224.35 102.9 52000 0.9408 0.9348
mFC(N-CNNs) HRC loss 7.06 0.03 600.1 0.9538 0.9428
mFC Avg loss 12.74 0.06 1000 0.9528 0.9468
mFC UW loss 2276.30 1128.1 50001 0.5987 0.5747

CNN FC Cross entropy 3385.3152 2553.6 78020.1 0.7322 0.7322
- CRNN[10] CTC loss 392.74 176.5 46890.0 0.8896 0.8535

time and space, to improve the performance on recognition. The Bi-LSTM mod-
ule is the mid-layers (or decoding layers) in CRNN [10].

5.5 Result

Table 1 and Table 2 show an overview of experiments result. Here is the expla-
nation of the table.

In order to judge the best weight rank R of meter reading, We tested the
best integer value of R size from 2 to 10. The best among the values is R = 2.
Thus the final value hi is defined in Eq. 3.

hi =
2i

∑6
i=1 2i

(3)

First of all, the result of each experiment is the best one under each exper-
iment conditions. We will discuss the features of the HRC loss function firstly
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and then the network architecture. Table 1 and Table 2 show that on the met-
rics about classification, e.g. ACC and SACC, model with Avg loss could get a
considerably good performance. However, comparing with HRC loss, the result
of the model with Avg loss on regression metrics is significant and unstable. To
be specific, when we train the model with Avg loss, a phenomenon shows that
the changes of Avg loss’s training random seed and hyperparameters make the
performance on regression metrics volatile. Thus the regression metrics and the
phenomenon shows the model with Avg loss cannot control the weight of the
different branches.

To compare the performance between Avg loss and HRC loss, Table 2 shows
that although HRC loss has a lower SACC than Avg loss, on the other metrics,
especially on regression metrics on carrying dataset, HRC loss has a considerably
better performance than Avg loss. Therefore, we can conclude that the weight
tendency notably decreases the error on regression metrics.

Although Avg loss is not the best result, Table 1 and Table 2 present that
Avg loss is better than a one-label model. Thus we could conclude that the
co-judgment could improve the performance on classification metrics.

In some of the previous work [10], the Bi-LSTM is a widespread network
components. However, from the Table 1 and Table 2, we can see Bi-LSTM does
not help for improving the performance of model and the reason might be that
Bi-LSTM always is used with CTC loss. In our experiments, the loss number
does not decrease after ten epochs, and we think it might because of the local
minimum and gradient vanish.

It should be noted that the networks end with LSTM not achieve better
performance than the networks end with the FC network. Table 1 and Table 2
display that the mFC is always works well than mLSTM.

Consequently, the proposed model, Numeric CNNs, effectively improved the
numerical precision and classification accuracy for the meter reading.

6 Conclusion and Future Work

In this paper, we build a large scale automatic meter reading system based
on camera, NB-IoT and cloud computing at first. Special attention was paid
to the deep learning model for the meter reading system. The meter reading
problem, based on the captured photo, is firstly defined as a hybrid regression
and classification problem. We proposed N-CNNs model, which includes HRC
loss function and multi-branch CNNs, solve this specific problem. Finally, N-
CNNs achieves a state-of-the-art result on metrics designed for meter reading,
both on numerical precision and classification accuracy.

However, our model still have some problems. The weight choice depends on
handcraft work and there is inevitable gradient dominant problem in the training
phase. In conclusion, N-CNNs successfully solved hybrid regression-classification
problem and improved the performance of meter reading.

For researchers who want to divide into this problem, we think there still have
works to do in the future. Some of them list as follows: (1) Historical data could



48 H. Xiu et al.

be introduced to improve the metrics of meter reading. (2) Design a network
module to use original weight instead of designing loss. (3) Solve the length
problem of CTC loss function. (4) Network perception on the status of scrolling
digit, etc.
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Abstract. As a part of the smart city, urban traffic safety has always received
strong attention. For urban traffic safety, previous work often relies on some addi-
tional features and machine learning models, mainly considering whether acci-
dents can be accurately predicted, but these work cannot be well integrated with
smart cities. In order to better apply traffic safety warning to smart cities, we
propose a traffic safety warning framework based on Bayesian deep learning -
DeepTSW. Specifically, we propose a traffic prediction model based on Bayesian
deep learning. The regional collision index (RCI) is proposed as the traffic acci-
dent risk evaluation parameter, and the gaussian mixture model (GMM) is used
to cluster the traffic data to realize the accident risk grade evaluation. The experi-
mental results of actual traffic data show that our traffic accident prediction model
is superior to the four baseline models, and DeepTSW can effectively reflect the
actual accident risk.

Keywords: Traffic safety · Bayesian deep learning · Traffic prediction · Traffic
accident risk evaluation

1 Introduction

With the development of cities, there are more and more urban problems in cities. As a
new paradigm, smart cities are promising solutions to urban problems [1]. At present,
researchers havemade a lot of efforts in smart cities. Smart cities havemany applications
in urban traffic e.g., Ali City Brain [2]. These applications improve the capacity of urban
traffic, improve people’s travel efficiency and strengthen traffic safety. The realization of
these applications is closely related to traffic prediction and traffic accident prediction.
With the continuous development of trafficmonitoring equipments and data transmission
functions, multi-dimensional real-time traffic data can be collected quickly on a large
scale [3]. It is not difficult to find that the data-driven methods are suitable to solve urban
traffic problems [4].

Traffic prediction is a key part of smart cities. In traffic prediction, there are many
achievements have been made over the years. In traditional, most researchers focuses
on analyzing temporal features and building models to predict short-term traffic con-
ditions, which can be roughly divided into two types: parametric e.g., time series [5],
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autoregressive integrated moving average (ARIMA) [6] and nonparametric approaches
e.g., Support Vector Machine (SVM) [7], k-nearest neighbor (KNN) [8]. However, most
of these models cannot analyze complex temporal data, so the accuracy of prediction is
a problem. In recent years, rapid data transmission technology and data processing tech-
nology have made the development of deep learning a reality. Hinton got a great success
in deep learning [9], and many researchers have begun to use deep learning methods.
Mobile edge computing allows researchers not to worry about the large demand for
computing resources in deep learning [10]. Researchers focus on using deep learning
methods to solve traffic problems.

Urban traffic safety evaluation improves traffic capacity and road management [11].
Existingwork is dedicated to buildingmodelswithmore dimensions of accident influenc-
ing factors e.g., traffic upstream and downstream relations [12] to improve the accuracy
of accident prediction. However, for city managers, traffic accident prediction cannot
help them manage traffic effectively. Traffic accident prediction is almost impossible to
apply to smart city systems.

In this paper, to improve the level of urban safety, we combine traffic prediction and
traffic accident prediction to construct an urban traffic safety early warning framework,
instead of focusing on improving the accuracy of traffic accident prediction to apply
the Smart City system. The occurrence of urban traffic accidents is accompanied by
abnormal changes in the traffic conditions of adjacent road sections. We propose a
regional collision index (RCI) based on time to collision (TTC) [13] as the link between
traffic accident prediction and traffic prediction. We use RCI to classify different risk
levels of traffic accidents. Therefore, we can assess and predict the risk of road accidents.

However, there are at least two challenges to achieve a traffic accident risk prediction
framework based on RCI. Firstly, RCI is closely related to regional traffic conditions.
Existing traffic prediction methods do not consider the spatial correlation of traffic [14],
which leads to the low accuracy of regional traffic prediction and the inability to obtain
accurate RCI. Secondly, there are few studies on traffic accident risk evaluation [15]. It
is a difficult problem to divide traffic safety level.

To solve the above challenges, we propose a framework of urban traffic accident
assessment and prediction based on Bayesian deep learning. The contributions of our
work can be summarized as follows:

1. We present RCI as the evaluation standard of traffic accident risk, and classify the
accident risk into three risk levels with GMM: high, normal, and low.

2. Bayesian deep learning can capture the uncertainty of neural network models. We
use Bayesian deep learning to use model epistemic uncertainty to capture problems
caused by abnormal data to accurately predict traffic.

3. We use a real-world traffic accident dataset to conduct experiments to evalu-
ate DeepTSW. Experimental results show that DeepTSW can predict accidents
accurately and give corresponding risk warnings.

The rest of the paper is organized as follows: Sect. 2 reviews related work. Section 3
described theDeepTSW in detail. Section 4 conducts experiments to evaluateDeepTSW.
Section 5 draws conclusions and proposes possible future research directions.
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2 Related Work

With the development of deep learning, there are many pieces of research on traffic
prediction and traffic accident prediction based on deep learning. Researchers try to
overcome the limitations of traditional traffic prediction and traffic accident prediction
through deep learning.

2.1 Traffic Prediction

Lv and others use an autoencoder as building blocks to represent traffic flow features and
stacked autoencoders to predict traffic flow for the first time [16]. Toncharoen researches
the traffic status connection between the upstream and downstream of the expressway,
using the data of 40 expressway detection stations combined with Convolutional Neural
Networks (CNN) to predict the traffic state [17]. Zhu uses Graph Convolutional Network
(GCN) to capture the spatial correlation of traffic and uses the temporal attention mech-
anism to capture the importance of different time slots, presents an A3T-GCN model
for traffic forecasting [18]. Sun and others use stacked gated recurrent units (SGRU)
to form a tree structure to adopt the road network for multi-junction traffic forecasting
[19]. Zhao captures the spatial and temporal dependence of traffic by GCN and Gate
Recurrent Unit (GRU), proposes a T-GCN model for traffic forecasting [20]. Liu and
others rely on the Spatio-temporal correlation of urban traffic, use hierarchical attention
mechanisms based on BiLSTM combined with temporal clustering to predict traffic
speed [21]. Zheng uses meta-GRU as a part of encoder and decoder in ST-MetaNet to
explore the temporal correlation of traffic at different times for traffic forecasting [22].
Recurrent neural network (RNN) has good effects on traffic prediction in time series,
but it is difficult to solve exceedingly long-term dependencies, because of the RNN error
increase as the sequence length increases [23].

2.2 Traffic Accident Prediction

Lu et al. makes a state matrix of real-time weather, lighting, upstream and downstream
traffic conditions and uses the state matrix to train the traffic accident prediction model
by CNN [24]. Zhao et al. extracts the data features in VANET and uploads the variables
to the CNN model trained in the edge computing server to predict traffic accidents [25].
Yuan et al. proposes theHetero-ConvLSTM framework to solve the spatial heterogeneity
of data for heterogeneous data such as weather, traffic, and environment [26]. Ren et al.
usesGranger causality analysis to rankheterogeneous traffic accident influencing factors,
and presents a traffic accident risk predictionmodel based on LSTMusing ranked factors
[27]. Zhou puts attention on heterogeneous data, proposes an attention-based ResNet
framework to model the spatio-temporal correlation of data [28].

In summary, deep learning has achieved good results in the field of traffic prediction,
but there are few results in practical applications in the field of traffic safety. In this
paper, we applies Bayesian deep learning to traffic prediction. We use Bayesian neural
network multiple sampling to reduce the influence of abnormal data on the model [29],
and combine traffic prediction and traffic risk prediction to proposeDeepTSW to provide
early warning for traffic safety.
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Fig. 1. The structure of DeepTSW.

3 DeepTSW

As described in Fig. 1(a), DeepTSW takes real-time traffic data as input into Bayesian
deep learningmodel and predicts the region traffic data of the next time slot. Specifically,
the data processing module is to calculate the RCI of each region. The traffic data at
each time slot is converted into a spatial matrix. Then, the data processing module
combines the matrix with different traffic features as input, capture the influence of
different features on traffic changes. In the prediction model part, we input the real-
time parameters and the set prior probability weights into the Bayesian deep learning
model. Through continuous sampling, the model can adjust the weight of parameters
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Fig. 2. The region matrix of urban expressways.

through gradient descent, reducing the error between the model’s predicted value and
the actual value. As shown in Fig. 1(b), the Bayesian deep learning model used in this
article has 4 layers of neurons, 2 layers of fully connected layers, and 1 layer of output
layer. Finally, the traffic dataset is clustered through RCI combined with GMM, and
each cluster is divided according to the proportion of accidents in the actual clustering
results and combine traffic prediction results to predict the regional traffic accident risk.

3.1 Data Processing

Problem Statement. Traffic conflict technology (TCT) has been used in different traf-
fic accident prediction studies. Time-to-collision (TTC) is an important indicator for
detecting vehicle collision risk [13]. TTC is mainly used to analyze the collision risk of
an individual vehicle and cannot evaluate the road accident risk.

Definition 1: (Region) The road region is composed of s× k grid map by the number
of road segments and the number of lanes, where the grid represents each lane of each
road segment.

Fig. 3. The testing road segment in I110-N.
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We regard the vehicles in the road segment as a whole and combine the spatio-
temporal correlation of traffic to improve the TTC and propose regional collision index
(RCI) to calculate the vehicle collision time of the road segments. For the region rj, the
calculation of its RCIi will jointly consider average speed vi in the region and the flow
fi in road segments, i.e.,

RCIi =
∑d

j sj × kj · (fi + �fi−1)
−1 − L

|�vi| ,�vi �= 0 (1)

where sj is in the number of road segments the region rj, kj is the number of lanes in
the road segments sj, fi is the total flow in ith time in the region rj, �fi−1 is the number
of vehicles that entered the region rj at the i − 1th time and are still in the region rj at
ith time, and �vi the average speed change in ith time in the region rj, L is a constant,
representing the length of the vehicle.

For traffic prediction, we divide the time series into five-minute segments. For the
ith time slot, we use the traffic data in the region to calculate the RCIi of each region and
treat the scattered sections of the road as connected regions which can be denoted by a
spatial matrix X T

i . Figure 2 shows the spatial region matrix.

3.2 The Prediction Model

DeepTSW uses Bayesian deep learning model for traffic prediction. As shown in Fig. 1,
the core idea of Bayesian deep learning: the weight of the neural network is regarded as a
random variable that obeys a certain distribution instead of a fixed value, and the forward
propagation of the network is to sample and calculate from the weight distribution. Next,
we introduce the details of each part of Bayesian deep learning. The specific process of
the prediction model is shown in Algorithm 1.

Bayesian Theory. Bayesian deep learning completes traffic prediction by calculat-
ing posterior probability. For update the weight gradient, Bayesian deep learning use
Bayesian theory which concludes prior probability, data likelihood. According to the
Bayesian theory [30], for the training dataset S = (X T ,Y ) of N inputs xi and cor-
responding outputs yi, we give each input a prior probability interval p(z) and data
likelihood p(S|Z):

where N (z|0, I) is the individual Gaussian, fz(xi) is the output for neural network with
weighted input.
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There is almost no way to directly find the posterior probability, and the difficulty of
calculation increases exponentially with the increase of parameters. Researchers mainly
use three methods: approximating the integral with MCMC, using black-box variational
inference, using MC (Monte Carlo) dropout. In this paper, we use variational inference
to get the posterior probability.

Variational Inference. According to the paper [30], Variational inference uses expert
knowledge to construct a distribution q (Z) similar to the posterior probability and then
use KL divergence tomeasure the distance between the two distributions. KL divergence
can be expressed:

KL (q(Z) || p (Z|S)) = log (p(S)) − ELBO, (5)

ELBO =
∫

q(Z)log
p(Z)p(S|Z)

q(Z)
dZ, (6)

where ELBO contains the joint distribution q(Z), p(S|Z), and is separated from the pos-
terior probability. Thus, the posterior problem is transformed into an ELBO optimization
problem.
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Fig. 4. DeepTSW compare with other methods on flow prediction.

3.3 Traffic Risk Evaluation

We evaluate traffic risk by feature clustering. With the feature clustering of a large
amount of data in the dataset, the dataset can be divided into several different clusters.
The proportion of traffic accidents in each cluster is different, and traffic risks can be
simply divided according to the proportions. Compared with clustering methods e.g.,
k-means, Gaussian mixture clustering can give the probability that each data point is
divided into each cluster, and then we can manually classify some data points that are
difficult to classify to improve the classification effect.
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GMM uses the EM algorithm for iteration, which is divided into two steps: choose
position initial shape and loop until convergence. In the loop until convergence, it can
be subdivided into E step and M step. The E step calculates the probability generated by
each component in the mixed model for each point. In step M, the model parameters are
adjusted tomaximize the possibility of themodel generating these parameters. Therefore,
the algorithm guarantees that the parameters in the process will always converge to a
locally optimal solution.

4 Experiment

In this section, we have conducted many experiments on DeepTSW to verify the pre-
diction performance and risk prediction of the model by using real-world dataset. All
experiments are implemented on a PC (Windows, software: PyCharm, CPU: Intel Core
i7 9700, 64 GB memory, GPU: Tesla K40C).

4.1 Dataset

We use PeMS [31] to evaluate the performance of DeepTSW. PeMS is real-time data
collected separately from highways across major urban areas in California by more than
39,000 sensors. We choose the northbound road of I110 highway as the experimental
section and collected the station data of accident-prone roads as the experimental dataset.
Figure 3 shows an experimental section of nearly 5 km, including 5 adjacent sensors. For
each sensors, we obtain speed and flow data with a time interval of 5 min for 4 months,
and calculate the RCI of each region based on Eq. (1). For the performance evaluation
of DeepTSW, we select 5 h of test data, the rest is used as training data to evaluate the
traffic prediction model, and RCI data of 3 h before and after the accident is selected to
evaluate the accident prediction performance of the model.

4.2 Baseline Methods

We selected a total of 4 methods including widely used and some deep learning methods
to compare with our prediction method,

1. Historical average: HisAve predicts the data at different time points based on the
historical data of the same factors in the same time period and the same place under
the corresponding period.

2. Autoregressive integrated moving average: ARIMA is a time series forecasting
method that is widely used in transportation and its effect is verified. It realizes
forecasting through autoregressive combined with moving average.

3. Long short-termmemory: LSTM learns the long-term dependence on information
and effectively solves the problems of gradient explosion and gradient disappearance
by forgetting gates, input gates, and output gates.

4. Gate Recurrent Unit: Like LSTM, GRU also achieves long-term reliance on infor-
mation learning through gating, but compared with LSTM,GRU reduces the number
of gates and reduces the computational cost and time cost.
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Fig. 5. DeepTSW compare with other methods on speed prediction.

Method Parameter Setting. All models are implemented through the tensor-flow
package under python (except for HisAve, HisAve uses the average of 4 1-week-level
datas at the same place and time as the predicted value). This package is a python
artificial intelligence project with integrated neural network models. The comparative
experimental models in this article are all implemented by this package and use the
default parameters.
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4.3 Evaluation Metric

We evaluate our model and other comparative models by RMSE. RMSE is the square
root of the ratio of the square of the deviation between the predicted value and the true
value to the number of observations N and is used to measure the deviation between the
observed value and the true value. The lower the value, the smaller the error between
the model’s prediction result and the true value. Its definition is as follows:

RMSE =
√
√
√
√ 1

N

N∑

i

(yi − y
∧

i)
2, (7)

where y
∧

i is the predicted value at ith time slot of the model, yi is the actual value at the
ith time slot, and N is the total number of predicted values.

4.4 Results

As shown in Fig. 4(a), we can see that the data predicted by DeepTSW can fit the real
data well. Compared with Fig. 4(b), (c), (d), (e), DeepTSW and other baseline methods
have achieved good results in traffic prediction, indicating that models can better predict
traffic flow by capturing the historical periodicity of traffic flow, and DeepTSW predict
traffic forecast effective. Traffic speed prediction is different from traffic flow prediction.
Traffic speed is affected by traffic at other intersections with close spatial correlation,
such as speed, flow, density, etc. In the experiment of this article, DeepTSW considers
the speed and traffic of adjacent nodes, while other baseline methods only consider the
historical speed or the speed of adjacent nodes. As show in Fig. 5, DeepTSW still has a
good effect on speed prediction, and it has a good fit for peaks and valleys. The historical
average fitting effect is very poor. Although the other methods have better fitting results,
the effect of DeepTSW is better than them. This is also verified in Table 1 that the RMSE
of our method is significantly lower than other methods and has a better fitting effect.
Figure 6 shows the warning of DeepTSW for traffic safety, which can better classify
regional traffic accidents into higher risks, and can accurately assess regional traffic
conditions before vehicle collisions as high risks.

Table 1. Comparison among different methods

Method RMSE

Flow Speed

HisAve 21.44 2.01

ARIMA 18.31 1.22

LSTM 15.56 1.29

GRU 16.29 1.25

DeepTSW 14.67 0.74
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Fig. 6. DeepTSW warn traffic safety by RCI.

5 Conclusion

This paper proposes an urban traffic safety warning framework- DeepTSW suitable
for smart cities. DeepTSW adopts a novel RCI metric to measure the traffic accident
risk of a region and proposes a Bayesian deep learning based spatio-temporal model
for accurately predicting the traffic. Experimental results from real-world traffic data
demonstrate that DeepTSWmethods can achieve high accuracy of traffic prediction and
warn the risk of traffic safety effective.
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Abstract. In order to solve the practical problem of modal gap between dif-
ferent packaging and sorting data in multimodal environment, and not applying
traditional machine learning methods directly, by introducing a deep learning
feature extraction method, a semantic model of feature representation of multi-
modal data in packaging and sorting field is proposed based on deep learning.
This method proposes a multimodal neural network. For each modal, there is an
independent multi-layer sub-neural network corresponding to it. First, converting
features under different modalities into features of the same modal, and passing a
network layer shared by all modes above these sub-neural networks to establish
connections between different modes; then adopting a structured sparse feature
selection method to obtain the importance weights of different modalities, and
selecting the most important features for the current learning task, so as to elim-
inate redundant information and noise; finally constructing a multimodal joint
shared feature semantic model and applying in the field of packaging sorting.
Experimental results show that the proposed model has significant effects and is
significantly better than other similar algorithms.

Keywords: Multimodal · Feature extraction · Feature selection

1 Introduction

With the continuous progress of deep learning technology and the rapid development of
logistics industry and e-commerce, massive data of various types and different structures
have accumulated in the real life and scientific research field [1]. As the name suggests,
multimodal information is the general name of the single modal information composed
of different information channels describing the same concept or the same problem.
Packaging sorting is an essential step in the logistics industry, and sorting goods as a
flexible task needs to identify various target objects, locate the position and posture of
the objects in a complex environment, and then grab various goods. Using deep learning
technology to enhance the value of big data in packaging sorting, first build amultimodal
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semantic joint feature space to facilitate the future development of visual sorting tasks
from simple classification and inspection to more refined and richer intelligent task
planning wait for high-level scene understanding.

With the rapid development of information technology today, multimodal data has
become the main form of data resources recently [2]. Packaging and sorting big data is
a mass of multi-source heterogeneity, although it is easy for human beings to perceive
the world by integrating information frommultiple senses, how to give machines similar
cognitive ability is still an unanswered question. Therefore, it is a very necessary task
to study how to extract effective multimode fusion features from multiple modes at the
same time by using the data information of multiple modes. However, there are also
many challenges in this research task: such as the heterogeneity of multimodal data;
the high-dimensional unstructured multimodal data; complementary information will
cause the existence of redundant information; the existence of noise information and
so on. This paper uses the outstanding results of deep learning in feature expression
in recent years and extends it to multimodal feature learning, creatively considering
the structural differences and internal connections between different modalities, and
effectively exerting the multimodal data itself Finally, a multimodal joint shared feature
semantic model is constructed.

The following chapters are arranged as follows: Sect. 2 elaborates on relevant studies;
Sect. 3 is model design; Sect. 4 is the analysis of experimental results; Sect. 5 is the
summary of the full text and the next research.

2 Related Work

In traditional machine learningmethods, feature extractionmethods aremainly designed
by hand. According to the characteristics of some data modes, the corresponding extrac-
tion rules are designed first, and then the original unstructured data are aligned and
transformed, so as to obtain the unified features for the next machine learning task. For
example, in the related research of computer vision, many image features have been pro-
posed so far. For example, color histogram, directional gradient histogram feature, scale
invariant feature transformation and so on. The artificial design of extraction rules for
feature extraction solves the problem that unstructured data cannot be applied directly,
but the problem of too high data dimension still exists. In order to solve the problem
caused by excessively high feature dimension, a dimension reduction method based on
many feature transformations is proposed. All these methods map the original feature
vector in the high-dimensional space to the new low-dimensional feature space and find
the low-dimensional structure hidden in the high-dimensional data. The common trans-
formationmethods are divided into linearmethod and nonlinearmethod. Linearmethods
such as principal component analysis [3] and Linear discriminant analysis; Nonlinear
methods such as isometric mapping method [4] and local linear embedding method. In
2006, the concept of deep learning was proposed by Hinton et al. [5], which solved the
problem of manually designing extraction rules when performing feature extraction in
the past. At the same time, deep learning used to extract features also solved the previous
problem of feature extraction and feature selection separation. Using a learning model
with a deep structure can directly learn high-level abstract features with semantic char-
acteristics from the original data. At the same time, feature learning can directly achieve
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the effect of dimensionality reduction, and directly learn abstract semantic features with
lower feature dimensions.

The current application of deep learning onmultimodal data is still focused onmulti-
modal feature fusion. Ngiam et al. [6] first proposed the concept of multimodal learning
and introduced multimodal learning into the field of speech recognition. When humans
perform speech recognition and semantic understanding, they do not only judge by sound
information. At the same time, humans will observe the lip movements obtained in the
visual information channel to assist in judging the semanticmeaning of the speaker, espe-
cially when judging some confusing pronunciations. When discriminating between, the
change of the lip shape plays a greater role than the information obtained in the sound
signal. Then Srivastava et al. [7–9] proposed a similar depth neural network structure,
different coding Ngiam proposed automatic machine, Srivastava RBM employed in the
construction of deep neural network as a basic network configuration, and finally form
a multimodal depth Confidence network. Similarly, multiple modal information is input
into the input layer of the network, and the information of different modalities is trans-
formed into layers of non-linearity, and the final multimodal fusion feature expression is
extracted at the top layer. Using this fusion feature expression for image retrieval tasks
has achieved very obvious results. At present, there is no relevant algorithm proposed
in the field of packaging and sorting, but it is a higher-level processing of data based
on semantic analysis. This paper will study the premise of effective reasoning decision
based on high-level semantic understanding, which is conducive to the realization of
real cognitive intelligence.

3 Model Design

3.1 Overall Structure Design

In order to solve the heterogeneous data structure of multimodal data environment prob-
lem, at the same time, in order to effectively utilize a lot easier to get no marks data,
this paper proposes a semi-supervised learning algorithm based on depth of learning,
from the original data can be effectively provide a variety of different modal extracted
from a fusion of low dimensional feature expression, build a multimodal combined share
characteristics of semantic mode. Figure 1 shows the overall structure of the multimodal
neural network proposed in this paper. Thewhole structural framework is mainly divided
into three parts:

(1) Multimodal deep neural network, the part enclosed by the red dashed box in Fig. 1
is used to integrate different sub-networks to extract more abstract high-level fea-
ture expressions from different information modalities and to find different data
modalities the relationship between;

(2) Based on the structural sparse feature selection part, it is used to screen the
isomorphism features extracted from the lower layer neural network;

(3) The loss model part of the top layer can be set with different calculation models
according to different tasks for specific pattern recognition tasks. For example, this
article acts on the field of packaging and sorting, so it is set as a classifier model.
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Fig. 1. Overall framework diagram

The multimode neural network is located at the bottom of the whole framework,
which is also the core part of the whole algorithm model framework. The multimode
neural network is responsible for multiple mapping and transformation of the original
data in different modes, and finally extracts the isomorphic features of the samemode. In
the lower multimodal neural network, multiple branch networks are included. In Fig. 1,
the part in the dashed box of the lowest network allocates a branch of the network for
each input informationmode, that is, a sub-network becomes the foundation of the entire
multimodal neural network. For different modes, the structure of sub-neural networks
assigned to them is also different. The number of hidden layers of different sub-networks
and the number of neuron nodes contained in each hidden layer are also different.

Different sub-networks in the lower network are used to extract more abstract high-
level feature expressions from different information modes, and there may be potential
relations between different data modes. In order to find connections between different
data modes, a hidden layer is shared at the top of each sub-network of the lower network
to connect different data modes, which is called the bridging layer in this paper. BP
algorithm [10] is used in the parameter training of the lower network. The function
loss defined in the bridge layer is shared by each sub-network and used to adjust each
sub-network.

The upper layer of the multimode neural network is based on the feature selection
layerwith sparse structure. In this part, the optimizationweight of each feature dimension
is calculated by solving the optimization problem with sparse structure constraints. The
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feature dimensions with small weights are irrelevant to the current learning task, so they
are filtered out, while the feature dimensions with higher weights are finally selected
and become the final extracted and filtered multimodal joint features. These features are
next used in the specific learning task at the top of the algorithm framework, which is
set as the classification model in this paper.

3.2 Feature Extraction and Feature Selection

The model proposed in this paper makes full use of the unique advantages of deep neural
network in feature transformation of original data to eliminate the heterogeneity between
different data modes. Figure 2 shows the basic structure of the underlying network, with
each data mode corresponding to a sub-network. In the overall structure, m(m = 4)
modes input in the model are constructed to construct m heterogeneous subnet-works.
Different number of hidden layers are designed according to different input modes
among different sub-networks. At the same time, the original input data dimension of
each mode is different, so the number of neuron nodes required by each hidden layer in
different sub-networks is also different. Here, the number of hidden layers contained in
the sub-network corresponding to them-thmode is defined as nm, the i-th hidden layer is
expressed as him , and the connection weight between the i-th hidden layer and its lower
layer is expressed as wi

m.
As shown in Fig. 2, when training the lower network, the whole training is divided

into two stages: unsupervised pre-training and supervised multimode joint fine-tuning.
In the pre-training phase, the sub-networks to which each independent mode belongs
are trained independently of each other. In order to solve the problem of failure of
parameter training for multi-layer neural network using traditional BP algorithm, greedy
hierarchical training algorithm is first introduced [11]. In the model structure proposed
in this paper, automatic coding machine is used for pre-training layer by layer, as shown
in Fig. 3.

As shown in Fig. 3, when training each hidden layer, for the current input x, in the
hidden layer, through the weight matrix W1 and the mapping function (·) do nonlinear
transformation, and encode the mapping to obtain the implicit feature expression h =
(WT

1 x) . A good feature expression should have the characteristic that the original data
can be reconstructed by itself. Therefore, in the decoding stage, theweightmatrixW2 and
the mapping function (·) are used to reconstruct the original input, and the reconstructed
input x = (

WT
2 h

)
is obtained. In order to obtain the coded representation that can reveal

the internal structure of the data as much as possible, the optimization objective is the
reconstruction error between the original input and the reconstructed input:

Loss(x, x′) = ||x − x′||22 (1)

There is no marked information in the whole training process, so a large amount of
unmarked data can be used for unsupervised training.

After the pre-training of independent modes, it is necessary to carry out multimode
joint fine-tuning process for the whole network. In this paper, a shared bridging layer is
constructed on the top layer of each independent mode’s sub-network. The bridge layer
connects all the sub-networks to which the modes belong, and the weights between
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them are Tm. During the fine-tuning process, parameters are adjusted simultaneously
with the sub-networks that have completed the pre-training. In order to extract the modal
independent features with the same structure from the original data of different modes,
the weight connection Tm was made to share the same weight T during the training
process.

Fig. 2. Schematic diagram of lower network structure

Fig. 3. Sub-networks hidden layer by layer training
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It is defined that hm represents the uppermost neuron of the m-th mode, and Pr
represents the label information of the bridge layer. When the whole network is fine-
tuned under supervision, the back propagation algorithm is used to optimize the model
and the loss function is defined as:

L = −
m∑

j

N∑

i

log(P(Y = y(i) | h(i)m, T, broot)) (2)

Where m represents the number of modalities, N represents the number of training
samples, y(i) represents the class standard of sample x(i), and h(i)

j represents the top-level
output of the j-th sub-network for the input x(i). For k class classification problem, the
probability of input vector hm belonging to class i is:

P(Y = y(i) | hm,T , broot) = exp(T ihm + brooti)∑
� exp(T �hm + brootl)

(3)

Where broot represents the bias vector, and T� represents the row vector of the weight
matrix T�.

The optimization algorithm of gradient descent was used to adjust the parameters
of the whole model. Finally, the high-level abstract feature expression hm was extracted
from the uppermost hidden layer of each sub-network. Because the connection weights
between the sub-network and the bridge layer share the same weight Tm, the parameters
of each sub-network are iteratively adjusted in turn during the fine-tuning process of the
whole network. Adjust the parameters of one sub-network at a time, fix the parameters
of other sub-networks, and adjust the network belonging to the next mode after weight
updating until all modes have been adjusted. The bridge layer is only used for joint
fine-tuning of the bottomnetwork andwill be removed after network training is complete.

Where P (x = i) represents the probability of sample x belonging to category i as the
importance weight.

Themultimodal depth neural network in the lower layer converts the original different
modal features into the isomorphic feature vectors in the same mode, and there are
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still groups among them. Therefore, this paper chooses the structural sparse method to
make feature selection for these refined features. Unless otherwise specified, in this sub-
section, x represents the refined feature expression obtained in the previous stage. Given
training data set {(x(i), y(i) ∈Rp × {+1,−1}k; i= 1, 2,…, n}, n sampleswithK categories,
x(i) = (x(i)

1 , x(i)
2 , . . . , x(i)

p )T ∈ Rp represents the P-dimensional feature vector extracted

from the sample x(i) by the multimode neural network. y(i) = (y(i)
1 , y(i)

2 , . . . , y(i)
k )T ∈

{+1,−1}k is the corresponding class label. Make X = (x(1), x(2), …, x(n))T ∈Rn×p matrix
for training data set, Y = (y(1), y(2), …, y(n))T ∈ {+ 1, −1}n×k indicates the class matrix.
Suppose the p-dimensional feature vectors are divided into g feature each groups that
do not cover other, and let G� represent the number of feature dimensions of the first �

group.βj = (βT
j1, βT

j2, . . . , βT
j�)

T ∈ Rp represents theweight coefficient vector of the j-th

category, j represents the sub-coefficient vector of the corresponding group. X� ∈ Rn×G
�

is the feature matrix corresponding to the first � group of the training data set.
The feature selection problem for the j-th class can be formalized as the following

optimization problem:

S(βj) = min
βj

L(βj) + R(βj) (4)

Where L(β j) represents the loss function, and R(β j) represents the regular term.
Depending on the data set and the current learning task, the loss function can be defined
in many different ways. This article uses the Logistics loss:

L(βj) =
n∑

i=1

log(1 + exp[−Y(i,j)(β
T
j x

(i) + c)]) (5)

Where c represents the regular term in intercept Eq. 4 which is formally described
as:

R(βj) = λ1||βj||1 + λ2

g∑

�=1

w�||βj�||2 (6)

Where λ1 and λ2 are the regular term coefficients, and the hyperparameter w� is the
weight of the � feature group, usually set to the square root of the restructured feature
dimension size G�. Make f(β, c) said the loss function Eq. 5, define φ(β) for the penalty
term in the Eq. 6, the above optimization problem can be defined as the form again:

min
β

f (β, c) + λφ(β) (7)

Where the penalty term φ(β) is regarded as a Moreau-Yosida regularization. Liu and
Ye [12] proposed an efficient algorithm is used to solve the above optimization problem,
and gave the details of the relevant definitions and derivation proof for the optimization
method.

3.3 Upper Loss Network

After the high-level abstract expression of each mode is obtained through the bottom
network, these isomorphic features are merged in the top network after feature selection,
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and the final required joint feature expression of multimode fusion is extracted. Figure 4
shows the structural details of the upper network. The upper network consists of three
layers: the joint feature expression input layer, the hidden layer for low-dimensional
mapping, and the upper classification layer, which is actually a perceptron with a sin-
gle hidden layer. After feature selection, the isomorphic features obtained by the lower
network are first merged into the input X of the upper network, and h = s(Wx′ + b) is
projected into the low-dimensional feature space after transformation. The classifica-
tion layer is used to combine unsupervised information and supervised information for
parameter optimization of value W.

The classification layer is actually a Logistic classifier. When training the top three
layer network, the final loss function is defined as:

L = Ldis + βLgen + λ1 ||W || �1 + λ2||W ||2F (8)

Ldis = −
N∑

i

log(P(Y = y(i) | h(i),V , btop)) (9)

Lgen = −
N∑

i

[x′(i) log x̂′(i) + (1 − x′(i)) log(1 − x̂′(i))] (10)

Fig. 4. Schematic diagram of superstructure network

Thewhole loss function is divided into three parts:Ldiswith supervision,Lgenwithout
supervision, and regular term. The purpose of minimizing discriminative loss is to make
the finally extracted multimodal fusion features have strong discriminative ability. Here,
Logistic discriminative loss is also used. On the other hand, the extracted fusion features
need to have strong generative ability while retaining strong discriminative ability. The
generation loss is used tomeasure the reconstruction loss between the input x and output.
A small reconstruction error means that the extracted fusion features retainmore original
information and the reconstruction loss is defined as:

x̂′ = s(WTs(Wx′ + b) + b′) (11)
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Where s(·) represents the sigmoid function, and b and b′ are bias items.
The weight matrixW is also learned from supervised class standard information and

unsupervised reconstruction input. The parameter β is used to balance the discriminative
loss Ldis and Lgen. In order to avoid model over-fitting and at the same time to smooth
model parameters, two regular terms are introduced to sparse the weight parameter W.
When the gradient descent method is used for the optimization training of the model, the
regular term ||W||�1 is not differentiable at 0, which leads to the failure of the gradient
descent method to work normally. Therefore, the approximation of this term is smooth
as:

||W ||�1 =
∑

ij

√
Wij + σ (12)

Where σ is a small positive real number.

4 Experimental Analysis

This article uses public data sets: NUS-WIDE-Object picture text data set; noise speech
recognition challenge data set CHIME; video data set COIN. The NUS-WIDE-Object
data set contains 30,000 pictures collected from the picture-sharing website Flickr. Each
picture is annotated with text tags added when the user uploads the picture. All pictures
are divided into 31 categories. Because training a deep neural network requires a rela-
tively large-scale training data set, this article divides the training set and the test set at
a ratio of 7:3. When doing unsupervised pre-training of the model, all samples are used
for model pre-training. Figure 5 shows a typical form of multimodal information.

Fig. 5. Multimodal data (image, video, audio and text) of the “agricultural” scene
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Table 1. Experimental environment configuration

Project Experimental environment

System Ubuntu 16.04 LTS

GPU NVIDIA Quadro K1200

Hard drive capacity 1 T

Memory 16 GB

Word segmentation system Jieba Chinese word segmentation system

TensorFlowversion TensorFlow 2.0

Python version Python 3.7

The experimental environment configuration is shown in Table 1.
This paper chooses several commonmultimodal feature extractionmethods as exper-

imental baselines for model performance evaluation. (1) SVM, directly splicing data of
multiple modalities, and use SVM classifier for classification. (2) PCA + SVM, first
splice multiple modal data, use PCA to reduce the dimensionality to 300 dimensions,
and then use the SVM classifier to use the low-dimensional features obtained by the
dimensionality reduction to classify. (3) Multi-core learning method cab MKLMethod
[13]. (4) Unimodal learning method.

As shown in Table 2, this experiment uses accuracy P (Precision), recall rate R
(Recall) and F1 value (F-measure) as the evaluation criteria for the model recognition
effect.

Table 2. Different algorithm recognition effect

Method Precision% Recall/% F1-measure/%

SVM 78.21 75.11 76.55

PCA + SVM 82.54 80.12 81.30

cab MKL 75.45 78.83 77.15

Unimodal 80.54 80.14 80.73

Our method 84.23 81.75 82.94

The experimental results show that the method proposed in this paper has achieved
obvious results compared with other existing works. This model can take into account
the potential relationships between modalities and effectively utilize the advantages of
multimodal data. Not only can the effective multimodal features be extracted from the
multimodal raw data, but also the unrelated modes can be effectively screened.
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5 Conclusion

The multimodal joint shared feature semantic model proposed in this paper can solve
the problem of heterogeneous multimodal data through the feature transformation of
deep neural network, and can effectively extract from the original multimodal high-
dimensional data while having strong discriminative ability shared feature expression
with multimodality of low-dimensional characteristics, creatively considers the struc-
tural differences and internal connections between different modalities, and effectively
utilizes the advantages of multimodal data. Then, the structured sparse method is used to
further select the feature dimensions in the abstract expression, thereby reducing the final
feature dimensions. Experiments show that the proposed model has significant effects
and is significantly better than other similar algorithms. The next research direction can
develop the sorting vision task from simple classification and detection to more refined
and richer intelligent task planning and other high-level scene understanding, whichmay
need to rely on the guidance and reasoning of the rich domain knowledge map.
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Abstract. Autism spectrum disorder (ASD) is a neurological develop-
ment disorder. Due to the cause of the disease is not clear, the diagno-
sis of ASD mainly depends on the interactions between individuals and
clinical professionals. Functional magnetic resonance imaging (fMRI) has
been widely used in the study of brain function in patients with ASD,
which provides a new way for the diagnosis of ASD. In this paper, we
propose a convolutional neural network (CNN) classification method to
classify ASD. The proposed method fuses two kinds of brain functional
features, namely brain functional connectivity (FC) and amplitude of
low frequency fluctuation (ALFF). Firstly, the two types of feature data
which reflect different brain functions are extracted from the fMRI data
of ASD patients and normal subjects. Then, CNN is utilized to fuse the
two types of data and to predict the classification results. Finally, several
experiments are carried out on the ABIDE (Autism Brain Imaging Data
Exchange) datasets to test the performance of our proposed method. The
fused feature CNN model is compared with the CNN model with only
FC or ALFF features; it is also compared with three traditional machine
learning methods. The results show that the feature-fused CNN classi-
fication model can improve the classification performance to a certain
extent; it can be used for computer-aided diagnosis of ASD.

Keywords: Autism spectrum disorder · fMRI · Convolutional neural
network · Classification

1 Introduction

Autism spectrum disorder (ASD) is a severe neurological condition that affects
social behavior and communication abilities of patients [1]. Although ASD has
attracted great attention from many medical scientists, who hope to clarify the
pathogenic mechanism of ASD, no effective biological markers have yet been
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found. The traditional medical diagnosis of ASD is mainly based on the interac-
tions between patients and clinical professionals. This kind of diagnostic method
without biological basis may bring many subjective effects [2].

Functional magnetic resonance imaging (fMRI) has been widely used for
studying functional activities of the brain. According to recent studies based on
fMRI, autistic patients do have differences in brain function from the normal
control group, and there are extensive abnormalities in the function of differ-
ent brain regions. For example, Monk et al. [3] found that ASD subjects had
altered intrinsic connectivity within the default mode network, and connectivity
between these regions was associated with specific ASD symptoms. Using inde-
pendent component analysis, Assaf et al. [4] found that ASD patients showed
some decreased FCs in default mode sub-networks compared to healthy controls
(HC). The magnitude of FC in these regions relates to the severity of social
and communication deficits. Keown et al. [5] investigated the local connectivity
in ASD and reported that local brain connectivity was atypically increased in
autism in the posterior brain. Supekar et al. [6] concluded that children with
ASD had shown functional hyper-connectivity across multiple brain regions.

Apart from functional connectivity [7], amplitude of low frequency fluctua-
tion (ALFF) is also a type of key brain-function characteristic data which can be
extracted from fMRI data. It also plays an important role in the study of brain
function in autism [8]. FC reflects the interrelationship of activities in different
brain regions whereas ALFF is used to measure the autonomous fluctuation of
blood oxygen signal intensity in the resting state. These two brain characteris-
tics reflect different aspects of brain function. They can both be used for the
classification of ASD. At present, there are few studies that integrate these two
types of data for the classification of ASD.

Based on fMRI data, lots of machine learning methods have been used to
classify ASD and normal controls. For example, Jamal et al. [9] extracted brain
connectivity features of 24 children who were handling particular cognitive tasks
and used a support vector machine (SVM) to classify autism. Recently, deep
learning convolutional neural network (CNN) has achieved remarkable results
in the field of image recognition. CNN is a special feed-forward neural network,
which has the characteristic of simple structure, high accuracy and wide appli-
cation range, and it is more and more used in medical image recognition and
classification [10]. Li et al. [11] used CNN network to efficiently learn the intrin-
sic image features from lung image patches and efficiently classify lung image
patches with interstitial lung disease. Kisilev et al. [12] proposed a multi-task
CNN approach for detection and semantic description of lesions in diagnostic
images. The network generates regions of interests surrounding suspicious areas,
which can be considered as a medical report for diagnosis. Zhao et al. [13] used
the deep CNN framework to learn a spatial overlap pattern in fMRI data in
order to discriminate patients with ASD.

In this study, we use both the FC and ALFF feature data to classify ASD.
CNN is a deep learning method with good feature extraction and feature fusion
capabilities. We proposed a CNN to fuse the two different features. We found
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the FC and ALFF are complementary for classification of ASD at some extent.
The classification performance of the feature-fused CNN is tested on the ABIDE
public datasets, and is compared with some traditional machine learning classi-
fication methods.

The rest of the paper is organized as follows. In Sect. 2, first, the procedure of
data preprocessing and the methods for computing functional connections and
ALFF based on resting-state fMRI are introduced. Then we present our proposed
feature fused CNN method in Sect. 3. In Sect. 4, we show some experimental
results and compare our method with some traditional machine learning methods
in the literature. In Sect. 5, we draw the conclusion.

2 fMRI Data Preprocessing

2.1 The Process of Data Preprocessing

The principle of magnetic resonance imaging is to detect changes in magnetic
field inhomogeneity caused by changes in blood oxygen. It mainly measures
changes in different areas of the brain during the test period, and reflects the mea-
sured information as images. The activated blood oxygen level signal is rather
weak, and there are many noises. The main noise sources include thermal noise,
system noise, rational noise, random neural activity, etc. The system noise comes
from the imaging hardware, and the physiological noise comes from the head in
the scanner. Differences in mental activity and behavior, including breathing,
heartbeat, brain movement caused by the subject’s tension or physical reaction,
between people also affect the quality of MRI imaging [14]. Due to the presence
of these noises, a series of preprocessing must be performed on fMRI before fur-
ther study. In our experiment, we use the DPARSF2.2 tool of SPM8 software
(http://rfmri.org/DPARSF) for fMRI preprocessing. The preprocessing mainly
includes:

1. Slice timing: correct the brain slices to the same time point.
2. Realignment: during the image acquisition process, the subject’s head may

move unconsciously. This behavior will affect the acquisition of brain images.
It is necessary to fix the voxels of the brain regions in the same spatial position
to reduce the interference caused by the head movement.

3. Normalization: due to the difference in the size of the scanned brain area,
the subject’s MRI brain imaging size will be different. In order to reduce this
deviation, the subject’s brain can be projected to the same position in space,
that is, properly scaled to the same size.

4. Smoothing: smooth the data to filter out random noise.
5. Detrending: when scanning, the temperature of the MRI machine will grad-

ually increase. The rising temperature will cause a linear drift in the scan
results. At the same time, the subjects were gradually stabilized in the scan-
ning environment, which also brought a linear drift. The purpose of detrend
is to remove these linear drifts.

http://rfmri.org/DPARSF
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6. Filtering: the activity signal of the neuron in the brain is a low-frequency
signal, so filtering is to remove high-band noise and to retain the low-band
signal.

2.2 Feature Extraction

Functional Connection Matrix. FC is a correlation matrix that can be
extracted from fMRI to characterize the interconnection relationship between
brain regions [15]. It provides important information for abnormal brain region
activity. Brain function connection matrix is widely used in the study of brain
function in patients with ASD. Friston et al. [16] first proposed the use of func-
tional connections to measure the correlation between two brain regions. It was
found that differences in brain region activity exist.

After preprocessing the data, the brain area can be divided into 116 regions of
interest based on the anatomical labeling template (AAL) proposed in [17]. The
cerebrum is divided into 90 brain regions. The connection relationship between
the regions of interest defined in the brain regions is calculated. By using the
connection of the regions of interest as the connections between the brain regions,
the connections between the regions of interest are characterized. The flowchart
for calculating FC features is shown in Fig. 1. The dimension of the FC feature
matrix is 90 × 90 dimensions. Since the symmetric property of the FC matrix,
the lower left triangle elements are used as the FC features.

Fig. 1. Schematic diagram of FC feature extraction.

Amplitude of Low Frequency Fluctuation. ALFF measured the power
spectrum of blood oxygen activity in the brain area. The ALFF is used to eval-
uate the physiological state of the brain [18]. For example, the ALFF under the
two states of the subject with the eyes open and the eyes closed is obviously dif-
ferent. The results show that ALFF value can reflect different brain states based
on the resting state fMRI data. The flow chart of extracting ALFF from fMRI
is shown in Fig. 2. The calculation process of ALFF (see Fig. 2) is as follows:

1. Perform 0.01–0.08 Hz bandpass filtering on the time-series signals of each
brain region to eliminate the effects of low-frequency drift and high-frequency
noise (such as breathing and heart rhythm).
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2. The filtered time series signals of the brain regions are converted into fre-
quency domain using the fast Fourier transform. The signals in the frequency
domain represent the power spectrum of the brain.

3. The power of a given frequency is proportional to the square of the amplitude
of the frequency component in the time domain. The square root of the signal
at different frequencies is calculated.

4. Divide the ALFF of each brain region signal by the global average ALFF
value as a standardized value. The normalized ALFF value of each brain
region signal is close to 1.

Fig. 2. ALFF feature extraction process.

In the experiment, the ALFF obtained is a 3-D data with the dimension of
61 × 73 × 61.

3 Convolutional Neural Network

The structure of CNN consists of input layer, pooling layer (pool), convolution
layer (conv), fully connected layer (FU) and output layer. The role of the pool-
ing layer is to reduce the number of feature dimensions and the amount of net-
work computation. The most common pooling operation is maximum pooling.
After passing through the convolutional layer, the data becomes a multi-channel
two-dimensional or three-dimensional form, which can be converted into one-
dimensional by flattening. The output layer is the fully connected layer to get
the final classification results.

3.1 Convolutional Neural Network Models with Different Features

After fMRI feature extraction process, FC and ALFF feature data are obtained.
Based on the two different features, we build two different CNN classifiers, one
is called FC Net and the other is called ALFF Net. The structure of FC Net has
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a 6-layer CNN structure, which is composed of four convolutional layers/pooling
layers and two fully connected layers. The last fully connected layer has only two
neurons, and softmax function is used to achieve the classification of ASD and
HC control. The network structure of ALFF net is similar with FC Net. ALFF
net is a 7-layer neural network. Because ALFF is three-dimensional feature data,
compared to FC Net, the convolution operation is replaced by the operation of
three-dimensional convolution (conv3d). The two network structures are shown
in Fig. 3 and Fig. 4, and specific parameters are shown in Table 1 and Table 2,
respectively.

Fig. 3. The structure of FC Net.

Fig. 4. The structure of ALFF Net.

3.2 Feature-Fused Convolutional Neural Network

In order to extract the effective information from different kinds of features
for ASD classification, we propose a CNN-based neural network model with
fused FC and ALFF features, which is named as FC&ALFF Net. Specifically,
FC&ALFF Net contains two CNN sub-networks (FC Net and ALFF Net) with
FC features and ALFF features as inputs, respectively. Each sub-CNN corre-
sponding to a kind of feature is independent of the other. The structures of the
two sub-networks are the same as the structure of FC Net and ALFF Net. Each
sub-CNN outputs a 512-dimensional high-order feature vectors, and then the
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feature vectors outputed by the two subnetworks are concatenated as a vector
and is feed into the fully connected output layer to predict the final classification
result. The structure of the FC&ALFF Net is showed in Fig. 5.

Fig. 5. The Structure of FC&ALFF Net

Table 1. Parameters of FC Net classifier.

No. of layer Operation Kernel/pooling size Stride Input channels Output channels

1 pool 2 * 2 2 N/A N/A

2 conv1 5 * 5 2 1 32

pool 2 * 2 2 N/A N/A

3 conv2 3 * 3 1 32 32

4 conv3 3 * 3 1 32 64

5 FU1 N/A N/A 2304 512

6 FU2 N/A N/A 512 2

Each classifier is trained 300 epochs. Experiments show that 300 epochs are
enough for the classifier to achieve great generalization ability. The activation
functions inside the convolutional layers are ReLU function [19], gradient update
algorithm uses Adam optimizer [20], and the learning rate is set to be 0.0005.

3.3 Performance Evaluation

There are two categories of predictions outputed by the model: ASD patients
and normal subjects. According to the true category of the sample and the label
predicted by the model, the sample can be divided into four types: true positive
(TP), false positive (FP), true negative (TN), and false negative (FN).
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Table 2. Parameters of ALFF Net classifier

No. of layer Operation Kernel/pooling size Stride Input channels Output channels

1 pool3d 2 * 2 * 2 2 N/A N/A

2 conv3d 1 5 * 5 2 1 32

pool3d 2 * 2 2 N/A N/A

3 conv3d 2 3 * 5 * 3 1 32 32

4 conv3d 3 3 * 3 * 3 1 32 64

5 conv3d 4 3 * 3 * 3 1 64 64

6 FU1 N/A N/A 2880 512

7 FU2 N/A N/A 512 2

– TP: ASD samples that are correctly classified as ASD subjects.
– TN: HC samples that are correctly identified as HC.
– FP: HC samples that are incorrectly identified as ASD subjects.
– FN: ASD samples that are incorrectly identified as HC subjects.

The performance of the model can be calculated based on TP, FP, TN, and
FN. The statistical measures, including accuracy (ACC), sensitivity (SEN) and
specificity (SPE), are used to analyse the performance of the models. They are
given by:

ACC =
TP + TN

TP + TN + FP + FN
(1)

SEN =
TP

TP + FN
(2)

SPE =
TN

TN + FP
(3)

In addition, we uses G-means metric to measure the balance of different
categories of the prediction:

G − means =
√
SEN × SPE (4)

4 Results and Discussion

4.1 Performance of Feature-Fused Network Model

In this study, we use the fMRI data from the Georgetown University (GU) and
New York University Langone Medical Center (NYU) imaging site in the Autism
Brain Imaging Data Exchange (ABIDE) initiative [21] to test the performance
of our proposed method. The statistical description of the samples is shown in
the Table 3.
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Table 3. Description of the datasets.

Imaging site ASD HC Total

GU 51 55 106

NYU 48 30 78

In order to compare the performance of the CNN classification model with
different features, we train the three classifiers described in Sect. 3 for each
dataset to discriminate ASD. The experimental test strategy uses 10-fold cross-
validation, with accuracy, specificity, sensitivity, and G-means as the evaluation
metrics. The experimental results are shown in Table 4 and Tabel 5.

Table 4. Classifier performance on GU dataset.

Input features ACC SEN SPE G-means

FC 55.91% 59.84% 54.50% 0.57

ALFF 64.89% 66.60% 63.19% 0.65

FC& ALFF 68.54% 69.49% 67.58% 0.68

Table 5. Classifier performance on NYU dataset.

Input features ACC SEN SPE G-means

FC 58.75% 68.06% 45.96% 0.56

ALFF 53.13% 63.14% 40.11% 0.50

FC& ALFF 65.46% 67.75% 63.14% 0.65

It can be seen from the table that FC and ALFF have certain effects as the
discrimination of ASD. Compared with the single feature model, the classifica-
tion model proposed by this paper has improved the classification performance.
Among them, the FC&ALFF Net model has obtained the best experimental
results with an accuracy rate of 68.54%. It is proved that the CNN network
model can extract useful information from different kinds of information for dis-
criminating ASD. The feature-fused CNN method can effectively improve the
model performance. The positive and negative samples of the NYU dataset are
imbalanced, causing the SEN value to be a little high.

4.2 Comparison with Traditional Machine Learning Methods

In order to compare the our proposed method with traditional machine learn-
ing classification methods, we tested the classification performance of the
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three machine learning classification methods, including support vector machine
(SVM), extreme learning machine (ELM) and K nearest neighbor (KNN) [22].
Each experiment uses ten-fold cross-validation strategy, and the mean of the ten
experiments is taken as the final result. The experimental results are shown in
Table 6 and Tabel 7.

Table 6. Results of different classification methods on GU dataset.

Method ACC SEN SPE G-means

Linear SVM 51.36% 50.07% 52.03% 0.51

ELM 55.09% 55.77% 54.87% 0.55

KNN 52.73% 39.67% 51.82% 0.36

Our proposed 68.54% 69.49% 67.58% 0.68

Table 7. Results of different classification methods on NYU dataset.

Method ACC SEN SPE G-means

Linear SVM 70.63% 73.77% 67.25% 0.70

ELM 52.50% 61.76% 36.40% 0.47

KNN 61.88% 77.12% 49.37% 0.62

Our proposed 65.46% 67.75% 63.14% 0.65

Compared to the other machine learning method linear SVM, ELM, KNN,
the feature-fused CNN method proposed has achieved the highest classification
accuracy and G-means value.

5 Conclusion

In this work, we have proposed a fused-feature CNN model which uses both FC
and ALFF features to classify ASD and normal controls. Compared to the CNN
model only uses FC or ALFF features, the proposed method performs better.
The results indicate that the two brain features of FC and ALFF are complemen-
tary for classification of ASD at some extent. Further comparison results with
the traditional machine learning methods SVM, ELM and KNN also show that
the proposed method is better. The proposed CNN model can also be used in
other neurological disease classification, such as attention-deficit/hyperactivity
disorder and Alzheimer, etc. However, it also needs to be noted that the number
of network parameters in the fused-feature CNN model is quite big, and this
may bring challenges for training the model.
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Abstract. The Internet of things (IoT) is an expansion and extension based on the
Internet, from network interconnection to the interrelationship of things. Most of
the Internet of Things are using the publish/subscribe model, which stipulates the
one-to-many situation of nodes in the Internet of Things’ uses a publish/subscribe
model to achieve communication, using Broker as a relay and topic as a designated
transmission path to deliver information to subscribers. But when a large amount
of data is being transmitted, there will be node congestion. This will not only
reduce the efficiency of data transmission, but also increase and waste the energy
consumption of the entire Internet of Things. Therefore, this paper proposes topic
logistics based on node resource status, and designs a new network data transmis-
sion algorithm. Based on the value of node resource status, it realizes the selection
of possible data communication paths. It is verified through experiments that this
algorithm can realize node resources. The full utilization of, thereby reducing
communication energy consumption and improving transmission efficiency.

Keywords: Internet of things ·MQTT · Data transmission

1 Introduction

The Internet of things (IoT) is an expansion and extension based on the Internet, from
network interconnection to the interrelationship of things. According to the definition
of ITU, the Internet of Things can complete data communication between H2H (Human
to Human), T2T (Thing to Thing), and H2T (Human to Thing), using communication
technologies such as pervasive computing and intelligent perception to complete the
network fusion.

From the perspective of technical architecture, the Internet of Things consists of a
perception layer, a network layer, and an application layer. The perception layer includes
many different types of sensors and sensor gateways, such as temperature sensors, cam-
eras, humidity sensors, GPS, RFID tags, etc., to complete the identification, acquisition
and collection of information similar to a human perception system. The application
layer realizes the application connection of the Internet of Things according to the dif-
ferent needs of the application industry. It is based on this that the Internet of Things can
be widely used in various fields such as agriculture, cities, and medical care to realize
intelligent applications.
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The core of the Internet of Things is device communication. Several common com-
munication protocols are Message Queuing Telemetry Transport (MQTT), SigFox,
HyperText Transfer Protocol (HTTP), XMPP, WebSocket, The Constrained Applica-
tion Protocol(TCOAP) and so on. Since the Internet of Things is built on the basis of the
Internet, protocols such as HTTP, XMPP, and websocket have been used in Internet of
Things communications. HTTP protocol is a typical CS communication mode with low
development cost; Websocket exists as a supplement to HTTP; XMPP protocol based on
XML has higher availability and lower development cost compared with HTTP.COAP
protocol is specially designed for low-power communication of IoT devices. It uses UDP
instead of TCP to reduce overhead, binary compression to reduce data volume, and asyn-
chronous transmission to increase response rate. MQTT protocol matures earlier than
COAP protocol. Reliable communication provides an instant communication protocol
based on TCP, which is suitable for any platform, and can realize the connection between
all items in the network and the outside. The choice of agreement is usually carried out
according to different factors such as the type of business.

Most of the Internet of Things are using the publish/subscribe model to determine
the node dependency by specifying the one-to-many situation of nodes in the Internet of
Things. This mode is mainly used between servers and devices, and relies on a central
broker to complete the operation of the program. MQTT uses a publish/subscribe model
to achieve communication, usingBroker as a relay and topic as a designated transmission
path to deliver information to subscribers.

Data acquisition in the Internet of Things starts from edge sensors, microcomputers,
etc. in real time, and uses topic “channels” to transmit data and store them in the cloud to
realize data visualization. In this case, when a large amount of data is being transmitted,
there will be node congestion. This will not only reduce the efficiency of data trans-
mission, but also increase and waste the energy consumption of the entire Internet of
Things. Therefore, this paper proposes topic logistics based on node resource status and
designs a new network data transmission algorithm. The main academic contributions
of this paper are as follows:

Analyze the problems existing in the data communication of the existing Internet of
Things;
Analyze and design and implement the communication path selection algorithm for the
new entry node based on the node resource status;
Analyze and design the communication path selection algorithm for existing nodes based
on the node resource status.

The main structure of this paper is as follows: The first section introduces the back-
ground of the research and related theoretical basic knowledge; the second section intro-
duces the research progress in related fields; the third section analyzes and designs and
implements new data communication algorithms; The algorithm proposed in the third
section is analyzed and implemented; the fifth section is a summary of the full text.
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2 Related Work

The communication protocol is the key core of the Internet of Things communication,
and the innovation of the protocol at home and abroad is very extensive. Paper [1]
emphasized the importance of the MQTT protocol in the Internet of Things, and made
a detailed introduction from its architecture, application fields, existing problems and
development prospects; paper [2] proposed and introduced the MQTT-SN 1.2 version in
detail, which is based on the market popularity of WSN to realize the application in the
wireless communication environment; paper [3] proposed a model ofMQTT version 3.1
and described it by process algebra; paper [4] introduces the features, message mode,
nature and application ofMQTT5.0 version; paper [5] introduces theMQTT-SNversion,
paper [6] proposes a new MQTT protocol that changes the way of data transmission
MQTT-EA, paper [7] describes PMQTT, which contains encryption primitives and can
be Networking provides more secure services.

For the research on the performance of the Internet of Things, paper [8] achieved the
reduction of overhead and memory usage by integrating MQTT and QUIC; Paper [9]
designed and published the MQTT protocol logic model to reduce information loss and
information explosion problems; paper [10] proposes that the message buffer is used
as a data transmission medium to improve the traditional publish/subscribe protocol,
optimize device connection, and ensure the integrity of data transmission; paper [11]
uses the “Value-to-HMAC” method to maximize confidentiality and integrity by allow-
ing only the target node to read the message while ensuring performance to the greatest
extent; paper [12] implements data collection and traffic anomaly analysis through five
steps to further analyze traffic behavior; paper [13] proposed the concept of Oppor-
tunistic Context-Virtual Networks (OCVN). Compared with other opportunistic routing
algorithms, both the transmission efficiency and the energy cost are greatly reduced.

In the real application of the Internet of Things, in addition to paper [14] for environ-
mental monitoring, paper [15] for automatic irrigationmonitoring, paper [16] for vehicle
communication, paper [17] and paper [18] for aircraft In addition to in-flight data trans-
mission, research on the Internet of Opportunities is also constantly being carried out.
Paper [19] analyzes the nature of opportunism through modeling and uses aggregate
computing to realize simulation services, and verifies its huge potential through the
research and application of the real case of urban population; paper [20] combines the
Opportunity Internet of Things with animal husbandry, and verifies the effectiveness of
farmers’ use of data and the availability of operating cloud platforms by monitoring and
studying the cattle-grazing system in a large free pastoral area; paper [21] is applied to
Internet of Underwater Things (IoUT) opportunistic routing protocol based on power
control, which improves transmission efficiency and reduces energy consumption costs;
paper [22] aims at the UAV Internet of Things (IoDT) and uses edge computing to pro-
pose the concept of “Edge Drone”, which integrates IoT and Ad-Hoc to reduce energy
consumption.
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3 Data Communication Algorithm Design

3.1 Analysis of Existing Problems

In order to realize the communication among many nodes in the huge network system
of the Internet of Things, the problem of energy consumption cannot be ignored [8,
13]. In the existing Internet of Things, the process of data communication may have
the following problems: First, when the amount of data that needs to be transmitted is
huge or malicious nodes conduct malicious attacks by sending messages, node blockage
may occur during data transmission. This reduces the data transmission efficiency to a
certain extent and increases the energy consumption in the network; second, when most
of the data transmission is undertaken by a certain part of the node, there is bound to be
another part of unused nodes, which will cause a certain degree of waste of energy.

3.2 New Algorithm Analysis and Design

Aiming at the problems raised and analyzed in Sect. 3.1, this paper based on the node
resource status, using the idea of Markov Chain Monte Carlo Chain Random Walk
Algorithm (MCMC), and proposed a new data communication algorithm. In the Internet
of Things, sensor nodes are connected to each other to form Directed Acyclic Graph
(DAG), and are connected to the same type of Broker, and finally to Broker0. Through
data acquisition and data transmission, real-time data visualization and cloud platform
storage of the entire network can be realized.

Each sensor node has a resource status data. The data value is composed of the node’s
default initial state value 1 and other sensor nodes that use the node as a data transmission
path, that is, the number of other sensor nodes that directly point to the sensor node, and
the number of other sensor nodes that indirectly point to the sensor node. The sum of the
three is the existing resource state value of the node. When the number of sensor nodes
directly or indirectly connected to the node increases, the resource state value of the
node also increases. The node resource status value reflects the current resource status
of the node. The larger the resource status value, the busier the current node, and the
smaller the resource status value, the more idle the current node. A node with a small
resource state value can be used as one of the first node selection paths considered, and
the probability of being selected is greater. When a sensor node needs to communicate,
it will use the Markov chain Monte Carlo random walk algorithm idea to plan the data
transmission route based on the resource status of the selectable node in the current state,
avoid congestion, and improve the data transmission efficiency.

3.3 Newcomer Communication Path Selection Algorithm

In the Internet of Things, when a new entry node wants to join the network, first, you
need to enter the node name and the Broker category that the node will join. Under this
category, starting from Broker0 by introducing a “walking aid”, based on the resource
state value, in the state of judging whether the optional node is alive, the node connection
path is the available path for future data communication. The specific code is shown in
Algorithm 1.
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Algorithm 1 New entry node communication path selection algorithm
Input: sensor node name, Broker category to which the sensor node belongs
Output: The connection path of the sensor node is the available path for future data 
communication

1. According to the Broker category the sensor node belongs to, determine the available 
networks

2. Determine whether the Broker in this category is alive

(1) If the type of Broker survives, start from Broker0, look up the connection status of the 
node where the "walker" is located, and get the available connection nodes

① If there are connected nodes, judge the survival status of all connected nodes

A. If the node is alive, record the resource status value of the node

a. Through the established formula, calculate the sum of the resource state values 
of all nodes that can be selected and the probability that each node may be selected. The larger 
the resource state value, the smaller the probability of the node being selected

b. Determine the node selection through random walk, record and output the 
selection result

B. If the node is not alive, then give up the node

② If there is no connection node, the node can be directly connected to the new 
incoming node as the selection result, record and output the selection result

(2) If the type of Broker is not alive, choose to terminate

2. Cycle the above process until ② is established

3. The connection path of the output sensor node is the available path for future data 
communication

4. Add 1 to the resource state value of all selected nodes to increase congestion

5. Update the node status in the existing network and record the attribute value of the new 
entry node

3.4 Network Node Data Communication Algorithm

When a sensor node in the network wants to perform data communication, it first needs
to determine the Broker category to which the sensor node belongs, and determine the
survival status of the Broker in the category and all nodes on the optional communication
path.When the broker and the optional node are in the alive state, the resource state value
reflects the current node data communication congestion. According to the principle that
the smaller the resource state value, the more idle the node, the greater the probability of
being selected, the rational planning of the communication path is realized, to achieve
the purpose of rational use of resources and reducing energy consumption. The specific
code is shown in Algorithm 2.
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Algorithm 2 Network node data communication algorithm
Input: The name of the sensor node that will perform data communication
Output: Sensor node data communication path

1. Determine the Broker category according to the sensor node name Nodename

2. Determine whether the Broker in this category is alive

(1) If the type of Broker survives, start from Nodename, look up the connection status of 
the node, and get the connection nodes available for selection

① If there are connected nodes, judge the survival status of all connected nodes

A. If the node is alive, record the resource status value of the node

a. Through the established formula, calculate the sum of the resource state values 
of all nodes that can be selected and the probability that each node may be selected. The larger 
the resource state value, the smaller the probability of the node being selected

b. Determine the node selection through random walk, record and output the 
selection result

B. If the node is not alive, then give up the node

② If there is no connection node, it will prompt that data transmission is not possible 
and end the program

(2) If the type of Broker is not in a surviving state, it will prompt that data transmission is 
not possible and end the program

2. Loop the above process until finally connected to Broker0

3. Output data communication path

4. Add 1 to the resource state value of all selected nodes to increase congestion

5. Update the node status in the existing network

4 Experiments and Results

According to the communication algorithm based on node resource status proposed
in the third part, experiments are carried out with Fig. 1 as an example to verify the
correctness and effectiveness of the algorithm.

Fig. 1. Experimental verification
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In Fig. 1, in addition to the creation node of Broker0, there are four types of Brokers,
Broker1, Broker2, Broker3, and Broker4. There are multiple nodes under each Broker to
form a directed acyclic graph, which is obtained through data And transmission realizes
real-time data acquisition. The node resource states in these four networks are shown in
Table 1 respectively.

Table 1. Table captions should be placed above the tables.

Node name Node category Resource status
value

Node name Node category Resource status
value

A Broker1 8 N Broker3 7

B Broker1 4 O Broker3 4

C Broker1 5 P Broker3 3

D Broker1 4 Q Broker3 3

E Broker1 3 R Broker3 1

F Broker1 2 S Broker3 1

G Broker1 1 T Broker4 3

H Broker2 4 U Broker4 4

I Broker2 5 V Broker4 4

J Broker2 2 W Broker4 2

K Broker2 1 X Broker4 1

L Broker2 1 Y Broker4 1

M Broker2 1 Z Broker4 1

4.1 Experiments and Results of Communication Path Selection Algorithm
for New Entry Nodes

For the algorithm in Sect. 3.3, perform experimental verification according to Fig. 1.
When the name of the newly added node is tip, for Broker1, there are 6 path schemes,
as shown in Table 2; for Broker2, there are 5 path schemes, as shown in Table 3; for
Broker3, there are 6 path schemes, as shown in Table 4; for Broker4, there are 6 path
schemes, as shown in Table 5.

Taking Broker1 as an example, when all nodes are alive, when a new incoming node
wants to join Broker1, the possible output result is shown in Fig. 2.

Under different Broker categories, assuming that the Broker and all nodes are alive,
and performing 10,000 experiments respectively, the probability distribution diagram of
each path under different categories can be obtained, as shown in Fig. 3. According to
the node resource status values in Table 1, it can be found that when the resource status
values of the optional nodes have a large difference, the final selection will tend to the
path with the smaller resource status value, and when the node resource status values are
not much different, probability of the node’s communication path selection is similar.
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Table 2. Broker1 path selection scheme

Serial number Path plan Serial number Path plan

1 Broker0-Broker1-A-D-F-G 4 Broker0-Broker1-B-E-F-G

2 Broker0-Broker1-A-D-G 5 Broker0-Broker1-C-D-F-G

3 Broker0-Broker1-A-E-F-G 6 Broker0-Broker1-C-D-G

Table 3. Broker2 path selection scheme

Serial number Path plan Serial number Path plan

1 Broker0-Broker2-H-L 4 Broker0-Broker2-I-M

2 Broker0-Broker2-H-J-M 5 Broker0-Broker2-I-K

3 Broker0-Broker2-I-J-M

Table 4. Broker3 path selection scheme

Serial number Path plan Serial number Path plan

1 Broker0-Broker3-N-P-R 4 Broker0-Broker3-N-Q-S

2 Broker0-Broker3-N-P-S 5 Broker0-Broker3-O-P-R

3 Broker0-Broker3-N-Q-R 6 Broker0-Broker3-O-P-S

Table 5. Broker4 path selection scheme

Serial number Path plan Serial number Path plan

1 Broker0-Broker4-T-Z 4 Broker0-Broker4-U-Y

2 Broker0-Broker4-T-Y 5 Broker0-Broker4-V-W-Z

3 Broker0-Broker4-U-W-Z 6 Broker0-Broker4-V-X

Fig. 2. Possible communication path of Broker1 when all nodes are alive

Taking Broker4 as an example, when Broker4 is in the non-survival state, the output
result is shown in Fig. 4. If it is assumed that node V is in the non-survival state and the
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Fig. 3. Results of Broker path selection when all nodes are alive

rest of the nodes are in the alive state, then 100 experiments can be performed to find
that there are only four possible communications path, the path containing node V will
not appear, and the statistical results are shown in Fig. 5.

Fig. 4. Output result when Broker4 is not alive

Fig. 5. Output result when node V is not alive

In summary, the new inboundnode communicationpath selection algorithm is correct
and effective.

4.2 Network Node Data Communication Algorithm Experiment and Results

For the algorithm in Sect. 3.4, perform experimental verification according to Fig. 1.
Taking node J as an example, when node J needs to perform data communication,
assuming that all nodes are in a live state, its possible communication path is shown in
Fig. 6. When Broker2 is not alive, the output result is shown in Fig. 7.

Taking node F as an example, when node E is in a non-surviving state, the remaining
nodes are all alive.After 100 tests, it can be found that among the four alternative commu-
nication schemes, only two communication paths can be selected, and no communication
path including node E will appear. The statistical results are shown in Fig. 8.
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Fig. 6. Possible communication path of node J in the survival state of all nodes

Fig. 7. Output results when Broker2 is not alive

Fig. 8. Output results when node E is not alive

Taking node F as an example, assuming that Broker1 and all nodes are in a survival
state, and performing 10,000 experiments, a probability distribution diagram of possible
communication paths can be obtained, as shown in Fig. 9.

Fig. 9. Probability distribution of the communication path of node F when all nodes are alive

In summary, the data communication algorithm of network nodes is correct and
effective.
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5 Summary

This paper analyzes the existing problems of data communication in the Internet of
Things, and proposes the algorithm design of new entry nodes and data communication,
based on the value of node resource status, to realize the selection of possible data
communication paths. Through experimental verification, it can be found that the final
output results tend to be communication paths with smaller node resource state values,
that is, communication paths with relatively idle nodes. Therefore, it can be concluded
that the algorithm can make full use of node resources, thereby reducing communication
energy consumption and improving transmission efficiency.
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Abstract. Coal mine production plays an important role in promoting economic
development, but the frequent occurrence of coal mine accidents is always a major
problem of safety production. Correspondingly, a large number of coal mine acci-
dent reports havebeengenerated.These reports detail the causes of safety accidents
and the corresponding treatment measures, which have important guidance and
reference for the handling of subsequent safety accidents. Nowadays, the analysis
efficiency of coal mine accident reports using traditional manual methods is rela-
tively low, and a large amount of valuable information may be not fully exploited
and utilized. In response to this deficiency, this paper implements the text mining
analysis of coal mine accident reports with the help of currently efficient natural
language processing (NLP) technologies, mainly to achieve the text summary of
coal mine accident reports. Firstly, after analyzing the overall text framework of
the coal mine accident report, the general text structure is presented accordingly.
Then, on the basis of it, combining with the TextRank method and Word2vec
technique in NLP, the report text structure is optimized, and the report summary
library is also obtained autonomously, which helps the staff to deal with accident
reports intelligently. The experimental results on the actual text report data verify
the effectiveness of the developed method.
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1 Introduction

Coal mines are one of the major energy sources and play an important role in promoting
economic development in a country. In the coal mine production, there are also some
accidents, which greatly affects the development of the coal resources industry [1, 2].
Then, the government departments have carefully recorded and summarized the major
coal mine accidents in the form of reports. Currently, there are a large number of coal
mine accident reports. The analysis of coal mine accident reports can identify obvious
management problems and hidden dangers of accidents, to effectively make the preven-
tive measures to eliminate the accident in the future. Moreover, according to the accident
reports analysis, common features and signs of the accidents may be summarized to spot
and cope with the problems in the early stage in future coal mine production. Therefore,
it is of great significance to analyze the accident reports.

In the coal mine safety production field, the coal mine accident reports are being gen-
erated at a fast scale [3]. Generally, the analysis is based on a handcrafted process, and
then humans need to have strong language reading comprehension ability and inductive
summarization ability to extract important information from reports. Hence, it is imprac-
tical today to implement report analysis tasks totally by manual processing at a great
time and expense cost. Actually, the standard coal mine accident reports are with high
similarity in their structure and text content [4]. In consideration of it, some methods
can be adopted to simplify the processing of coal mine accident reports, thereby extract-
ing valuable information and improving work efficiency. Specifically, it is expected that
with the use of a data-driven mechanism, the accident reports could be analyzed more
intelligently [5–7].

The past decades have witnessed a rapid advancement of artificial intelligence tech-
nologies, which consists of machine learning, data mining, intelligent algorithms, and
some other various techniques. Accordingly, it could be expected to use the artificial
intelligence techniques, e.g., the natural language processing (NLP), to address those
accident reports, considering that there is a great potential of using them in the analysis
and reorganization of coal mine accident reports, especially, in China [8]. Hence, an
NLP-based approach is proposed here to analyze coal mine accident reports.

In this paper, aiming at the similarities in the content of standard coal mine accident
reports, different parts of a report can be extracted through abstracts to generate refined
report summaries, using NLP methods. It is helpful for relevant staff to analyze the
relationship between coal mine accidents. Through the similarity analysis of the new
accident and the existed database, the summary of each part could be reorganized to
generate a preliminary accident report template, which enables us to deal with the new
accident in combination with the old accident processing plan. Meanwhile, on the basis
of analyzing these accident reports, it would be effective to carry out norm rectification
and prevent similar accidents.

The main contributions of this paper are as follows:

(1) For the issue of effectively analyzing coal mine accident reports, an NLP-based
approach is developed to achieve the summarization of reports, in consideration of
the practical organization characteristics of coal mine accident reports.



Summarization of Coal Mine Accident Reports 105

(2) During the implementation of NLP-based approach, after analyzing the overall
structure of some coal mine accident reports from 2010 to 2018 in China, the
general text structure of the coal mine accident report is obtained. Then, we sort
the sentences using the methods TextRank and Word2vec on the basis of the word-
sentence relationship, and optimize the text structure. With the report text structure
obtained above, we adjust the acquired sentence weights and generate a report
summary database.

This paper is with the following structure. Background information, including coal
mine accident reports and text automatic summarization, are presented in Sect. 2. In
the next section, the developed summarization approach is described. To verify the
NLP-based method, Sect. 4 provides an experimental result in relation to the automatic
evaluation performance of summaries. Finally, a conclusion is conducted in Sect. 5.

2 Background

While designing the NLP algorithm, some related information, e.g., the text character-
istics, summarization techniques, are introduced in this section.

2.1 The Characteristics of Coal Mine Safety Accident Report

In this paper, we use and analyze about 50 coal mine accident reports in China. The
texts and contents of these reports are similar. Although these accident reports differ in
the number of first-level headings, their overall meanings are very similar [2, 3]. After
carefully integrating the outline of accident reports, it is found that the six first-level
headings can be used to represent the overall framework of an accident report.

Here, the text structure template for the accident report is in Fig. 1.

2.2 Text Automatic Summarization

Text automatic summarization is the process of summarizing a document or document
corpus through the use of a computer algorithm on the basis of statistics and machine
learning techniques, and then we can obtain a summary including all the basic concepts
and topics in the original document or corpus [9]. A variety of techniques can be used
to design an automated text summarizer. The key idea of all these algorithms is to find
a representative subset of the original dataset, where the core elements of the original
document or corpus are included in this subset.

Generally speaking, automatic text summarization technologies can be divided into
extractive and abstractive algorithms [10]. The former assumes that the text summariza-
tion can be attributed to the extraction of some sentences or several words in the text.
Thus the text summarization can be transformed into the sort of sentences. The latter
generates a summary in accordance with the meaning understanding of the original text
content. However, due to the complexity of natural language, the abstractive summariza-
tion method performs not well in dealing with long texts [10]. In this paper, automatic
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Fig. 1. The text structure template for the accident report.

text summarization is achieved through the extractive method, which is simple and easy
to be implemented.

In early research, some important text features, e.g., word frequency, word posi-
tion, are used to extract key sentences to generate extractive summaries. For example,
after linearly weighting the four simple sentence features, i.e., word frequency, sentence
position, clue words, and title words, the importance of sentences is evaluated [11]. In
addition to it, the importance of sentences is also evaluated using external text resources,
including thesaurus, background corpus, and knowledge base. In this field, there are two
traditional algorithms, i.e., TF-IDF and TextRank. The algorithm TF-IDF introduces
external text resources and analyzes the importance of a word from the perspective of
the corpus [12]. Specifically, this method combines the term frequency (TF) with the
inverse document frequency (IDF) to evaluate the importance of a word.

In [13], the algorithm TextRank was introduced. This algorithm splits text informa-
tion into text units with a certain granularity, such as words and sentences. They could be
denoted as nodes, the similar relationship among those text units could be represented
as edges, and then a graph model of the text network is achieved. Hence, the sort for
importance is realized by the iterative computing for the above graph. Here, the Tex-
tRank model can be represented as a weighted graph G = (V, E), where V is a set of
nodes in which node represents a text unit, and E is a set of edges in which edge denotes
the relationship between text units. There are n nodes in G, and the score value W(.) of
the i-th node vi (i = 1, 2, …, n) is computed as follows [13]:

W(vi) = (1 − d) + d · ∑
vj∈I(vi)

W(vj) ·wji∑
vk∈O(vj) wjk

, (1)
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where wij is the weight of nodes vi and vj, indicating the similarity between text units.
Moreover, I(vi) represents the set of nodes pointing to vi, O(vj) represents the set of
nodes to which vj points, and d is the damping factor whose default value is 0.85.

The performance of algorithm TextRank is usually better than that of the traditional
TF-IDF, and it has been widely used in NLP. For examples, a topic model-based sum-
marization, method namely two-tiered model, is proposed through the graph-based Tex-
tRank [14], while using the important sentences obtained from TextRank and two-tiered
model to extract better summary sentences. In [15], to overcome these shortcomings of
only considering the similarities between sentences in the summarization and neglecting
information on text structure and context in the use of TextRank, an improved method,
called iTextRank, is proposed, while designing a graph through the computation of
sentence similarities and the adjustment of weights of nodes by considering statistical
and linguistic features. By combining the two characteristics keywords and informa-
tion types, a method on forestry text key information extraction is proposed using an
improved TextRank and clusters filtering [16]. Here, the algorithmTextRank is improved
by merging the word features and introducing the edge weights, then the graph model of
the text is constructed. Through the comparison with other traditional algorithms such
as TF-IDF, the proposed method achieves the satisfactory performance in extracting
forestry text keywords.

Furthermore, in the text automatic summarization, there are some algorithms con-
sidering the meaning of words and the similarity between words [17]. Word2vec is a set
of open-source toolkits for generating word vectors, and it can quickly convert a word
into a vector, then the relationship between words can be expressed by calculating the
Euclidean distance or angle betweenword vectors [18]. Through the use ofWord2vec, the
text automatic summarization algorithm can maintain the semantic relevance between
sentences. In [19], a candidate keywords graph is firstly constructed using TextRank,
Word2vec is used to calculate the similarity between words as transition probability of
nodes’ weight, the word score is computed, and then the keyword extraction is imple-
mented. In [20], for the short text comments generated through Twitter, microblogging,
andWeChat, Word2vec and Doc2vec are used to improve short-text keyword extraction,
where the TextRank model is employed to achieve clustering in a graph.

Motivated by the work mentioned above, this paper uses a combination of the Tex-
tRank algorithm and the Word2vec model to achieve a summarization for coal mine
accident reports.

3 The Summarization Approach Using
Natural-Language-Processing Techniques

In consideration of the practical characteristics of coal mine accident reports, we use
TextRank and Word2vec to sort sentences on the basis of word-sentence relationship
by means of external information from other background corpus, with the purpose of
tackling the relationship between words in a better way, and optimizing the text structure
of coal mine accident report. Then, we provide a detailed description for those key parts
in the developed summarization method.
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3.1 Preprocessing

Here, the background corpus used in this paper is from Chinese Wikipedia [21]. It
collects 1.04 million Chinese entries. The entry structure is: {“id”: <id>, “url”: <url>,
“title”: <title>, “text”: <text>}, where “title” is the caption of entry and “text” is the
body, which is wrapped by “\n\n”. The corpus here is mainly used to generate values of
IDF and train word vectors via Word2vec.

While analyzing the original text, like the operation in [22], we conduct some pre-
processing, including word segmentation, word frequency statistics, and removal of stop
words. The pseudocode of corpus preprocessing is shown in Fig. 2.

Fig. 2. The pseudocode of the preprocessing algorithm.

3.2 Summarization

During the iterative calculation process of summarization, it is mainly based on Tex-
tRank, and themorekeywords the sentence consists, the greater theweight of the sentence
is. Moreover, the higher the frequency of a word in the sentence, the greater the weight
of this word is.

Let S = s1, s2, …, sm be the set of m sentences, where si (i = 1, 2, …, m) is a
sentence. Let ui be the weight of sentence si, then we can get an m-dimensional vector
u = [u1, u2, …, um], and generally ui is set to 1 − d initially, where d appears in (1).
Let D = w1, w2, …, wn be the set of n words, where wj (j = 1, 2, …, n) is a word. Let qj
be the weight of word wj, and then we can get an n-dimensional vector q = [q1, q2, …,
qn]. The initial weight of each word is calculated by the algorithm TF-IDF [12]. After
dealing with the word wj through the use of Word2vec [18], the word vector vj for wj is
achieved. Furthermore, we can obtain a set of word vectors VC = v1, v2, …, vn.

The vector xi of a sentence si is denoted as:

xi = ∑
wj∈Di

vj · qj, (2)

where Di represents a set of those words contained in the sentence si.
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This paper uses cosine angle of two sentence vectors to calculate the similarity
between sentences as follows:

f
(
xi, xj

) = xi ·xj
‖xi‖·‖xj‖ , (3)

where f (.,.) denotes a similarity value and xi, xj are two arbitrary sentence vectors in set
VC .

On the basis of graph sorting technique in the TextRank algorithm, in this paper, the
sentence is regarded as a node, and a set of nodes is generated as V. Meanwhile, the
similarity between sentences in (3) is regarded as the edge weight between nodes, and
a set of edge weights is generated as E. Then, we can obtain the adjacency matrix of a
graph G = (V, E) as follows:

A(G) =

⎡

⎢
⎢
⎢
⎣

0 a12 . . . a1m
a21 0 . . . a2m
...

...
. . .

...

am1 am2 · · · 0

⎤

⎥
⎥
⎥
⎦

, (4)

where aij is the similarity between sentences si and sj, and aij = f (xi, xj).
In the algorithm TextRank [13], the importance of a node depends on the number of

adjacent nodes pointing to it and the importance of those adjacent nodes. Then, according
to (1), the importance of a sentence node can be computed by:

ui = (1 − d) + d · ∑
sj∈I(si)

uj ·aji∑
sk∈O(sj) ajk

, (5)

where d = 0.85 is the damping factor, I(si) denotes the set of nodes pointing to the
sentence node si, andO(sj) denotes the set of nodes to which the sentence node sj points.
Here, ui is the weight of the sentence node si, and aij is the similarity between the i-th
sentence si and the j-th sentence sj. In (5), the weight of the current sentence is calculated
on the basis of the similarity with other sentences and the weights of those sentences.
Such iterative calculations are performed on each sentence until convergence, then the
final weight of each sentence can be achieved. When the difference between the former
and the latter weight of each sentence is less than the threshold value of 0.0001, we
consider it as convergence [13].

Additionally, with the weights of sentences in (5), we can update the weight of the
j-th word (j = 1, 2, …, m) by:

qj =
∑m

i=1 pijui∑m
i=1 pij

, (6)

where pij represents the TF value of the word wj in the sentence si and m denotes the
number of sentences.

Using (6), the weight of each sentence can be recalculated by [23]:

u′
i =

∑n
j=1 pijqj∑n
j=1 pij

, (7)

where n denotes the number of words in sentence si.
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Through the combination of (5) and (7), a modified sentence weight is achieved by
[23]:

u′′
i = γ × ui + (1 − γ ) × u

′
i, (8)

where γ ∈ (0, 1) is a weight factor.
Here, we perform the iterative computation for the u′′ = [

u′′
1, u

′′
2, . . . , u

′′
m

]
using

(5), (6), (7), and (8). When the difference of iteratively computed u′′ is less than a
specified threshold value, the computation is stopped, and the converged u′′ is taken
as the final sentence weight vector. Hence, all sentences can be sorted on the basis of
the final sentence weight. Then, the summarization is accordingly achieved. The above
summarization process is named as Algorithm S.

Then, since the sorted sentences are generally based on the word-sentence relation-
ship and algorithm TextRank, and the original text structure is not considered. It means
that the title sentence and some special sentences in the original text are not fully used.
For the coal mine accident report, the overall framework is relatively obvious. If we
only sort sentences ignoring the impact of the overall framework in the accident report,
the sentence weights generated by using the above TextRank-based algorithm may be
lower, in consideration of the fact that the title sentence and some special sentences are
generally with a short length. Hence, the summarization performance of Algorithm S
may be unsatisfactory. In response to such limitation, the title sentences in the coal mine
accident reports are accordingly added into the sentence set of text automatic summa-
rization directly. In so doing, we can achieve the summary results which are very close to
that of manual extraction. The modified summarization process is named as Algorithm
.
Specifically, motivated by the work in [13, 24], the pseudocode of Algorithm used

to generate a summary database for the coal mine accident report is listed in Fig. 3.

4 Experimental Results and Discussion

In this paper, 50 coal mine accident reports in China are used to test the algorithm
performance. These reports are similar in style and content [25]. Although these accident
reports differ in the number of primary headings, their overall meaning is very similar.

4.1 Metric

Currently, the performance of text automatic summarization is evaluated through a recall-
oriented understudy for the gisting evaluation (ROUGE) method [26]. In the NLP field,
ROUGE is used to evaluate the performance of automatic summarization and machine
translation software. If themanual scoring is used to evaluate the text automatic summary
results, it may be unreliable to a certain degree of subjectivity. The ROUGE evaluates
the performance of automatic text summaries by counting the number of co-occurrences
of n-gram semantic units from statistical machine summaries and manual reference
summaries. Through the experimental test, the evaluation results of this method have a
good correlation with the results of manual evaluation, and are more objective.
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Fig. 3. The pseudocode of the summarization algorithm for the coal mine accident report.

It is noted that while using ROUGE, the evaluation object of automatic text summa-
rization mainly focuses on English text, and there are not too many results on Chinese
text. Here, we use ROUGE as a metric to test the algorithm performance in handling
coal mine accident reports with Chinese text.

In this paper, the metric is denoted as ROUGE-n, which represents the n-gram recall
between an automatic summary and a set of reference summaries, and it is defined as
[26]:

ROUGE − n =
∑

H∈RS
∑

ngram∈H ˜Count(ngram)
∑

H∈RS
∑

ngram∈H Count(ngram)
(9)
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where ngram is the n-gram, n is the length of ngram, ˜Count(ngram) represents the
maximum number of n-grams co-occurring between an automatic summary and a set of
reference summaries, Count(ngram) represents the number of ngram, and RS denotes
the set of reference summaries.

4.2 Impact of the Sentence Weight Factor

In (8), γ ∈ (0, 1) as the sentence weight factor, affects the final value of u′′. Then, we
provide an analysis on how to set γ to achieve the fast convergence for u′′. We take the
number of iterations to get the final u′′ as the measurement. The fewer iterations, the
better the γ is.

By varying the value of γ from0 to 1with a step size 0.05,we record the corresponded
number of iterations to get the final u′′. The result is shown in Fig. 4. It can be found
that when γ is about 0.5, the number of iterations is the lowest and the convergence is
the fastest. Therefore, in this paper, γ = 0.5.

Fig. 4. Impact of the weight factor γ on the convergence speed.

4.3 Performance Evaluation

In this paper, considering TextRank is more common text summarization approach in
coal mine safety, here TextRank is used as the baseline. For the text structure of coal
mine accident reports in China with 6 parts as shown in Fig. 1, the summary is manually
extracted for each part, and the result is used as a reference summary. After performing
the traditional TextRank [13] and Algorithms S and in Sect. 3 on coal mine acci-
dent reports, the summarization performance is evaluated through the ROUGE-1 and
ROUGE-2, which are the metric as n = 1 and 2 in (9). The results are shown in Tables 1
and 2.

It is obvious that the satisfactory performance is achieved by using Algorithms S and
. Specifically, since the text structure characteristics of coal mine accident reports are
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Table 1. Evaluation result of ROUGE-1.

Traditional algorithm TextRank Algorithm S Algorithm

The 1st part 0.454 0.510 0.535

The 2nd part 0.460 0.531 0.592

The 3rd part 0.423 0.532 0.698

The 4th part 0.812 0.812 0.812

The 6th part 0.436 0.560 0.560

Full text 0.441 0.529 0.564

Table 2. Evaluation result of ROUGE-2.

Traditional algorithm TextRank Algorithm S Algorithm

The 1st part 0.334 0.432 0.440

The 2nd part 0.351 0.453 0.472

The 3rd part 0.332 0.443 0.531

The 4th part 0.803 0.803 0.803

The 6th part 0.354 0.449 0.449

Full text 0.342 0.434 0.460

incorporated into the design of summarization algorithm, Algorithms S and perform
better than the traditional TextRank, furthermore Algorithms performs better than
Algorithms S.

5 Conclusion

This paper mainly focuses on the text automatic summarization technology for the coal
mine accident report, while presenting an NLP-based structured summary generation
approach. Through the comprehensive analysis on the overall structure of the coal mine
accident reports from 2010 to 2018 in China, the general text structure of the coal mine
accident report is obtained. Then, we combine with the TextRank method andWord2vec
technique on the basis of word-sentence relationship, to sort the sentences, and to opti-
mize the text structure. Furthermore, for the report text structure obtained above, we
adjust the acquired sentence weights and achieve a report summary database. Evalua-
tion results verify that the NLP-based approach achieves a good performance. While
using the developed summarization method, it enables the staff to analyze accidents
efficiently.
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Abstract. The increasing demand for high-tech talents has placed additional sig-
nificance on the academic achievement for college students. Consequent to this
demand, academicmisconducts have becomewidespread in college anduniversity.
It has become apparent that an evaluation of college students’ academic and social
integrity is necessary in face of such circumstance. This paper focuses on provid-
ing a new characteristic data to detailing the college students’ credit evaluation,
using data sourced from academic related behavior such as trends in occupying
library seating. Analytic Hierarchy Process (AHP) algorithm is the model chosen
to evaluate student credit. As a supplement, an Area Under Curve (AUC) eval-
uation model was produced for a comparison against the Sesame Credit Score
of Alipay to produce a 52.7% accuracy reading of our model. The results show
that the credit score of academic behavior data is consistent with the credit score
generated from the economic data used in the Sesame system. For that reason, our
method can provide an alternative means for estimating economic credit rating as
academic behavior data of college students can be evaluated to serve as a refer-
ence. This study supports the Education Office and the universities in their effort
to improve the moral correctness of college students through rewarding academic
honesty and punishment of dishonest behavior. Furthermore, the model proposed
in this study can be invaluable to the field of psychological education, as data
generated can serve as basis for future analysis in psychological counseling.

Keywords: College students’ behavior in school · Credit evaluation system ·
AHP · AUC

1 Introduction

The “credit rating” system aims to prevent moral hazard and mitigate adverse selection.
The rating object can be evaluated by professionals in accordance to pre-determined
scoring standards, which results in a comprehensive understanding of the rating object’s
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credit situation that can be expressed in the term of words or symbols. An example of
information asymmetry is observed in personal current credit analysis. The difficulty of
reviewing and tracking private loan information forces bank and other information users
to use personal historical credit information as a alternative. In situations where high
degree of information asymmetry exists in the credit market and the phenomenon of bad
debts is difficult to quantify, the “efficiency funnel” effect would be observed. Behavior
data for college students are often scarce as they generally start off socially stagnant,
which results in an incomplete credit history. On the other hand, college students have a
wealth of data in academic activities. Therefore, it is unreasonable to adopt a “one size fits
all” approach to the credit investigation of the graduate students. If these data presented
in academic activities can be used for credit analysis, it would be the supplement to the
lack of behavior data for the credit information of college students. These data can be
further utilized after the graduation when students enter the workforce.

In 2017, the “National University Integrity Culture Education Alliance” and “Shang-
hai integrity culture research center” [1] were established in Shanghai Lixin Accounting
and Finance College. According to the mission statement, “Education Alliance” aims
to establish a platform for honest cultural exchange, cooperation and sharing between
colleges and universities, integrate “scientific research, education, teaching and cultural
communication”, as well as promote honest cultural education in Colleges and Univer-
sities. The “Research Center” focuses on major issues in the fields of integrity culture
and credit systems, and prioritize on solving contemporary and complex Issues such
as the establishment of regional credit indicators, credit rating and credit risk manage-
ment. Based on this, this paper conducts a field survey of more than 500 students from a
Shanghai university. The collected data of their academic behavior was examined, and
upon further analysis, a set of credit subsystem was put forth for these college students.

1.1 Previous Studies

The problem of credit risk is apparent among college students. Credit risk is mainly
reflected in three aspects: schooling, social and economics. The credit risk from school-
ing is mainly present in the form of academic fraud and cheating during examinations
[2]. The social aspect is mainly reflected in theft [3], and the economic aspect is mainly
in three of loans [4]. Nowadays, Colleges and Universities in China have issued policies
to mitigate academic misconduct, such as termination of misbehaved professors, can-
celing graduation examination, reducing the rate of reexamination of graduation thesis,
etc. At the same time, college students are facing greater employment pressure, which
drive students to improve their academic capability. In the past decade, accompanying
the rapid development of China’s economy is a lack of credit systems which has caused
serious problems. In 2002, Guo et al. [5] used Analytic Hierarchy Process (AHP) to
measure the economic credit of college students mainly using data from their natural
background, student status management, daily income and expenditure, student loans
and other aspects. It provided a quantitative way to measure the credit of the university
students in China. Lina et al. [6] used genetic neural network to evaluate the personal
credit of college students, and improved the traditional neural network algorithm by
reducing the training time; it also served to provide technical support for both the credit
risk avoidance of college students and the implementation of the national student loan
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policy. In July 2016, the issuance of the youth credit system construction plan [7] and
the survey report on the credit status of Chinese college students in 2017 [8] raised a
discussion on college students’ credit. Due to the disconnect between college students
and social finance, newly-employed college graduates experienced restrictions in their
use of financial services. Jiong Mu et al. [9] used Random Forest (RF) algorithm to
evaluate college students’ credit, taking into account “basic personal situation”, “school
situation” and “economic situation”. Ahn et al. [10] took a hierarchical multiple regres-
sion analysis and a regulatory factor analysis to explore the impact of psychological and
cognitive biases on College Students’ credit.

1.2 Brief Introduction to AHP

The Analytic Hierarchy Process (AHP) is a decision-making method that decomposes
the elements related to the total amount of decisions into levels, such as goals, criteria
and plans, then carries out qualitative and quantitative analysis on this basis.

AHP (AnalyticHierarchyProcess), is a general process that is applicable andflexible.
It has been extensively studied and widely used, since its first proposal by Saaty [11].
Lin [12] combined AHP and DEA (Data Envelopment Analysis) model to evaluate the
local economic development progress in China. In Yaraghi’s [13] paper, they proposed a
simulation approach to compare the results of AHP with Monte Carlo analytic hierarchy
process (MCAHP) under different levels of uncertainty, and showed that when pairwise
comparisons are less than 0.24, the performance of AHP is not statistically different
from the performance of MCAHP. This shows that the performance of AHP is still
valuable in most application. Most of the up-to-date researches on College Students’
credit are based on the approval and issuance of student loans, whereas we focus on the
learning attitude and study integrity behavior of college students. We pay full attention
to college students’ behavior in school, especially their academic behavior, and try to
establish a picture of students’ credit to provide new insight for the whole process of
education, namely “San Quan” Education [14]. This paper combines the 5C element
theory of index credit system mentioned by Chen [15] and the index set up by Guo et al.
[5] for college students’ AHP rating, and selects some indexes and models suitable for
college students according to the relevant standards of financial industry. Meanwhile,
because the financial/credit data of College students is difficult to obtain and the training
samples are very limited, the final network model is not stable. To solve the problem of
network stability, additional data need to be collected and the model should be trained
with samples for a long time. However, AHP does not need as many training data sets as
neural network, and previous works have used AHP to measure college students’ credit.
Therefore, we have chosen the traditional AHP as the mainmodel algorithm for stability.
In this paper, we use the Area Under Curve (AUC) method to verify the credibility of
the final credit score.

2 Method

To achieve the target (Z), we need to divide the target into several criteria (C) as shown
in Fig. 1. According to the correlation degree of each criterion and target, we weight
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each criterion which is obtained by comparing the two criteria. Finally, by multiplying
the weight, we can obtain the final score of each. The higher they get, the more credible
they are.

Fig. 1. Weight each criterion according to the correlation degree of each criterion and target

2.1 Consistency Test

In this paper, judgment matrices are constructed according to each secondary index
by the 1–9 proportional scale method. We take judgment matrix A as an example. We
design three judgment matrices including matrix A, matrix B, and matrix C. Judgment
matrix A is the relative importance among Academic integrity (AI), Life integrity (LI),
and Student development bank business (SD). The Judgment Matrix B is the relative
importance among five parts, including Cheating in exams (CE), Violation of discipline
within school (VD), Truancy (TR), Overdue return of books (OB), andOverdue return of
equipment (OE). Judgment matrixC is the relative importance among 7 parts, including
Timely return of property (TP), Steal property (SP), Violation of laws and regulations
(VR), Didn’t attend the lecture as scheduled (DS), occupy seat in library (OI), and Failure
to return the umbrella on time (FT), Bicycles are placed at will (BW). The Judgment
Matrix D is the relative importance between Arrears of tuition or accommodation (AA),
and times of entering school and issuing blacklist (TB).

Here we give an example to judge the consistency of the hierarchical matrix. The
method of constructing the judgment matrix in the AHP method is the consistent matrix
method, that is, instead of comparing all the factors together, but pairwise comparison.
In order to improve the accuracy, the relative scale is used to reduce the difficulty of
comparing the factors with different properties.
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Judgment matrices E = (aij)n*n =

⎡
⎢⎢⎢⎢⎢⎢⎣

Fk E1 E2

E1 e11 e12
E2 e21 e22

· · ·
En

e1n
e2n

...
...
...

. . .
...

En en1 en1 · · · enn

⎤
⎥⎥⎥⎥⎥⎥⎦
, Fk is the Kth criterion

element at the previous level, and eij is the ratio of the relative importance of element Ei

and Ej related to the criterion Fk. The matrix E is the symmetric matrix, i.e. eij = 1
eij
.

The eij scale method of judgment matrix, as shown in Table 1.

Table 1. The scale method of judgment matrix

Scale Meaning

1 Compared to two factors, the two factors are of equal importance

3 Compared to two factors, one factor is slightly more important than the other

5 Compared to two factors, one factor is significantly more important than the
other

7 Compared to two factors, one factor is more important than the other

9 Compared to two factors, one factor is extremely important than the other

2, 4, 6, 8 The median of the above two adjacent judgments

Countdown Judgment of comparison of factor i with factor j, as eij; then judgment of

comparison of factor j with i, as 1
eij

2.2 Weight Value and Corresponding Consistency Ratio CR Value

(i) Taking matrix E as an example, calculate the continued product of each row of
elements in judgment matrix E:

Mi =
n∏

j=1

eij, i, j = 1, 2, . . . , n (1)

(ii) Calculate the Nth root of Mi:

W
′
i = n

√
Mi (2)

(iii) Vector W
′
i =

[
W

′
1,W

′
2, . . . ,W

′
n

]T
normalization:
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W
′
i = W

′
i∑n

i=1 W
′
i

(3)

So W = [W1,W2, . . . ,Wn]T is the feature vector.

(iv) Calculate the maximum feature vector of the matrix λmax:

λmax =
n∑

i=1

(PW)

nWi
(4)

(v) Consistency check:

Consistency index: CI = λmax−n
n−1 .

Consistency ratio: CR = CI
RI .

It is generally considered that when the consistency ratio CR < 0.1, the degree of
inconsistency of E is considered to bewithin the allowable range, and there is satisfactory
consistency. The normalized eigenvector can be used as a weight vector, otherwise, the
pair comparison matrix E must be reconstructed, and the relative importance of element
eij should be adjusted (Table 2).

Table 2. Mean random consistency index

n 0 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 1.51

3 Experiment Result

3.1 Experiment Data

The questionnaire is designed according to the pre-set index classification table, which
is mainly divided into five categories. In addition to the pre-set indicators, namely, aca-
demic integrity, life integrity and academic distribution business, the economic behavior
analysis and open-ended issues are added to analyze themainmotivation of student loans
and the causes of students’ academic dishonesty. In order to facilitate the respondents to
answer and improve the integrity of their answers, the questionnaire was designed with
objective options except for the cost of living, sesame credit score and monthly loan
limit.
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According to the needs of credit investigation, accounting, finance and other indus-
tries have higher requirements on the credit level of employees. Therefore, the project
teamselects the college students of ShanghaiLixinUniversity ofAccounting andFinance
as samples to carry out a sampling survey. A total of 547 questionnaires were collected
by the project team, and those with large area of continuous options (more than 50% of
the content is continuous option) and large area of blank content (more than 50% of the
content is blank) were regarded as waste volumes. After screening, there were 6 waste
volumes, with an effective rate of 98.9%.

3.2 Set Criteria

Our overall goal Z is to estimate college student’s credit. We have designed a two-layer
of criteria system C1 and C2, as shown in in Fig. 1. The layer C1 consists of three parts:
Academic integrity (AI), Life integrity (LI), and Student development bank business
(SD), the other layer consists of 14 parts, as depicted in Fig. 2. P stands for an opinion
group, which refers to the credit score of each student in the group.

Fig. 2. Hierarchical structure

The selection of indicators refers to the code of conduct for students in China’s higher
education. Article 5 of the code of conduct indicates that students should abide by aca-
demic integrity and should not cheat or plagiarize. In addition, in the general provisions,
the rules require that college students should not violate the law and discipline. In terms
of lectures and library seats, we refer to the rules and regulations of Shanghai Lixin
Institute of accounting and finance. What’s different from the previous research is that
we don’t involve personal learning achievement and gender characteristics indicators,
because we don’t think these indicators are the factors that affect integrity.

3.3 Criteria Layer Judgment Matrix and Weight Calculation

The Delphi method is used to determine the weights of the indicators in this study. We
invite 6 students to do it separately, and ask them to score each indicator. Then all the
scoring questionnaires are subjected to the weight calculation and consistency test in
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the AHP method. The weight and average score of the indicator are finally calculated to
determine judgment matrix A.

Table 3. Decision hierarchy for students’ credit

Criteria Sub-criteria Index score Index type

Academic integrity
(AI)

Cheating in exams (CE) Actual value filling in the
questionnaire

Minimal type

Violation of discipline
within school (VD)

Actual value filling in the
questionnaire

Minimal type

Truancy (TR) Actual value filling in the
questionnaire

Minimal type

Overdue return of books
(OB)

Actual value filling in the
questionnaire

Minimal type

Overdue return of
equipment (OE)

Actual value filling in the
questionnaire

Minimal type

Life integrity (LI) Timely return of
property (TP)

Every time: 5 points, 80%
cases: 4 points, 50%
cases: 3 points, 30%
cases: 2 points, No: 1
point

Maximal type

Steal property (SP) No: 5 points, yes: 1 point Bool type

Violation of laws and
regulations (VR)

No: 5 points, yes: 1 point Bool type

Didn’t attend the lecture
as scheduled (DS)

0 time: 5 points, 1–2
times: 4 points, 3–5 times:
3 points, 6–10 times: 2
points, more than 10
times: 1 point

Minimal type

Occupy seat in library
(OI)

0 time: 5 points, 1–3
times: 4 points, 5-10:3
points, 10–20 times: 2
points, more than 20
times: 1 point

Minimal type

Failure to return the
umbrella on time (FT)

Return within one day
each time: 5 points, Once
or twice more than a day,
but also returned: 4
points, More than three
times over a day, but also
returned: 3 points
Non return: 2 points

Minimal type

(continued)
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Table 3. (continued)

Criteria Sub-criteria Index score Index type

Bicycles are placed at
will (BW)

Park in the designated
parking lot and shed every
time: 5 points, 80% of the
cases will be parked in
designated parking spots
and sheds: 4 points, 50%
will park in designated
parking spots and sheds: 3
points, No attention has
been paid to the parking
place, almost every time
they park at the door of
dormitory and teaching
building at will: 2 points

Minimal type

Student development
bank business (SD)

Arrears of tuition or
accommodation (AA)

0 time: 5 points, 1 time: 3
points, 2 times: 1 point

Minimal type

times of entering school
and issuing blacklist
(TB)

0 time: 5 points, 1 time: 3
points, 2 times: 1 point

Minimal type

AI LI SD

AI 1 8/7 8/9

LI 7/8 1 7/9

SD 9/8 9/7 1

A =

⎡
⎣

1 1.143 0.889
0.875 1 0.778
1.125 1.286 1

⎤
⎦ (6)

Based on the above formula (1)–(4),we get the consistency check: λmax = 3.003, CI =
1.2632e − 04, RI = 0.58,CR = 2.1780e − 04.

After calculation, the weight vector is Q = [
0.3333 0.2917 0.3750

]

3.4 Program Layer Judgment Matrix and Weight Calculation

The Judgment Matrix B is the relative importance among five parts, including Cheating
in exams (CE), Violation of discipline within school (VD), Truancy (TR), Overdue
return of books (OB), and Overdue return of equipment (OE). The judgment matrix of
the program layer of Academic integrity is obtained as follows:
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CE VD TR OB OE

CE 1 1/2 4/2 9/2 9/2

VD 2/1 1 4/1 9/1 9/1

TR 2/4 1/4 1 9/4 9/4

OB 2/9 1/9 4/9 1 9/9

OE 2/9 1/9 4/9 9/9 1

B =

⎡
⎢⎢⎢⎢⎢⎣

1 0.5 2 4.5 4.5
2 1 4 9 9
0.5 0.25 1 2.25 2.25
0.22 0.11 0.44 1 1
0.22 0.11 0.44 1 1

⎤
⎥⎥⎥⎥⎥⎦

(7)

Based on the above formula (1)–(4), we get the consistency check: λmax = 4.988,
CI = −0.0030, RI = 1.24, CR = −0.0027 < 0.1. The matrix B passed the consistency
test.

After calculation, the weight vector is Q = [0.254 0.507 0.127 0.056 ]
Judgment matrixC is the relative importance among 7 parts, including Timely return

of property (TP), Steal property (SP), Violation of laws and regulations (VR), Didn’t
attend the lecture as scheduled (DS), occupy seat in library (OI), and Failure to return
the umbrella on time (FT), Bicycles are placed at will (BW). The judgment matrix of
the program layer of Life integrity is obtained as follows:

TP SP VR OS OI FI BW

TP 1 1/2 3/8 5/4 3 5/2 5/4

SP 2 1 3/4 5/2 6 5 5/2

VR 8/3 4/3 1 10/3 8/1 20/3 10/3

OS 4/5 2/5 3/10 1 12/5 2 1

OI 1/3 1/6 1/8 5/12 1 5/6 5/12

FI 2/5 1/5 3/20 1/2 6/5 1 1/2

BW 4/5 2/5 3/10 1 12/5 2 1

C =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0.5 0.375 1.25 3 2.5 1.25
2 1 0.75 2.5 6 5 2.5

2.67 1.33 1 3.33 8 7 3.33
0.8 0.4 0.3 1 2.4 2 1
0.33 0.167 0.125 0.416 1 0.833 0.417
0.4 0.2 0.143 0.5 1.2 1 0.5
0.8 0.4 0.3 1 2.4 2 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8)
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Based on the above formula (1)–(4), we get the consistency check: λmax =
6.999, CI = −0.000232, RI = 1.32, CR = −0.000176 < 0.1, the matrix
C passed the consistency test. After calculation, the weight vector is Q =
[0.125 0.250 0.334 0.099 0.042 0.050 0.099 ].

The Judgment Matrix D is the relative importance between Arrears of tuition or
accommodation (AA), and times of entering school and issuing blacklist (TB). The
judgment matrix of the program layer of Business in Student Development Bank is
obtained as follows:

AA TB

AA 1 10/17

TB 17/10 1

D =
[

1 0.588
1.7 1

]
(9)

Based on the above formula (1)–(4), we get the consistency check: λmax = 1.999,
CI = −2.0002e − 04, RI = 0, CR = −Inf < 0.1, the matrix D passed the consistency
test.

After calculation, the weight vector is Q = [0.370 0.630 ].
Analysis results from the above judgment matrix, we can see that the CR of all

judgment matrices are less than 0.1, that is, they all pass the consistency test, and the
structure of the single-order hierarchy has satisfactory consistency. According to the
above calculations, the corresponding criterion-levelweights×plan-levelweights can be
used to obtain comprehensive weights. The weights of College student credit evaluation
index system are summarized in Table 3.

The consistency check of the hierarchical total ordering is as follows:

CI = −0.003 × 0.3333 + (−0.0029) × 0.2917 + (−2.002e−04) × 0.375 ≈ 0.0019 < 0.1,

RI = 1.24 × 0.3333 + 1.32 × 0.2917 + 0 × 0.375 ≈ 0.798,

CR = CI
RI = 0.0024 < 0.1.

AHP test under the criteria of academic integrity, life integrity and business in student
development bank (Table 4).

Notes:Under the test, we get theweight of every sub-criteria, and rank it by ourselves.
Then through the consideration of weight of criteria, we get the total weight, and the
total sort.
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Table 4. Selection of standard splitting threshold and parameter

Criteria Sub-criteria Singal-sort Total weight Total-sort

Criteria Weight
(%)
(Ranking)

Factors Weight
(%)

Academic
integrity

0.3333 (2) B1 Times of
cheating in
examinations

0.2537 3 0.08455821 6

B2 Times of
criticism

0.5074 2 0.16911642 3

B3 Total class
hours of truancy
in one year

0.1268 4 0.04226244 8

B4.2 Times of
overdue book
returns

0.0560 5 0.0186648 12

B5.2 Times of
overdue
equipment
returns

0.560 1 0.186648 2

Life integrity 0.2917 (3) C2 Times of
giving items to
the owner

0.1252 3 0.03652084 9

C3 Whether to
steal property
without
permission

0.2504 2 0.07304168 7

C4 Punishment
for violation of
laws and
regulations

0.3338 1 0.09736946 5

C5Times of
absent from the
lecture

0.0995 4 0.02902415 10

C6 Times of
occupying seats
in the library

0.0419 7 0.01222223 14

C7 Practice of
using integrity
umbrella

0.0497 6 0.01449749 13

(continued)
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Table 4. (continued)

Criteria Sub-criteria Singal-sort Total weight Total-sort

Criteria Weight
(%)
(Ranking)

Factors Weight
(%)

C8 Practice
after using
bicycle

0.0995 5 0.02902415 11

Business in
Student
Development
Bank

0.3750 (1) D1 Times of
tuition fees or
accommodation
fees in arrears

0.3703 2 0.1388625 4

D3 Number of
students on the
student
development
bank blacklist

0.6297 1 0.2361375 1

4 Validity

Comparative method is adopted in this experiment. The above algorithm is compared
with the high-quality object called Sesame Credit Score from Alipay.

The data is divided into two categories: benchmark set and non-benchmark set, where
the benchmark set is generally recognized as Sesame Credit Score (credit score). We
conduct ‘it’ times independent comparison experiment: we select a group of objects
(i, j) from the benchmark set in random order, and mark sesame credit score as credit
score(i), credit score(j), and mark a = credit score(i) − credit score(j). In addition, the
corresponding objects(i, j) in the non-benchmark set were identified, which weremarked
as our score(i) and our score(j), and b= our score(i)− our score(j). Then the relationship
between the values of a and b was compared. If a and b had the same sign marked as n1,
and if a = b was marked as n2, the AUC value was calculated as follows:

AUC_score = n1 + 0.5 ∗ n2
it

(10)

Figure 3 shows the AUC score between our method and Sesame Credit Score from
Alipay as different length k from 50 to 500. We can see that the AUC score is from
52.5% to 53%, the average accuracy is 52.7%.

It can be seen from the figure that the credit score calculated by AHP method is in
good agreement with the Sesame Credit Score.
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Fig. 3. The AUC score of our method and Sesame Credit Score from Alipay as different length
k from 50 to 500

5 Conclusion

College students are indispensable subjects to personal credit investigation. Consequent
of their unique consumption habits and lack of behavior data, credit evaluation of college
students has always been a perplexing financial problem.

Based on the data of college students’ academic behavior, this paper constructs a
credit evaluation for college students through AHP algorithm. Quantitative evaluation
was applied to examine students from three general aspects of academic integrity, the
social integrity and economic integrity. Insufficiencies of the conventional traditional
society credit investigation method was supplemented through this quantitative evalua-
tion. Finally, in order to verify the effectiveness of our algorithm, comparison was made
against the Sesame Credit Score by AUC algorithm. Results have shown that our method
generates an accuracy of 52.7%. The credit rating of college students’ credit investigation
has practical significance and wide application. This paper aims to contribute to the col-
lege students’ credit. The emerging advances in information technology (e.g. the facial
recognition system) can further support the credit rating system by providing functions
such as recognition. Regardless of the location of the inquiry, the system will record the
related activities of college students, which can be widely applied in circumstances such
as job, and loan application and so forth.

Acknowledgements. This work is partially supported by Funds for the construction of the
application-oriented undergraduate pilot majors in Shanghai universities-financial engineering
majors (financial science and technology) (Nos. B1-12-2801-19-001Z).
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Abstract. The key part of unmanned retail is how to judge who bought which
product. To solve the problems, we propose a method that combines human pose
estimation and commodity detection algorithm based on deep learning. To process
videos in real-time, we apply depth separable convolution to modify the human
pose estimation algorithm, reduce the size of convolution kernel, and fuse multi-
stage information. To detect commodities, we construct a commodity detection
dataset to train the object detectionmodel. Themodified pose estimation algorithm
is used to identify key points of the left and right wrists of the human body, and
the object detection algorithm recognizes products existing in the current image,
we calculate the distance between key points and products, using this value to
determine whether the customer has purchased a certain product. As a result,
we tested the proposed pipeline in real scenarios, it can determine whether the
user purchased the product. This method which only uses computer vision for
judgment is convenient to deploy and further development of unmanned retail.
Research results have been applied to brick-and-mortar stores.

Keywords: Unmanned retail · Human pose estimation · Object detection

1 Introduction

Unmanned retail, such as automatic vending machines, unmanned supermarkets, and
other automatic vending systems, are widely used in daily life due to their non-personal
contact characteristics. Especially during the period ofCOVID-19 (CoronaVirusDisease
2019), the way of life and work without personal contact greatly reduced the risk of
infection, further promote the development of the unmanned retail sector. FromAmazon
Go to Ali’s Coffee, Internet leaders continue to increase investment in the unmanned
retail industry [1]. At present, the common unmanned retail solutions mainly include
three types, the first is based on two-dimensional code; The second is to use RFID(Radio
Frequency Identification) technology; The third is utilizing computer vision and deep
learning technology to build unmanned retail solutions.

Unmanned retail stores built with two-dimensional code, using product QR codes
or barcodes to complete the identification and management of goods, users complete
the billing self-service. This approach is similar to traditional retailing, but there will
be a low cost of commodity management. Unmanned retail stores built with RFID
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using RFID tags attached to the products to complete the identification of goods. This
approach requires attaching an RFID tag to each product and recording product-related
information, resulting in high maintenance costs. Unlike the two scenarios mentioned
above, unmanned retail stores based on computer vision and deep learning technologies,
using machine vision to judge the user’s shopping behavior and leveraging biometric
technology to complete payment. There is no store clerkmonitoring and duplicate actions
such as cash registers throughout the shopping process, reducing direct contact, and
greatly simplifying the shopping process. So this approach is the main development
direction of unmanned retail stores.

Benefit from the rapid development of big data and deep learning technologies in
recent years, the use of deep learning to solve image problems has become a key research
area, such as object detection algorithm can accurately identify the location and class
information of objects in the image; the human body key points present in the image
can be identified by the human pose estimation algorithm; the ability to accurately split
the specified objects through semantic segmentation algorithms and the use of GAN
(Generative Adversarial Networks) to achieve the style migration of images, etc. These
provide conditions for the realization of an unmanned retail system based on computer
vision and deep learning technology (the third type of solution).

In the process of implementing the third type of program, a very important part is how
to determine which user has purchased which type of goods. Aiming at this problem, we
combine the human pose estimation algorithmOpenPose [2] based on deep learning and
object detection algorithmYOLO [3] to solve it. Besides, we modify the pose estimation
model based on OpenPose to make it have better real-time performance.

Overall Process: First, we identify all key points of the human body in the picture
through the pose estimation algorithm, and connect key points belonging to the same
person according to the physiological structure, record key points of the left and right
wrist parts; At the same time, using object detection algorithm to detect products in the
picture. Second, we calculate the Euclidean distance between the key point of the wrist
and the position of the product, using it to determine whether the customer has purchased
the product.

The structure of this paper is organized as follows: In Sect. 2,we describewhat human
pose estimation and object detection are. Section 3 discusses how to build models and
reports results in Sect. 4. Finally, the paper is concluded in Sect. 4.

2 Algorithm Introduction

2.1 Human Pose Estimation

Human pose estimation [4] refers to using a pose estimation algorithm to detect key
points of the human body in an image or video and connect key points belonging to the
same human body according to the physiological structure, thereby forming a complete
human body posture. At present, multi-person human pose estimation algorithms based
on deep learning are divided into two categories: Top-Down and Bottom-Up.

Top-Down. The top-down human pose estimation algorithm is divided into two steps.
First, the object detection algorithm is used to identify the possible human targets in
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the image and cut them out. Then they are sent to the single-person pose estimation
model to obtain key points of the human body. This method converts multi-person
pose estimation problem into multiple single-person pose estimation problems, which is
relatively simple to implement. However, this method relies heavily on the accuracy and
speed of the object detection algorithm and when there are too many objects in the input
image, the processing time is greatly increased. To reduce the dependence of human
pose estimation on the accuracy of object detection, Hao-Shu Fang et al. proposed the
SSTN(Symmetric Spatial Transformer Network) [5], which can adjust the position of
human object detection boxes to improve the accuracy of keypoint detection. In terms
of data processing, Junjie Huang et al. proposed a UDP (Unbiased Data Processing)
method [6] to problem that the result obtained by flipping the image is not aligned with
the original image and the use of encoder-decoder structures has large statistical errors.

Bottom-Up. The bottom-up method first detects all key points of the human body that
may exist in the picture and then connects key points belonging to the same person
to completes human pose estimation. This method directly gets the coordinates of key
points and does not rely on the target detection algorithm, so inference speed is less
affected by the number of people. However, there are two main problems with this kind
of method. First, the bottom-up method needs to directly detect all key points in the
entire image, and the size of the human body is not fixed, so it is necessary to solve
the multi-scale problem. Second, what method should be taken to correctly connect
them after getting key points. To solve the first problem, Bowen Cheng et al. proposed
HigherHRNet [7], which integrates multiple levels of features in the model to improve
the positioning accuracy of the key points for small targets. For the second difficulty,
Zhe Cao et al. proposed PAF (Part Affinity Fields) [2] which can encode the connection
relationship between key points.

2.2 Object Detection

The task of object detection [8] is to find out location and class information of objects in
the image. The current mainstream algorithms fall into two categories: One-Stage and
Two-Stage.

The One-Stage method uses CNN (Convolutional Neural Network) to extract image
features and directly get the target’s position and class information. The speed is faster.

YOLO adopts a single CNN network to process the image. This network divides
the image into regions and predicts bounding boxes and probabilities for each region.
Wei Liu et al. propose a single shot multi-box detector [9] which takes a pyramid-like
structure to predict the object category and location on different scales feature maps.
Tsung-Yi Lin et al. believe that one-state is inferior to two-stage because of the imbalance
in the number of positive and negative samples. So they proposed the Focal Loss [10]
which is modified based on the standard cross-entropy loss. This loss function reduces
the weight of easy samples so that the model focuses more on difficult samples during
training.

The Two-Stage method is divided into two steps. Firstly, it will generate a series of
proposal boxes, then classify and regress the candidate boxes. This kind of method is
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more accurate. R. Girshick et al. proposed R-CNN [11] which first uses the selective
search method to generate a series of candidate boxes, feed these boxes into a CNN
model, finally regress coordinate values and use SVM (Support Vector Machine) [12] to
classify. For RCNN, the selective searchmethod generates about two thousand candidate
boxes, and every box feed into CNN to get a fixed-length vector, this operation consumes
a lot of time. To solve this problem, R. Girshick proposed Fast R-CNN [13] which uses
CNN to extract features of the entire picture and then utilize ROI pooling to get a fixed-
length vector. But the processing speed is still slow due to the selective search method.
Shaoqing Ren et al. proposed RPN (Region Proposal Network) [14] and integrates the
steps of generating candidate boxes into CNN, so the model can be trained end-to-end
and the inference speed has been greatly improved. In the field of video object detection,
Sara Beery et al. propose an attention-based approach that allows model, Context R-
CNN [15], to index into a long termmemory bank constructed on a per-camera basis and
aggregate contextual features from other frames to boost object detection performance
on the current frame.

3 Model

3.1 The Human Pose Estimation Model

Since the Top-Down human pose estimation method relies heavily on the performance
of object detection algorithm and is greatly affected by the number of people, we take
the more mature OpenPose in the Bottom-Up method as the main framework. Based
on it, the network structure is modified to reduce the number of parameters and meet
real-time requirements of actual deployment.

The main structure of OpenPose is shown in Fig. 1, including feature extraction
network VGG [16], human key points branch and the PAF (Part Affinity Fields) branch.
The feature extraction network VGG performs operations such as convolution, pooling,
normalization and nonlinear mapping on the input image to extract hidden features of the
image. The human key points branch which is used to predict key points of the human
body that may exist in the picture firstly applies three 3× 3 and two 1× 1 convolutions to
refine the output of the backbone, and then stacks identical blocks to continuously adjust
the predicted key points position; The PAF branchwhich is responsible for predicting the
correlation information between various key points is similar to the human key points
branch structure, stacking multiple identical blocks to continuously refine prediction
accuracy of PAF. The L2 loss function is used to calculate loss value during training. In
order to avoid the disappearance of gradient and enable the network to better converge,
the intermediate supervision [17] method is used to calculate the loss of each module,
and final loss f is obtained after addition.

f =
6∑

n=1

(f t1 + f t2 ) (1)

After obtaining human key points and PAF information, the Hungarian algorithm is
used to match key points, connect these belonging to the same person.
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Fig. 1. OpenPose network structure

The original version of OpenPose takes 0.073 s to process an image on TITAN RTX
GPU, which is slow. In order to deploy the model in practice, we need to speed up
algorithm inference. So we adjusted the backbone, key point branch and PAF branch
according to the above architecture.

On the one hand, considering that the depth separable convolution used by
MobileNetV2 [18] can greatly reduce the number of parameters, it is used as a backbone,
and all ordinary convolutions in the key point branch and PAF branch are replaced with
depth separable convolution. Besides, to improve network performance, we fusion low-
level visual features and high-level semantic features. The network structure is shown in
Fig. 2. There is a feature extraction network MobileNetV2, we take features of the fifth
layer, seventh layer and fourteenth layer, then we concatenate these feature maps. For
the key point branch and PAF branch, we adopt depth separable convolution and replace
7 × 7 kernel size with 3× 3 which can reduce the number of parameters by 9 times.
For the loss function, due to the PAF branch predicts key point connection information
of each point in the feature map, this information is a two-dimensional vector, but the
output of the key point branch is single-valued information, so in order to balance the
loss value of two branches, a weighted loss function is used. The weight of the key points
branch’s loss is doubled. The loss function is defined as follows:

f =
6∑

n=1

(2× f t1 + f t2 ) (2)

Fig. 2. Use MobileNetV2 to modify OpenPose
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f1 stands for key point loss value and f2 is PAF loss value.
On the other hand, for the key point branch and PAF branch, the number of stacked

blocks will affect the inference speed and prediction accuracy, so we tried to eliminate
several blocks to reduce the number of parameters. In this way, we adopt the VGG
network in the original OpenPose as the backbone.

3.2 Object Detection Model and Dataset

In order to have a faster inference speed under the premise of accuracy, we adopt the
YOLOobject detection algorithm. YOLO is a one-stage detection algorithm that directly
generates the position of object, balance accuracy and speed.

To train the object detection model, a training data set needs to be constructed. We
use three cameras to collect information on the appearance of products. To increase
the diversity of data, each category is collected multiple images from different angles,
different backgrounds and different light conditions. We collected 6796 pictures using
10 categories of products. Then we used the labelImg tool to label collected data. As
shown in Fig. 3, here are three types of product images in the dataset. Figure 4 shows
the picture marked with the labelImg. After finishing labeling, we get labels of each
picture, which records the upper left corner, lower right corner and category information
of the target. Finally, we converted these labels to the VOC dataset format and feed it
into YOLO for training.

Fig. 3. Pictures were taken with cameras

4 The Evaluation

4.1 Model Training

For the human pose estimation model, we trained it on COCO2017 (Microsoft Common
Objects in Context) dataset. The COCO dataset which contains more than 200,000
images and 250,000 person instances labeled with keypoints is divided into the train,
validation, and test sets. The label information is shown in Fig. 5.

The specific experimental details are as follows:
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Fig. 4. Annotated pictures

Fig. 5. Human keypoints in COCO

When using the network shown in Fig. 1, we load OpenPose pre-training weights,
discard the last block, refines model parameters, the initial learning rate is 0.0005, and
stop after 25 iterations.

When using the network shown in Fig. 2, we loadMobileNetV2 pre-trainingweights,
the initial learning rate is 0.001, the batch size is 32, the training process takes 69 h, and
we stop training after 135 iterations.

We use 4 NVIDIA TITAN RTX GPUs for processing the above solutions, and the
input images are resized to 432 × 368 resolution. The experimental results are shown
in Table 1. OpenPose represents the unchanged version; OpenPose-1Block represents
remove the last Block; DCS + OpenPose represents the OpenPose modified with depth
separable convolution which is shown in Fig. 2.

In Table 1, removing the last Block of OpenPose can reduce the number of parame-
ters, inference time is reduced by 0.0012 s, but the acceleration effect is not significant;
DCS+ OpenPose has greatly reduced the number of convolution parameters due to the
use of deep separable convolutions, and reasoning time is shortened by 51.97%compared
with the original version. In terms of accuracy, since in actual application scenarios, the
human body occupies most of the camera field of view when it is necessary to deter-
mine whether a customer purchases a product, so large-scale objects are considered.
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Table 1. Model performance comparison.

Model APlarge(%) FLOPs Time(s)

OpenPose 50.33 104623076 0.0737

OpenPose-1Block 46.98 87053398 0.0725

DCS + OpenPose 42.21 23886946 0.0354

The accuracy of DCS + OpenPose is reduced by 8.12% when detecting large targets.
There are two main reasons. On the one hand, the depth separable convolution weak-
ens the information between channels. As shown in Fig. 6, the traditional convolution
operation will fuse information of all channels at the same time. However, for the depth
separable convolution, each channel of the convolution kernel is only responsible for
one dimension of the input feature as shown in Fig. 7.

Fig. 6. Conventional convolution operation

Fig. 7. The first step of deep separable convolution

On the other hand, replacing 7 × 7 convolution with 3 × 3 shrinking the receptive
field which is not conducive to capturing more information.

The actual test results are shown in Fig. 8, the left side is OpenPose output, the right
side is DCS + OpenPose output, we can see that in the case of no occlusion, the results
of these two methods are broadly in line; When the human body is blocked, some key
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points generated by DCS+ OpenPose have a certain offset, but due to the improvement
of DCS + OpenPose inference speed, more images can be processed per second, and
there is a high probability that no occlusion can be captured. Therefore, relative to a
decrease in accuracy, the improvement in processing speed is of greater significance for
practical applications.

Fig. 8. Picture of test results

For the object detection model, we use a self-built product dataset to train the
YOLOv3 model and apply some data enhancement methods to increase the robust-
ness of the model, such as random rotation, adjustment of contrast and brightness, etc.
We resize input images into 416 × 416 resolution, the initial learning rate is 0.001, the
batch size is 32, the training process takes 20 h on 2080Ti GPU.

4.2 Pipeline

First, we use human body pose estimation algorithm to detect possible key points of a
customer in the camera field of view, select key points of the left and right wrists as PL
(XL, YL) and PR (XR, YR), then use object detection algorithm to detect products that
may exist in the field of view, and record its center position (Xi, Yi). Finally, we use
Eq. 3 and 4 to calculate the Euclidean distance between product and PL, PR respectively.
If the distance is less than threshold, the customer corresponding to this key point is
considered to have purchased the product; If there are multiple distances less than the
threshold at the same time, take the minimum distance. We use 1280 × 720 resolution
images to test, and the threshold distance is set to 240 pixels.

dL =
√
(XL − Xi)

2 + (YL − Yi)2 (3)
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dR =
√
(XR − Xi)

2 + (YR − Yi)2 (4)

The inference time of the overall scheme on NVIDIA TITAN RTX GPU is shown
in Table 2 and the test results are shown in Fig. 9.

Table 2. Inference time of each module.

Module Pose estimation Object
detection

Overall

Time(s) 0.0335 0.0198 0.0533

Fig. 9. Test results of the pipeline

We can see that our proposed pipeline process one image takes 0.0533 s in Table 2.
So it can be deployed in practice.

As shown in Fig. 9(a), the distance between the center point of a product and key
point of the left wrist is 166 pixels and the value is less than threshold which is 240, so we
draw the product location and information to indicate that the customer has purchased
this product; as shown in Fig. 9(b), the distance is 475 pixels greater than threshold, so
no processing is done.

5 Conclusion

In this paper, we proposed a method to judge what goods the user has purchased in an
unmanned retail scene. First, we built a product data set to realize product detection.
Second, we apply depth separable convolution to speed up the inference speed of the
human pose estimation model. Finally, we combine human pose estimation and object
detection algorithms to determine whether the user purchased the product. It was shown
that the pipeline can successfully judge customer purchase behavior in real-time. Com-
pared with traditional methods, our method does not require auxiliary equipment (such
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as RFID, etc.). It is convenient to deploy in-store. However, it costs a lot of money to
deploy this method on GPU servers. So the future work can be carried out around how to
optimize algorithm so that it can be deployed on edge devices(such as NVIDIA Jetson
Nano or T × 2, etc.).
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Abstract. The Industrial Internet of Things (IIoT) enables intelligent interaction
and automated collaboration among industrial production factors (i.e., human,
machine, thing, method and environment) to improve productivity and intelligent
level of factory. The industrial intelligent control system is the basis for real-
izing IIoT. It can enable industrial production with the abilities of autonomous
decision-making and system autonomy. As an extension and expansion of the
industrial cloud platform capabilities, edge computing can support industrial intel-
ligent control with low-latency, high-reliability, and high-security edge intelligent
services. Combined with the ideas and technologies of edge computing, soft-
ware definition and Cyber-Physical System (CPS), we propose the solution and
framework of software-defined industrial intelligent control (SDIIC) to realize
intelligent control based on edge computing from two levels of software and hard-
ware. At the software level, we propose the scheme of industrial intelligent control
oriented software-defined edge computing (SDEC) platform to realize the intel-
ligent and flexible management and autonomous coordination of edge devices.
At the hardware level, the architecture and key technologies of the software-
defined edge controller are proposed. The software-defined virtual controller with
differentiated control and computing capabilities is implemented on the general
standardized hardware resources. It can support both real-time industrial control
and non-real-time edge computing task processing. The SDEC platform and the
software-defined edge controller enable the SDIIC solution to realize industrial
system autonomy and intelligent control.

Keywords: Industrial Internet of Things (IIoT) · Edge computing · Industrial
intelligent control · Software definition · Edge controller

1 Introduction

The development of Industrial Internet of Things (IIoT) and Cyber-Physical System
(CPS) has enabled the manufacturing industry to transform and upgrade to digital, net-
worked, and intelligent, and move towards the industry 4.0 era [1]. By building the
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networked industrial infrastructure and intelligent production systems, the industrial
production efficiency is greatly improved. In IIoT paradigm, industrial intelligent con-
trol system is an important part, which can support intelligent industrial production with
the abilities of autonomous decision-making and system autonomy [2].

Currently, industrial production presents new trends such as processes upstream
and downstream coupling, complex and changeable objects, network coordination, and
multiple sources of information. Due to limited computing and storage resources, tra-
ditional PLC and DCS control stations cannot cope with the control requirements of
complex production processes with nonlinear, time-varying, and distributed parameters.
Moreover, it cannot meet the urgent needs of smart factory applications for intelligent
perception, autonomous decision-making and network collaboration functions. There-
fore, it has become a new development trend of that enable industrial control systems to
have intelligent control capabilities with cloud-side collaboration, and achieve real-time
perception, real-time control and intelligent analysis close to the industrial field.

In our previous works, we have proposed the principle and system architecture of
software-defined edge computing (SDEC) to realize the unified management, recon-
struction, sharing, reuse and collaboration of edge device resources [3]. In this paper,
combined with the ideas and technologies of SDEC and CPS, we propose the edge
computing-based solution and framework of software-defined industrial intelligent con-
trol (SDIIC) for the autonomous and intelligent control of industry. It mainly consists of
SDECplatform at the software level and software-defined edge controller at the hardware
level. The SDEC platform uses techniques such as semantic modeling and knowledge
graphs to virtualize, abstract, and digitize hardware devices on the edge. The control
and management functions of devices are separated from hardware. Combining device
resource scheduling and orchestration, sharing coordination, rule engine and other ser-
vice capabilities, the edge hardware resources of industrial control system can realize
flexible management and autonomous coordination in the way of software.

The scheme and system architecture of software-defined edge controller is designed
by adopting a multi-processor hybrid heterogeneous hardware framework. It adopts
lightweight virtualization technology to realize the virtualized mapping, scheduling,
orchestration and management of hardware resources in the controller, and realizes
optimal scheduling and dynamic reconstruction of computing capability in a manner of
software definition. It can implement software-defined virtual controllers with differen-
tiated control and computing capabilities on common standardized hardware resources.
Software-defined edge controller can simultaneously support real-time task processing
such as logic control, process control, and motion control, as well as non-real-time task
processing such as industrial vision, deep learning, and intelligent optimization. The
hardware requirements of edge intelligent control are met.

The target of SDIIC is to enable the intelligent control, intelligent computing,
autonomous collaboration and system autonomy in the edge side. Based on the SDEC
platform and software-defined edge controller, software and hardware integrated indus-
trial intelligent control solutions with software definition as the core can be realized to
support the development of IIoT.

The remainder of this paper is organized as follows. Section2 introduces the evolution
direction of IIoT architecture from the vertical perspective and horizontal perspective.
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Section 3 proposes the system architecture of SDIIC. Section 4 proposes the industrial
intelligent control oriented SDEC platform scheme. Section 5 proposes the scheme and
system architecture of software-defined edge controller. Section 6 draws a conclusion.

2 The Evolution Direction of IIoT Architecture

2.1 Vertical Perspective

As shown in Fig. 1, we compare the current and future IIoT architecture from the vertical
perspective. It is mainly reflected in the following aspects:

• The currently closed and chimney-style application development mode will gradually
move towards openness, sharing and collaboration.

• The industrial assets such as hardware resources, data, information, knowledge, and
service capabilities are shared and reused by various industrial applications through
edge computing platform and cloud platform.

• The upper-layer applications are decoupled from the lower-layer hardware, and appli-
cation developers do not need to care about the deployment details of the lower-layer
hardware [4, 5].

• The underlying devices can be freely combined, flexibly arranged, and deployed on
demand based on application requirements like “building blocks” [6].

• The binding hardware-defined mode, which industrial applications and hardware
resources are tightly coupled, will gradually transform into a new flexible and
programmable software-defined mode [7, 8].

Fig. 1. Vertical comparison of current and future IIoT architecture.
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2.2 Horizontal Perspective

We compare the current and future IIoT architecture from the horizontal perspective in
Fig. 2. For the traditional five-layer architecture based on ISA-95 standard, although each
system has a clear division of labor and is relatively independent, there are still some
problems to be solved. For example, data and information island, complex interfaces, data
delays, difficulties in data fusion, system lock-in, and lack of interoperability standards.
Moreover, most of the industrial control system infrastructure in this architecture mode
is based on dedicated hardware, which limits the flexibility of system.

Fig. 2. Horizontal comparison of current and future IIoT architecture.

In the future, the smart entity will be the basic component of new IIoT architecture.
The smart entity is a system unit with decision-making ability. It includes not only
intelligent industrial equipment, but also the end-to-end system composed of computing
power, algorithms and terminal devices. The most significant feature of smart entity
is the ability to make independent decisions, which can realize end-to-end closed-loop
control applications. Multiple smart entities can also realize interconnection and mutual
collaboration to implement complex intelligent industrial applications.

The future IIoT will develop in the direction of the autonomous system based on
CPS. The autonomy is reflected in two levels.

• Smart entity level: the smart entity itself can make independent decisions and
implement some simple and low-latency intelligent control applications.
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• Edge computing platform and cloud platform level: through the model of “Platform
+ APPs”, more complex and intelligent industrial applications can be implemented
by combining with these technologies and capabilities such as intelligent analysis,
multi-source data integration, resource optimization scheduling, and multiple smart
entities collaboration.

In the CPS-based autonomous system, on the one hand, smart entities can achieve
interconnection, intercommunication, and interoperability through new industrial net-
work technologies (e.g., OPC UA, TSN, 5G, etc.). On the other hand, through digitally
modeling the smart device objects in physical space, a one-to-one corresponding digital
twin model is formed in information space. On this basis, the CPS-based control system
with real-time interaction capabilities between information space and physical space can
be constructed to realize intelligent control of industrial production process [9].

3 The System Architecture of Software-Defined Industrial
Intelligent Control

Industrial control has experienced three generations of technological evolution in the
development history. The first generation is characterized by mechanical control. The
second generation is characterized by electronic control. And the third generation is
characterized by computer control to solve large-scale loop control problems. Currently,
it is evolving to the fourth-generation control system, that is, the industrial intelligent
control system, whose core feature is intelligence.

Compared with traditional industrial control systems, the characteristics of new
intelligent control are as follows:

• It can collect various data from the edge side, and also perform real-time processing,
analysis and feedback control in the edge side to reduce the manual labor of workers.

• The traditional industrial equipment can be upgraded to the smart entity in CPS, so
that it has the self-management and autonomous operation capabilities with the char-
acteristics of self-awareness, self-adaptation, autonomous control and self-diagnosis.

• It has the capabilities of edge data collection, edge data processing, edge AI infer-
ence and decision-making, real-time control, intelligent coordination among various
devices, and edge security.

• The computing capability of controller hardware is stronger. And it can be flexibly
defined and combined with software for different application scenarios to provide
flexible control capabilities.

• Through the cloud-edge collaboration mechanism, the powerful processing capabil-
ities of cloud can be introduced into control system to support complex and diverse
industrial applications [10].

As shown in Fig. 3, we propose a system architecture of SDIIC. On the whole, it is
an “end-edge-cloud” collaborative architecture. The cloud computing-based industrial
internet platform provides intelligent management, industrial intelligence, and big data
services for production and operation, and enables intelligent control at the edge. The
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controller layer includes both software-defined edge controller and traditional PLC/DCS.
And software-defined edge controller can be used as edge computing node of tradi-
tional PLC/DCS to provide stronger computing capability support. Edge computing
platforms are deployed on edge servers, industrial computers and other hardware with
strong computing capability to provide informationmodelling, basic edge services, edge
intelligence, cloud-edge collaboration and other capabilities in edge-side.

Fig. 3. System architecture of SDIIC.

For the proposed SDIIC solution, it mainly consists of the following two key
technologies in both software and hardware.

• Software level: software-defined edge computing platform.By digitizing, virtualizing,
and abstracting the description and modeling of industrial edge hardware devices, the
virtual device twin model is formed. The basic capabilities and services of software-
defined edge computing platform are constructed to realize the unified management
and control, sharing and intelligent collaboration of edge device resources. An edge-
side industrial autonomous system is also formed.

• Hardware level: software-defined edge controller. The edge controller adopts multi-
processor hybrid heterogeneous architecture. Using lightweight virtualization tech-
nology, the hardware resources (such as computing, storage, network, and IO) in the
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edge controller are virtualized, scheduled, orchestrated and managed. So the optimal
scheduling and dynamic reconstruction of computing capacities are implemented in a
software-defined manner. The software-defined virtual controllers have differentiated
control and computing capability, and can support both real-time and non-real-time
task processing simultaneously to realize industrial intelligent control at the edge.

Relying on the software-defined edge computing platform and the software-defined
edge controller, the capabilities of intelligent control, intelligent computing, autonomous
coordination and system autonomy are implemented at edge-side. And the software and
hardware integrated intelligent control system solution is realized.

4 Industrial Intelligent Control Oriented Software-Defined Edge
Computing Platform Scheme

The SDEC is based on the ideas of software definition and CPS. From the perspective of
cyber-physical space mapping, the technologies of software definition and virtualization
modeling are extended to edge hardware resources (including: terminal device resources,
edge control device resources, edge computing resources, edge storage resources) and
edge application services. The goal of SDEC is to build an intelligent edge autonomous
system to realize intelligent control and closed-loop applications in the edge side [11].

According to the characteristics of SDEC technologies and IIoT applications, we
propose the SDEC platform for industrial intelligent control, as shown in Fig. 4. The
device resources in the edge side include sensing devices, execution devices, smart entity
devices, controllers, edge computing nodes, and edge storage devices. The SDEC solu-
tion describes and models these device resources in a digitized, virtualized, and abstract
manner. The virtual device twin models are constructed and used as the cornerstone and
base of IIoT applications. In SDEC platform, some basic functions and capabilities are
implemented, including edge device resource scheduling and orchestration, virtual con-
troller orchestration, lightweight rule engine, lightweight AI inference engine adapted
to edge-side, knowledge base/rule library/component library/basic algorithm library,
container management/microservice, etc. It realizes unified management and control,
sharing and intelligent collaboration of edge-side device resources, and supports edge
intelligent applications such as motion control, logic control, equipment fault diagnosis,
and industrial machine vision. This solution can realize system autonomy on the indus-
trial edge side, and enable the edge hardware resources of industrial control system to
realize flexible management and autonomous coordination in software.

In IIoT application solution based on SDEC platform, on the one hand, the edge
hardware devices are abstracted and modeled into virtual device twin models. There
is a one-to-one correspondence between physical device and digital twin model [12].
They can synchronize with each other through real-time dynamic interaction. Physical
device can synchronize the status and data to digital twin model in real time for platform
and application to make decision. At the same time, the digital twin model can also
synchronize the decision results of platform and application to physical device to exe-
cute decision instructions. To this end, the intelligent industrial control in edge side and
the cyber-physical space integration and interaction are realized. On the other hand, the
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Fig. 4. Technical architecture of SDEC platform.

control, management, and scheduling functions of devices are decoupled and separated
from hardware and implemented in software. Through the on-demand configuration and
dynamic reorganization of virtualized resources, the sharing and reuse of edge hardware
resources can be realized. At the same time, the collaborationmechanism, linkagemech-
anism and control logic between physical devices become editable and executable in the
form of knowledge base and rule library. Combined with the basic capabilities of rule
engine and inference engine, intelligent collaboration and system autonomy in edge side
can be implemented. Through the unified interface (API) definition and encapsulation
of device twin model, knowledge and rule base, edge basic services and capabilities, the
upper-level applications can easily call various models, data and basic services without
paying too much attention to the deployment details of the underlying hardware devices.
This reduces the amount of code development and simplifies application development
and deployment.

The SDEC platform can connect into the industrial cloud platform to collaborate
with the remote industrial cloud services. Depending on the capabilities of cloud-based
big data training, multi-source data fusion analysis, global management and control,
cloud-edge collaboration-based intelligent production line control and optimization can
be implemented.

5 Software-Defined Edge Controller Scheme

In smart factory, there are some new features and requirements, e.g., multi-type intel-
ligent equipment, multi-machine dynamic cooperative control, networked cooperative
manufacturing. It is urgent to research the edge controller with cloud-edge cooperation
and intelligent control abilities to realize real-time perception, real-time control and
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intelligent analysis near the industrial field ends. This has become a new development
trend of industrial control system.

Based on the idea of software definition, we propose the technical architecture
of software-defined edge controller shown in Fig. 5. Different from traditional Pro-
grammable Logic Controller (PLC), the edge controller adopts a hybrid heterogeneous
hardware architecture of multi-core CPU + GPU + FPGA. It has both real-time con-
trol capabilities and edge computing capabilities. It can not only support logic control,
process control, motion control and other real-time task processing, but also support
industrial vision, deep learning, intelligent optimization and other non-real-time task
processing. The edge controller can meet the requirements of computing resources and
load capacities for complex control tasks in the edge side andAI computing tasks in smart
factory applications, and realize the target of intelligent control in new IIoT scenarios.

Fig. 5. Technical architecture of software-defined edge controller.

1) Edge controller hardware resources

The hardware resources of edge controller include computing resource, storage
resource, communication resource and IO resource. There are different types of comput-
ing resource. CPU is responsible for supporting high-speed closed loop control. GPU is
responsible for supporting machine vision, AI model and optimization model inference.
And CPU + FPGA is responsible for supporting high-speed and high-precision motion
control. The storage resource consists of DDR, flash, SRAM, etc. The communication
resource consists of TSN, Ethernet, fieldbus, etc. The IO resource consists of AIO, DIO,
and PIO. All these resources form the hardware foundation of software-defined edge
controller.
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2) Resource virtualization (Hypervisor)

Hypervisor is responsible for managing the resource allocation and virtualization of
each virtual edge controller. It includes the following key technologies.

• Virtual CPU core scheduler: The instruction sequence of virtual CPU inside each
virtual controller is allocated to the actual physical CPU to run according to the
scheduling strategy.

• HyperCalls: It is responsible for providing the external interface of the hypervisor
layer, and resource management interface calls for the virtual device driver layer and
Root OS.

• Memory address map manager: Each virtual controller runs in the virtual machine’s
physical address space pre-allocated by the hypervisor layer, and only has access
rights to this address space. Each virtual controller runs and accesses space is isolated
from each other. The memory address map manager is responsible for converting the
physical address of virtual controller into the actual machine physical address.

• Virtual IO handler: It is responsible for processing the IO request of each virtual
controller and routing it to the physical IO driver to complete the real IO operation.

• Configurator: It supports the configuration of virtual resources occupied by each vir-
tual controller. Themodule establishes the actualmapping relationship betweenvirtual
resources (e.g., virtual CPU, virtual device, virtual memory) and physical resources
(e.g., physical CPU, physical device, physical memory) occupied by each virtual
controller according to the configuration.

The operating system in virtual edge controller includes two types: Guest OS and
Root OS.

• Guest OS: In addition to the conventional functions of traditional OS, it also includes
a virtual peripheral driver program, which completes the operation function of the
virtual peripheral through the HyperCalls module.

• Root OS: Hypervisor is responsible for managing each virtual edge controller. The
processing of this module must be streamlined, otherwise the execution efficiency
will be greatly reduced. Therefore, Hypervisor is responsible for processing the key
tasks with a short execution time, and the tasks that take a long time are handled by
Root OS. Root OS adds a new virtualization component based on the original local
OS function. The component is responsible for the auxiliary execution of each task
request from virtual machine.

3) Virtual edge controller

The above virtualizationmethod performs virtualmapping, scheduling, orchestration
and management of hardware resources in edge controller, and realizes network-based
computing power optimal scheduling and dynamic reconstruction in a software-defined
way. The diversified virtual controllers with different control and computing capabilities
are constructed for meeting different application requirements.
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In the software-defined edge controller, a physical controller can virtualize multiple
real-time systems andmultiple non-real-time systems.They can support real-time control
and edge intelligent computing tasks at the same time, and realize the collaboration
between multiple industrial control subsystems. For example, on a production line, an
edge controller can control multiple six-axis industrial robots and two-axis positioner
systems at the same time. With the assistance of industrial vision, they can perform
production tasks collaborativelywhile completing image-based product defect detection.

The edge controller can interconnect and intercommunicate with the industrial cloud
platform, and send the industrial data collected from the edge side to the cloud platform
for big data analysis and AI model training. The cloud platform sends the trained model
to the edge controller to perform model inference at the edge side. This scheme can
realize intelligent control of cloud-edge collaboration.

The software-defined edge controller solution integrates real-time and non-real-time
control systems such as industrial control, edge computing, and industrial vision. It opens
up the platform capabilities of edge and cloud. It has the characteristics of integration,
intelligence, real-time, and flexible expansion. This provides a new solution with high-
efficiency, differentiation, low cost, space saving, and easy maintenance for networked
intelligent manufacturing.

6 Conclusion

This paper has proposed the solution and framework of SDIIC to realize the goal of
industrial intelligent control based on edge computing from two levels of software and
hardware. For the level of software, the SDEC platform scheme has been proposed.
The flexible management and autonomous collaboration of edge devices are realized
by software-defined modeling to support real-time industrial applications. For the level
of hardware, the system architecture and scheme of software-defined edge controller
have been proposed. By virtualizing the hardware resources in edge controller, the opti-
mal scheduling and dynamic reconfiguration of controller resources are realized. It can
provide differentiated service capabilities, and build software-defined virtual controller
that can support both real-time and non-real-time task processing to meet the different
hardware requirements of industrial intelligent control. The proposed SDIIC scheme
aims at building an intelligent industrial control system. It uses software to define the
hardware, and strives to provide flexible and efficient edge intelligent control services.
This solution can be applied to discrete industry, process industry, smart rail transit,
smart subway and other industrial fields, and promote the intelligent development of
IIoT.

Acknowledgements. This work was supported by the National Key R&D Program of China
(No.2019YFB1705100).

References

1. Xu, H., Yu, W., Griffith, D., Golmie, N.: A survey on industrial internet of things: a cyber-
physical systems perspective. IEEE Access 6, 78238–78259 (2018)



Edge Computing-Based Solution and Framework 153

2. Choo,K.R.,Gritzalis, S., Park, J.H.: Cryptographic solutions for industrial Internet-of-Things:
research challenges and opportunities. IEEE Trans. Industr. Inf. 14(8), 3567–3569 (2018)

3. Hu, P., Chen W.: Software-defined edge computing (SDEC): principles, open system
architecture and challenges. In: 2019 IEEE SmartWorld, Ubiquitous Intelligence &
Computing, Advanced & Trusted Computing, Scalable Computing & Communications,
Cloud & Big Data Computing, Internet of People and Smart City Innovation (Smart-
World/SCALCOM/UIC/ATC/CBDCom/IOP/SCI), pp. 8–16. IEEE (2019)

4. Hu, P., Ning, H., Chen, L., Daneshmand, M.: An open Internet of Things system architecture
based on software-defined device. IEEE Internet Things J. 6(2), 2583–2592 (2019)

5. Kreutz, D., Ramos, F.M.V., Verłssimo, P.E., Rothenberg, C.E., Azodolmolky, S., Uhlig, S.:
Software-defined networking: a comprehensive survey. Proc. IEEE 103(1), 14–76 (2015)

6. Mei, H.: Understanding “software-defined” from an OS perspective: technical challenges
and research issues. Sci. China (Inf. Sci.) 60, 271–273 (2017). https://doi.org/10.1007/s11
432-017-9240

7. Wan, J., Tang, S., Shu, Z., Di, L., Vasilakos, A.V.: Software-defined industrial Internet of
Things in the context of industry 4.0. IEEE Sens. J. 16(20), 7373–7380 (2016)

8. Hu, P.: A system architecture for software-defined industrial Internet of Things. In: IEEE
International Conference on Ubiquitous Wireless Broadband (ICUWB). IEEE (2015)

9. Darabseh, A., Freris, N.M.: A software-defined architecture for control of IoT cyberphysical
systems. Cluster Comput. 22(4), 1107–1122 (2019). https://doi.org/10.1007/s10586-018-028
89-8

10. Kaur, K., Garg, S., Aujla, G.S., Kumar, N., Rodrigues, J.J.P.C., Guizani, M.: Edge computing
in the industrial Internet of Things environment: software-defined-networks-based edge-cloud
interplay. IEEE Commun. Mag. 56(2), 44–51 (2018)

11. Hu,P.,Chen,W.,He,C., Li,Y.,Ning,H.: Software-defined edge computing (SDEC): principle,
open IoT system architecture, applications, and challenges. IEEE Internet Things J. 7(7),
5934–5945 (2020)

12. Walter, T., Parreiras, F.S., Staab, S.: An ontology-based framework for domain-specific
modeling. Softw. Syst. Model. 13(1), 83–108 (2012). https://doi.org/10.1007/s10270-012-
0249-9

https://doi.org/10.1007/s11432-017-9240
https://doi.org/10.1007/s10586-018-02889-8
https://doi.org/10.1007/s10270-012-0249-9


Wi-Sector - A Novel Sector-Based WiFi
Scheduling

Jie Yang , Li Feng(B) , Hong Liang , Tong Jin , and Fangxin Xu

Macau University of Science and Technology, Taipa, Macau
jiejiedeyouxiang@163.com, lfeng@must.edu.mo, coolboom@126.com,

JinTongMindy@163.com, fzxy002763@gmail.com

Abstract. In dense WiFi networks, transmission collisions become more and
more serious. Conventional mechanisms only have limited performance improve-
ment. In this paper, we borrow the hard-disk sector idea to sectorize the whole
coverage of a dense network and hence propose aWi-Fi sector (Wi-Sector) design
to solve the collision problem fundamentally. With Wi-Sector, the access point
(AP) first silences all nodes, and then activates each sector sequentially. Because
each sector only includes a small number node, Wi-Sector can greatly reduce
the contention collision and significantly improve the system throughput of dense
networks. Extensive simulations verify that ourWi-Sector design is very effective.

Keywords: WiFi · Dense network · Collision · Sectorization

1 Introduction

In recent years, with the growing popularity of Internet of Things (IoT), Wi-Fi net-
work devices have increased exponentially. This makes wireless channel congestion,
transmission collision, and hidden/exposed terminal problem more and more serious.

Usually, there are two methods to solve these problems in large-scale WiFi dense
networks.One is the contention-window (CW)-based adjustmentmethod. In thismethod,
before data transmission, a node chooses a random backoff count between 0 and CW.
The node decreases its backoff counter by 1 if the channel is sensed idle and suspends its
backoff counter otherwise. When the backoff count is decreased to 0, the node transmits
its data. In case that this transmission experiences a collision, the node doubles its CW.
However, this method has the following drawbacks: 1. a large population of nodes mean
a long CW, which will lead to much time waste in channel contention, 2. the optimal
CW requires the knowledge on the number n of nodes, which is often difficult to obtain.
Another is the request-to-send/clear-to-send (RTS/CTS) method. In this method, before
sending a data frame, a node sends a RTS frame to reserve the channel. If it receives
a CTS feedback, the channel reservation succeeds and therefore it can transmit data
successfully. Otherwise, it will experience a RTS collision. In 802.11, the headers of data
and RTS/CTS are transmitted at a basic rate, and the payloads of data and RTS/CTS are
transmitted at a data rate. When the data rate is small so that the whole data transmission
time is far larger than the RTS transmission time, this method works very well. However,
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when the data rate is far larger than the basic rate (say, the data rate = 1 Gbps and the
basic rate = 24 Mbps in 802.11ac [1]), both transmission times are almost equal and
the method becomes worse because it introduces additional transmission times of RTS
and CTS frames before each data transmission. On the other hand, a large population of
nodes will also lead to serious RTS collision.

Fig. 1. Software-defined MAC for sector scheduling.

For a large-scale WiFi dense network, the above two methods only have limited
performance improvement. In this paper, we borrow the hard-disk sector idea to divide
a whole WiFi coverage into multiple sectors, each sector including a small number of
nodes; Fig. 1 shows that the network coverage is divided into 4 sectors (S1 to S4).
Benefitting the sectorization solution, we can fundamentally solve the collision problem
and improve the system performance of dense networks significantly. Our contributions
are summarized as follows.

• Propose a Wi-Fi sector (Wi-Sector) design to group contention nodes and perform
sector scheduling. With Wi-Sector, the access point (AP) first silences all nodes, and
then activates each sector sequentially via directional beam. In this way, we can reduce
contention collision and improve system throughput of dense networks significantly.

• Run extensive simulations that verify that our Wi-Sector design is very effective and
can significantly outperform conventional methods in terms of throughput.

The rest of the paper is organized as follows. Section 2 summarizes related works.
Section 3 proposes the Wi-Sector design. Section 4 evaluates the system performance
of WiFi-Sector. And finally, Sect. 5 concludes this paper.

2 Relate Works

Currently, there are mainly two types of methods that focus on solving the collision
problem under large-scale networks [2–6]: Dynamic CW adjustment and RTS/CTS-
based methods. These two methods and their shortcomings are briefly described below.

Dynamic CW Adjustment Method: This method reduces transmission collision via con-
tentionwindowadjustment. [2] use the channel observation-basedmechanism tomonitor
the real-time collision probability of the channel and implement dynamic adjustment of
the contention window accordingly, avoiding the high delay caused by blindly multiply-
ing the contention window. [3] comprehensively consider the channel BER adjustment
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algorithm to design the contention window under the dense network to obtain higher
performance. [4] introduce the reinforcement learning method to observe the channel
state, and select the optimal contention window accordingly. However, these methods
only consider optimizing network performance by adjusting the contention window. In
a dense environment, the backoff overhead is relatively large.

RTS/CTS-Based Methods: This method reduces the collision via RTS/CTS-based chan-
nel reservation. [5, 6] are an extension based on the RTS/CTS model, but in RTS/CTS,
each transmission requires an RTS. The shortcomings of the/CTS handshake still exist,
resulting in additional control overhead when collision resolution.

3 Proposed Wi-Sector

3.1 PHY Design

Here, we present the hardware of the AP that supports multiple antennas for directional
beamforming. Based on hardware support, our design can improve the 802.11ac version
or newer routing protocols, as shown in Fig. 2. 802.11ac routing already supports using
up to 8 antennas in a single channel to form beams, so it can be able to provide directional
beams. In our design, we also assume that AP has up to 8 antennas, so that it can perform
beamformingunder a single channel, and these antennas are all omnidirectional antennas.
In particular, these 8 antennas can provide beamforming technology in the form of digital
precoding in accordance according to 802.11 protocol standard to achieve directional
scanning.

Fig. 2. A design of Wi-Sector AP.

3.2 MAC Frames

Conventional WiFi have three types of WiFi frames: management, control and data
frames. Here, we present theirs setting for silencing/activating nodes in Wi-Sector.

In the design of Wi-Sector, NAV parameters are set based on the Duration/AID
parameter area. In order to implement the sector-based time-sharing contention strategy,
we need to control the Duration/AID field in the AP/STA sent frame. In 802.11 standard,
the Duration/AID field has two different functions. As shown in Fig. 3, if the highest bit
is set to 0, it is used as the Duration parameter, and the node will receive this parameter
and update it to the node’s own NAV timer; differently, if the highest bit is set to 1, then
this parameter is used as an AID parameter, and the node will not update this parameter
to its NAV timer.
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Fig. 3. Duration/AID field in 802.11 frame

Therefore, in this design, due to the reason that we need to use APs for global
scheduling, we use different types of Duration/AID field to set mechanisms for frames
of different objects.

• Frames sent by AP:

• Management frame: The Duration/AID fields are all set as the Duration parameter
for purpose of implementing partition scheduling.

• Control Frame/Data frame: Control frame includesACKand other different frames,
and the data frame can be downlink data. Here, the AP sets the Duration/AID field
in these frames as the AID parameter.

• Frames sent by STA: Since nodes are scheduled object, the Duration/AID parameters
of the management frame, control frame, and data frame sent by the node should be
set to AID.

3.3 MAC Protocol

The basic idea of Wi-Sector is to divide sectors into time-sharing access, i.e., only
allowing nodes in a sector to contend channel each time. Thismethod restricts the number
of nodes for channel access and therefore reduces collision probability. The MAC layer
protocol of Wi-Sector contains 3 stages: topology generation, sector generation and
channel access. With the help of Fig. 4, we present the above three stages.

Fig. 4. MAC protocol overview.
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Topology Generation: In this stage, the AP will periodically perform background scans
to obtain information, i.e., direction angle and basic service set identifiers (BSSID),
about surrounding nodes, so as to calculate the physical location of each node and form
a physical topology. To generate the entire topology, we need to obtain basic service
set identifier (BSSID) of each node and its corresponding direction of arrival (DOA)
through the scans.

• Obtaining BSSID: In our design, the AP and nodes works in CSMA/CA basic mode
and the AP acquires BSSIDs of nodes by scanning background flows in real time
during the omni-beam up-link (UL) process. During the scanning, the AP will first
extract BSSID field from the MAC header of a node’s frame in the flows, and then
cache the BSSID to a database.

• Obtaining DOA: The AP can estimate DOAs using information extracted from phys-
ical headers of frames during the scanning of background flows, since nodes adopt
multi-antennamechanism.Thismechanismhas been adoptedbymanywireless related
technologies, e.g., [7, 8].

Sector Generation: In this stage, after obtaining the physical topology, the AP will
divide the network into several sectors according to a preset restricted number of nodes
(i.e., Nsector_node) and the topology information. This sectorization method makes it able
for the AP to later schedule each sector via directional beamforming. To ensure the
network performance of each sector, we set the maximum number of nodes in each
Sector to Nsector_node. As shown in Fig. 1, we obtain partitions via the control of arc and
set the number of nodes in each sector to a fixed constant value. If the distribution of
nodes in a sector is looser, the arc of the sector will be larger and if the distribution of
nodes tighter, the arc is smaller.

In addition, our sector partition uses an incremental partition strategy, which can be
divided into the following two steps: Step1). Divide the total number of nodes NTotal by
Nsector_node, and then add 1 to the integer part of the result (i.e., dealing the result through
a ceiling function). The integer part of result represents a saturated number of nodes in
a sector, which is equal to Nsector_node. Step2). Let the remainder of NTotal divided by
Nsector_node be the number of nodes for the last sector. Since the number of nodes in this
sector is less than those of other sectors, the throughput of this sector will be slightly
smaller. In our design, we adopt same control mechanism for all sectors rather than
introduce a specific control mechanism for this sector.

Channel Access: In this stage, after the generation of sectors, the AP will schedule each
sector. Let TSector be the scheduling time of each sector. TSector includes three time slices,
namely beacon information announcement, downlink transmission, and uplink transmis-
sion. To slice TSector , we make use of two control frames, i.e., beacon frame and action
frame.Note thatwe adopt omni-directional or directional transmission for different frame
types in this design, to achieve scheduling for a specific area. The entire scheduling pro-
cess includes three processes, i.e., omni-beam beacon process (OB-Beacon), sectorized-
beam downlink process (SB-DL), omni-beam uplink process (OB-UL). Below, we detail
each process.
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• Omni-beam beacon process (OB-Beacon)

At the beginning of each sector switching process, the AP will use omni-directional
transmission (omni-beam) to send beacon frames, as shown in Fig. 4. Here, a beacon
frame contains the following two fields: 1). Duration, which silences all nodes by setting
them to NAV state; 2). AP clock, i.e., timing synchronization function, with which nodes
will perform time synchronization with the AP.

• Sectorized-beam downlink process (SB-DL)

After the transmission of beacon frames, the AP executes downlink transmission
process. At this time, since all nodes are set to NAV state, the AP can immediately send
a downlink data frame to a node in an activated sector following beacon frames via
directional transmission, after a SIFS interval. After the node receives the data frame, it
needs to send a ACK feedback. In our design, we require that the duration field in the
data/ACK frames to be set to AID type, so that the frames will not affect the sectors
workingmode in theNAV state. After a fixed time duration of the entire SB-DLdownlink
process, the AP will send an action control frame (which contains similar information
as a beacon frame) to end the SB-DL process via directional transmission, and activate
the uplink transmission opportunities for the nodes in this activated sector. The control
frame is transmitted using directional beamforming, and the duration field in the frame
is set to NAV = 0.

• Omni-beam uplink process (OB-UL)

After completion of downlink transmission, the AP will send a control frame to
explicitly activate nodes in a sector. Note that all nodes can be controlled no matter
whether they are associatedwith theAP sincewe adopt virtual carrier sensingmechanism
of NAV technology. Then all nodes in this sector can perform channel contention via
uplink transmission. The process of uplink transmission follows the standard CSMA/CA
protocol.

Following the above-mentioned processes of channel access, the AP sequentially
schedules each sector, so that the whole network can operate according to the designed
protocol we propose.

4 Simulation

In this section, we discuss the performance of Wi-Sector. We use MatLab to simulate
the Wi-Sector protocol, and the single simulation time is 100 s. We assume that there
are at most 100 nodes in the network area covered by an AP. All nodes are partitioned
according to afixed number of nodes (i.e.,Nsector_node).As the number of nodes continues
to increase, the number of partitions should increase accordingly. Since we are mainly
concerned with the upstream traffic of the node, we assume that the downstream traffic
of the AP is 0. The detailed simulation parameters are shown in Table 1.

Figure 5 plots the system throughput via the total number of nodes. Its x-axis denotes
the total number of nodes, ranging from 1 to 100, and Its y-axis denotes the throughput
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Table 1. Simulation settings.

NTotal 100 RBasic 12 Mbps
Nsector_node 10 LRTS 20 Bytes
TSector 32768 us LCTS 14 Bytes
TPHY_Header 20 us LACK 14 Bytes
Rext 54 Mbps LBeacon 124 Bytes
LMPDU 1528 Bytes LAction 124 Bytes
TSIFS 16 us TSLOT 9 us

in Mbps. In the figure, the black dotted line is the throughput in CSMA/CA-Basic mode,
the blue dotted line is the throughput in CSMA/CA-RTS/CTS mode, and the red dotted
line is the throughput corresponding to the Wi-Sector proposed in this article.

Fig. 5. Throughput performance (Color figure online)

From a holistic perspective, we can see that the throughput of Wi-Sector is signif-
icantly better than CSMA/CA-Basic mode and CSMA/CA-RTS/CTS mode. From this
figure, we have the following observations.

• As the number of nodes increases (within 5 nodes), the throughput of the threemethods
all increase. This is because the increase in the number of nodes will lead to the
increase in the transmission probability of the node, and at the meantime the collision
probability still maintains a small value, so it will not have a major impact on the
throughput.

• When the number of nodes is between 5 and 100, the throughput of CSMA/CA-Basic
drops sharply as the number of nodes increases, while the throughput of CSMA/CA-
RTS/CTS decreases slowly as the number of nodes increases. The throughput of
Wi-Sector is almost the same as the number of nodes increases (in fact, it decreases
slowly). This is becausewe control the network through sector partition scheduling, so
that collisions among large-scale nodes contention caused by simultaneous contention
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can be avoided. We set up to 10 nodes for each ector. If the total number of nodes
exceeds 10, we need to divide them.

• In the figure, we can also see that with about 10 nodes for each sector (namely
Nsector_node), the Wi-Sector’s throughput will suddenly drop once, and then gradually
rise again. This is because we adopt an incremental partitioning strategy. For example,
when there are 21 nodes, we will divide all nodes into 3 Sectors, which are 2 sectors
with fixed 10 nodes, and a sector with 1 node. In channel access process, time-sharing
access is performed in accordance with 3 sectors, which will result in a decrease in
the throughput of the sector with only one node, and finally weighted to a decrease
in the overall throughput. However, as the number of nodes in this sector increases,
its throughput gradually rises. When the number of nodes continues to increase, the
throughput will periodically drop due to the newly added sectors.

In summary, it can be seen that the Wi-Sector is significantly better than the tradi-
tional protocol, and as the number of nodes increases, the throughput of Wi-Sector will
not fluctuate significantly and is relatively stable. It shows that our protocol has good
adaptability in large-scale and high-density Wi-Fi networks, which can ensure overall
throughput and improve network performance.

5 Conclusion

In order to solve the collision problem in large-scale dense networks, this paper designs
a new wireless access protocol called Wi-Sector. Wi-Sector divides all nodes of a dense
network into different sectors and performs sector scheduling in two steps: 1) make all
nodes silent, 2) activate each sector sequentially via directional beamforming. In this
way, Wi-sector can significantly reduce the transmission collision of a dense network.
A salient feature of Wi-Sector is that it effectively utilizes (rather than modifies) the
virtual carrier sense mechanism of conventional WiFi protocols for sector scheduling
and therefore has a good compatibility with conventional WiFi protocols. Extensive
simulations show that our design canmake a dense network keep a high stable throughput
and greatly outperforms related designs.
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