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Chapter 1
Modeling and Simulation in Water
Resources Management

Masoumeh Zeinalie, Omid Bozorg-Haddad, and Barkha Chaplot

Abstract One of the most crucial and influential factors in the formation and devel-
opment of a civilization is the available water resources. The most common and
practical way to manage water resources is to model and simulate water systems. In
general, modeling is the mapping of a natural phenomenon in the form of physical
components or mathematical relationships and involves both physical modeling and
mathematicalmodeling, which are used inmathematicalmodeling inwater resources
management issues. Simulation is one of the methods for solving mathematical
programming models in situations where the use of algebraic analysis methods is
not possible or cannot be tested in the real world. Simulation-based on trial and
error examines the effect of different conditions on the system and evaluates the
results. With the above-mentioned explanations, through modeling and simulation,
in the least time and cost, researcher investigate different options for achieving the
goal. This chapter includes details of modeling and simulation in water resources
management.

Keywords Mathematical modeling · Simulation ·Water resources · Trial and
error · Experiment · Natural phenomenon
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1.1 Introduction

Nowadays,modeling, simulation and optimization arewidely used inwater resources
management. To this end, numerous articles have been published on water resource
modeling and simulation. Belaineh et al. (1999) have investigated the simulation and
optimization of a hypothetical zone model with more focus on water use manage-
ment and reservoir management under different scenarios. Their results indicated
that the more details used in the model, the better the shared water management
would be so that the model with the most detail was 13% more water. Khoshfa-
trat et al. (2006) model the optimal use of multi-barrier systems, simulation method
with the limited operation and trial and error to determine the optimal water transfer
pattern from the upstream dam to the downstream dam in a three-dimensional system
(including two consecutive two-way systems) used monthly intervals. In this study,
a simulation model of water resources analysis has been used and its unique features
for modeling optimal water transfer in two-dimensional systems have been shown.
The dams studied include Zayandehrood, Koohrang (1) and Sardar dams, which
both located in Iran. Khayami et al. (2007) in their study, using Simulation Reser-
voir Dynamic Model and available statistics, evaluated water quality conditions of
the Torogh dam reservoir located in Iran, in terms of temporal changes in temper-
ature, salinity and dissolved oxygen parameters. The results showed that in high
water years such as 1998, when the inflow discharge exceeds its long-term average
discharge, due to the high water level (more than 50 m), the thermal stratification is
complete from mid-spring. It occurs within the reservoir until late summer, which
results in changes in the chemical, biological and physical properties of the water
at different levels, but in years such as 2002 due to the low volume of inlet water
and the relatively high average annual temperature, the water level in the reservoir
decreases by about 16–20 m. In these conditions, the thermal layering either does
not form or, if formed, starts earlier in time and shortens the installation period.
Hooshmandzadeh (2007), after presenting the principles and foundations of simu-
lation of water resources systems, has briefly reviewed the simulation of the water
resources system of the Sante reservoir dam in Kurdistan province of Iran. Hitch-
cock and Collins (2007) reviewed several criteria for water resource management
and planning analysis. Samadyar and Samadyar (2008) examined the process of
modeling and simulation in water resources and what models are eligible for simu-
lation. They have defined the steps of modeling and simulation in such a way that
first the preparation of the model is appropriate to the goal, then the initial simulation
and completion of information, model calibration, model approval, uncertainty anal-
ysis, sensitivity analysis and finally providing management solutions. Azari et al.
(2009) simulated and warned of floods by combining hydrological models in GIS
and estimating rainfall by remote sensing in Golestan province in Iran, especially the
Mother river basin, due to its flooding. Since the precipitation on August 11, 2005
has led to floods in this area, images of NOAA satellite measuring AVHRR have
been selected for this study. In this study, first, all the required layers in GIS were
prepared and made based on the factors influencing the flood, then the local database
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of the required parameters including river route, cross-sections, coasts, for runoff
flow and MODClark network precipitation model was formed and it has entered
the hydrological model. NOAA/AVHRR satellite data, object-oriented classification
and cloud index method has been used to detect and classify clouds and estimate
rainfall, respectively. Thus, the amount of precipitation was estimated by each of the
classified clouds. Also, through soil maps, land use and other inputs of the hydro-
logical model, the amount of runoff due to rainfall is estimated and finally, due to
the topographic situation of the region, the depth and speed of water flow from this
runoff from the hydraulic model GIS and re-sent to the environment and the flood
map was obtained. In this study, by combining remote sensing data in the form of
satellite images and precipitation-runoff model and hydraulic model, the extent of
flood spread in the region was determined. The results of this study revealed that with
the help of object-oriented cloud classification, acceptable results can be achieved,
and the overall accuracy of the classification is estimated to be about 0.905 and the
cap coefficient is estimated to be about 0.887. According to the flood hydrograph
obtained between the upstream and downstream of the basin, and assuming the onset
of calculations from the onset of precipitation in the study area, the flood zone, and
its occurrence was predicted to be between 20 and 33 h earlier than the flood peak.
Meyer and Monzehrnands (2009) reviewed the optimization of accumulated models
of water resources. Abdo Kolahchi et al. (2010) simulated the performance of the
underground dam using metal sheets with a thickness of 0.5 m in the Hosseinabad
Strait area of Isfahan in Iran and used PLAXIS software for modeling. Salavi Tabar
et al. (2011) simulated the combined surface and groundwater resources of the Haraz
River catchment area. For this purpose, after evaluating and estimating the surface
water resources in the basin and accurately determining the amounts of surface and
underground uses in different parts of the Haraz River catchment area in Iran, to
model the surface and underground water resources separately by mountain and
plain with interest. The system dynamics method is taken with Vensim software.
Finally, the performance of the Haraz river catchment area has been combined and
analyzed according to the water cycle in surface and groundwater resources and
return water from consumption, losses in the basin level and the amount of aquifer
storage has been calculated as the output of the model. Finally, it can be said that
the results of this model can provide a solution for evaluating and examining the
components in the water cycle to conduct more strategic management to use water
resources in the basin. Komasi et al. (2015) have modeled the phenomenon of dam
failure. In this regard, the output hydrograph was calculated from the dam failure
and then, due to the downstream morphology, flooding was carried out. This study
evaluates the comparison of the results of Mike11 software with the results of the
analytical solution for flood hydrograph due to the failure of Dez Dam in Iran and
the results of experimental equations. The results of this study indicate that the effect
of flood peak due to the failure of Dez Dam is only 30 km below it and in the area
of Dezolia Dam in Dezful city in Iran and is not essential for other areas of the river.
The results also showed that the Dez Dam, if broken, floods about 60,000 cubic
meters per second to the city of Dezful and 11,000 cubic meters to the city of Ahvaz.
Moradi et al. (2015) simulated the resources and expenditures of the Tajan Irrigation
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and Drainage Network of Mazandaran Province, Iran. They used the dynamic model
of the Vensim system and software for this operation. According to their results, on
average, over 214 million cubic meters per year at the diversion dam or 286 million
cubic meters per year on the coastline, the excess water of the Tajan River basin
system, located in North of Iran, can be transferred to the adjacent river basin.

Zeinali et al. (2020a, b), in a study of the interaction of surface and groundwater
through their systematic simulation and creating a dynamic atmospheric connection
between surface water and groundwater resources in the Loor-Andimeshk plain,
located in southwestern Iran, by relevant mathematical models. They have reviewed
it. Based on this, the hydrological soil moisture method and MODFLOW model
were used to simulate unsaturated and unsaturated areas, respectively and the study
revealed the interaction between surface and groundwater in any spatial and temporal
period, in the form of a coupled model. Radmanesh et al. (2020) used the Madflu
conceptual model and intelligent simulator models to model the hydrograph repre-
senting the aquifer. Finally, the results showed that theMODFLOWandGEPmodels,
among the similar intelligent simulatormodels, performed almost the same in aquifer
hydrographic modeling.

Zeinali et al. (2020a, b) examined the link between genetic algorithm II and a
coupled surface and groundwater model in southwestern Iran. The advantage of this
structure is the achievement and maintenance of the equilibrium balance between
surface and groundwater, taking into account various limitations. Therefore, the
structure of the proposed model can provide decision-makers to simulate the interac-
tion of outputs between surface and groundwater and to calculate the simultaneous
decrease in river flow and groundwater, especially in dry years.

1.2 Definitions and Terms

In the last decades, the use of various models, especially mathematical models, has
become widespread in various sciences. The model is an abstract representation
of the components and relationships of a phenomenon that exhibits the relation-
ships between the various entities and/variables of that phenomenon. Since it is not
possible to experience all the facts and phenomena practically, models are used to
depict events, facts, or situations. Managers, for example, can measure the impact
of different advertising tools (newspapers, television, and billboards) on sales using
statistical models.

In general, modeling is the art of judging how to summarize the components of
the real world that are important in decision-making and can be described in a few
ways. Therefore, modeling requires judging the expression of these components and
the relationships between them in the mathematical language (Bozorg-Haddad and
Seifollahi Aghmioni 2013). Scientific modeling is a scientific activity to make it
easier for a part of the phenomenon or the world in general to understand, define,
see, determine quality or simulate by referring them to available and accepted knowl-
edge. This requires identifying and selecting different aspects of the phenomenon in
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the real world to build different models for different purposes, such as conceptual
models to understand, practical models to perform operations, mathematical models
to determine quality and graphical models for illustrating the subject (Cartwright
1983; Hacking 1983).

Simulation is the implementation of a model in which the fundamental features
of the system appear. Using simulation, it is possible to study the impact of different
conditions on the system and analyze the results. The basis of the study of different
conditions in system simulation is based on trial and error (Bozorg-Haddad and
Seifollahi Agmuni 2013). Simulation is a kind of revitalization of the model and
shows how an instance or phenomenon behaves. Simulation is used to test, analyze,
and train real-world systems that can be modeled. For example, in a water resource
system (a system is a set of related components that converts multiple inputs into
multiple outputs), if the systemoutputs are unknown for its inputs, the system is called
simulation. The outputs of the system can be determined and can be determined
according to different input conditions (Bozorg-Haddad and Seifollahi Agmuni
2013).

There are two types of simulation: static and dynamic. Static simulation provides
system information at a specific and constant time, and dynamic simulation provides
system information over time.

Water resources management involves identifying and developing water resource
projects to maximize net profit or minimize costs, including useful non-commercial
items such as potential ecosystems for destruction and negative social impacts (Mir
and Mons Hernandez 2009). In this regard, water resource models are used to
make decisions about water supply, ecological restoration, and water management
in complex systems (Loux 2008). Simulation and optimization are the two main
approaches to the river basin model. In water resource simulation, its behavior is
simulated based on the set of rules governing water allocation and infrastructure
operations (McKinney et al. 1999).

1.3 Fundamentals and Logic of Modeling and Simulation

Models are often used when it is impossible to construct laboratory conditions and
samples that directlymeasure results. Direct measurement of results under controlled
conditions has always been more accurate and reliable than models constructed from
results (Tolk 2015).

One of the essential aspects of modeling is cognition. That is, in similar modeling
models mentioned above, the purpose of modeling is only to understand the model
environment. Another aspect of modeling is an explanation. That is, sometimes, a
model is presented to introduce and present the properties of a real entity. Geography
is an excellent example of this aspect of modeling.

So it can be said that the purpose of modeling is two things:
(A) Cognition (B) explanation
In general,models can be segmented fromcomprehensibility, nature and structure.
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Table 1.1 The three divided classes of the models

Equations are known

Physical knowledge

Information under model

Primitive sciences

Model information

Model information

Displaying inputs and outputs

White Gray Black

From an understandable perspective, the model is divided into three classes: gray
box, white box and a black box. In white-box models, the process that goes into the
model is clear. In the gray box models, what happens in the model is not clear. These
models have an interface between white box and black box models. In black-box
models, what happens in the model is unclear (Table 1.1).

In terms of nature, models are divided into four categories: physical, deductive,
mathematical, and computer and laboratorymodels. In the physical model, themodel
is physically similar to the actual model, but on a different scale. For example, the
physical model of a dam or river provided by hydraulic laboratories are examples of
physical models. Physical models have a special place in the world right now. These
types of models are usually expensive. In scaling models, the rational basis is that
there are various phenomena in nature that are similar in physics and mathematical
equations. For example, the movement of electric current or heat movement is in
many cases similar to the physics of water movement.

Accordingly, it can be assumed that the pressure equivalent voltage, the electrical
conductivity equivalent to the permeability coefficient, the electric potential gradient
equivalent to the hydraulic gradient, and the electric current intensity vector are
equivalent to the water velocity vector. In this case, the formula of ohm is used
instead of the Darcy formula. Mathematical models are meant to solve the basic
equations of the subject, which in water engineering are the equations governing soil
and water physics. The steps that go into creating and implementing a mathematical
model generally include:

(A) Understanding the physical behavior of the system: At this stage the relation-
ships and interactions of the factors within a system are determined.

(B) Mathematical Equations Definition: At this stage, the physical relationships
that have been identified in the previous step are interpreted as mathematical
expressions. In this section one should consider simple assumptions and obtain
the equations governing the flow. The results of this step generally include one
or more differential equations with appropriate initial and boundary conditions.

(C) SolvingMathematical Equations: At this stage, a proper solution to the formula
presented in the previous step must be obtained.

There are generally two basic methods for solving mathematical equations at this
stage, which are the analytical method and the numerical method. On this basis, two
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types of mathematical models can be defined: analytical mathematical models and
numerical mathematical models.

Many computer programs are commonly used to analyze mathematical models
today. Computer models are mathematical models, but they are called computer
models because they are analyzed by computers. The use of these types of models is
nowadays widespread. This is because of the simplicity and low cost of thesemodels.

In modeling and simulation, the task-oriented, concise, and purposeful model is
an abstraction of a real phenomenon and consisting of physical, legal, and identified
constraints (Tolk 2015). The model is task-oriented because it comes with a question
in mind or a task. It is brief because it eliminates all observed and identified entities
and their interactions with each other if they are not relevant to the purpose. It
is digest because it collects all the information it needs. Both the brief and the
abstract are purposefully done. However, they are all built on a real phenomenon.
The phenomenon, if accompanied by physical limitations, is itself a model in itself.
In the meantime, there are limits to what we can see using existing methods and
tools. There are also cognitive limitations that limit us to what we can explain using
existing theories. Such a model incorporates concepts, behaviors and relationships
in a formal format and is known as a conceptual model. To run it, the model must be
run by simulation software. This requires more than quantitative estimates or the use
of discoveries (Oberkampf et al. 2002). Despite all the cognitive and computational
constraints, simulation is considered to be the third pillar of scientific methods,
because there are three options for examining a real system: conducting experiments,
forming theories, and simulating, which is shown in Fig. 1.1.

In the process of modeling water resources, firstly, onemust understand the nature
of the problem. To this end, the purpose of modeling should be clearly defined for
the modeler. Also, prediction of system behavior based on simulation methods, if
not using physical mechanisms, can lead to incorrect results. Even when the model
can fully represent the original design, incomplete results are obtained if sufficient

Fig. 1.1 Flowchart showing the relationship among experiment, simulation and theory
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data and information are not available for estimation and rate constants (Torabian
and Ashami 2002).

In the area of water resources, the issue of groundwater is one of the important
topics. In general, any system that can show the response of groundwater storage to
the stresses inflicted is called the groundwatermodel. Overall, groundwatermodeling
is the simulation of water movement in porous environment. An underground water
the model has been simplified form of an underground water system that shows the
correlation between hydrodynamic reaction and reaction. Groundwater models are
also generally divided into three categories: physical, analog, and mathematical.

1.3.1 Physical Models

These models have attempted to create simplified conditions of nature in the labo-
ratory. The aquifer elements are used to construct these models, namely, the water
and the type of soil-forming the aquifer. These models are made on a smaller scale,
depending on the type of aquifer, their principles, and their natural physical prop-
erties. Examples of such models are models created in the laboratory for checking
dam construction, channel overflow, etc. Aquifer modeling is difficult and costly in
most cases due to natural conditions and often unknown to them.

1.3.2 Analog Models

Such models are built on the similarity of mathematical equations that express
physical phenomena in aquifers and other systems.

1.3.3 Mathematical Models

Mathematical models are either deterministic or probabilistic or a combination of
both. The probabilistic model provides the whole range of solutions based on the
probability of incidence and is often used to predict flood and rainfall. Certainmodels
are based on the cause and effect relationships of recognized systems and processes
and are generally used to solve regional groundwater problems. These models are
also classified into numerical and analytical models.
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1.3.4 Analytical Models

Thepurpose of analyticalmodels is to obtain a precisemathematical solution from the
description of physical processes. However, the groundwater flow equation is subject
to analytical methods and requires simplification of system assumptions involving
both initial conditions and boundary conditions. These models are used for pumping
tests to estimate aquifer parameters, excavation calculations, inverse solutions to
interpret water flow experiments and to evaluate numerical models.

1.3.5 Numerical Models

In numerical methods, the aquifer is subdivided into small elements and an equation
is obtained for each element whose overall form is approximately the same for
all internal elements. This equation can be approximated by one of the numerical
methods. The result of this approximation for each equation is the production of an
algebraic equation that yields a total n × n matrix for the aquifer in question. (n is
the number of elements).

1.3.6 Definitive Simulation Models

Definitive simulation models of water resources systems do not consider uncer-
tainties in hydrological parameters and variables. As a result, these models present
limited planning and management issues. These models are generally used for initial
decision making and general comparison between different options, and for more
accurate decisions, uncertain models should be used. For the preliminary analysis of
designs, before studying more closely the random simulation optimization, defini-
tive models can be useful using selected values of inputs, parameters, and variables.
The basis of most models for simulating water resources systems is the law of mass
conservation, often called quantitative or qualitative balances. For example, in simu-
lating the volume of water reservoirs in a dam reservoir, based on the law of mass
conservation or continuity equation, the volume of the reservoir at the beginning of
period t, the inflow rate, the volume of the reservoir at the end of the previous period,
the amount of outflow during a similar period. It depends on the buildup, evapora-
tion, infiltration and other available water. Other models of quantitative simulation
of water resources systems include the runoff rainfall model which is widely used in
studies of flood management and control. Various deterministic simulation models
have also been developed to study the temporal and spatial variations of water quality
in river systems and reservoirs. Following is one of the definitive simulationmethods.
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1.3.6.1 Artificial Neural Networks

The Basics of Neural Networks

Artificial neural networks are based on the biological model of the animal brain.
These networks are essentially a data-processing system that is derived from the
generalization of their mathematical models. Artificial neural networks are systems
that are capable of performing functions similar to the human brain. Neurons are
divided into three categories of sensory neurons, stimulus neurons, and communica-
tion neurons based on the structures between which messages are directed. Artificial
neural networks (ANNs) or, more simply, neural networks are new computational
systems and machine learning techniques, knowledge representation and, ultimately,
applied knowledge to predict the output responses of intricate systems. The idea
behind such networks is partly inspired by the way the biological nervous system
works for processing data and information, for learning and knowledge creation.
The main element of this idea is the creation of new structures for the information
processing system. The system consists many of highly interconnected processing
elements called neurons that work together to solve a problem. Using computer
programming knowledge, one can design a data the structure that works as a neuron,
then create a network of these interconnected synthetic neurons, create a learning
algorithm for the network, and apply it to the network.

Mathematical Modeling Basics of Artificial Neural Networks

(A) Artificial Neuron Model

A neuron is the smallest information processing unit that forms the basis of the
performance of artificial neural networks. Synthetic neurons were designed to mimic
the basic characteristics of biological neurons.

(B) Single-layer artificial neural networks

Although a single neuron only shows stimulus functions with a certain simple
scheme, the main power of neural computation is due to the connections of neurons
in the network. The simplest network is a group of regulated neurons, in one layer.

(C) Perceptron Multilayer Network

The artificial neural network consists of several computational units called neurons.
The artificial neural network is a kind of parallel processor system and has the
following characteristics: 1. Neural neurons are network processors. 2. Network
connections have a particular weight that affects traffic signals. 2. Each neuron calcu-
lates its weighted sum of inputs and outputs it after passing the threshold function.
The weights of network connections change during the training procedure according
to the learning law, and after the realization of learning and the fixed weights act as
network memory.
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(D) Comparison of monolayer and multilayer neural networks

Multilayer neural networks have more capability than monolayer networks. Two-
layer feedforward neural networks are able to approximate any function accurately,
while single-layer artificial neural networks do not.

(E) Notes

Artificial neural networks are composed of several processors called neurons with
cells and units operating in parallel. Neurons, in themselves, are test functions, but
as a whole in the form of a network, they can solve complex issues ranging from
estimating work progress rates to estimating the pre-stress of lift cables.

(F) Education

Learning capability means the ability to adjust network parameters with the passage
of time as the network environment changes and the network experiences new situa-
tion. Most training algorithms are based on supervised training. The convergence of
these algorithms is mathematically proven so that in the generalized Delta method,
the first derivative of the total error is used to adjust the weights, which reduces the
total error by applying this method.

(G) Generalization

The purpose of training is to make acceptable estimates within the optimal range of
the problem. Factors affecting neural network generalization capability are a type
of network and training algorithm, number and texture of middle neurons, number
and distribution of training patterns. The power to extend artificial neural networks
is based on interpolation. Despite this potential, extrapolation-based generalization
is also important. It can be said that the network learns the function, learns the
algorithm, or obtains the appropriate relation for some points in space.

(H) Several middle neurons

In general, there is no straightforward way to determine the most appropriate number
for mid-layer neurons, and this is especially complicated when the number of mid-
layers is increased. Unless there are very few intermediate neurons in the network, it
will not be possible to obtain an accurate model of all forms of the response surface.
In attempting to resolve this problem, a range of tissues of different midline neurons
is usually considered and the tissue that works best is accepted.

(I) Network Evaluation

The value of the results needs to be determined before applying a neural network.
The evaluation usually involves determining the effectiveness of the network on test
issues that are not used in network training but are suitable for comparison. The test
questions should be chosen so that they do not fit into specific educational patterns.



12 M. Zeinalie et al.

(J) The shape of data and how it is expressed

The input and output data of a network are usually continuous or discrete. However,
sometimes they may be parametric with a combination of all of these.

(K) Network Training Method

The algorithms used can be varied depending on the type of problem discussed, but
the form of training can be either by simply adjusting weights or by adjusting the
network structure.

Nonlinear (probabilistic) simulation models
Stochastic simulation models combine deterministic and probabilistic models

and allow the probabilistic properties of some system variables to be considered.
Nonlinear simulation models usually use information such as the distribution of
probable variables, the number of times they are repeated, and their mean and range
of variation, and generally the simulation results are presented as probabilistic. One
of the conventional methods of nonlinear simulation of water resources systems is
the Monte-Carlo method. In this method, according to the statistical properties of
the random variables of the system, value is randomly generated for each variable
and the system is generated based on these values and the values of the definitive
input variables are definitively simulated. By repeating this process, the statistical
properties of the output variables can be estimated. Uncertainty is always a part of
the planning process because many quantities of factors affecting the performance
of water resources systems cannot be fully ascertained when designing and building
the system. The uncertainty stems from the possible nature of atmospheric processes
such as evaporation, precipitation and temperature (Hooshmandzadeh 2007).

1.4 The Importance and Necessity of Modeling
and Simulation

As mentioned, modeling and then simulating it is one of the most important scien-
tific methods because having the basic information about a process can use simu-
lators such as temperature, pressure and flow rate. Access. In any existing process,
computer-aided simulation enables it to be able to detect its behavior by changing
operating conditions and also to find optimal conditions for reducing waste while
increasing productivity (Sotudeh Karabagh and Zarif 2005). On the other hand,
because we do not want to try and error repeatedly, it is possible to observe simula-
tions at a lower cost and time if a series of events occurs or if a series of variables are
introduced into the system. What will happen to the system, or what will happen if
we do not make any changes and follow the same procedure? Or even if the system
doesn’t exist in real life and just guess what might be working on it and want to know
if it does.
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Optimization in some problems is one of the key steps in problem-solving, and
sincemodeling and simulation are the basic stages of optimization, they are therefore
very important in problem analysis.

Simulation is nowadays widely accepted. In 2006, the National Science Founda-
tion (NSF) highlighted the potential of using technology and simulation techniques
to revolutionize engineering in a report based on engineering science simulation.
One of the reasons given for increasing interest in using simulation is that using
simulation is generally cheaper, safer, and more ethical than real-world testing. For
example, supercomputers are sometimes used to simulate the explosion of atomic
devices and their effects in better support for preparedness in the event of an atomic
explosion (Versky). Similar efforts have been made to simulate storms and other
natural disasters.

One of the important applications of simulation is in industrial production. The
simulation technique is a valuable tool for assessing the impact of massive invest-
ments on physical equipment or facilities such as factory machinery, warehouses
and distribution and distribution centers used by engineers. Simulation can be used
to predict the performance of existing or planned systems to compare alternative
solutions to a particular design problem (Benedettini and Tjahjono 2008).

Another important aim of simulating production systems is to determine the
quality of system performance. Types that are commonly measured in determining
system performance are: (Banks et al. 2005).

1. System performance under medium and maximum load
2. System Time Cycle
3. Use of resources, workers and machines
4. Bottlenecks and blockages
5. Queuing in the workplace
6. Queuing and delays caused by systems and devices involved with the material
7. Staff Needs
8. System scheduling efficiency
9. System control efficiency

Inmodeling and simulation discussions, a model needs to be built before anything
can be simulated. In this regard, modeling has the advantages that have become
important. The benefits of modeling include:

1. More appropriate decisions.
2. Increase user insights by linking different problem variables.
3. A tool for better and more effective communication.
4. Save money.
5. Ability to investigate and predict the behavior of the system in the face of a

variety of variables or parameters of a real situation.
6. Ability to analyze all possible combinations of potential factors using computer

modeling.

The basic benefits of simulation discussed by Schmidt and Taylor (1970) and
others are as follows: (Mahlouji 2010)
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1. After building each model, it can be repeatedly applied to analyze the designs or
policies proposed.

2. Simulation techniques can be used to help analyze any proposed system.
However, incoming data is approximate and incomplete.

3. Generally, it is much less expensive to obtain simulation data than to provide real
system data.

4. Simulation is usually easier to apply than analytical methods. Therefore, the
number of potential users of simulation methods is much higher than the
analytical methods.

5. While simulation models usually do not have such limitations. Using analytical
models, the analyst can usually calculate only a finite number of system perfor-
mance metrics, while the data generated from simulation models apply to the
estimation of each performance metric.

6. In some cases, simulation is the only way to find a solution.

There have been many applications of simulation in a variety of contexts.
Hayley and Lieberman (1980) provide the following examples to illustrate the broad
capability of the simulation method:

1. Simulate operations at major airports by airlines to test changes in their policies
and practices, such as maintenance and maintenance capabilities, passenger
mounting and disembarkation facilities, auxiliary aircraft, and so on.

2. Simulate the transit of traffic junction with traffic lights with a regular schedule,
to determine the best time sequences.

3. Simulation ofmaintenance operations to determine the optimal number of repair
departments.

4. Simulate the uncharged flow of particles from the radiation path to determine
the radiation intensity passing through the shield.

5. Simulation of steelmaking operations to evaluate changes in operation, capacity,
and facility composition.

6. Simulate the economy of the country in terms of predicting the impact of
economic policy decisions.

7. Simulating large-scale military battles to evaluate defensive and offensive
weapon systems.

8. Simulate large-scale inventory distribution and control systems to refine the
design of such systems.

9. Simulate all operations of each business enterprise to evaluate the wide range
of changes in its policies and operations as well as provide the opportunity to
simulate business operations to train managers.

10. Simulation of the telecommunications system to determine the capacity of the
desired components to provide satisfactory service at the most economical level
possible.

11. Simulate the performance of a developed river basin to determine the best
combination of dams, power plants, and irrigation operations to provide the
optimal level of floodwater flow and water resources development.
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12. Simulation of production line operations to determine the amount of space
needed to store materials under production.

1.5 Workflow and Flowchart

The basic steps of modeling and simulation include 10 steps as follows (Fig. 1.2):

1. Problem Editing and Goal Setting: To find the answer to the problem, you
need to know what its purpose is.

2. So the first step in a simulation test (like any other test) is to determine the
purpose of the test because it is the goal that determines how the test is done,
the details needed, and the final results.

3. System Definition: At this point it is necessary to determine what methods
and techniques can be used to study the system. The definition of a system is,
in fact, the determination of the components of the system, the internal and
external elements and factors of the system environment, and the parameters
and variables of the system. Afterward, the relationships and rules governing
the characteristics of the system and its variables are identified or formulated,
then the system behavior is examined and the details of the variables change in
the system are revealed.

Fig. 1.2 Flowchart Modeling and Simulation Process
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4. The answer to the question: should the simulation model be used in all deci-
sions? If the actual conditions are not too complex and can be solved using
analytical methods, naturally there is no need to use a simulation model, but if
given the complex and high-risk conditions, only the simulation can be used,
So the application of the simulation method will be.

5. Modeling: The art of modeling is the ability to analyze a problem, abstract its
properties, select assumptions, and then complete and develop the model until
a useful approximation of reality is obtained. The more complete the model,
the more complex the situation reflects.

6. Providing and collecting data: Each study requires data collection. In a simu-
lation model, the input data must be closely related to the information about the
components of the system and the relationship between them. At this time, the
analyst must decide what data is needed and how to collect it.

7. Model Return: Step 6 is removed by returning the model. At this point we
need to describe a model of the computer system. Simulation models are very
logically complex and have many interactions between system elements.

8. Model validation: This is the most important and most difficult step of the
simulation process. Validation, namely, whether the constructed model accu-
rately simulates and describes the behavior of a real system? So what matters
is the reliability of the model, not the fact of its structure.

9. Strategic and Tactical Planning: Strategic planning means the test plan
from which the desired information is obtained, and tactical planning means
determining how each of the tests specified in the test plan is performed.

10. Experimentation and Interpretation: At this stage, planning errors and
deficiencies will be identified, and the implemented steps will be reviewed.

11. Implementation and Documentation: The success of a simulation project can
only be attributed to a researcher when the model is accepted, understood, and
used. Accurate documentation of how the model is designed, developed, and
operated can extend the useful life and chances of successful implementation.

1.6 Examples of Practical Simulating Methods

There are several ways to model and simulate the phenomena of water resources.
Some of these important and practical methods are as follows.

1.6.1 Monte Carlo Method

The term “Monte Carlo Method” was coined in the 1940s by physicists working on a
nuclear weapons project at the Los Angeles National Laboratory in the United States
(beginningwith theMonteCarlomethod).MonteCarloMethod (MonteCarlo experi-
ence) is a computational algorithm that uses random sampling to calculate the results.
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Monte Carlo methods are commonly used to simulate physical, mathematical, and
economic systems. On the other hand, the Monte Carlo method is a class of compu-
tational algorithms that rely on random repeated sampling to calculate their results.
Monte Carlo methods are often used when simulating a mathematical or physical
system. Because they rely on duplicate calculations and random or random numbers,
Monte Carlo methods are often configured to run on a computer. The tendency to
use Monte Carlo methods becomes even more difficult when calculating the exact
responsewith the help of deterministic algorithms is impossible or unjustified.Monte
Carlo simulation methods are particularly useful in studying systems where there are
many variables associated with the degree of pairwise freedom. These include fluids,
highly coupled solids, and disordered materials and cellular structures. Monte Carlo
methods are also useful for simulating phenomena with high uncertainties in their
inputs, such as risk calculation in trade. These methods are also widely used in math-
ematics. An example of the traditional use of these methods is to estimate certain
integrals, especially multidimensional integrals with complex boundary boundaries.
There is not only one Monte Carlo method, but the term refers to a wide range of
widely used methods. However, these approaches follow a certain pattern:

1. Define a range of possible inputs.
2. Generate random ranges from that range.
3. Using the inputs, perform a series of specified calculations.
4. Integrate the results of each computation into the final answer.

For example, we can calculate the value of p (l) by using theMonte Carlo method.

1. Draw a square on the screen, then insert a circle inside it. Next, spread several
shapes of the same size uniformly (for example grains of sand or rice) across the
square.

2. Then count the number of objects in the circle, multiply by four, and divide the
number by the total number of objects in the square.

3. The ratio of intra-circle objects to in-square objects will be approximately equal
to l/4 which is the ratio of the surface of the circle to the square. So you’ve got
an estimate of l. Note how the estimate of λ follows a pattern specified in the
Monte Carlo method.

We first defined a range of variables that was a square that surrounded our circle.
We then randomly generated the inputs (distributing the grains uniformly in a square),
then performed the calculations for each input (checking whether the grains were in
a circle). Finally, we merged all the answers into the final answer. Also note that two
other common features of Monte Carlo are:

Calculation relies on good random numbers
Gradual convergence towards better estimates when more data is simulated.
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1.6.2 Las Vegas Method

The Las Vegas algorithm was introduced by Babaei in 1979 for the problem of
isomorphism graph (isomorphism) as a dual Monte Carlo algorithm (Babai 1979;
Grundy 2008). The Las Vegas algorithm is a random algorithm that always gives the
correct answer, which means it always produces the correct answer or alerts us to
the error. In other words, the Las Vegas algorithm does not gamble with the accuracy
of the results, but gambles with the resources used to calculate it. A simple example
is rapid random sorting in which the axis or the member influencing the sorting is
randomly selected but the result is that we always have a ordered response. The Las
Vegas algorithm has one limitation: it must always have finite runtime. In general,
the Las Vegas algorithm can be used in situations where the number of solutions may
be relatively low and where the validity of a candidate is a relatively easy solution.
While the solution is complex.

Various mechanisms and conditions affecting groundwater resources cause
changes in water reservoir volume and water table levels that need to be closely
monitored and forecasted for proper planning, control and management. In recent
years, the preparation of groundwater models and their use for simulating ground-
water systems has been a major part of the projects related to the management,
operation, protection and purification of groundwater. Groundwater models are often
used in evaluating water resources to determine the long-term period of operation
of regional or local aquifers. In particular, the flow model can provide useful infor-
mation on hydraulic factors such as flow rate and flow direction. Also, subsurface
conditions are not readily accessible and therefore models have become a useful tool
for understanding, simulating, and predicting groundwater systems.

The following are some of the most important numerical solution methods used
in groundwater:

• Border elements
• Dynamic planning
• Finite Elements
• Finite integral differentials
• Classic Limited Differences
• Random Walk Method

Among the methods mentioned above, the finite difference method is most
commonly used to solve groundwater problems and is the most important numerical
method for solving differential equations.

1.6.3 Finite Difference Method

The major difference between these methods and the finite elements is how the
region is disrupted. In the finite difference method, the location of the points should
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be specified. However, various elements need to be determined in the finite element
but the order in which the elements are formed does not matter. In the finite differ-
ence method, the study area is subdivided into square or rectangular elements, in
which the nodes may be located within the elements or at the intersection of the grid
markers. The segmentation and size of the network in the study area are determined
based on the need and the degree of precision required and the shape of the area and
other hydrological components that govern the area. If the study area is a homoge-
neous, rounded environment with a rectangular square shape and the stresses are not
concentrated in specific environments, the element size is assumed to be constant,
and small element size is assumed to be required in areas with high accuracy. The
size of the network affects the accuracy of the results and the amount of computation.

When modeling groundwater, there is usually a simplified picture of the real
world that is called the conceptual model. This model reflects the characteristics of
the hydrogeological system. The most important goals of conceptual modeling are
as follows:

Obtain accurate knowledge of the hydrogeological status of the area.

• Explain the problem of groundwater for a numerical model.
• Help in choosing a suitable numerical model.
• Logical simplification of the problem by appropriate assumptions.

Given that in simulation and complete reconstruction, there is usually never
complete data to accurately describe a system, simplifying assumptions must be
made in the conceptual model. The conceptual model should be designed to simu-
late the behavior of the system while being simple. One of the factors that makes
the model predictions not accurate is the errors and deficiencies in the conceptual
model.

1.7 Modeling Networking

To solve the partial differential equation, Environment divided into smaller compo-
nents called cells. In the finite difference method, the study area is usually divided
into several rectangular or square cells using two groups of perpendicular parallel
lines, which, of course, the smaller the cell size, the larger the cell number, and
the greater the accuracy of the calculations. In contrast, the run time of the model
increases. Usually, in groundwater modeling in Iran, according to available informa-
tion and statistics, cell dimensions range from 2 m to 5 km, which is either uniform
or variable.

Due to the complexity and volume of computation of these methods and other
methods, computers use these methods to be more precise in addition to speeding
up simulation time. In this regard, various software for modeling and simulation of
different phenomena have been created and accordingly, various software applica-
tions have been developed in water resources for different systems that are widely



20 M. Zeinalie et al.

used today. Below we introduce and simulate several software applications of water
resources systems.

Dams are one of the most important water resource systems. PLAXIS software is
one of the software used in modeling underground dams. PLAXIS software is one of
the most powerful and widely used software in the field of geotechnical engineering.
Various versions of PLAXIS software have been released, including two-dimensional
and three-dimensional versions, as well as tunnel versions of the software, and have
different applications. One of the areas that use the two-dimensional version of
PLAXIS software for analysis and analysis is the axial and symmetric strain analysis.
Two-dimensional PLAXIS software is widely used in the fields of calculating the
coefficient of reliability and analysis of stability states and using the software in
simulation branches of the consolidation process, loading under load control modes
and variable location control, analyzing and studying conditions Boundary water
flow, pore water pressure analysis and analysis of boundary conditions of geometry
in a particular problem have increased dramatically. The 3D version of PLAXIS
software, known as PLAXIS-3D, is used to analyze issues in 3D. In the introduction
of PLAXIS 3D software, it should be noted that the software has some limitations in
terms of the features that it provides to the two-dimensional version of the software
and its strengths are the three-dimensional problem analysis, Although PLAXIS-
3D is capable of analyzing in three dimensions, loading analysis in this version
of PLAXIS software can only be performed under load control conditions. The
boundary conditions in the 3D PLAXIS software are defined as standard and the user
is not able to change theboundary conditionswhile performing thePLAXISproject. It
is not possible to check the pore pressure in this version of the software unlike its two-
dimensional version. In PLAXIS-3D, the depth visibility is not defined, and themesh
defined in the PLAXIS 3D plan is the same at all depths. Simulation in the geogrid,
tunnel and geotextile domains is not possible in the 3D version of PLAXIS software,
but it is possible to analyze and model the plate items in which such items can be
piles and Page pointed out. It should be noted that in the three-dimensional version
of PLAXIS software, the c-phi reduction method cannot calculate the confidence
factor.

The latest version of PLAXIS software to explain, is the 3D version of the
tunnel, which is introduced as PLAXIS-3D TUNNEL and the software is capable
of analyzing problems in two and a half dimensions. In explaining the concept of
analysis in two and a half dimensions it should be noted that in the analysis with
PLAXIS-3D TUNNEL, the software will draw one section of the tunnel and repeat
the other section. The PLAXIS software makers have identified and reviewed these
vulnerabilities, and the software panel has made significant improvements in all its
versions compared to the past. The possibility of 3D analysis inmany areas of science
has been provided in the 3D version of PLAXIS software, and in parallel with the
aforementioned possibility, the processing speed in this software has also increased
significantly, which has led to the 3D version of the software being analyzed. And to
study many scientific areas of soil and subsurface applications in civil engineering
(Sharif Consultants 2016).
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Another software used to simulate the failure of dams due to floods is the Mike11
software. This software was developed by the Danish Hydraulic Institute (DHI) and
is capable of simulating one-dimensional flow, sediment transport and water quality
in unstable rivers, estuaries and irrigation networks. The program uses the finite
difference method to solve one-dimensional governing equations of flow, sediment
transport, and water quality. The hydrodynamic model is actually the underlying
element of all the systems mentioned (Komasi et al. 2015).

In water distribution and distribution systems, WaterGEMS software is one of
the most widely used and simplified software for modeling and simulation of these
systems and has the ability to run in Arc GIS, AutoCAD,microwave or separate envi-
ronments. This program has many capabilities that can be mentioned: calculation of
speed, pressure and other hydraulic parameters, simulation of fire state, simulation of
water quality (pollution modeling in distribution networks [WaterGEMS], concen-
tration calculation Pollutants after entering the grid and at specific times), energy cost
calculations and more advanced topics such as designing and optimizing the water
distribution network using genetic algorithm, finding the location of water leakage
in urban water distribution networks and so on. WaterGEMS software is a full-
fledged version of WaterCAD software and has the added features of WaterCAD
software. Features of WaterGEMS more than WaterCAD include the Skelebrator
module, Darwin tools module and SCADA Connect module. WaterGEMS software
also has the ability to integrate and sync with AutoCAD and ArcGIS software, which
WaterCAD software is unable to do. It should be noted that all files created by this
two software are easily executable in one another, without any interference. Just have
two versions of one software (Water GEMS Iran).

Also, EPANET is one of the most powerful water distribution network analysis
software developed by the US Environmental Protection Agency (EPA) for free.
EPANET is a computer program that simulates the hydraulic and qualitative behavior
of water inside a pressure pipe network. A network consists of pipes, nodes, pumps,
valves, and storage tanks or tanks. EPANET simulates thewater flow in each pipe, the
pressure in each node, the height of the water in each tank, and the concentration of
one type of chemical throughout the network over a period. Typically, this software
cannot design (determine pipe diameters), only with engineering knowledge and trial
and error can the diameters of the distribution network be determined to estimate
pressure and speed constraints. In branch networks this is possible, but in networks
where the number of loops is high, it will not be possible to determine the diameter
of the pipes by trial and error. One of the popular and widely used versions of this
program (and of course unfamiliar in Iran) is the version of WaterNetGen which is
one of the important features added by specifying the network constraints (speed and
pressure) and specifying the diameter The available pipes and the Heizen-Williams
coefficient of each design the grid program to satisfy the constraints (ParsianModern
Training Center).

Nowadays there are several software for simulating the model of groundwater,
the most important of which is GMS and MODFLOW. GMS supports a variety of
models and provides a great deal of information sharing between different models
and data types. This software is a comprehensive and graphical environment for
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groundwater modeling. The GMS contains an interface, cartographic and several
codes used in modeling such as UTCHEM, FEMWATER, SEEP2D, MODPATH,
SEAM3D, RT3D, ART3D,MODEM,MT3DMS,MODFLOW, PEST, and UCODE.

The GMS software was developed by the Environmental Modeling Research
Laboratory of BrighamYoungUniversity.MODFLOW is a three-dimensional model
of saturation, finite difference, and block axis developed by theUSGeological Survey
and used in steady-state and unsteady-state analyzes. GMS is regarded as a very
powerful pre-processor and post-processor for theMODFLOW2 code. Input data for
MODFLOW are provided by GMS and stored in files that are called byMODFLOW
when GMS is launched. MODFLOW can be networked in both software and cellular
center (One Search).

MODFLOW software was first introduced in 1984 as a three-dimensional finite-
difference model. The MODFLOW code provided to simulate three-dimensional
groundwater flow includes themain programand several sub-programs that are subdi-
vided into several stand-alone software. Each software package is used to simulate
one of the hydrological systems such as river feeding, drainage, water abstraction by
wells, or to solve linear flow equations by a specific method. Splitting the code into
several sub-programs makes it easy for the user to simulate hydrological aspects.
On the other hand, it is possible to add new features and parts without having to
correct the existing ones. The code is in FORTRAN 77 language and applies to
many computers with FORTRAN 77 compilers. The benefits of this model are:

• Solves the equation using a finite difference method that is easy to understand.
• Works on many different computers.
• Used in one-dimensional, two-dimensional, half-dimensional, and three-

dimensional modes.
• Its simulation aspects have been thoroughly tested.
• There is a lot of material and publications about it.
• Can simulate various effects of an aquifer, which includes: pressure and free

aquifer, reservoir changes, bedrock and areas that are outside the aquifer but affect
water flow, rivers that Aquifers are in exchange for water, drainage and springs
that discharge water from the aquifer, seasonal springs, reservoirs that exchange
water with the aquifer, rainfall and irrigation, evaporation and perspiration, and
feed or drain wells.

Themodel inputsmust include the aquifer properties for each cell. Also, if we have
other information about other tolls, including wells, rivers, drainage, flow barriers,
etc., we must include them. At the model outputs, after solving the equations by
the model, parameters such as groundwater head at different time steps, ground-
water level alignment curves, water balance and flow rate for each cell are extracted
(concepts and models). Groundwater).

The SWAT model is currently widely used in Europe and the US to estimate and
assess the impacts of global climate change on water resources and their quality.
In the late 1980s, the American Agricultural Research Institute recognized the need
for a model to simulate river flow larger than 1000 km2. The SWRRB model was
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only responsive to basins up to 100 km2. This model was only able to calculate the
sub-basin parameters with 10 sub-basins, thus requiring the ROTO model.

The model captures and connects multiple SWRRB simulation outputs. Due to
a large amount of input and output data, the two SWRRB and ROTO models were
combined and replaced with a single SWAT model. Various versions of this model
including SWAT 94/2, SWAT 96/2, SWAT 98/1, SWAT99/2 and SWAT2000 have
been developed over time. SWAT 94/2 was developed based on several hydrological
response units (HRUs). In SWAT model 2.96, agricultural irrigation and fertilizer
parameters were added to the model as management components. This was the first
edition in which the CO2 increase parameter was added to the model to model plant
growth due to climate change. In this edition, the evapotranspiration equation was
added to the model using the Penman-Montez method, lateral flow calculations,
nitrogen content equations and pesticide estimation. In the SWAT version 98/1 the
model was modified for use in the Southern Hemisphere. Other refinements of this
edition include the refinement of the snow melting equations and the refinement
of the nitrogen cycle calculations. SWAT 99/2 modified the nitrogen cycle process,
modified the wetland calculation process, added nutrient drainage parameters to the
wetland, reservoir, and lake. Also corrective and adaptive formulas with urban areas
were added to the model. In SWAT 2000 editing, adding bacterial transfer formulas,
adding Green and Ampt equations to the model to calculate infiltration, modifying
production data and reconstructing climatic data, the possibility to enter radiation
parameters, relative humidity, wind speed, evaporation, and transpiration was done
by the user or simulated by the model. In addition to all the changes made to this
model editing, in order to make it easier for users to interact with the model, an
interface with Windows was developed through ArcView software. This model is
able to simulate various parameters in great detail for large scale watersheds with
low cost and short time. SWAT can simulate the long-term effects of the parameters in
the basin and under different scenarios. This model is time-dependent and long-term
modeling and is not designed to simulate single flood events. The SWATmodel has a
physical basis and can be used in watersheds that do not have regular inventory. This
model uses easily accessible input data. The SWATmodel is an efficient computation
that performs simulations of very large basins with different management solutions
with very low investment in the shortest time and the user will be able to study the
long-term effects. In the tenth (2000) edition of AVSWAT, using ArcView software
is a graphical environment for the SWAT model. SWAT is a model for simulating
river basin parameters and predicting management plans, sedimentation, large-scale
agricultural chemical parameters, and basins with different diversity in soil type,
vegetation type and different land use as well as for different management conditions
in the length of the courses are long. This model is a physical model that enables the
user to study and compare the desired effects over a long period of timewith different
inputs. The model can also be studied in different contexts and in different basins
for modeling water quality parameters. In the SWAT 2009 edition, bacterial transfer
formulas have been further developed and variousweather forecasting scenarios have
been added. A generator has also been added to produce rain data in less than a daily
time. Also the protection parameters used in daily CN calculations depend on the soil
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water content or evapotranspiration of the plant and in this edition the calculation of
dry and wet nitrate and ammonium sediments has been developed.

Flow 3D software is one of these 3D computer numerical models and a product of
Flow Science, which was launched in 1980. Flow 3D software is powerful and highly
accurate for Computational Fluid Dynamics (CFD) that gives engineers valuable
insight into many of the physical processes that have occurred in the fluid stream.
The ability to accurately estimate fluid free surface has made Flow 3D software
an ideal choice for design purposes. In CFD methods, the solution field (flow and
problem range) is subdivided into small grids and the fluid-governing equations
(Neuer-Stokes equation and continuity equation) are discretized and solved for each
cell of the network. Flow 3D software can model a variety of streams. The governing
equations are solved in three main directions X, Y, Z and allow the user to study the
flow behavior carefully. Due to the capabilities of Flow 3D software, it can be used
by many engineers in various fields such as civil, water, mechanical, aerospace, etc.
for design and research purposes. The relationship between Flow 3D software and
civil engineering are discussed below. Civil engineers face many issues related to
fluid (often water) environment. Trends in water engineering, hydraulic structures,
offshore, river engineering, environment, structures and soil mechanics are inevitable
in many ways modeling fluid behavior or its effect on structures. Some of the issues
that civil engineers can solve using this model are as follows:

Combine shallow water model and 3D flow around 3D structures such as bridges
and dams.

• Modeling of moving solid objects in a fluid environment.
• Modeling of scouring and sedimentation, which is very important in the design

of bridges, dams and reservoirs.
• Stress modeling and deformation of solid bodies under load-induced currents.
• Modeling events such as dam failure, tsunami, flood.
• Modeling of dams and overflows, determining the maximum possible flood rate

and determining the location of cavitation and pressure on the valves.
• Design of fish stairs.
• Design of water and wastewater treatment equipment, analysis of tanks, control

structures and pumping stations.
• River hydraulics can be used to study the complex dynamics of a river and

its behavior, especially by using free water levels that are of interest in river
engineering issues.

Given these capabilities, Flow 3D software is a very useful and essential tool for
civil engineers. Design of hydraulic and offshore structures, hydraulic design and
study of flow behavior in canals and rivers, analysis of stresses and forces applied to
structures in the vicinity of streams, etc. Consultants or anyone looking to work in the
future are bound to become familiar with Flow 3D software. Due to the increasing
development of numerical models and the application and replacement of phys-
ical models with numerical models in research, postgraduate and doctoral studies
researchers are also involved in their research projects related to flow and turbulence
studies, sedimentation and scour, hydraulic structures, and so on. At these points,
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they need tomaster software such as the powerful Flow 3D software (Iranian Compu-
tational Science Database 1986). The hydrological modeling system (HEC-HMS) is
designed to simulate the full aqueous processes of dendritic basin systems. The soft-
ware includesmanywater analysismethods such as infiltration event, unit hydrograph
and routing. The HEC-HMS also includes steps required for continuous simulation,
including evapotranspiration, snowmelt and soil moisture calculation. Advanced
capabilities are also provided to simulate grid runoff using the ModClark quasi-
linear runoff distribution. Complementary analysis tools are provided for parameter
estimation, in-depth area analysis, flow forecasting, sediment erosion, and trans-
port and water-soluble material quality. The features of this software interface are
fully integrated, including a database, data entry section, computation engine, and
reporting results tool. A graphical interface or interface allows the user to seamlessly
switch between different parts of the software. The simulation results are stored
in the HEC-DSS (Data Storage System) and can be used in conjunction with other
software for studying available water, urban drainage, flow forecasting, future urban-
ization impact, tank overflow design, damage reduction Flood, storm and floodplain
regulations and basin system operations, to be used. Currently, the development of
maximum possible rainfall is a key requirement for dam safety studies and other
studies where it may pose a significant risk to human life. The standard for devel-
oping the storm in the United States is the HMR52 weather report. CEIWR-HEC
is currently developing a new sedimentation method implemented in the HMR52
method. This new sedimentation method calculates the outline of each sub-basin,
the pattern of the hurricane, and other storm information quickly and calculates
precipitation for each sub-basin. The HEC-HMS basin map section is now modern-
ized. This allows users to display new data formats as map backgrounds. The new
section of the watershed map improves sub-watershed display and enables mapping,
repository elements as well as easy entry of mapping data for elements.

HEC-RAS software is one of the models of the Hydrologic Engineering Center
that can be used for streamflow in the river. This model is very simple yet practical.
The above model performs river routing in both steady and unsteady state. The
canalization of canals can also be defined in this model. Also, in this model, if any
aquatic structures including bridge, dam, dam, culvert, etc. can be added to themodel
and its impact on routing can be observed. Compared to the MIKE11 model, one
of the components is hydraulic modeling, it is much simpler and more practical.
Although the MIKE11 model is somewhat more accurate than HEC-RAS, it can still
be trusted. The outputs of the above model can be related to changes in water surface
profiles in discharges with different return periods in the desired intervals in the river,
flow rate values, normal depth, critical depth and hydraulic properties and parameters
in the river. Model inputs include waterway cross-sections, roughness coefficients
(in this section different roughness coefficients can be defined in a cross-section
depending on the depth and shape changes of the sections), and design discharges at
different return periods and the gap between sections. (Faramarz 2009).

Although the MIKE11 model is somewhat more accurate than HEC-RAS, it can
still be trusted. The outputs of the above model can be related to changes in water
surface profiles in discharges with different return periods in the desired intervals
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in the river, flow rate values, normal depth, critical depth and hydraulic properties
and parameters in the river. Model inputs include waterway cross-sections, rough-
ness coefficients (in this section different roughness coefficients can be defined in a
cross-section depending on the depth and shape changes of the sections), and design
discharges at different return periods and the gap between sections (Faramarz 2009).

One of the applications in dynamic systems is Vensim software. This software is a
modeling tool for water resource issues. Vensim is capable of visualizing, processing,
simulating, analyzing and optimizingmodels of dynamic systems in water resources.
Vensimprovides a simple andflexibleway to simulate loop andflow, diagrammodels.
This software introduces and defines the relationships between system variables by
connecting words to arrows. After defining the above relationships and building the
model, all aspects of the behavior of the system will be able to be simulated. This
software is a product of the Ventana Systems Institute. Other software in the field of
water resources includes WEAP software, RIBASIM, MODSIM, etc.

The steps of simulating the water resource system using Vensim software are:
(Vensim)

1. Model Structure: Defining system variables and the relationships and relation-
ships between these variables (including input, output, and auxiliary variables)

2. Preparation of the file containing the input variables: This is a.xls file in Excel
software that can be defined by Vensim.

3. Model implementation and simulation.
4. Transfer model output from pdf mode to.xls format and analyze output results.

SPSS software, or “social science statistics package”, is a summary of aWindows
program or software that receives, analyzes, and provides various information (e.g.,
information on a questionnaire). The first version of the software was released six
years after the establishment of SoftNe. The software company was acquired by
IBM on July 7, and IBM gave it the new name PASW. But strangely enough, again
in version 2 IBM decided to name it SPSS Statistics.

SPSS is divided into three general stages:

• Import information into the software
• Select the type of analysis
• Getting output
• Applications and types of SPSS

Thefirst application of this software is quite clear.Different students or researchers
use this software to analyze the information of the questionnaires they produce
and to present it in graphs and tables. SPSS is one of the software widely used
for statistical analysis in the social sciences. This software is used by market and
market researchers, health researchers, mapping companies, government agencies,
educational researchers, marketing organizations andmore. For example, youwill be
researching how much women are satisfied with the city’s lighting situation. Ques-
tionnaires are prepared bywomen, with questions thatmeet all of the standard criteria
of a questionnaire (reliability and validity), then enter the information into SPSS.
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At the analysis stage it tells you what the information in your questionnaire
represents (relative satisfaction, dissatisfaction, etc.) and then explain it in simple
language for the article or other students. You make it in the form of a chart or
a table. In general, this software has the following applications: (SPSS Software
Comprehensive Training).

• Provide statistical summaries such as graphs, tables, statistics, etc.
• Types of mathematical functions such as absolute magnitude, sign function,

logarithm, trigonometric functions, etc.
• Preparation of custom tables such as frequency tables, cumulative frequency,

frequency percentage, etc.
• Types of statistical distributions, including discrete and continuous distributions
• Providing a variety of statistical designs
• Perform one-way, two-way, multivariate analysis of variance and covariance

analysis
• Time series analysis techniques
• Creating random and continuous data
• Calculate types of descriptive statistics
• Avariety of tests related to comparing averages between two or more independent

and dependent communities
• Ability to exchange information with other software
• Processing different types of regression

Human activities in agricultural, urban, and industrial lands produce significant
amounts of nutrients and organic matter that they contaminate when they reach
rivers. Computer models such as the Qual2kw model are widely used for river water
quality management. The model, which simulates the river in a one-dimensional,
non-uniform continuous stream, was developed by the US Environmental Protection
Agency and developed by Qual2e.

Water qualitymodels provide a practical frameworkby simulating important phys-
ical, chemical, and biological processes. The Qual2kw model can simulate several
parameters including temperature, pH, biochemical carbon demand, the oxygen
content of sediments, dissolved oxygen, organic nitrogen, nitrogen, ammonia, nitrite
and nitrate, organic phosphorus, inorganic phosphorus, total nitrogen, phosphorus.
Whole, phytoplankton, and algae are the floor. The main equation that this model
solves is the one-dimensional displacement/diffusion equation that is used to simulate
all parameters except foam algae. The effectiveness of this model has been proven in
various researches in Iran, including in Karun, Zayandehrood and Kainesaras rivers
of Zanjan province. The model can simulate different parameters along the river and
at different times of the day and can be used as a reliable management tool (Taheri
Soodjani et al. 2015).
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1.7.1 Describes Examples of Modeling and Simulation

Suppose we intend to measure the success rate of air versus a car in the design phase
of a car. One way to do this experiment is to build a real car, drive it and then measure
the air resistance, which, although it does cost us a lot of money because it has a
high cost because it has to be built first, then tested. If the test fails, then we need
to redesign the design and repeat the test after building another real prototype, and
the process will continue until the design is perfect for the car with the features. We
find that such a method is very costly and involves both economic costs and time
costs, as it will take time to build a high-cost car at each test stage. In this case, the
experts turn to the model for such an experiment. That is, a small physical object
with the aerodynamic characteristics of the car’s design is constructed and placed in
a wind tunnel to simulate the movement of the car in real space and thus measure
the amount of air resistance.

The points of interest in this modeling are one side of the model and the other
features. The model is very simple and small and only car aerodynamics are included
in the model, since our purpose is to study only the aerodynamic characteristics of
the car and the model must not necessarily resemble the real car in other respects.
For example, in the construction of such a model, no consideration is given to the
robustness or beauty of the model, as examining such properties is beyond the scope
of this particular modeling.

Another example of water resource simulation is a study in which the geolog-
ical, hydraulic and hydrological information is used to numerically simulate the
groundwater flow path of the Hamadan-Bahar aquifer using GMS software. In this
research, first, the three-dimensional hydrological model of Hamadan-Bahar plain
was prepared and then the flow in the plain was simulated with MODFLOW numer-
ical code. After simulating the flow, the model was calibrated by trial and error.
Groundwater flow path estimation was also performed using MODPATH numer-
ical code. Finally, the areas of congestion of the wells studied were plotted for the
movement of groundwater with different movement times. After the simulation, it
was observed that the observed and simulated water level difference was within the
permissible range of 35±m as the optimal range. Groundwater flow path estimation
withMODPATH numerical code showed that in forward movement, the longest flow
direction of 43400 m and in the backward movement of 674/8270 m were identified
as the longest flow direction. The simulation results of the groundwater flow trans-
mission simulation revealed the fact that the flow from the aquifer boundary to the
center and the aquifer outlet was aligned with the hydraulic gradient. The overall
result of this study was that, overall, it can be stated that the ongoing process of
groundwater flow will increase the level of aquifer contamination that will cause
irreparable damages to the groundwater body (Bayat Varkashi et al. 2018).
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1.8 Summary

Themain purpose of this chapter is to provide an overview of themodeling and simu-
lation topics focusing onwater resources management. In this regard, firstly, a review
of studies on modeling and simulation of water resources was made and a summary
of them was provided. Present paper describes various water systems were modeled
and simulated. Then a definition of the keywords and terms in the text is provided
to clarify their general meaning. Subsequently, the basics and logic of the subject
were studied to determine its basis. The varieties of models, concepts and logics were
mentioned, and their nature and structure were identified. Finally, it is mentioned that
the ultimate goal is a model is to model and identify the phenomenon. Furthermore,
the importance and necessity and the reason for modeling and simulation was stated
and their benefits were also identified. The study discussed the method of doing so
and the process of its implementation. Moreover, the Flowchart presents the process
of modeling and simulation and then different and applied simulation methods are
mentioned, among which the Monte Carlo Method is the most important and prac-
tical one. Computer and software are generally used for modeling and simulation
because computers allow this to be done in the least time and with the most preci-
sion. Also, each software is related to the simulation of a particular system so they
use simulation methods specific to the same system so that the user only inputs the
information to the software and it delivers output, so the user does not need to learn
how to simulate different systems. Important and useful software for each of the
aquatic systems with their logic, application and generality were mentioned. Finally,
after providing all the relevant material needed to clarify the topic for the reader, two
examples were outlined: the first is about general modeling and simulation and the
second is about modeling.
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Chapter 2
Optimization in Water Resources
Management

Masoumeh Zeinalie, Omid Bozorg-Haddad,
and Hazi Mohammad Azamathulla

Abstract The environmental crisis and the destruction of natural resources is one
of the problems of twenty-first century, due to the available resources, in terms of
limitations, have forced humanity to think of ways to combat this trend. Therefore,
the water resources planning and management, as well as sustainable development
and optimal use of natural resources, has led to the human use of optimization
methods and techniques. Water crisis, increasing water demand, and the occurrence
of intermittent droughts, saving water consumption, and efficient use, it is necessary
to use appropriate optimization techniques can be helpful in this regard. Numerous
studies have been conducted to achieve effective use of available resources without
harming the assets and resources of future generations using optimization methods.
Limited freshwater resources, on the one hand, and growing demand, on the other, are
exacerbating people’s concerns about water resources. Therefore, the importance of
planning the optimal use of surface and groundwater is increasing. The unnecessary
and inappropriate groundwater harvesting has occurred over the last few years it
is a serious threat to water resources, which drastically affects the environment,
especially in dry and semi-arid areas. Using the concept of optimization, which
is the most appropriate output value of a system due to its constraints, it can be
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concluded that optimizing water resources is one of the best ways to conserve water
resources.

Keywords Water resources management · Optimization · Water crisis

2.1 Introduction

Optimization is widely used in water resources management today. Rao (1984)
divided optimization methods into twomain categories. The first category is the clas-
sical mathematics-based method, and the second is the search or numerical methods,
which include direct and indirect search. In classical and indirect searchmethods, the
objective function must be continuous and derivative, and indirect search methods
such as random jump, various algorithms are used to search point by point in the
space of variables (Rao 1984). In many engineering problems, the target function has
several local and global optimal point of reference that the classical methods are not
able to distinguish between them and find the optimal national point easily. Also, in
the form of practical problems, the target function may be separate or accompanied
by sudden changes that classical and indirect methods are generally unable to solve.
Direct search methods may also be useful in small problems with a limited number
of variables. However, in practice, they will not work well when there are many
decision variables, and their scope is broad (Rao 1984). To this end, in recent years,
many researchers have turned to artificial intelligence to solve this problem. These
methods include evolutionary calculations such as Anil simulation algorithm (SA),
GA, and PSO. Inspired by nature, these methods consider a set of points or popula-
tions in the space of answers and lead the model in different directions to find the
optimal answer. To this end, in recent years, many researchers have turned to artificial
intelligence to solve this problem. These methods include evolutionary calculations
such as Anil simulation algorithm (SA), GA, and PSO. Inspired by nature, these
methods consider a set of points or populations in the space of answers and lead the
model in different directions to find the optimal answer. Although water resources
are renewable, their volume is constant, and in contrast to human demand for it
is increasing. Over the past 100 years, global water demand has increased six-fold.
Unfortunately, pollutants, including industrial effluents, agricultural wastewater, and
urban and rural wastewater, pollute water resources and exceed consumption stan-
dards (Ghanbari et al. 2014). In water resources management and planning, scientific
decision-making is the key to future scientific action. For this purpose, optimization is
one of the appropriate tools in the field of water resources. In mathematical sciences,
optimization provides the best answer from the set of available answers with the
presence or absence of different constraints or constraints (Bozorg-Haddad et al.
2016). Optimization is one of the applied sciences in mathematics, economics, and
management, and its tools have been widely developed in various fields. Also, due to
the increasing development of optimization methods in the field of water resources
management, there is a need for modern methods regarding the optimization of
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water resource systems (Rao 1984). Belaineh et al. (1999) examined the simula-
tion and optimization of a hypothetical area model with a greater focus on joint
water management and reservoir management under different scenarios. The results
showed that more details are used in the model, the better the joint water manage-
ment would be, so that in a model with more detail, 13% more water was provided.
Shangwan (2001) study revealed the use of appropriate techniques in optimization
could save up to 50% of water and minimize damage. The study aims to compare
the various techniques of linear programming optimization (NLP), collective intelli-
gence (PSO) and genetic algorithm (GA) in managing agricultural water allocation
in drought conditions by maximizing income. Kumar and Reddy (2007) used GA,
EMPSO, and PSO methods to derive operating policies in multi-purpose tanks. This
technique was used for the Bhadra multi-purpose tank in India. According to the
objectives of this reservoir, the goal is to maximize electricity generation and mini-
mize water and PSO shortage compared to EMPSO irrigation. The results showed
that it has better results in extracting reservoir exploitation policies. Mayer and
Muñoz-Hernandez (2009) reviewed the optimization of aggregated models of water
resources. Matsukawa et al. (1992) presented a simulation-optimization model for a
strategic plan to develop the exploitation of the Mad River in California. The river’s
watershed consisted of a multi-purpose pond and a free aqueduct that are hydrauli-
cally connected. Nikkami et al. (2012), applied multi-objective linear programming
model, found that the total profitability of the Abol Abbas Basin before optimiza-
tion was 127601 million Rials and after optimization of land use optimization with
3687 percent increase has reached 299.89 million Rials. Azamathulla (2013) used
soft computing techniquesWater resources study, namely radial radiant performance
(RBF), adaptive neural-fuzzy inference system (ANFIS), expression gene program-
ming (GEP), and linear genetic programming (LGP) in engineering. The scope of
application is more in optimizing the prediction of cascading phenomena that occur
in pipelines placed under the sea or river, bridge or waterfall piers, ponds, and over-
flows. Zeinali et al. (2020) focused on unknown sorting genetic algorithm II with a
coupled surface water–groundwater model in the southwestern region of Iran. The
advantage of this structure is that considering various limitations, it achieves and
maintains a balance between surface water output and groundwater. The optimal
outflow of surface and groundwater in humid and dry areas is achieved by linking
the optimization algorithm with the Cooper model. Fatehi and Beauty (2010), in
their research results in a case study in the Firoozabad region, Pakistan, showed that
using multi-objective linear programming, farmers’ profits, and water abstraction
from underground aquifers can be optimized simultaneously.

2.2 Definitions and Terms

In the Water Resources Management System, some of the following term is used to
refer (Gleick 1993).
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Management: The process of effective use of human and material resources is
used in planning, organizing, resources and tools, guiding and controlling the system
to achieve specific organizational goals or objectives.

Planning: Planning is organizing various activities, such as “deciding on the time
and place of activities, visualizing the desired status of the system in the future and
creating appropriate tools and methods to achieve this desired situation.”

Analysis: To be analyzed, the system is first divided into smaller components, and
after reviewing and, analyzing the problem, the conclusion is made on well-defined
system. This comprehensive approach to all the components of the system is done
with the help of analysis so that all the components of the system can be reviewed.

Decision: Decision-making in water resources systems is scientifically possible
to select the best option for management and planning purposes.

Theobjective function: The objective function is a goal that is considered through
the optimization process, or in otherwords, finding the optimal value for the objective
function is defined. Such as maximizing profits, minimizing costs, maximizing the
reliability efficiency of the system, he pointed out. In a numerical solution, a problem
may have several different answers, and to compare them and choose the optimal
answer, a function is defined as the objective function. Therefore, it can be said
that choosing the optimal answer through the objective function is one of the most
important and basic optimization steps.

Decision variables: These types of variables are variableswhose value determines
the objective function. These variables can be controlled and managed in the system
to achieve optimal optimization in the system. It is important to find the optimal value
for decision variables so that the objective function is maximized or minimized.

Mode variables: These types of variables are dependent variables, the value
of which determines the overall status of the system, and the value of which is
determined by independent decision variables and by the system simulation method.

Decision space: All the answers to an optimization problem are called decision
space. The space of decision itself is divided into two parts, the space of final and
infinite decision. The finite decision space is created by the intersection of the allow-
able value of the decision variables of that problem, whereas in the infinite decision
space there is no allowable value for one or more variables in the domain.

Justified and unjustified answers: Justified answers are answers for which the
limitations of the problem are met. But unjustified answers are called violations of
the limitations of the problem.

Optimal Solutions: Optimal Solutions are values that are in the possible decision-
making space. The optimal Solutions is divided into three parts: absolute optimal,
local optimal, and near-optimal.

Absolute optimization: If the response to an optimization problem reaches its
best value, it is called the absolute optimal Solutions. The point in the decision space
that for each value of that point, the target function occupies the peak (maximum
value) and the door (minimum value). So that there is no other peak above or no other
valley below it. In fact, in maximization problems, the value of the target function
for the absolute optimal answer is greater than or equal to all the values of the target
function for different decision variables, and in minimization problems, the value
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of the optimal objective function for the absolute optimal answer is the highest.
The values of the target function are less than or equal to the variables of different
decisions.

Local optimization: Local optimization is solutions the best answer for the objec-
tive function around its neighborhood. Optimal localized responses are superior to
those around them but will lose their superiority if performed on a larger scale.

Close to optimal: In most optimization problems, there are situations where there
is no absolute optimal Solution to the problem and the probability of achieving the
absolute Solution is very low, in this case the near-optimal answer is considered
the best value for the objective function. It is worth noting that there is a very little
gap with the absolute answer to the problem. For this reason, in many optimization
methods, the search process stops after reaching the Solution close to the problem.

Optimization: Selects the desired options from a set of available options. Or
rather, finding the most appropriate possible values for the desired variables in a
problem, so that for the amounts obtained, the desired value is achieved for the
problem.

Modeling: A natural phenomenon in the form of physical components or math-
ematical relations, which includes two types of physics modeling and mathematical
modeling. Physical modeling can be implemented in cases where there is the possi-
bility of laboratory construction of components and systems related to that problem.
But in physical water management, physical modeling is not very practical because
building such a model in a laboratory requires a lot of money and is still time-
consuming. In modeling, the greater the number of components, the more accurate
the modeling.

Mathematical modeling: It is the expression of a system and or a system in
mathematical language and its theorems and symbols. Mathematical modeling is an
attempt to develop a mathematical model for a specific system.

Simulation: Is one of the methods to solve programming models when it is not
possible to use algebraic analysis methods and not possible to experiment in the real
world. Simulation relies on test and error to examine the effect of different conditions
on the system and evaluate its results.

System: The system relates each building, device, method, or method of actual
operation to a given time, input, cause, or stimulus ofmaterial, energy, or information
to output, effect, or response to the form of information, energy, or material. In other
words, the system-defined a set of related components that convert multiple inputs to
multiple outputs. But all the said compliments have been given to different definitions
of scholars, which have common points in connection with the compliments of the
system, examples are given below (Modarresizdi and Asif Vaziri 2003).

1. System components are independent of each other but may be interconnected.
2. A system is a combination of the logic of its constituent components.
3. The system establishes a connection between output and input, or cause and

effect.
4. The input and output of a system do not necessarily have the same nature.
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2.3 Fundamentals and Logic

We always been looking for the best option and path. The concept of optimization
derives from this concise phrase. we are looking for the best route or the best option
for different life issues. The goal of optimization is to find the best acceptable solu-
tion, given the limitations and needs of the problem. For example, a farmer’s target is
to increase the economic profit from the sale of products (target function) according
to restrictions such as cultivation area, amount of water resources, number of work-
forces, planting costs, and so on. That we can maximize product sales, given existing
constraints, is to optimize our target function. Optimizing water resources systems is
one of the practical solutions to improve the status of existing water resources. Being
able to minimize significant profits in the agricultural sector by minimizing water
resources (target function) means optimizing (the simple concept of optimization).
In general, optimization occurs when one or more available resources (which can
be water, land, financial resources, labor, etc.) limit development. In the presence
of abundance in terms of all the resources needed for development, the importance
of optimal use of resources is not so much discussed. Therefore, optimization often
occurs when it is not possible to use one or more resources freely and without
worries, or when harvesting from a certain amount can cause severe damage to the
water system or reduce the economic efficiency of the project. In Iran, water is a
limiting source of development in some areas. In most parts of Iran, water shortage
is a severe problem, and the optimal use of water resources is a national issue, so
using optimization methods is a way to manage water resources better.

The choice of the appropriate optimization method depends on the circumstances
and characteristics of the problem under consideration. Each of the optimization
methods, depending on the characteristics of each problem, is used for a specific
type of problem. Therefore, it is necessary to acquire enough knowledge of the
problem as well as the existing solution methods to choose the right optimization
method.

Types of optimization methods:

(A) Optimization by linear programming method
(B) Optimization by nonlinear programming method
(C) Optimization with a definite discrete classical method
(D) Continuous optimization (linear stochastic programming)
(E) Optimal discontinuous optimal optimization (dynamic stochastic program-

ming)
(F) Optimization by modern methods (evolutionary and meta-exploration algo-

rithm).

Optimization by linear programming is one of the most common mechanisms for
formulating a wide range of problems. A linear programming problem consists of
several linear relationships describing the structure of the problem and its physical
characteristics. Decision) and indexes and constraints are a set of relations of equality
or nonlinear inequality of unknowns and indexes (Bozorg-Haddad et al. 2014).
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The word line means that all mathematical relationships (objective function and
constraints) of this model are necessarily linear functions, so LP means planning
activities to obtain an optimal result.

It is worth noting that the linear method is one of the most practical optimization
methods in the field of water resource planning and management, the popularity of
which is mainly due to the available software packages that can be used to solve the
desired problems easily.

Here is a standard and classic form of a linear optimization problem according to
Eq. (1.1).

Maximize F = c1x1 + c2x2 + · · · + cnxn
Subject to : a11x1 + a12x2 + · · · + a1nxn ≤ b1

a21x1 + a22x2 + · · · a2nxn ≤ b2
am1x1 + am2x2 + · · · amnxn ≤ bm

x1, x2, . . . xn ≥ 0

in which, F = the objective function of xn, = the decision variables of cn, = the
corresponding coefficients xn in the objective function of amn the coefficients in the
constraints and bm the negative values to the right of the constraints. The number of
m is the first constraint (ie, those with the am1x1 + am2x2 + · · · amnxn function) are
called functional constraints. The constraints of the xn ≤ 0 constraints, the variables
xn, the decision variables and the fixed data cn, bn, amn are the model parameters
(Bozorg-Haddad et al. 2014).

Assumptions of linear models: Linear models, like any other modeling, have
predetermined assumptions. These assumptions include:

Assumptions are proportionality, aggregation, separability, and definiteness.
Proportionality assumption: The proportionality assumption means that the

amount of consumption from each source is independent of the amount of
consumption from other sources.

Conclusion Assumption: The assumption of appropriateness alone is not enough
for the linearity of the objective function and the definition of constraints. The
assumption of aggregation means that the total consumption is equal to the sum
of the consumption values from each source.

Assumption: Decision variables Some physical problems are just integers.
However, the answer to n from LP is not necessarily integers. Therefore, the assump-
tion of forgiveness means that each unit of activity can be divided into any desired
number. However, even when the correct answer is necessary, LP can still be used
sequentially (Hillier and Lieberman 1980).

In this case, if the answer is not an integer, they can be rounded to the nearest
integer. This usually does not cause problems when the decision variables are signif-
icant numbers. However, in some cases, there are problems with rounding up the
answers. In such cases, linear programming with the correct number must be used.
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2.3.1 Categorization of Optimization Methods

The choice of each of the following methods depends on the conditions and charac-
teristics of the optimization model in each problem, and each of the options is briefly
described (Hillier and Lieberman 1980).

1. Linear methods—nonlinear methods
2. Definitive methods—Random (probable)—Stochastic
3. Continuous methods
4. Explicit fuzzy methods
5. Modern Classical Methods
6. Simulation and search methods
7. Random sampling method
8. Targeted test and error method
9. How to solve the device of equations
10. The method of using partial derivatives of the objective function.

In Linear models decision space are polygons surrounded by constraints (direct
lines) and the objective function moves as a straight line within it, but in nonlinear
models of decision space, the form of enclosed space is with constraints or lines.
The curve or space of the linear enclosure is a function of the nonlinear target or a
combination of both.

There are several ways to solve such (linear) models, such as drawing methods
and the Simplex method, but in the nonlinear method it is possible to have an optimal
answer at any boundary point, and the derivative of nonlinear curves can be used.
It should be noted that due to the complexity of some models, it is sometimes not
possible to calculate the models by derivative method, so we use the numerical
calculation method.

2.3.1.1 Definite-Random Method

Using a definite method to solve an optimization problem will certainly ignore the
possible nature of the problem phenomena and may not lead to logical and correct
answers to the problem. But stochastic linear programming (SLP) and stochastic
dynamic programming (SDP) methods that help us find optimal solutions to the
problem.

2.3.1.2 Classical-Modern Methods

The classical method of optimization is often based on mathematical concepts,
and solving them numerical solution methods used to achieve the absolute optimal
method. In some optimization problems, when the details of the problem increases, it
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leads to a more complex mathematical model, which sometimes makes it impossible
to solve engineering problems with these methods.

Modernization and optimization, such as evolutionary andmeta-exploration algo-
rithms in the engineering sciences, are widely used to cover the weaknesses of the
classical method. The basis of this method and the mentioned algorithms are the use
of simple processes and concepts in nature, and by performing many attempts and
errors, they achieve the optimal solutions. It is worth mentioning that in the classical
method, it is possible not to have access to the absolute optimal answer, therefore,
by solving the modern method, we will be able to access the answer close to the
optimal, and therefore it is superior to the classical method.

2.3.1.3 Simulation and Search Methods

The basis for this method is the consecutive selection of points from the whole
decision space, simulation of each point, control of the experimental answer and
control of the presence of the desired point (answer) in the justified decision space.

2.3.1.4 Random Sampling Method

This method is presented to address the problem of reliability between achieving
the optimal solution and the time required to solve optimization problems. Sampling
can be done both from network points and all available points. However, sampling
from network points increases the calculation speed and reduces the volume and
accuracy of the calculation, and in sampling from all existing points, the calculation
speed decreases, and the volume and accuracy of the calculations increase. In this
method, one point is randomly selected each time, so it is possible that in subsequent
sampling, one of themeasured points will be re-selected, so two solutions are created:

In the first approach, the new answer is measured regardless of the previous
choice, and in the second approach, each new answer can be compared with all the
previously measured responses. We will pay for another new one. Therefore, the
second approach has an advantage over the first approach due to the reduction of
the volume and amount of repetitive simulation and the time of calculations is less
(Bozorg-Haddad et al. 2014).

2.3.1.5 Targeted Trial and Error Method

In the trial and error method, the next point is selected in the direction and a path that
the user is likely to get a better answer in that direction. In other words, explaining
the problem, the designer chooses the next examples in a direction that is likely to
occur if the problem is solved to the most positive change in the value of the target
function. will give. Reaching the optimal answer in this way is entirely based on the
decision of the problem designer and experience in this field.
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Of course, such methods are often referred to as user-friendly, and the final
answer obtained from problem-solving is completely in the direction intended by
the designer, but there is no always a guarantee that the final answer is optimal or
even optimal for moving the chosen path.

2.3.2 How to Use Minor Derivatives of the Objective Function

This method complements the targeted test and error method. In this method, trial,
and error used, except that identifying the direction of movement in the decision
space has a mathematical logic. There is no guarantee that the selected direction
will be optimal in the target test and error method, so we use partial derivatives to
eliminate this defect and problem.

In this method, according to the gradient and slope of the target function and
the path to be moved and tested, the next point is selected and the direction of the
highest slope facing the objective function is at the current point. In this way, it can
be claimed that the selected path to the cut will have the most positive effect on the
objective function.

The problem with this method is that it calculates the partial derivatives of the
objective function, which may be easy to calculate in this partial derivative and
problematic in some cases according to the parameters of the problem. To solve this
problem, it is possible to change the shift margins of each of the decision variables.

2.3.3 Challenges and Opportunities in Using Optimization
Models

One of the basic pillars of water resources management in present situation is the
optimal use of available water resources. To this end, considering the diverse dimen-
sions and complexities of water resource systems, managers and planners today have
resorted to using optimizationmodels as an efficient tool to achieve optimal decisions
(Navid Nejad 2014).

The development of human knowledge and the creation of modern tools and
their combination with existing optimization models, new opportunities for “better
decisionmaking” have been provided inwater resources planning and development.”
(Soltani 1994).

Create tools and access to modern technology, such as the World Wide Web and
geographic information systems. Value of new data and information due to behav-
ioral changes in watersheds and the importance of using this information quickly
for analysis, design and information in emergencies, as well as public education
for consumption. And water-saving has created new coordinates in water resources
management (Zahraei 2016).
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Nowadays, with the rapid expansion of information technology, a new space has
been created for the development of new tools for analyzing, planning and managing
water resources systems. By accessing the Internet, infinite space of information and
science is provided to the user, which can be used to make decisions as effectively
as possible. Useful tools that have been widely used include remote sensing and
geographic information systems. Using remote sensing, quantitative and qualitative
variables can be identified, and effective parameters about them can be measured and
interpreted. For example, using sensors on aircraft and satellites, valuable information
such as soil moisture, snow cover and flood expansion can be obtained, which is of
great importance in water resources management (Zahraei 2016).

2.3.4 Applications of Optimization in Water Resource
Management

To understand the problem of water resources management and the purpose of which
is predetermined, after explaining the conceptual and mathematical model of the
problem, optimization methods can be used to solve and find the optimal solution
For this purpose, a specific definition of the system must first be provided. A system
is a set of related sections and components that pursue a specific goal, and specific
inputs lead to access to the corresponding outputs (Bozorg-Haddad et al. 2016).

A system feature can be divided into inputs and outputs, which can be controlled
or uncontrollable. Also, system inputs include primary data, relationships are the
constraints of constraints, and decision variables are needed to determine the status
or performance of a system.

Figure 2.1 shows an overview of the components of the blue system, in which
each system (S) consists of a set of relationships and equations with some data and
indexes that are given as inputs (U, P, L, D, O), the output (R) is obtained.

Controllable system inputs

(Decision Variables)
Mathematical method of system

Relationship and constraints prevaling Basic Data

Output(s) of the system(state variables)

Fig. 2.1 General outline of the components of water resources systems (withdrawal from Bozorg-
Haddad et al. 2014)
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Uncontrollable inputs to a set of data related to natural phenomena and processes
in a system whose selection and change of values is beyond the control of the system
analyst. In this system, there are uncontrolled inputs (UP). In mathematics, computer
science and economics, optimization selects options from a set of justifiable or
unjustifiable selections. In general, in the optimization process, assuming that R
is unknown as the output of the water resources system, the overall goal is to find the
best value for R by determining the values for the inputs and controllable variables.
According to the issues raised, in optimizing water systems, the system should be
introduced by developing a suitable conceptual and mathematical model (Bozorg-
Haddad et al. 2014). The simplest and most common problem of water resources
management, which can be solved using a variety of optimization methods, is the
issue of dam operation.

Example: Consider a barrier that is exploited during a monthly T-period. The oper-
ation of this dam in different months depends on the volume of needs in downstream
agricultural fields, the amount of volume required for each period is determined
every month during a period of T months. If the shortage index is defined as the
difference between the release of the dam and the volume of downstream needs,
the purpose of solving this problem is to manage water resources management to
achieve the maximum total supply of downstream needs or to achieve the minimum
total deficit volume in the T-period in planning. Therefore, the decision-making vari-
ables in solving this problem are the monthly release volumes during the operation
period.

Figure 2.2 shows the different parts of the dam system for optimal operation.
It should be noted that a dam can be exploited for different purposes such as

industry or agriculture,maximizing hydropower production,minimizing the shortage
of drinking, shipping, and environmental needs on a daily, monthly and annual basis.
As mentioned, each optimization problem has two main components, the objective
function, and the constraints, which are identified in the modeling process, and their

• Level-to-volume-height relationship coefficients 

• Capacity (volume) of storage of the dam 

• Restriction of storage volume 

• Monthly precipitation height 

• Monthly estimation volume 

• Depth of monthly evaporation 

Monthly release 
volume from the 

dam

Monthly storage 
volumes of the 

dam 

Balance 
relationship dam 

Fig. 2.2 General diagram of the components of the operation model of the dam system harvesting
from the great (Bozorg-Haddad and Saifollahi-Aghmioni 2013)
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mathematical structure is formed. The goal of any optimization problem is to achieve
the desired value for the objective function by observing all the conditions of the
problem and identifying the absolute optimal solution among the justified answers
to the problem.

2.4 Importance and Necessity

Due to the breadth and complexity of water resources systems, policy determination,
selection of options, and appropriate strategies for the proper functioning of water
resources systems in different situations are necessary and require a comprehensive
optimization process.

The World Water Commission predicts that water use will increase by about
50 percent in the next 30 years. Therefore, the use of simulation and optimization
techniques in decision-making and management strategies for the principled use of
water resources will be inevitable.

2.4.1 Significance of Consumption Optimization
and Technological Strategies for Water Consumption
Optimization

Rapid population growth and urban development in the third millennium, especially
in developing countries, have significantly increased water demand to meet popu-
lation needs. This is especially true in areas of the world that are naturally plagued
by water scarcity. In our country, too, the situation of water resources is not very
favorable, Per capita water divides the world’s countries into five categories, which
are shown in Fig. 2.3.

• The first group of countries with a per capita capacity of more than 5,000 cubic
meters per year, most of the countries of South and North America, parts of
Europe, Africa and Russia

• The second group of countries with per capita water between 1700 and 5000 cubic
meters per year, China, Afghanistan, Kyrgyzstan, Tajikistan, Turkmenistan, Iran,
Iraq, Turkey, and Syria.

• The third category of countries that have a per capita renewable water between
1000 and 1700 cubic meters per year, India, Pakistan, Ethiopia, Somalia.

• The fourth category of countries that have a per capita renewable water of 500
to 1000 cubic meters of water per year, countries such as Sudan, Egypt, South
Africa, and Morocco.

• The fifth category of countries that have a per capita renewable water of less than
500 cubic meters per year, Saudi Arabia, Oman, Yemen, Libya, Algeria, Tunisia.



46 M. Zeinalie et al.

Fig. 2.3 Per capita renewable water in the world (cubic meters per year)

2.4.2 Modernization and Optimization of Irrigation Systems

Modernization and optimization of irrigation systems in the management of irriga-
tion systems are often used as a tool to improve irrigation efficiency, produce more
agricultural products with less water consumption. The options available to solve the
problem of water scarcity in the community include the following:

1. Using more virtual water
2. Improving the economic efficiency of water
3. Improving the technical efficiency of water. Allan (1997, 1999).

Discussions on modernization and optimization activities can be considered in
both the farm and irrigation areas.

In farm water management, the selection and use of irrigation equipment and
irrigation planning are influenced by a person’s decision.

Much research has been done to evaluate the quantitative impact of irrigation
modernization and optimization programs on the use of surface water in the basin.
However, it is necessary to assess the effects on the socio-economic stability of
agricultural communities andwater quality in the river basin, so that analysis Suitable
for the benefits and costs of improving water efficiency (Playán and Mateos 2006).

2.4.3 Lack of Water Resources and Compensation Strategies

Providing sustainable freshwater resources has become a problem in many countries
around the world. World population growth and industrialization, on the one hand,
and changes in global warming, which has led to increased droughts, storms and
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floods around the world, are fueling water shortages. Despite these shortcomings, it
seems that we need to look for different ways to compensate for these shortcomings.
Water shortage compensation strategies can be divided into three main categories:

2.4.4 Wastewater Treatment and Gray Water

Wastewater treatment is a process in which wastewater is converted into water that
can be reused or left in the environment without harm or danger.

Clean and healthy water is one of the most basic human resources for life on
Earth. One way to access safe water is to treat wastewater. Sewage is one of the most
valuable and essential sources of water today. In the past, sewage was considered a
useless waste for various reasons.

One way to solve the water shortage problem is to recycle gray water. Gray
water refers to recyclable water from sewage from homes or office buildings, which
includes effluents other than sanitary water.

Due to daily activities such as washing clothes, washing dishes and bathing, it
can be recycled and reused.

2.4.5 Water Desalination

Given thatmore than 95%of theworld’swater is in the formof saltwater,water supply
from this source has always been of human interest. Accordingly, various methods
have been developed for water desalination. The main methods in the process of
desalination are saltwater, reverse osmosis and thermal methods.

2.4.6 Optimizing Water Consumption

The daily increase in water consumption has had consequences such as increased
demand, reduced supply, drought, floods and pollution of human resources.

To increase the demand for water, we can pay attention to reducing consumption
and increasing resources. Meanwhile, reducing water consumption not only helps
to maintain limited resources but also reduces the need for water treatment. Water
consumption can be classified into three categories: household, industrial and agri-
cultural, depending on the source of consumption. In the following, we will review
some new technologies in optimizing water consumption.
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2.4.7 Optimizing Domestic Water Consumption

Research by Angelin has shown that the more customers are aware of their consump-
tion in different parts of the home, the more controlled their consumption pattern
will be. This helps consumers consciously reduce water consumption.

In this regard, the company tried to provide a new solution to inform and
increase customer awareness of its consumption pattern. Recently, Angelin, in part-
nership with Advisor, a behavioral software company, has tried to study the water
consumption strategy of its customers.

2.4.8 Optimizing Water Consumption in the Industry

One of the places where we need to pay attention to the control and optimization
of water consumption is an industry. The use of water is common in all industries,
and without the presence of this vital substance, it will be impossible to carry out
industrial activities.

The increase in the price of water used by industrial processes on the one hand,
and the application of environmental standards on the permissible concentration of
pollutants during effluent, on the other hand, have doubled the importance of control-
ling water consumption in industries. Accordingly, various strategies for optimizing
water consumption in industries are recommended, and we will examine some of
them in the following.

2.4.8.1 Dry Machining

FordMachinery has found a newway to reducewater consumption by focusing on the
amount of water consumption in the machining sector. The basis of this method was
later considered as the basis of dry machining. In this method, a composite lubricant
containing some oil and a small amount of water was used, which was sprayed
directly on the tip of the tool. Studies have shown that this method, in addition
to having the necessary efficiency and uniformity with conventional solutions, has
drastically reduced the amount of water consumed.

2.4.8.2 Integrate Steps in the Color Line

In the painting process, it is necessary to apply a phosphate coating on the metal to
increase the adhesion of the original color to the metal. At this stage, a large amount
of water is used to regulate humidity as well as washing. The painting process at Ford
consisted of three main steps. In the first stage, the phosphate coating was applied,
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in the second stage, the underlayer paint was sprayed, and finally, the main paint was
applied to the part in the third stage.

By changing the design of the painting process, Ford was able to integrate the
first and second stages, reducing water consumption to one-third.

2.4.8.3 Sewer Recycling and Treatment

It is important to note that reducing water consumption can also help reduce energy
consumption. There are several ways to reduce water consumption in the industry.
One of the issues that need to be considered more in the industry is that in many
heavy industries, the quality of water consumed does not have to be the same as
that of drinking water. One way to reduce water consumption is to use purified and
recycled water.

Cascade Tishou Company has been able to purify the consumed water as much as
possible by using the filtration process. Recycled water is used instead of freshwater
for various processes. This has led to a significant reduction in water consumption.
The result of these processes is a reduction of 9.84 billion liters of water consumption
and $ 24 million in annual storage for the company.

2.4.8.4 Water Recovery from Raw Materials

Using the recycling process, Nestlé has been able to supply its water from milk. In
this factory, fresh cow’s milk, which contains 88%water, is heated at low pressure to
remove some of its water. As a result of this process, the water vapor produced in the
next stage is subjected to the condensation process and after a series of preparation
processes, it can be used for steamwashing and cleaningmachines. The effluent from
this stage returns to the cycle after reassembly and is used a second time. This water
is used for agricultural irrigation and washing processes. Nestlé Company receives
1.6 million liters of cow’s milk per day, which has been used to reduce the amount
of water consumed annually by 15% by designing these processes.

2.4.8.5 Use Recycled Materials

One of the processes that reduce water consumption in the paper industry is the use
of recycled paper. Recycled paper, due to its fibrous structure, consumes less water
than fresh and ready-to-use paper.
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2.4.9 Optimizing Water Consumption in Agriculture

Global statistics show that 70% of the world’s water is used in the agricultural
industry, which is a high volume. Rising demand for food and water, on the one
hand, and population growth, on the other, are forcing us to control the amount
of water consumption in the agricultural industry. To do this, we can use different
systems, some of which are discussed below.

2.4.9.1 Variable-Rate Irrigation System (VRI)

Irrigation is the most important issue of water consumption in agriculture. One of
the most common methods of irrigation is the use of a central control system in
which water is distributed 360 degrees everywhere. The problem with this method
is the blind irrigation of agricultural land, which means that all parts of the land are
irrigated equally, regardless of its conditions.

2.4.9.2 Water Pressure Control

By reducing the water pressure in a irrigation line, more control can be exercised over
the amount of water consumed in that area. Farmers can use low water pressure to
keep moisture close to the surface and reduce soil erosion. Also, with this operation,
the irrigation line is controlled and does not leave the agricultural land.

2.4.9.3 Irrigation Planning

Theuseof soilmoisture control sensorsmakes it possible tomonitorwireless systems.
By monitoring the amount of soil moisture depending on the day and time, irrigation
can be planned completely automatically. By adding these features, the group is
trying to reduce and optimize water consumption as much as possible.

2.4.9.4 Use of Intelligent Irrigation Systems

Smart Druplt is a small robot used to irrigate small gardens and farms. The robot
can control the irrigation schedule based on the type of plant, the weather and the
conditions and type of soil. The operating range of each robot is about 10 meters and
it can supply any pot, plant or tree that is in this range.
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2.4.9.5 Web Automation Systems

The system provided by Rachio is a smart web and automation software. This soft-
ware allows you to control the irrigation process through smartphones and smart
personal assistants such as Alexa (Amazon’s smart assistant). This software can
regulate the amount of irrigation based on rainfall or drought by collecting climate
information in the area. One of the accompanying systems of this software package
is the wireless water flowmeter. By measuring the amount of water passing through
the pipes, this flowmeter controls and manages the leakage or bursting of the pipes
online.

Water resource management activities can be divided into three categories: devel-
oping water resource management policies, managing measures to achieve policy
goals, and evaluating their effects. The macro policies of water resources manage-
ment determine the relationship between development and how these resources are
exploited for national development purposes. The first step in formulating macro-
policies for water resources management is to propose different options based on the
pervasive and comprehensive limitations and goals of water resources development
and management. Nowadays, due to the growing need for water resources, which
is the result of a growing population and agriculture, it is not possible to plan only
with enough and unreliable water resources. For this reason, we will briefly examine
some of the necessities of this system.

1. Restriction of available water resources and heterogeneous distribution of
resources

2. Increasing population growth
3. Increasing the vulnerability of various water supply systems due to their more

complex nature
4. Increasing the per capita water consumption due to the high level of welfare and

health of the people
5. Increasing the need in various industrial and agricultural sectors according to the

development process of these sectors
6. Climate change and the need for long-term forecasts
7. Pollution of water resources
8. Destruction of resources, especially groundwater, due to over-disposal and lack

of proper management.

2.5 Practical Examples

Due to the multiplicity of optimization methods used in water resources manage-
ment, and the breadth and complexity of water resource systems and the need for
optimization in its various sections, successful applications of genetic algorithms are
examined in this section.
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Genetic Algorithm: The genetic algorithm (GA) is one of the first and most
successful evolutionary algorithms, and its successful applications have been
reported in various sciences. GA is inherently suitable for solving specific predispo-
sition problems and can be applied by making changes to solve continuous optimiza-
tion problems and nonlinear combinations under nonlinear constraints of equality
and inequality (Halland 1975; Goldberg 1987). To improve the performance of this
algorithm, several improved versions have been invented so far, the most important
of which are series genetic algorithms, turbulent genetic algorithms, hybrid genetic
algorithms, self-organizing algorithms, genetically modified zygomatic (1999) and
algorithms.

Structure of genetic algorithms: GA includes coding, evaluation, selection,
composition, mutation, and decryption operators. First, the problem variables are
coded and the algorithm deals with its encrypted form. In the evaluation stage, the
evaluation function from the objective function evaluates each string with a numer-
ical value and determines its quality. The higher the quality of the answer string, the
higher the value of the answer, and the higher the possibility of participation for the
next generation. In the selection process, a pair of chromosomes are selected to be
combined.

The interface is the choice between two generations. The selection process is
random and is the criterion for selection. In practice, the combination of the old
generation of chromosomes is mixed, and the new generation of chromosomes is
formed. The combination operator in the genetic algorithm eliminates the scattering
or genetic diversity of the population and allows good genes to be combined. The
mutation generator produces other possible responses. In the operator, the mutation
is applied with a certain probability to the strings of the previous generation mating
stage, and the strings obtained from the next generation strings are added. The result
of the mutation operation will increase the likelihood of escaping from local optimal
points. Mutations lead to the search for intact spaces in the problem, and its most
important task is to prevent convergence in the local optimal. Mutations occur based
on the probability of a mutation, and if the mutation steps are significant, the search
for the genetic algorithm will be completely random.

The image decoding operator is the coding operator. After the algorithm provides
the best answer to the problem, the decryption operation is applied to the answers so
that the answer appears as a real function. Usually, the share of each of these operators
in the production of a new series of strings is determined before the implementation
of the program. After generating each new set of binary strings, the appropriateness
of each string is calculated, and the condition required for the termination of the
algorithm is examined. In case of non-fulfillment of the condition considered for the
implementation of the algorithm, by repeating the above steps, new sets of fields are
produced, and the corresponding proportional values are calculated. After obtaining
convergence or providing the termination condition, the algorithm is stopped, and
the best string obtained in the last generation is introduced as the optimal answer.
The flowchart or trend of this optimization method is as shown in Fig. 2.4.
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Fig. 2.4 Flowchart of the genetic algorithm method

Some examples of optimization are as following:

2.5.1 First Example

2.5.1.1 Pumping Program Problem

The purpose of this problem is to find the most economical pumping program from
different pumps to meet the needs of different uses. Suppose there is a pumping of
water by n different pumps and the cost of electricity consumption of pump I am at
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the unit price. Also, the need to form different consumption daily equivalent is bj to
j for each consumption. Finally, it is assumed that the amount of supply from each
pump I to j consumption is equal to said.

If xi is the pumping equivalent of each of the I pump, The problem would be to
find the best values of xi to achieve the lowest cost and satisfy the various uses as
follows:

Maximize F = c1x1 + c2x2 + · · · + cnxn
Subject to : a11x1 + a12x2 + · · · + a1nxn ≤ b1

a21x1 + a22x2 + · · · a2nxn ≤ b2
am1x1 + am2x2 + · · · amnxn ≤ bm

x1, x2, . . . xn ≥ 0

As can be seen, all relationships are linear. Therefore, this is an example of linear
programming. Of course, it is assumed that the mathematical model of the problem is
not in the formof standard linear programming, because the problem isminimization.
Also, the constraints are even more significant, and this is the case with many linear
programming problems.

2.5.1.2 Drawing Method for Solving Linear Optimization Problems

This method can be used to solve linear optimization problems with two or at most
three decision variables as well as with a linear target function. The advantages of
this method include the ability to visualize the visual and tangible presentation of
concepts and definitions of linear issues in it. Also, helping to quickly understand
the process of solving the model and understanding many points that do not exist
in linear programming are other advantages of the drawing method. In this method,
by drawing the model constraints on the coordinate system, the justified (available)
decision space is determined, and the optimal answer can be selected from within
this space according to the value of the target function. The steps of the drawing
method are as follows:

Step 1: According to the decision variable sign, the desired quarter is selected in
the coordinate system.

Step 2: Each of the constraints is considered equal and is drawn as an equation
and as a line.

Step 3: For unequal constraints, a point is selected at the desired end of one of
the two sides of the line drawn for that constraint, and its coordinates are placed in
the inequality. In the event of an unbalanced setting, the justified level is the same
direction as the selected point on the other side.

Step 4: For all the constraints, step (3) is performed, and the standard level of the
selected (justified) levels for each constraint is considered as the justified level of the
problem.
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Step 5: The objective function is plotted linearly for each of the hypothetical
values of the decision variables.

Step 6: The target function line ismoved in the right direction according to the type
of optimization problem (maximization or minimization). The point of intersection
of the justified surface, which is the last point of contact of the line of the target
function moving in the right direction with the justified surface, is the optimal point.

Step 7: The equations of the constraintswhose optimal intersection point is formed
are considered in the equation device, and the optimal point coordinates are calcu-
lated. The following example clarifies the above description and drawing method
(Bozorg-Haddad et al. 2014).

2.5.2 Second Example

It is essential to properly manage water and reservoir systems, plan to design and
operate the reservoir, and optimize to maximize productivity and maximize profits.
To this end, in 2008 to use the tank in real-time in a chiller tank system in Madhya
Pradesh, India, two models of genetic algorithm (GA) and linear programming (LP)
to obtain the appropriate time and amount ofwater released from the tank forDifferent
goals, such as downstream irrigation, etc., have been developed and compared and
analyzed. Finally, the results showed that the GA model is superior to the LP model
(Azamathulla et al. 2008).

2.5.3 Third Example

Consider the following optimization: advise must take from a consulting engineering
company to build or not to build a dam. The consulting engineer has taken over the
project on 100 rivers. They know on which rivers the damwill be built or not, if it has
a maximum economic benefit, maximumwater storage, (Multi-Objective).When we
consider all of this, we define an optimization problem.

However, how many choices do we have? In other words, the number of selected
cases in this optimization problem is to decide which river the dam will be built on
or not. If we have 100 rivers, we are faced with 100 decision-making options, which
are called decision variables.

However, what does the answer to this optimization mean? That is, the results are
obtained after those decisions, such as the maximum amount of economic profit or
the maximum amount of water storage, and so on, which are called the answers to
the objective function. If we have a function of a goal, our problem will be a single
goal, and if we have several goals, there will be several goals.
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2.5.4 Forth Example

Suppose that the design diameter of the pipes of an urban water distribution network
is considered. In this example, finding themost appropriate values for the diameter of
the network pipes is such that in addition to complyingwith the hydraulic constraints,
the cost of running the network is also minimized. If we consider a network that has
only 20 pipes and ten commercial diameters for it in the market, 1020, different
modes or options for designing this network are possible.

The question is that if this optimization problem is solved by trial and error, there
is no choice but to search among the 1020 different design modes. In each step of this
search, in addition to calculating the cost of the pipes used in the construction of the
network, it is necessary to consider the compliance with the hydraulic limitations of
the network. So, if it takes only one second for each search to perform the calculations,
it will take several centuries for the overall assessment of the possible states and the
assurance of a possible optimal answer to this optimization problem. So, what can
be done to solve this optimization problem?

Optimal answers to this example are easily obtained using a variety of evolutionary
and meta-exploration optimization methods.

2.6 Summary

The primary purpose of this chapter is to review Berkeley and the details of the
optimization theme with a focus on water resources management. In this regard,
first the introduction and review of the studies conducted in the field of optimization
in water resources, then a definition of keywords and terms related to optimization
was presented to determine their general meaning. In the following, the basics and
logic of the subject were mentioned in order to determine its basis. In this section,
the types of models and the concept and logic of each of them were mentioned, and
their nature and structure were determined. the importance and necessity of the issue
were pointed out, and the reason for optimization in water resources management
was stated, and its advantages were identified. the method of optimizing the genetic
algorithm, which is one of the practical methods of optimization in water resources
management, was examined a flowchart of the optimization process was presented.
Finally, after presenting all the essential and required materials to clarify the issue
for the readers, four examples in the field of optimization were mentioned, and
it was shown that optimization in sustainable management. Water resources are a
fundamental and essential factor in decision-making and policy-making that cannot
be ignored.
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Chapter 3
The Role of Water Information and Data
Bases in Water Resources Management

Mahsa Jahanddideh-Tehrani, Omid Bozorg-Haddad,
and Ioannis N. Daliakopoulos

Abstract Water information and data bases are used for addressing environmental,
physical, social, political, economic, and ecological issues of water supply, consump-
tion, availability, and accessibility. Different disciplines of water resources manage-
ment, such as flood risk assessment, water supply management, reservoir operation,
and water sanitation require incorporation of different types of water information
for efficient planning and decision making. Therefore, this chapter aims to inves-
tigate the main features of water information, data sources, water data challenges,
water data processing, analysis and dissemination which also play a key role in inte-
grated and sustainable water resources management. This chapter begins with an
introduction to the importance of data and information in various water disciplines
as well as indication of data life cycle. Thereafter, different types of water data and
sources (measurements, models, remote sensing, and administrative institutes) are
proposed. Additionally, the challenges and limitation of water data, such as poor
data quality, lack of integrated water portals, limited funds, and big data problems
are discussed. This section is followed by indication of water data processing key
points and steps of water data dissemination. Additionally, the World Hydrological
Cyclone Observing System (WHYCOS), Global Runoff Data Centre (GRDC), and
Bureau of Meteorology (BOM) are introduced as examples of important water data
systemswhich improve development in delivery and use ofwater data, and evaluation
of environmental impacts and risks. Finally, the chapter revealed recommendations
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to improve water data information and portals for the purpose of efficient water
resources planning and management.

Keywords Water data ·Measurements · Data processing · Data dissemination ·
Data management · Resolution

3.1 Introduction

Limited access to safe water, sanitation, and increased demand threatens human
health, environmental sustainability, and economic growth, while leading to poor
water security and supply. The increasing pressure on water resources is the result
of global drivers such as rapid population growth, industrialisation, inefficient water
management, water pollution, climate change, serious imbalance between supply
and demand, but also poor water data (World Bank 2018). Therefore, water security,
reliable water supply, as well as environment and ecosystem protection are directly
dependant on the level of efficiency, integration, and sustainability of water resources
management.

Data and information are denoted as the “life blood” of a researchwith the purpose
of efficient watermanagement and decisionmaking. Hence, data is the foundation for
well-informed decisions and sustainability that is required by all decision makers.
Water data, or in other words measurements, is a key element in water resources
management projects and planning. Water information is generated from water data
through a process of analysis, integration, and interpretation. In other words, water
information is the processed and synthesized form of water data. The generated
water information should be combined with infrastructure and institution in order to
reach an efficient water resources planning and management for both the current and
uncertain future periods (Cantor et al. 2018).

Different water management disciplines, such as the flood response, drought
management, water supply systems, reservoir operations, water sanitation, ground-
water management, and irrigation supply require incorporation of different types of
water information for better decision making and water planning. Thus, decision
makers and water organizations need to access water information with proper spatial
and temporal resolution (Cantor et al. 2018). Additionally, provision of sound data
with proper quality is essential as it can affect the decisions and management strate-
gies. However, there have been debates among organizations andwater sector partici-
pants that some provided data do notmeet the need ofwater users. Additionally, some
water information is not shared openly. Despite the development of technology and
modern measuring devices, there are still many gaps in available water data, and the
quality of some water information is also still unacceptable (BOM 2017). Therefore,
unmet data needs can interfere the efficient and sustainable water management.
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Fig. 3.1 Data life cycle (Adopted from NSF DataONE Project 2017)

Figure 3.1 indicates the data life cycle (NSF DataONE project 2017) and the
required steps from the data need evaluation to the data application. The main nine
steps of the data life cycle are as follow:

• Data need evaluation and planning: needs of decision makers are fully evaluated;
• Data collection: observations are performed;
• Data quality assurance: checks and inspections are required to analyse the data

quality;
• Data description and documentation: data should be accurately described using

the metadata standards and guidelines;
• Data preservation and archival: data should be preserved in a specific archive (e.g.,

data service and data centre);
• Data discovery: both useful and relevant data information should be obtained;
• Data integration: data from different sources should be combined;
• Data analysis: data should be interpreted; and
• Data release planning: data should be described, managed, and made accessible.
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Globally, water data and information is essential for sustainable planning, policy,
management, and prediction. Additionally, water data provides decisionmakers with
proper information about water demand, weather patterns, hydrologic modelling,
infrastructure needs, climate change, and extreme events. This book chapter exam-
ines the important role of water data and information in integrated water resources
management. It also provides an in-depth understanding of different water data types,
sources, challenges, processing, and dissemination, which are essential for sustain-
able planning, policy, management, prediction, and decision making. Thereafter,
examples of two international information systems (WHYCOS and GRDC) and a
national water portal (BOM) are proposed to indicate how water data organisation
can enhance climate trend analysis, water information products and services, and
sustainable protection of water resources systems through regional and international
cooperation. Finally, conclusions summarizes focal points of this work, and recom-
mendations are proposed to help stakeholders discover and overcome limitations of
current water data.

3.2 Water Data Type

Water data is a set of information that can address issues associated with phys-
ical, environmental, social, economic, ecological, biological, chemical, cultural, and
political parameters in disciplines such as water use, availability, and accessibility.
Additionally, water data can consist of a complex mix of different formats, including
spreadsheets, satellite images, geospatial databases, and photographs (Laituri and
Sternlieb 2014).

Generally, water data can be classified in two main categories: (1) Primary data
and (2) secondary data. Primary data indicates the collection of raw data, including
the data collected through measurements by technician and/or automated sensors.
Measurements of water quality parameters, streamflow and precipitation are exam-
ples of primary data. Secondary data are obtained frommodels, specificmethods, and
lab experiments under controlled condition. Typically, models and methods apply
primary data from different sources to compile and analyse them for estimating a
variable. For instance, precipitation pattern, streamflow condition, irrigated area, and
crop data can be combined through a model or method to estimate the agriculture
water demand (Ziman2016).Climatologicalmodels, hydrologicalmodels, processed
remote sensing data or satellite images are some examples of secondary data (Laituri
and Sternlieb 2014). In addition to these classes of water data, 12 extensive groups
of water data can be developed based on disciplines or sectors where water data is
applied (BOM2017). Detailed classifications of water data with respective examples
are shown in Table 3.1.
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Table 3.1 Water data types together with data sources and examples

Water data Data provider Example

Hydrometric data Hydrology services discharge, water level, water quality
parameters, flood inundation area,
flood level, and water temperature

Meteorological data Meteorological services precipitation, humidity,
evaporation, and evapotranspiration

Groundwater data Geological and mining institutes groundwater level, storage capacity,
and permeability capacity

Water storage data Geological and mining institutes water storage bathymetry and level,
storage volume, and storage inflow
and outflow

Water use data Water and environmental regulation
organizations; and water resources
institutes

water supply from rivers,
groundwater and storages

Water quality data Environmental protection
organizations; and health-related
institutes

turbidity, salinity, PH, nutrients,
suspended sediment, and
phosphorous

Wastewater data Environmental protection
organizations; and health-related
institutes

stormwater volume, treated water,
and sewage volume

Water pollutant data Environment protection
organizations; and environment and
energy institutes

concentrations of fertilizers,
bacteria, algae, and industrial waste

Manufactured water Environmental and conservation
organizations; and health-related
institutions

water derived from recycling,
desalination, and stormwater
harvesting

Ecosystem data Environmental organizations; and
water and natural institutes

springs, lakes, ponds, caves, and
wetlands

Water rights data Water share trading institutes; and
statistics institutes

water ownership, border rivers
water, water transfers, and water
license conditions

Administrative data Water market institutes water prices, water infrastructure
expenses, and water access and
sharing rules

All the stated data are essential for efficient decision making in different water
disciplines, including the sectorial water management, integrated water sector plan-
ning, climate change adaptation, global and regional reporting, as well as operational
and emergency management. Additionally, the type of required data for a specific
project relies on the type of activity and plans. For instance, a flood inundation project
will not require the same data as a peak flood prediction project. Additionally, the
temporal and spatial resolution of the required water data should be specified for
each project. For instance, the hourly river flow is generally applicable to peak flow
prediction, and estimation of flash flood peak flows requires even higher temporal
river flow resolution (e.g., minutes), while the daily river streamflow is required for
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analysis of river flow due to changes in land use pattern. Thus, the researchers and
managers are required to consider the required data type and resolution from the
beginning of a project.

3.2.1 Water Data Source

Different distinct types of water data are required to determine water quality and
quantity to achieve efficient integrated water resources management. Water data is
obtained through different sources andmethods. Basically, thewater data comes from
four sources: (1) measurements; (2) models; (3) remote sensing; and (4) administra-
tive institutes (BOM 2017). Each of the stated sources will be discussed in the next
four sections.

3.2.1.1 In Situ Measurements

Water resources management constitutes a data-driven discipline, which involves
consistentmeasurements ofwater quantity and quality. Themeasurements aremainly
concerned with monitoring meteorological and hydrological variables (BOM 2017).
In order to measure water variables, including physical, chemical, and biological
parameters, specific methods and instruments are applied. For example, water level
can be measured using different techniques such as a float and shaft encoder, a radar
or an ultrasonic level sensor (NIWA 2019), turbidity by determining the intensity
of light scattered by suspended particles in the water column (EHMP 2006–07),
and biological contamination using E. coli concentration as a marker (Edberg et al.
2000). In addition to the variables which come from direct measurement, some
other variables are calculated according to a mathematical transformation of a direct
measurement. For instance, river discharge is computed by multiplying the water
area in a channel cross section by the water average velocity in that cross section
(BOM 2017).

In situ measurements can yield the most reliable water data, provided that the
measuring devices are precise and properly calibrated. The restriction of direct
measurements is the high cost of purchasing, installing, calibrating, fixing, and
maintaining the measuring devices and equipment. Additionally, regular moni-
toring should be conducted periodically to obtain the proper data length and spatial
coverage, and therefore, constant financial support and effort are required to manage
the long and intensive monitoring programs (BOM 2017). Due to the discussed high
costs, many poor countries suffer from improper and inadequate water data, which
can directly affect the water management planning and strategies. This issue necessi-
tates the provision of financial support by international agencies and organizations to
improve the water monitoring networks in poor countries dealing with critical water
supply and management problems.
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3.2.1.2 Remote Sensing

In 1957, the Sputnik 1 was the first artificial earth satellite that placed into orbit. This
satellite had significant impact on humanity’s perception of space, and announcing
a new era if earth observation. After launching the Sputnik 1, several systems
(e.g., Television and InfraRed Observation Satellite (TIROS 1), Nimbus 1 etc.)
were launched in the following year to weather and climate conditions. Such satel-
lite missions led to dramatic advances in remote observations and measurements
(McCabe et al. 2017). Remote sensing refers to the process of inferring surface
parameters, which are derived from measurements of the emitted/reflected electro-
magnetic radiations, from the land surface (Schmugge et al. 2002). The application of
remote sensing in hydrological sciences has providednewdatasetswith high temporal
and spatial resolution for continuous water resources observations, which addresses
the low resolution and expensive in situ measurements. Figure 3.2 indicates the earth
observing system applied in hydrological sciences. The stated system consists of
several components, signals of opportunity (e.g., cars,mobile phones),Doppler radar,
mobile rovers, smart phone and citizens science (e.g., simple image capturing, plug-
in and Bluetooth technologies), cell signals (e.g., antennas), unmanned aerial vehicle
(UAV) (e.g., drones), research balloons, airborne vehicles, CubeStas, high definition
(HD) videos, satellite missions (e.g., Landsat 1–8), sensors aboard the International
Space Station (ISS), and geosynchronous meteorological satellites (McCabe et al.
2017).

There are two types of remote sensing instruments: i) active and ii) passive. These
instruments are mounted on satellites, drones, vehicles, aircrafts, and ground-based
structures to measure different water data parameters, such as soil moisture, evapora-
tion, water temperature, rainfall rate, sediment concentration, flood inundation area,
rainfall distribution, surface topography, wind speed and direction, cloud compo-
sition, and air humidity (BOM 2017). Active sensors provide their own source of
energy for emitting radiation towards the investigated target, and then measure the
time of arrival radiation reflected from the target. The majority of active sensors are
able to perform in the microwave portion of the electromagnetic spectrum. Hence,
these sensors can potentially penetrate the atmosphere under rough conditions. Laser
altimeter, radar, Lidar, Ranging instrument, Scatterometer, and Sounder are examples
of active sensors (NASA 2019).

On the other hand, passive sensors detect natural energy (light wavelength)
which is emitted or reflected from the observed scene. The common source of
radiation measured by passive sensors is the reflected sunlight. Passive sensors
include various types of spectrometers and radiometers. These sensors are able to
perform in the infrared, visible, thermal infrared, and microwave portions of the
electromagnetic spectrum. The Accelerometer, Hyperspectral Radiometer, Imaging
Radiometer, Sounder, Spectrometer, and Spectroradiometer are some examples of
passives sensors (NASA 2019).

Remotely sensed data provides continuous spatial coverage and are typically
presented in gridded form. The most temporally regular remotely sensed data set is
obtained from satellites (BOM 2017). Since its advent in the 1960s, satellite remote
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Fig. 3.2 Earth observing system (Adopted from McCabe et al. 2017)

sensing has been widely used as a complete source of information. Satellite sensors
can measure almost all components of hydrological cycle, such as precipitation,
evaporation, surface water, soil moisture, lake and river levels, surface and sub-
surface water storage, and snow storage (Sheffield et al. 2018). However, satellites
have relatively coarser spatial resolution than in situ measurements due to their large
distance from the earth in relation to the resolution of the sensor and the attenu-
ation effect of the atmosphere between the sensor and the observation point. Low
earth orbiting satellites present much higher spatial resolution with lower temporal
resolution (BOM 2017).
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The only issue that should be carefully considered in remote sensing is the require-
ment of significant information technology infrastructure for data management.
Additionally, complex image processing tasks are needed to provide the data with
suitable format (BOM 2017). In summary, remote sensing tools play an important
role in improving water resources management through provision of large spatial
and high temporal resolution.

3.2.1.3 Models

In order to tackle the shortcomings and costs associated with in situ measurements
and also to address the poor spatial support of in situ point measurements, different
types of models and methods can be applied to generate water data. Modelling
approaches are useful tools to address poor spatial support of in situ point measure-
ments. For instance, required spatially distributed water surface elevations for flood
magnitude, extent and timing estimations are derived from hydrodynamic models.
Therefore, models and methods are applied for different purposes. For example,
different rainfall-runoff models have been developed for generating the runoff data
in ungauged catchments. Conceptual rainfall-runoff model applications such as
Nedbor-Afstromings Model (NAM) (Makungo et al. 2010; Faiz et al. 2018; Zhen-
lei et al. 2019), Hydrologiska Byråns Vattenbalansavdelning (HBV) (Engeland and
Hisdal 2009; Osuch et al. 2019), and The Hydrologic Engineering Center Hydro-
logicModeling System (HEC-HMS) (Gumindoga et al. 2017) are examples ofmodel
applications, which converts the rainfall to runoff in a defined catchment. In the
field of water resources engineering, data-driven approaches have gained popularity
for different water modelling purposes (Kim et al. 2013; Jahandideh-Tehrani et al.
2019; 2020a). Artificial neural network (ANN), support vector machine (SVM),
and random forest (RF) are few examples of data-driven approaches, which have
been extensively applied in the area if water related modellings such as ground
water level prediction (Daliakopoulos et al. 2005; Tsanis et al. 2008; Baudron et al.
2013), rainfall-runoff modelling (Daliakopoulos and Tsanis 2016; Berezowski and
Chybicki 2018; Jahandideh-Tehrani et al. 2020b), reservoir operation (Niu et al.
2019; Ahmad and Hossain 2019), flood prediction (Zhou et al. 2019; Ahmadalipour
and Moradkhani 2019).

Some models are also used to extrapolate to past (e.g., paleoclimate) and future
conditions, such as climate models. Future precipitation, evaporation, wind, and
temperature can be generated using different climate models, such as Hadley Center
Coupled Model (HADCM3), Norwegian Erath System Model (NorESM), and The
Fifth Version Model for Interdisciplinary Research on Climate (MIROC5) (Randall
et al. 2007). In order to summarize a large amount of information, specific approaches
such as systemdynamics (SD) are applied to analyse and interpret information.Using
flow diagrams and feedback loops facilitate the analysis and conclusion for complex
information (Ahmad and Simonovic 2004; Jahandideh Tehrani et al. 2014; Christias
et al. 2020). In summary, models and methods are used for tasks, such as making
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predictions, data assimilation, and interpreting the large amount of complex informa-
tion. Themain limitation of applyingmodels is the uncertainty resulting frommodels
due to prior assumptions and scale issues. In water resources engineering field,
analytical techniques (e.g., Mellin transform technique, and Fourier transform tech-
nique) and approximation techniques (e.g., first-order variance estimation (FOVE),
probabilistic point estimation (PE) methods, and Monte-Carlo simulation) are the
two main uncertainty analysis categories that can be applied to address hydrologic,
hydraulic, structural, and economic uncertainties (Tung 2011). Many researchers
have discussed model uncertainty analysis and proposed methods to reduce the
amount of uncertainty. For instance, Wagener and Wheater (2006) investigated the
sources of uncertainty in a rainfall-runoff model by focusing on 10 catchments. They
identified that the uncertainty is related to local modelling (process of selection and
calibration of the local model structure) and regionalization procedures. To increase
the accuracy of model results, many studies have focused on analysing uncertainty
and reducing the vulnerability. Her et al. (2019) evaluated the associated uncertain-
ties with multi GCMs in runoff and precipitation projections. In terms of adaptation
planning for uncertain climate change impacts, evaluating the robust adaptation deci-
sions to climate change uncertainties was studied by Dessai and Hulme (2007). They
concluded that water resources are sensitive to regional climate response uncertain-
ties in climate change impacts. Also, Fletcher et al. (2019) developed a new planning
framework to evaluate climate uncertainty over time for flexible planning strate-
gies. In summary, despite the wide applications of models in improving water data,
research is still required to improve the accuracy of the model results.

3.2.1.4 Administrative Institutes

Two types of data, including the water rights data and administrative data (mentioned
in Table 3.1) are not obtained from measurements or models. Data such as water
rights, water pricing, water infrastructure inventories, water demand in different
economic activities, water ownership, and basin borders are basically recorded by
water management agencies as part of their business purposes. Additionally, such
data can be collected by conducting household and business surveys (BOM 2017).

Water rights data and administrative data play a critical role in developing,
proposing, and evaluating the water management strategies and policies as well
as decision making. For instance, water system governance, which refers to the
structure and administrative process, should direct and control operations, decision
making, legislation, and finance as part of their tasks. Therefore, administrative data
is required in order to determine operational standards and water regulations.

A large number of agencies and organizations are involved in the establishment
and administration of water rights in scale of regional, national and international
scopes. In Europe, the Water Framework Directive (WFD) is the main foundation
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of European Union (EU) water policy that aims to ensure sustainable water use and
protect aquatic systems through applying legislations to all surface waters (rivers,
lakes, transitional and coastal waters) as well as groundwater (Carvalho et al. 2019).
In Australia, the Department of Natural Resources and Mines is involved in water
system administration in all states (Productivity Commission 2003). While different
countries/regions/continents have their own administrative institutes to dictate water
related policies (e.g., water pricing, water ownerships, river borders, etc.), there are
also international foundations, which deal with global water issues. For example,
WorldWater Council is an international multi-stakeholder organization that enhance
political action and awareness to deal with critical water issues through developing
partnerships between countries (World Water Council 2020). Pacific Institute, Clean
Water Action, and Water.org are other examples of global organizations that aim to
solve water conflicts, promote legislation for water protection, and deal with water
crisis.

3.3 Key Characteristics of Water Data Type

Different types of water data have their own characteristics and use. In other
words, each type of water data should be applied for a specific purpose of water
resources management, such as flood management, water quality management, sedi-
ment control, and water security management. The key characteristics of water data
together with examples are listed below (BOM 2017):

• Parameter type (e.g., river flow data for reservoir operation; water demand data
for irrigation management)

• Measurement location (e.g., water quality data for upstream of water offtakes for
drinking water supply; groundwater level data for heavily utilized aquifers)

• Spatial coverage (e.g., flood level data for flood prone areas; national scale water
assessment)

• Spatial density (e.g., rainfall distribution for rainfall pattern assessment)
• Temporal frequency (e.g., daily or monthly river data for regional water security

assessment; high frequency river and rainfall data for flood forecasting)
• Longevity of measurements (multi-decadal data of continuous rainfall for rainfall

IDFanalysis; historical river flowdata for flood frequency andmagnitude analysis)
• Latency (e.g., basin time concentration for rainfall-runoff modelling; real-time

rainfall and river level data for flood forecasting)
• Precision (e.g., water quality data should be precise in order to confirm safe

drinking water supply; water pricing should be assessed carefully to prevent
probable issues between stakeholders).
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3.4 Challenges of Water Data

In most countries, the nation’s water data arrangements cannot satisfy the need of
water sector participants, and the processes of data collection are limited. There is
an increasing need for systematic data collection in order to improve monitoring and
ensure informed decision making (IWRM 2019). Over the next three sections, basic
challenges of accessing proper and accurate water data will be discussed.

3.4.1 Poor Quality of Water Data

There are many gaps in the available water dataset, and the quality of some water
data is poor. Generally, the available water datasets are heterogeneous, dispersed, and
poor in quality (BOM 2017). Dispersion and gaps in water data are mainly the result
of poorly calibratedmeasuring devices as well as inefficient equipment maintenance.
Apparently, water management will be challenging without good water data. There-
fore, policymakers andmanagers are unable tomake sound decisions as the provided
water data are unreliable and contradictory (BOM 2017). Additionally, many poor
countries, which are facing financial problems, are not equipped with modern and
efficient measuring devices and techniques, which leads to poor measurements, and
subsequently poor quality datasets (INBO 2018).

Lack of homogeneity in water data causes poor data management as the data
is useless, and massive investments on water infrastructure and data collection is
wasted. Heterogeneous data mainly occurs when private organizations follow their
own specific guidelines and procedures for data collection, and there is no general
adopted rules for all data collector organizations (BOM 2017).

3.4.2 Lack of Integrated Water Portal Systems

One of the main water data challenges in many countries is the lack of information
about the available water data, and also not openly shared datasets. Basically, there
is no single established organization/tool/website to provide potential users with
information about the different available water types, and characteristics of the water
date sets. Detailedmetadata, i.e. information on “how the data is produced”, “how the
data can be accessed”, “how the data should be used”, “who to contact”, and “what
the licence of the data is” are not provided by institutions in many countries. Thus,
researchers and water data users require considerable time, effort, and investment to
identify stated information.

Therefore, data users and researchers need to spend time on basic data gathering
and transformation rather than scientific analysis. This problem is noticeable when
data is collected by multiple agencies for a specific task purpose. For instance, the



3 The Role of Water Information and Data Bases … 71

required meteorological data models and formats for hydrological purposes (e.g.,
groundwater and catchment modelling) are different from the meteorological data
formats for atmospheric science analysis. As a result of this data difference, a hydrol-
ogist should spend significant amount of time on learning the file format and visu-
alization tool used by atmospheric science community. To address this problem,
data should be communicated between scientific sub-disciplines systems through
standard protocol/web services (Goodall et al. 2008). In this context, organizations
such as European FloodAwareness System (EFAS), Global FloodAwareness System
(GLOFAS), European drought observatory (EDO),Watershed IndexOnline (WSIO),
United States Geological Survey (USGS) Water Data, BOM climate data online,
European Space Agency (ESA), Copernicus Space Component (CSC) and National
Aeronautics and Space Administration (NASA) have made efforts to provide users
with documented, homogeneous, and well-organized data set, which can be accessed
through web services, and indicate datasets in the form of maps, tables, and graphs.

3.4.3 Limited Access to Data

According to the Integrated Water Resources Management (IWRM) principle, the
public should participate in decision making processes. In order to pave this way,
water institutions and organization shouldmake thewater data and information avail-
able and accessible to the public. However, much water data is not accessible by the
public, or the water data type is not understandable by people with no expert knowl-
edge. Thus, to ensure the participations of the public, water data should be dissem-
inated in an informative and comprehensible way (INBO 2018). In addition to the
public, openly shared and freely access to most water data is limited for water data
users, particularly researchers. Regarding the fact that in many countries, funds for
data collections come from private sectors, institutions are mainly reluctant to share
the data freely. Additionally, many national organizations have no tends to share the
collected data with the neighbouring countries or other international organizations.
This situation is observed particularly when the countries are facing critical water
scarcity, and the countries under such conflicts deny publishing information due to
security risks (INBO 2018).

Additionally, poor countries, which are facing financial problems, are unable to
build efficient water information systems, manage water data, and develop efficient
web portals and tools for data sharing. As a result, international organizations and
agencies play an important role in providing financial support as well as remote
monitoring to deal with the water problem in poor countries (INBO 2018).
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3.4.4 Big Data Problems

Regarding the increased amount of water data, several challenges can appear for big
water data management. Big water data is associated with increased data volume,
variety, and velocity. The amount of measured and processed data is growing rapidly.
Additionally, the growing formats of data can make data management challenging.
Considering the increased automation in data measurement process, the biases,
abnormalities, and noise are also increasing in raw water data. As a result, a suitable
and massive validation process is required to treat raw water data. Citizen science
data is another aspect of big data complexity. Citizen science refers to the partici-
pation of the general public in the process of research design and data collection,
which leads to the collection of large volumes of data (Buytaert et al. 2014). In the
field of climate modelling, the spatial and temporal dimensions of data are intensive
as such data indicates complex process of atmosphere and ocean circulation. There-
fore, such climate data requires high storage space and large computer processing
power (Cuntz et al. 2007). High volume data with long time periods can lead to high
potential of data loss or intrusion. Generally, with high increase in the amount of
data, many challenges are coupled with the process of big water data management.

3.5 Data Processing

Data processing refers to themanipulation of data obtained from in situmeasurements
or remote sensing, before they can be efficiently stored or made available (Hughes
1998). Raw data should be processed and transformed into formats to be identified
and applied by researchers, data users, and decisionmakers (INBO 2018). Regarding
the cost, effort, and high volume involved in data collection, proper data processing
tools and approaches should be adopted (Hughes 1998). Many tools are available
for data processing, including spreadsheets and databases, database management
tools, geographic information systems (GIS), Extract-Transform-Load (ETL) tools,
modelling tools, and statistical data analysis tools. However, the selected tools and
approaches should meet the requirements of the data users and researchers: What
data format is required?What is the purpose of using the data?What kind of research
will be conducted? And which organization will use the data? (INBO 2018).

3.5.1 Water Data Processing and Analysis

The main purpose of data processing is to convert raw data into information,
which meets the need of researchers and decision makers. Key points of water data
processing are (Hughes 1998):
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• Data encoding and digitizing;
• Quality control, consistency checking, and error checking;
• Data storage resolution;
• Data calibration and stability;
• Data storage and retrieval system.

The stated key points will be discussed below:

Data encodinganddigitizing: Converting themeasurements to digital is thefirst step
of data processing. Hand-written field sheets or automatically penned chartsmounted
on a rotating drum are simple forms of data collection, which is still applied in
many areas, particularly for collecting rainfall, evaporation, and othermeteorological
variables. Next, this data should be transferred to a computer database. Lost or
damaged data is the main drawback of this manual data recoding. Therefore, modern
telemetry, remote sensing, and other modern instruments have been developed to
record the data automatically, particularly collecting the “real time” data (Hughes
1998). The vast quantities of recorded data (in situ measurements and remote sensing
data) should be transformed into the cloud services in order to be stored and classified
and then be accessible through portals and web services (McCabe et al. 2017).

Data quality control: Data collection corresponds with issues such as missing data,
recorded data over the incorrect time, accumulated data, instrument failure, etc. Addi-
tionally, most databases are not able to identify poor and incorrect data and inform
data users of data inconsistency (Hughes 1998).Missing data processing, logical error
detection, repeated data processing, abnormal data detection, and inconsistent data
processing are main aspects of hydrological data quality control. Prediction methods
(e.g., recurrence neural network (RNN), and support vector machine (SVM)), opti-
mization methods (e.g., particle swarm optimization (PSO)), and statistical methods
(e.g., adaptive boosting, and statistical control) are some examples of data driven
approaches for data quality control (Zhao et al. 2018).

Data storage resolution: Time resolution is of great importance inwater data, partic-
ularly, the data used in hydrological analysis. For example, required time step for
analysing the rainfall intensity in temperate climate is different from the arid and
semiarid climates. Normally, the rainfall data with a resolution of one hour should be
proper in temperate climate, while short-term variation of intensity is more important
in arid and semiarid areas, and hence, minute should be the proper time step in arid
areas (Hughes 1998). Therefore, disaggregation methods, such as Hyetos based on
Bartlett-Lewis process and Marcov chain model should be applied in order to break
down the data into shorter time steps (Koutsoyiannis 2003), which is considered as
an important task of data processing.

Data value accuracy: Accuracy of observations is a numeric value that quantifies the
data measurements accuracy based on the closeness to the standard value. The stated
value accuracy measures the associated uncertainty with data measurements, which
is the result of errors in bias and precision. The value accuracy can be estimated using
the knowledge of instrument accuracy and measurement method as well as statis-
tical analysis of the records from repeated measurements (Horsburgh et al. 2008).
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Additionally, some instrument calibration process (eithermanual calibration or using
table and equations) is required to ensure accurate measurements. For instance, the
stage-discharge relationship is commonly used to convert water level measurements
of a flume to flow rate or discharge. In the case of a flooding event in a river, calibra-
tion process is necessary as riverbank erosion and massive sediment transport occur
over flood events (Hughes 1998).

Data storage and retrieval system: As describe in Sect. 4.4, big data requires
massive amounts of data to be stored. Metadata catalogues and data storage systems
help data users to identify the available datasets and check their characteristics
(Hughes 1998). Within this context, recorded observations should be stored with
sufficient supporting information (e.g., the location, date and time and type of vari-
able that was observed) about the observations to enable data interpretation and
cross-dimension data retrieval and analysis (Horsburgh et al. 2008). The databases
should provide users with helpful information on the typemeasurements, data length,
instrument details, the latitude and longitude of measurements, data quality, missing
data, time zone, etc. Additionally, an efficient database is able to allow user to access
and download the data in different formats, such shape files, text file, and excel files.
It is also necessary to design a frequent backup system for the databases in order
to prevent data lost in a case of system failure (Hughes 1998). In the scope of data
storage and retrieval, Internet of Things (IoT) technology, which has been devel-
oped rapidly in recent years, is considered as a key approach in big data processing.
Within this context, cloud computing is a new generation of computing architecture
that supports big data applications and growing data processing (Fan et al. 2018). As
an example of such applications, the cloud-computing services have been applied to
watershed management by enabling watershed partnerships for focusing primarily
on decision-making activities (Sun 2013). Bürger et al. (2012) also developed an
intuitive Web interface to create an integrated hydrologic simulation platform that
enables users to access scientific software through a web browser.

3.5.2 Water Data Visualization

After the data process step and data preparation, the next step is to present the data in
an understandable and efficient way. Regarding the recent improvements of digital
culture and information technologies, large datasets become complex to understand.
Therefore, visual presentation of data has been developed, which presents data in the
form of a graph, map, video, animation, hierarchy, etc. Data visualization can also
improve understanding of existing trends, patterns and correlation in the datasets
that might not detected in text and number-based data. As a result, stakeholders
and decision makers can easily identify the important issues of water resources
management to focus on as well as adapting new policies. In the scope of data
visualization, the quality of data presentation is important as a poor or incorrect type
of data visualization may cause misleading and hinder smart decision making. The
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visualization tool should be selected based on specific criteria, including i) how data
viewers interact with data, ii) the information that should be obtained by the viewers,
iii) the function of the data, and iv) the data composition. The three main types of
water data presentation are as below (INBO 2018):

• Maps: They indicate the geographical distribution of different parameters, such
as evaporation, rainfall, temperature. Maps can be produced using GIS software.

• Key figures: They are generated from data processing and document analysis.
Key figures are understandable by public.

• Factsheet: They showa regular summary of data analysis, information, and graphs
on different topics such as global warming, climate change, and drought trend.

3.5.3 Water Data Dissemination

After collecting, verifying, processing, and storing the water data, the next important
task is to release and disseminate the data according to the target group (e.g., the
general public, researchers, and decision makers) (e.g., before and after a flooding
event). Data dissemination consists of four main steps (SEQwater 2014):

(1) Data value identification: The first step is to evaluate the data value and infor-
mation asset to decide on the price of the water data. The data value is conducted
by surveying business system, water companies, and stakeholders about their
needs and interests. Some data can be accessible free of charge considering the
expenses of data preparation process and company’s needs and interests.

(2) Data assessment: Over the second step, the data suitability for release should
be assessed based on relevant guidelines, policies, and legislations. Addition-
ally, depending on the target group (e.g., scientific, non-expert purposes), data
visualizations, data use instructions, and data use policies should be defined.

(3) Data publication: Over the third step, data should be published based on
priority factors such as public interest, stakeholder feedback, company and
institutes need, and economic values. Additionally, given the type of require-
ments of different target groups (e.g., the general public, researchers, and deci-
sion makers) and required time of hydrological events (e.g., before and after a
flood event, before and after a dam construction), data dissemination should be
specified.

(4) Data management: Over the last step, data quality should be improved with
regard to data user’s feedback.

In order to release the water data, different strategies and digital tool are available.
Below is the list of different water data dissemination plans (INBO 2018):

• Web portals and websites: data resulted from monitoring programs is delivered
through portals and website. Basically, portals provide organized data, and water
data is classified based on different criteria such as collected data from open
stations, water data type (e.g., water level, streamflow, and rainfall), collected
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data from closed station, river type, time periods, water data unit (e.g., mega litre
and cubic meters), and measured interval (e.g., hourly, daily, and monthly).

• Factsheets: guidelines, water issues (e.g., global warming and climate change),
water data change trend analysis (e.g., temperature trend, major flood event trend
and evaporation change trend), monitoring programs (e.g., coastal erosion moni-
toring), management programs (e.g., integrated sub-basin management plans) can
be published through digital books.

• Social media networks: In addition to portals, websites, and digital books, social
media networks also play an important role in water data dissemination. Social
media networks increase people’s awareness of available water data and establish
contact with internet and data users. Additionally, social media are effective way
of transferring news and water data updates to users.

• Smart apps: smart and free apps are favourable, particularly among the public.
Smart applications canpotentially target differentwater users and improve interac-
tion. For instance, “Ma Cons’eau” is a useful free application, which can estimate
the people’s water consumption through providing a set of simple questions. The
amount of water consumption is calculated based on the water price of resident
locations.

3.6 Practical Examples

Many organizations, systems and programs have been developed to provide high
quality data and services of weather, climate, hydrological, and environmental fields
for the purpose of integrated water resources management. Therefore, multiple
water data, information, and knowledge should be shared to build cross-functionality
between stakeholders.

One example of the water data system is theWorld Hydrological Cycle Observing
System (WHYCOS), launched by the World Meteorological Organization (WMO)
in 1993 to improve sustainable development in delivery and use of hydrological
data as well as promoting regional and international cooperation. WHYCOS aims to
enhance the sustainable protection, use and management of water resources systems
as well as support decision makers through reliable and data provision. In terms
of regional water resources management, HYCOS promotes data and information
products, such as flood forecasts and warning data. At global scale, the WHYCOS
International Advisory Group (WIAG) was introduced to provide support for policy
guidelines and future development of the projects (WMO 2019).

Another example of global water data organization is the Global Runoff Data
Centre (GRDC), which was established three decades ago. GRDC is an international
archive of streamflow data, which aims to enhance analysis of global climate trends
and evaluate environmental impacts and risks. TheGlobal RunoffDataBase (GRDB)
atGRDCwas built on an initial dataset collected in the early 1980s.GRDB is a unique
tool for obtaining river streamflow data at daily and monthly time step from over
9,500 gauging stations in 161 countries.
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Fig. 3.3 The role of AWRIS in water information in Australia (Adopted from AWRIS Information
Sheets 2019)

In terms of national scale, the Bureau of Meteorology (BOM) in Australia has
developed the Australian Water Resources Information System (AWRIS). As shown
inFig. 3.3, the purpose ofAWRIS is to receive andmanagewater data and information
as well as supporting and disseminating different water information products and
services.

AWRIS is able to store and manage information about groundwater levels, river
flow, the quality of water in rivers and aquifers, water trades, water use and restric-
tions, and water volume in storages in a central database. Next, the stored data
is checked for quality and standards to ensure that the stored data is consistent
with the current available data. Over the next step, the Australian Hydrological
Geospatial Fabric cast the stored water information in a spatial context through
encoding the spatial connections between Australia’s hydrological features (e.g.,
rivers, lakes, aquifers, dams, channels etc.). As indicated in Fig. 3.3, the final step
includes analysing, interpreting, and integrating the water data. AWRIS delivers
variety of water data, reports, and forecasts, such as real-time water reports, regular
national water resources assessments, improved floodwarning systems, and seasonal
streamflow forecasts. The main advantage of AWRIS is that water users are able (i)
to identify water resources condition in Australia through integrated viewpoint, (ii)
to prepare benchmark reports using quality and transparent data, (iii) to check the
details of standards, (iv) to control the quality of applied water data, and (v) to easily
use the data for planning, analysis, reporting, and modelling (AWRIS information
sheets 2019).

3.7 Summary

Limited water resources and increased demand for the resources leads to growing
challenges facingwater resources systems. This growing pressure onwater resources
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is the result of many issues, such as rapid population growth, poor water data,
inefficient water resources management, and climate change. Therefore, the need
to enhance water security, sustainable water management, reliable water supply,
and environment protection necessitate the integrated water resources planning and
management.

The chapter underlines that water data and information are considered as the key
components of water-based research, which provide decision makers with proper
information in different water disciplines. Water data can be classified into two main
categories, primary data and secondary data, where primary data is the collection of
raw data, and secondary data obtained from models, lab experiments, and specific
methods. Additionally, water data types can be grouped based on disciplines/sectors
that water data is used. For instance, hydrometric data, meteorological data, and
groundwater data are applied in hydrology services, meteorological services, and
geological andmining institutes, respectively.Different distinctwater data is obtained
from four main sources: (1) measurements; (2) models; (3) remote sensing; and
(4) administrative institutes. The chapter also discuss the limitation of water data,
including poor quality, lack of integrated water portal systems, limited funds for
data provision, and big data problems. In order to efficiently store and apply data,
water data should be processed and analysed through key steps: (1) data encoding
and digitizing; (2) quality control, consistency checking, and error checking; (3) data
storage resolution analysis; (4) data calibration and stability; and (5) data storage and
retrieval systems. After the data processing steps, water data should be visualized
and presented in an understandable way to find our existing climate trend, pattern and
correlation for the purpose of adapting new policies andmanagement strategies in the
realm of water resources. Thereafter, water data should be released and disseminated
through web portals and websites, E-books, media and social networks, and smart
apps to be used by decisionmakers, researchers, and policymakers for efficient water
management planning.

In general, the outcomes of the present chapter will benefit different water disci-
plines sectors through provision of discussion on the role, current condition, and
importance of water data and information in water resources management.

3.8 Recommendations

Regarding the important role of data provision in integrated water resources
management, it is recommended:

(1) To provide public easy access to water data with the purpose to serve many
different contexts: In order to improve decision making strategies, enhance
national and international research studies, and ensure efficient water resources
management, different water data sources and types should be highly acces-
sible. Additionally, free provision of some data sources can potentially increase
people’s awareness about the responsibility and importance of different water
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sectors. As a results of this increased awareness, public tends to have interac-
tions and collaborations with experts, which leads to efficient water supply and
management.

(2) To improve collaboration and engagement between water data system or
portal developers and users: Identification of the intended purpose of data
provision is a fundamental need for achieving efficient data use. Therefore,
before providing the data, sound understanding of the need of stakeholders and
data users is essential to ensure the relevant data collection.

(3) To develop a single global data system: Despite the availability of many
different sources, portals and websites for data users, some researchers have
challenge to identify the most accurate and efficient source of data for their
studies. In order to address this issue, multiple sources of water data at different
spatial and temporal resolutions should be consolidated in a single global data
system.

(4) To provide data in different formats and resolutions to target different
decisions making strategies: Based on the type of decision-making strategy,
research project, and water management strategy, different temporal and spatial
resolutions of data should be provided. Hence, an efficient water data system
should provide resolution flexibility in data as well as ensuring the quality and
integrity of data.

(5) To propose and build a novel water data system for water data format
conversion: Many researchers and water data users should convert the format
of the collected water data into the required input data format of different
water software packages. The process of data format conversion is time and
money consuming. Therefore, the generation and provision of different water
data formats help users to save time in running water software and models.

(6) To develop efficient water data systems, which are able to generate and
update information from water data automatically: Water data systems
should be improved in order to automatically generate some illustrations
(maps, figures, and tables) from the input data. Additionally, the new collected
data should automatically update the water data system by providing updated
illustrations and information.

(7) To developmore accurate data gap fillingmethods: Some data, such as future
meteorological data under climate change, should be estimated. There are also
gaps in some data due to different reasons, such as defective measuring device.
In order to inform decision making and researchers with proper data, the stated
limitations and gaps should be addressed.

(8) To integrate different data sources to ensure quality data: Various organi-
zations provide water data based on different standards of data measurements,
processing, and collection. Water organizations and sectors should integrate
water data system by satisfying specific level of standards in terms of data
quality, processing, measurements, and documentations.

These recommendationswill helpwater data providers,modellers, and researchers
to detect the limitations of current water data and to identify room for improvements.
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Chapter 4
The Role of Data Mining in Water
Resources Management

Ali Arefinia, Omid Bozorg-Haddad, and Heejun Chang

Abstract Managing water resources from the past has been a concern of managers
and decision-makers in different societies. With the development of various sectors
of industry and agriculture and the increasing population that has increased the need
for water resources, traditional management of water resources has been challenged.
Managers and decision-makers in this sector are faced with a large amount of data
with a variety of characteristics and complex relationships among them, whose anal-
ysis and management are difficult in some basins through traditional analyses. Data
mining is a powerful technology in the management and organization of high volume
information. In this chapter, while introducing various data miningmethods and their
related terms and concepts, and describing the importance and necessity of using data
miningmethods in water resources, its application in predicting water quality param-
eters and surface runoff forecasting in hydrology, so we try to better understand this
issue.
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4.1 Introduction

Data mining is a repeatable process where progress is made by exploring through
automated or manual methods. Data mining is the most beneficial exploratory anal-
ysis scenario in which there is no pre-determined conception of a significant outcome
(Kantardzic 2002). In another definition, the data collection process, identification,
and modeling based on large amounts of data are to discover an order or relationship
that is initially unknown, to obtain useful and transparent results for the database
owner (Giudici 2003). The first research on the decision tree algorithms can be
found in studies by Buntine (1993), Moret (1982), Murthy (1998), and Safavian et al.
(1998). The current view of neural networks began in the 1940s with the research of
McCulloch and Pitts (1943), which showed that artificial neuron networks can calcu-
late any definite and arithmetic function and is often referred to as the basis of the
other neural network researches. Genetic Programming (GP) is the solution provided
by Koza (1992), which enables computers to solve problems without their explicit
programming. This tool includes the use of genetic algorithms (GAs), introduced by
Holand (1992), which serves the production of automated computer programs. The
first GP research activity was reported in the early 1980s. For example, Smith (1980)
reported a GA-based learning system. The vector support algorithm is based on the
theory of statistical learning that has been developed over the past three decades by
Vapnik and Chervonenkis (1964) and Vapnik (1982, 1995).

4.2 Definitions and Terms

In this section, we introduce the most important terminology in data mining:

• Root node: This node contains all existing instances, and the next level is the first
division of the original set into two more homogeneous sets.

• Decision node: When a node is subdivided into subgraphs, it is called a decision
node.

• Leaf/Terminal Node: The node that does not divide or, in the sense of being
divided sequentially through them, is called Leaf or Terminal Node.

• Pruning: When we remove a node from a node, it’s called Pruning. In fact, this is
an antidote to divide.

• Split/sub-tree: A part of the whole tree is called a branch or under the tree.
• Father and child nodes: A node subdivided into several sub-nodes is called the

parent node or parent node for its sub-nodes. While under the nodes of the parent,
they are known as child nodes.

• Dendrites: Dendrites are similar to trees that have many branches that, by joining
them, ultimately form the string of neurons. Dendrites act as the entry point for
the main body of the neuron. On average, there are about 103 to 104 dendrites
per neon, which is a surface area for input signals for the neuron.
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• Synapse: This is the storage space of past experiences (the basis of knowledge).
Synapse provides long-term memory for collecting past experiences, receiving
information from other neurons, and providing output for Axon.

• Soma: The cell body of the neuron is called soma. This part is the largest part
near the center of the neon and receives synaptic information and provides more
information processing. Often, all the logical functions of the neuron are stored
in the soma.

• Axon: The Neon Exit Line is called Axon. This output is, in fact, an action and
operation potential that is transmitted to other neurons for processing more.

• Input layer: The layer through which the vector of independent variables (inputs)
is received. In fact, the input layer acts as a processor to provide the network after
receiving input data. It should be noted that the input layer is not computable
because it lacks input weights and stimulus functions.

• Hidden layers: Layers that take information from the previous layer and with
the help of processing elements, which are in fact, the same neurons, perform
analytical operations on them.

• Output layer: This layer, which is the last layer of the ANN, shows the network
output in response to a specific input vector.

• Actuator Function (Activation Function): The actuator function is a nonlinear
filter that is used to change the output of the neuron.

4.3 Basics and Logic of the Subject

Due to the widespread application of data mining in various scientific disciplines,
various methods have been proposed for multiple uses. The predictive methods of
continuous values in data mining are decision tree, ANN, ANFIS, GP, BN, and SVM,
which we will focus on:

4.3.1 Decision Tree

The decision tree is a tree-like structure similar to the trendline. The decision tree
consists of several nodes and branches. Knots, also known as decision nodes, specify
the questions for one or more variables. As far as this question is concerned, there
are several possible answers to be solved in the form of a branch of each decision
node. Thus, tree-based models divide the space of variables into a series of parts and
then assign a constant value to each part. Each part that has a certain amount is called
a leaf node. A decision tree is one of the most useful methods in categorical issues.
This method is used in the training process to classify a tree and then for unclassified
data. Using the decision tree because of the ease of use and understanding, accuracy,
and speed is a common practice in solving data problems. The decision tree applies
to issues that can be presented in such a way as to give a single answer as the name of
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Fig. 4.1 Decision tree structure

a class or class. This means that successive nodes of a tree are like asking consecutive
questions. If there is a unique and suitable answer to these sequential questions, then
this unique answer will be the proper cluster/cluster for the clustering process. For
this purpose, various algorithms have been introduced to construct decision trees,
includingCART,CHAID,KStar,M5Rules,REPTree,C5.0, andQUEST.The general
structure of a simple decision tree is depicted in Fig. 4.1.

4.3.2 Business Network (BN)

BNs, also known as believable networks, are non-directional directed graphs that
represent a set of random variables and their independent communication. These
graphical structures are used to represent information in an area of uncertainty.
Specifically, each node in the graph represents a random variable, and connec-
tions between nodes represent probabilistic dependencies between variables. In some
cases, in data analysis, data itself is the only source of available information about a
phenomenon. In these cases, conditional affinities are often identifiedby the statistical
and probabilistic methods that are derived from the probability hypothesis. The prob-
abilistic hypothesis suggests a way to link previous information about a phenomenon
in a way with the process of data analysis. The business network training process
begins with the distribution of the initial probability for the network nodes, either
because of the lack of information hypothetical or due to past analyzes. The previous
distribution is called because this probability distribution is not prepared before any
thinking about data or related to past analyzes. By introducing new data sets into the
network, the distribution of probabilities in each node is updated. This update is such
that the probability distribution in each node varies from the previous distribution to
the later distribution by using the probability hypothesis.
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In general, BN combines the principles of graph theory, probability theory,
computer science, and statistics for modeling together and uses these principles
to distinguish, predict, and classify. BN in this unit can only predict a continuous or
discrete variable. BN also does not work on issues that need to predict or estimate
more than one output.

4.3.3 Genetic Programming (GP)

Genetic programming was introduced by John Koza (1992) and gradually developed
in the early 1990s. Genetic programming is one of the developmental branches that,
using the genetic algorithms and the concepts of decomposition trees for specific
applications, instead of writing the code of the program, allows the computer to
know only the general concept of the work, the program Get ready for us.

Koza (1992) was one of the main advocates of GP ideas. Based on extensive theo-
retical background and test results on many different domains such as in modeling
of geotechnical engineering systems (Shahin 2015), application of genetic program-
ming in hydrology (Fallah-Mehdipour and Bozorg-Haddad 2015), application of
gene-expression programming in hydraulic engineering (Zahiri et al. 2015), and
genetic programmingapplications in chemical sciences and engineering (Vyas 2015).
He showed the ability of GP as an automated invention which produced new and
outstanding results for a variety of issues. In addition to these engineering approaches,
there was an increasing interest in understanding how GP works. Although GP was
successfully used to solve problems, the development of GP theory was relatively
difficult due to computational constraints in the 1990s. Since the early 2000s, a new
GP theory has emerged, which has since been rapidly developed in GPs (Langdon
and Poli 2002).

This tool works by applying genetic algorithms (GAs) to generate automated
computer programs. GAs was inspired by natural evolution and their application in
computers. Natural evolution is the creation of complex organisms (such as plants
and animals) from simpler forms of single-cell life. GAs are simple models of the
concepts of natural evolution and inheritance. The growth of plants and animals
from seeds or eggs is controlled by genes inherited from their parents. The genes
are stored on a DNA stream or in more strands. The child’s DNA involves mixing
or changing the parent DNA. Natural evolution occurs only when the most elegant
people survive for generation and transfer ofDNA to the subsequent generation. In the
GP, the population is the same computer program. In order to simplify the production
process of new programs from two-parent programs, programs are written as trees.
New programs are created by removing branches from a tree and embedding into
another tree. This simple process ensures that the new program is still a tree and is
structurally valid. The ability of the algorithm to search and exploit simultaneously,
the growing theoretical and growing theoretical and practical foundations of the real-
world affairs, reinforces the conclusion that genetic algorithms are a very strong and
coherent way to optimize.
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One of the drawbacks of the GP method is that in the GP there is a less practical
use of the relationships due to the possibility of creating diversity in the provision
of mathematical relationships with the tree structure, as well as the prolongation of
some of the resulting relationships. On the other hand, due to the consideration of the
tree structure for the extraction of mathematical relations, the GP only can provide
one relation between input and output sets. While in such systems with more than
one output, there is a need to extract more than one relation. Another disadvantage
of the GP is that this trunk technique can estimate a variable and can not be used for
problems requiring multi-variable simultaneous estimation. GP can be applicable in
many water resources related problems such as a genetic programming approach to
rainfall-runoff modeling (Savic et al. 1999), Real-time operation of reservoir system
by genetic programming (Fallah-Mehdipour et al. 2012), Seawater level forecasting
using genetic programming (Ghorbani et al. 2010), Forecasting monthly urban water
demand using extendedKalman filter and genetic programming (Nasseri et al. 2011),
and Daily pan evaporation modeling using linear genetic programming technique
(Guven and Kişi 2011).

4.3.4 Artificial Neural Network (ANN)

The ANNs are mathematical and flexible methods that inspire the human brain and
the nervous system. An ANN is a nonlinear function that establishes the relation-
ship between input variables and network outputs like the biological neural network
system. ANNs can be used in modeling complex systems. Also, these networks can
provide a nonlinear mapping between inputs and outputs by selecting an appropriate
number of layers and neurons. The overall ability of ANN is to learn nonlinear
communication between data and generalize the results for other data.

4.3.4.1 ANN Operation Mode

In many water system issues, there is an intuitive look at the process of a natural
process, but the details of the process are not there. In such cases, the so-called “black
box” is used. These models have been created with a pattern of nature. The reason for
the word black box is that relationships and operators within that model are unknown
for most people. One of the most famous and most used is ANN. ANNs are part of
intelligent dynamic systems that are based on empirical data and, by processing these
data, transfer knowledge or law beyond the data to the network structure. The ANNs
are used to categorize and predict data with different sizes. In summary, ANNs have
found the most applications in solving three groups of problems: (1) issues that are
not algorithmic solutions, (2) problems with a very complex algorithm solution, and
(3) Problems that humans are more successful in solving their problems.
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4.3.4.2 ANN Types

There are now a large number of different types of ANNs, such as single-stranded
perceptron networks (SLP), multi-layer perceptron (MLP) networks, recursive
networks, competitive networks, etc., which also have algorithms various methods,
such as BP, are trained.

4.3.4.3 ANN Training Algorithms

Although the idea of neural networks was established in the 1950s and then its math-
ematical foundations were founded, its development was not without the problem of
the lack of high processing and theoretical defect in the network learning algorithm
faced by the years left unaltered. In the years that followed, researchers proposed
different methods for ANN teaching. Hebb supervised learning algorithm (Hebb
1949) and the Widrow-Hoff learning algorithm (Widrow and Stearns 1985) can
be mentioned. Each of the proposed algorithms had problems during the 1980s,
including the instability of algorithm convergence, low speed, or limited application
in some ANNs. Training in natural systems occurs comparatively, which means that
changes occur in synapses as a result of training. Adequate training on ANNs is
also true. In these networks, training is done through a sample, which means that
often (but not always) a set of dependent and independent variables is assigned to
the ANN, and ANN uses these samples to adjust weights so that better responses
can be generated if new weights are applied. In fact, ANN training is stored in its
communication weights.

4.3.4.4 Error Back-Propagation Algorithm (BP)

This algorithm is a training ground used to train MLP networks. The BP algorithm
consists of twomain paths, including commuting routes. On the path, the input vector
is applied to the MLP network and its effects are disseminated through the hidden
layer to the output layer, and the output vector represented in the output layer forms
the true MLP network response. In this way, network parameters are considered
constant and unchanged. On the return path, unlike the path, the parameters of the
MLP network are changed and adjusted, which are set according to Delta’s rule, and
the error vector is formed in the network output layer. The error vector is equal to
the difference between the observational response and the computational response
of the network. The error value after the calculation is distributed in the return
path of the output layer and through the network layers throughout the network.
Because this distribution is contrary to the communication path Synaptic weights,
BP expression is chosen for this algorithm. In the sequel, the algorithm changes the
network parameters so that observation values and computational values are closer.
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4.3.5 Fuzzy Neural Network Inference (ANFIS)

ANFIS consists of the combination of two ANN structures and fuzzy logic, in which
the advantages of both ANN and fuzzy logic are utilized. This means that ANFIS
has been used as an educational feature of ANN as well as the ability to model a
fuzzy inference system, which increases the decision-making power in conditions of
uncertainty and as a result of increasing accuracy. Fuzzy concepts emanate from fuzzy
phenomena occurring in nature. A fuzzy phenomenon has a wide range of variations
and is difficult to describe. The rain phenomenon can be mentioned, for example,
because the intensity of the rain varies from light to heavy rain (Kantardzic 2002).
Most of the concepts formed in the human mind to understand and categorize natural
phenomena are fuzzy, and the boundaries of these categories are important. These
boundaries depend on the personality of each person in that field. For example, rain
phenomena can be classified into rainstorms, mild rainy rain, and heavy rain, which
makes it hard to define the boundaries of these categories. Contrary to traditional
classifications, a fuzzy classification includes unambiguous and clear categories that
are a gradual transformation from belonging to a certain set to the non-belonging to
that set. This transformation is describedbymembership functions.Not beA fuzzy set
is completely described by itsmembership function, and themembership function is a
relation that determines the degree of belonging of value to a category. This function
can take values between 0 and 1, indicating the degree of membership of value
to a specific category. Usually, for the simplicity of the function, the membership
function is expressed as amathematical relation,most notably triangular, trapezoidal,
and Gaussian membership functions.

ANFIS has a good ability to train and classify, and it also has the advantage of
constructing fuzzy rules using numerical information or knowledge of the user. The
ANFIS architecture is equivalent to a five-layer forward-looking grid that employs
neural network learning algorithms combinedwith the fuzzy argument to themapping
of the input space to the output space.

4.3.6 Support Vector Machine (SVM)

SVM is one of the most popular supervised learning models used for categorization.
SVM is a data-miningmethod introduced byVapnik (1995) that is based on statistical
learning theory (Kashif Gill et al. 2007). This model is among the relatively new
models for categorization, which in recent years has shown good performance over
older methods, including MLP networks. The SVM is a linear data categorization
that attempts to divide the data into a line that has a greater margin of confidence for
categorization, and the goal is to find the optimal line for data categorization. For
example, Fig. 4.2 shows a set of two-dimensional data that is dual.

Where each point represents a given data, and each data has two variables. As
shown in Fig. 4.2, a large number of data lines can be categorized, and the SVM
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Fig. 4.2 Collections of
two-dimensional data belong
to the same category

internal algorithm provides a pathway for finding this optimal line. This algorithm
states that the line that passes near the margin points of each category is not appro-
priate and does not properly divide the categories. That is why the goal is to identify
a line that has the maximum distance from the marginal points of the categories.
Finally, as shown in Fig. 4.3, this problem leads to finding vectors in the bound-
aries of the groups called the support vectors and adapted to the boundary points of
the classes. The optimal line passes through the middle of the support vectors for
maximum separation of the groups.

It should be noted that the SVMmethod can only classify a dependent variable for
multiple independent variables. This means that SVM places them in categories by
identifying the support vectors among the input variables, which in these categories
is estimated/predicted by a dependent variable for the corresponding independent
variables.

4.4 Importance and Necessity of the Subject

Rapid advances in storage technology and data gathering enabled organizations to
accumulate huge amounts of data. Extracting useful data from a dataset is very
challenging. Often, traditional data analysis tools and tools cannot be used because
of the large size of a data set. Also, sometimes updated analyzes of events cannot be
solved with the help of existing and traditional approaches, so new methods should
be created. Data mining is a technology that processes complex volumes of data
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Fig. 4.3 Support vectors and
optimal line for data sorting

with complex algorithms and has expanded the opportunities available to explore
and analyze data types in new ways.

Data mining is commonly used for 6 main purposes (Fayyad et al. 1996):

1. Finding abnormalities: Data mining can help find abnormal data or data that is
heterogeneous which is different in terms of uniformity in a huge amount of data

2. Analysis of Cohort Rules: Using data mining, it can be clearly identified among
the database as to how many items are grouped in a group. Alternatively, they
can also introduce dependency modeling analysis.

3. Clustering: Detects the same structures and categories lying between the data.
When the mass of data is available and the goal is to identify clusters among
them (which have themaximum difference within themselves with themaximum
similarity and between clusters), this method is used.

4. Categorization: This method is used when data categories are predefined and
targeting new data in the best category.

5. Regression: Its purpose is to find the function of the data with the minimum
error. This function matches the dependent variables by combining independent
variables either linearly or non-linearly. The difference in regression with the
analysis of cohort rules is that it expresses regression of the function with logical
and mathematical relations, but in associative rules, the dependence between
variables is not always known by mathematical relations.

6. Summary: Methods that provide a more compact model of the raw data set,
including image reporting and production. This is especially important in large
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data warehouses, which need to be summarized in order to show the overall data
to the public or decision-makers.

Nowadays, the use of data mining tools in different stages of modeling, simula-
tion, optimization also has a special place in the process of planning andmanagement
of water resources. Since water resources data shows natural processes, and most of
these phenomena have a lot of uncertainty, working with them is often challenging,
and this issue has always been a concern of water science experts around the world.
Data mining can be used to simulate surface water, groundwater, qualitative simu-
lation of aquifers, estimate evaporation, etc. Most conceptual models require much
input for simulation, which is considered to be a problem with such models. In this
case, it is necessary to usemodels that can be used simplicity and time savingswith an
intelligent mathematical structure to understand the relationships between inputs and
outputs as a precision instrument for simulation. In many engineering optimization
problems, such as optimization issues related to water resources systems, simulators
need to be used to calculate the target function. The low speed of the implemen-
tation of some simulators to use in optimization problems causes the problem of
prolonging the optimization process. In this case, the use of data mining tools will
be very effective in reducing the implementation time of the simulation process.

4.5 Method of Work and Process

Data mining is one of the stages of Knowledge Discovery in Databases (KDD)
(Fayyad et al. 1996).Datamining is, therefore considered as oneof themost important
stages in the discovery of knowledge. The KDD process that data mining is one of
its subsets consists of the following steps:

1. Data selection: This means the selection of data from the data in the database.
2. Data deletion: The deletion of data that is naturally difficult should be removed

from the original data.
3. Uniform data: Since data may be received from different sources and sources,

they may be uneven. The unevenness of the data makes it difficult to analyze
them. Therefore, at this stage, the data must be uniform in terms of different
criteria. Scales and other statistical characteristics of these criteria. After this
step, the data is uniformly generated.

4. Data conversion: This step involves converting selected data into suitable formats
for use in various data mining techniques.

5. Data mining: An essential step in the KDD process, in which various statistical
methods and machine learning are used to extract patterns, this step involves the
following steps:

A: Selection of data mining objectives (classification, clustering, prediction,
determination of dependency).

B: Select the appropriate data mining method (decision tree, ANN, ANFIS, GP,
BN, and SVM).
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Fig. 4.4 Flowchart of KDD Processes

C: Perform a search query and search for appropriate patterns.

6. Model assessment: Identify appropriate patterns among patterns derived from the
data mining process based on data mining objectives.

7. Knowledge provision: Provide extracted knowledge (template) using information
display methods (including equation, image, diagram, etc.). Figure 4.4 illustrates the
different stages of the KDD process that data mining is one of its subsets.

The data mining process involves several steps. These multiple stages begin with
understanding the purpose of the project and what data is available and ending with
the final analysis. Key data mining processes can be called model learning and
understanding processes, modeling and evaluating the model, and finally using the
model. These steps will become clearer once the data is organized regularly.

4.6 Practical Examples

Data mining has many applications in various sciences, including hydrology and
water resources. Two examples of its application in predicting water quality
parameters and surface runoff forecasting in hydrology are mention below.

Monitoring and evaluating the quality of water resources is a very costly and time-
consuming process. Therefore, it is important and necessary to choose a method in
which with relatively low hydrochemical parameters it is possible to have a relatively
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accurate prediction of water quality parameters, and data mining is a method that is
widely used today in predicting water quality parameters.

In a 2017 study, Solgi et al. used predictive model vector regression (SVR) and
flexible fuzzy neural system (ANFIS) models to predict the biochemical oxygen
demand (BOD) in the Karun River in western Iran. Combinations also used waveg-
uide conversion, and after analyzing the parameters with wavelet conversion, the
principal component analysis (PCA) was used to identify important components.
For this modeling, the monthly time series of the BOD index was used. The results
showed that the SVR model with RMSE = 0.033 (mg/l) and R2 = 0.843 performs
better than the ANFIS model with R2 = 0.828. Also using wavelet conversion on
SVR input data themodel has improved the results to R2 = 0.937 and RMSE= 0.021
(mg/l). Therefore, combining SVR with wave conversion (WSVR) was a good idea
to improve the prediction of BOD values in the Karun River. Finally, this combina-
tion was recognized as a suitable model. In this example, using a data mining tool
and without the need to spendmoney and time and laboratory operations, the amount
of BOD in the next six months was predicted.

Runoff prediction is an important and necessary thing in hydrological research.
Sarzaeim et al. (2017) predicted runoff in the Idooghmush basin of Iran, under the
conditions of climate change by genetic programming (GP) data mining methods,
artificial neural network (ANN), and provided a support vector tool (SVM). The
input of dataminingmethods is themonthly precipitation and temperature, which are
obtained using (HadCM3) and the general ocean circulation model (OOGCM), then
using them, the runoff is predicted by the aforementioned dataminingmethods. Their
predictive skillswere compared using several standardmodels ofmodel performance,
and the results showed that SVM performed better than GP and ANN by 7% and
5%, respectively.

4.7 Summary

Today, due to the advancement of data mining models and their effective efficiency
in engineering, these models are more likely to be considered by engineers and water
resource managers. The simplicity of working with these models is considered to
be their virtues, which has led to their popularity in various sciences. Through the
learning process, the intelligence system can find the complex rules contained within
the parameters, and by obtaining a general mathematical rule and obtaining new
inputs to simulate and predict the parameter (S) to target. In general, the use of data
mining inwater resources is divided into surfacewaters and undergroundwaters, such
as rainfall-runoff simulation, prediction of evaporation from the surface of aquifers,
simulation of the transfer process and the spread of pollution in groundwater, the
qualitative simulation of reservoirs and other aquatic structures. In this chapter, intro-
ducing various data mining methods and their related terms and concepts, the impor-
tance and necessity of using data mining methods in water resources are described,
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and in the following, with some examples in this field, we try to better understand
this issue.
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Chapter 5
Remote Sensing Application in Water
Resources Planning

Hossein Rezaei, Omid Bozorg-Haddad, and Mehmet Cüneyd Demirel

Abstract Remote sensing-based satellite data and processing tools as part of
geographic information system (GIS) have been utilized in many disciplines in
earth sciences, water resources management in particular. Retrieving spatial data
and processing technology require a systematic knowledge and experience for an
effective use that is the main motivation of this chapter. Field work in large areas and
installing gauges have been painstaking and costly. Even the developed countries
began to remove gauges measuring eddy-covariance and other meteorological vari-
ables due to the high maintaining cost. Instead, they invest on satellite technologies
and radar systems. Today, most field works and conventional point data collection
have given its place to processing synoptic satellite images using open source GIS
tools. The use of spectral indicators and remote sensing technologies to control and
monitor the water quality and quantity of rivers, reservoirs and groundwater has
been very cost-effective. Different variables that can be remotely measured in water
quality are salinity, suspended sediment, water color, extent of oil spill and eutroph-
ication, growing phytoplankton and algal bloom. Also, estimation of land cover
and land use, actual evapotranspiration, land surface temperature, runoff, prepara-
tion of flood maps, determination of snow cover and depth changes may benefit
from remote sensing-based satellite data and GIS technology. To do operations in
physical sciences, basic knowledge in remote sensing and geographic information
systems (GIS) is necessary as they depend each other. First, basic data is collected
and then processed by sensors of remote sensing satellites using different color
spectra or recorded thermal properties. This leads to the creation of raw databases
that are processed in GIS to enhance data and utilize information management and
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store layer composition. Modeling, production of output maps and spatial analysis
are very fast and accurate with GIS tools such as gdal, pyproj, pymodis libraries in
Python language and 3D data storage in common data format (netCDF). GIS is a very
powerful management tool for planners and designers to adopt appropriate land and
water management strategies. Since remote sensing and GIS are deep and extensive
source, studying the principles and methods require a structured summary of basics
and relevant applications in the field of water management and engineering.

Keywords Satellite images · Radar systems · GIS · Spectral indicators · Spatial
analysis

5.1 Introduction

Human eyes have always been one of the most important tool to describe, identify
environmental issues. When a person uses their sense of sight to observe the envi-
ronment, he or she receive color and spatial information in an instant with the help
of the joint function of the eye and the brain and then It is sent to different parts
of the brain. So that the types of colors and spatial information felt simultaneously
coincide. Although the brain and eye perception systems have achieved the ultimate
evolution, there is still a great deal of information on the Earth’s surface that the eyes
of humans cannot observe, understand, or process. While human rational percep-
tion is able to make and use many advanced tools and equipment that can receive
more useful information from Earth’s surface objects in addition to the sun’s visible
light, using other spectral ranges of electromagnetic waves. Remote sensing (RS)
is a method of data collection in which there is no direct physical contact with the
measured objects. There are many definitions of remote sensing in the literature. We
will list only some of the most common ones as below.

Based on Colwell et al. (1983), remote sensing science and technology is the
acquisition of information about an object, region, or phenomenon by processing
and analyzing data obtained by a device (without direct contact with the object,
region, or phenomenon being studied). Sabins (1997) defines remote sensing as the
science of processing and interpreting images that are the result of the interaction
of electromagnetic energy and objects. Chandra and Ghosh (2002) defines remote
sensing as the process or method of obtaining information about an object, area, or
phenomenon through data obtained by a device without direct contact with them.

In addition to usual photography, this industry’s potential applications were also
noted, and the first image of a balloon was taken in 1859 near Paris. The most
important evolution in remote sensing was created in 1909 by the invention of the
airplane by the Wright brothers. The aircraft was more stable than the balloon and
also had more controllability, so balloon imaging quickly gave way to the airplane.
The first extensive use of aerial photographs was in World War I (1918) when about
56,000 aerial photographs were taken to identify enemies’ locations and equipment.
The period between the twoworldwars was an opportunity to develop and growth the
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applications of aerial photography in civilian purpose including geology, forest and
rangeland surveying, and map preparation. World War II not only led to develop and
interpret aerial photography, but also the emergence of special systems for detecting
objects such as infrared and radar at the same time.

This continued in Iraq and Afghanistan wars to identify crucial targets using
high resolution and not publicly available satellite data from IKONOS. Figure 5.1
illustrates the oil facility of Rumalia, Iraq Retrieved from IKONOS satellite.

Infrared photography, which was known to be useful for identification operations,
now used to study a variety of plant coverings, and multi-band imaging has gradually
established itself among experts in the field.

With the production of computer-generated maps, many new tools for spatial data
and maps were developed. The data processing operation requires a set of powerful
tools for collecting, storing, retrieving, converting, and displaying real-world spatial
data for a variety of purposes. There are several definitions of GIS as follows:

Burrough (2000) describe geographic information as a powerful tool for
collecting, storing, retrieving, and displaying real-world locations. Clarke (2001)

Fig. 5.1 Themap of Rumalia oil facility in Iraq. (https://www.satimagingcorp.com/gallery/ikonos/
ikonos-rumaliafield-lg/)

https://www.satimagingcorp.com/gallery/ikonos/ikonos-rumaliafield-lg/
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defines geographic information as a computer-aided system for controlling, storing,
retrieving, analyzing, and displaying locations in a specific organization.

The 1960s were crucial in the history of remote sensing and GIS, as human
endeavors to access space came to fruition, the culminating of that is travel humans
to the moon. After that, for the first time in the United States, work began on the GIS
started. Some of the first satellites launched into space presented as follows.

In 1957, the world’s first satellite was launched by the former Soviet Union,
Sputnik-1, surprising the world. In 1964, the first meteorological maps of the
Earth’s surface were prepared by the Nimbus satellite, which had a meteorological
application in war.

In 1972, the first satellite of natural resources was launched, which was first
called ERTS-A, then renamed Landsat, and this year rapid advances in digital image
processing was saw. In 1977, the first European meteorological satellite, Meteosat,
was launched with the aim of providing visible and infrared images day and night.

Due to the high efficiency of remote sensing techniques, GIS and their interdis-
ciplinary nature (defense, reclamation and earth sciences), their widespread appli-
cations are observed in various sciences e.g. illegal housing, drugs, mining, and
deforestation. Applications of remote sensing and GIS in water resources science
including estimation of potential and true evaporation and transpiration, determi-
nation of plant coefficient, determination of flood ranger of the river, estimation of
evaporation from free water level, estimation of precipitation in a zone, determina-
tion of salinity and humidity. There are numerous articles and research on estimating
soil moisture, determining the drought index, estimating the volume of snow and its
equivalent water, analysis of erosion and sedimentation rates, groundwater analysis
(Ganapuram et al. 2009; Guzinski et al. 2013; Nijzink et al. 2018; Stisen et al. 2011).
The literature review on the use of remote sensing in water resources engineering
and management is summarized below.

Ahmad et al. (2005) investigated a new technique for estimating net groundwater
utilization within irrigated lands by combining remote sensing approaches. This case
study was conducted in Pakistan. This technique is a combination of remote sensing
methods and water balance concepts. They concluded that the harvest values were
0.8 to 1.6 mm per day, which averaged 82 mm per year.

Alparslan et al. (2007) investigated water quality in the reservoir of Ömerli Dam
using remote sensing techniques. This case study was conducted in Turkey. They
concluded that remote sensing methods were reliable and inexpensive, and that satel-
lite imagery could be used to detect changes in water quality, sources of pollution
and its effects. Stisen et al. (2008) investigated the potential of applying remote
sensing-based input data in hydrological model for Senegal River basin in West
Africa. Yilmaz et al. (2008) test the relationship between vegetation water content
(VWC) and equivalent water thickness (EWT) for three different vegetation types.
EWT and VWC estimated by data from SMEX05 and SMEX02.

Ghazanfari Moghaddam et al. (2011) compared the precipitation data obtained
from the PERSIANN model, co-kriging interpolation method and inverse distance
weighting. This case study was conducted in Iran. The results of this study illus-
trate that the use of precipitation estimation models, based on satellite images
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that have high temporal and spatial resolution, and can be a good alternative to
interpolation methods. Vinukollu et al. (2011) developed and inter-compare three
process-based evapotranspiration products over lands, based on sensors on theNASA
Aqua satellite platform. Stisen et al. (2011) analyzed the spatial pattern of remotely
sensed variations in surface temperature to improve a physical based hydrological
model. Guzinski et al. (2013) presentedmodifications for the dual temperature differ-
ence model that enable applications using thermal observations from polar orbiting
satellites.

McCabe et al. (2017) explored innovative and smart observation approaches and
highlight new remote sensing platforms including small cube satellites, drones and
LIDAR.

Demirel et al. (2018) determined the appropriate spatial model parametrizations
and objective functions to evaluate distributed hydrologic model outputs. In addition,
they incorporated spatial pattern of satellite based on actual evapotranspiration data
in the model calibration and validation.

Miao et al. (2019) investigated the water quality of urban rivers in China using
remote sensing. The study used Landsat-8 satellite data, the vegetation index (NDVI)
and the Canadianwater quality index. They concluded that the results of the collected
ground samples and the data obtained from the remote sensinghave a goodfit showing
the accuracy and proper performance of this approach.

Kalhor and Emaminejad (2019) investigated the relationship between ground-
water level and urbanization using remote sensing data to sustainably develop cities.
The case study was conducted in the Atlanta metro area of Georgia, USA. The study
used remote sensing data from GRACE, MODIS, TRMM, IRIS and GLDAS. They
concluded that limited urban development has taken place in the region since 2001–
2013, but is projected to increase by 2050, which requires careful and comprehensive
planning for sustainable urban development in the region.

Lyazidi et al. (2019) investigated the management of water resources in semi-arid
regions by GIS. This case-by-case study of the Gareb-Bouaregin Morocco. In this
research, MODFLOW and Arc GIS software have been used. They concluded that
the development of this model is very useful for controlling, planning and managing
groundwater levels when the water level rises and causes significant damage to
agricultural fields.

Ahmadi et al. (2019) investigated the effectiveness of water consumption and
improving land drought by remote sensing. This case study was conducted across
the United States. In this study, MODIS measurement data and quality flags were
used. Dembélé et al. (2020) used spatial pattern information from multiple sources
of satellite remote sensing (SRS) data to constrain the model and improve the spatial
representation of hydrological processes.



106 H. Rezaei et al.

5.2 Definition and Terms

In this section, a brief description of the definitions and terms required to learn remote
sensing science and the GIS is presented.

5.2.1 Remote Sensing

Remote sensing is the science of extracting information from objects indirectly and
by using of a sensor. In other words, remote sensing is the science and art of obtaining
information from an object under study by a tool which it is not physically in contact.

5.2.2 Geographic Information System (GIS)

GIS is an information system that produces, processes, analyzes, and manages
geographic information, and also it is able to collect, store, analyze, and display
geographic information. Processing includes changing raster pixel size via upscaling
and downscaling methods (resampling), merging image tiles (mosaic), trimming the
borders of the domain. The ultimate goal of a GIS is to support decisions based
on geographic data, and its basic function is to obtain information that obtained by
combining different layers of data in different ways and with different perspectives.
The most commonly used GIS tools are ArcGIS, Quantum GIS (QGIS), SAGA,
GDAL, PostGIS and GRASS.

5.2.3 Electromagnetic Spectrum

The frequency range of electromagnetic radiation is called the electromagnetic
spectrum.

5.2.4 Absorption and Transfer

Part of the electromagnetic energy is absorbed by various molecules, such as ozone,
water vapor, and carbon dioxide, as it passes through the atmosphere. Therefore,
during different wavelengths, the amount of absorption by different molecules is
different, which causes the identification and selection of different bands to perform
different tasks.
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5.2.5 Atmospheric Distribution

Particles or gas molecules in the atmosphere, cause the distribution of electromag-
netic energy from their initial path when electromagnetic energy collides with them.
Atmospheric distribution depends on different factors such as wavelength of the
radiation, number of particles and radiated distance.

5.2.6 Pixel and Pixel Data (Raster)

Images in remote sensing are of a raster nature and consist of a matrix of components
called pixels (grids). The dimensions of each pixel are the smallest unit identified
by the meter or degree-decimal based on the earth projection that shows the ground
level. 1 degree at Earth’s equator is approximately 111 km. A second of arc, 1/60 of
a sea mile (1,852 meters), is about 30 meters (98 feet).

A raster consists of a set of points or cells that cover the effects of the earth in
a regular network and are addressed using row and column numbers. The smallest
constituent of a raster is called a pixel or cell, the value of each of which represents
the spectral or descriptive information of the terrestrial complication. Scanning data
and satellite imagery have a raster structure. In addition, the unit of measured pixel
data from the satellite and distributed models can be different. For instance, actual
ET estimated based on RS data is watt/m2 (energy balance equations) whereas it is
a flux in hydrologic models with the unit of mm/day (Demirel et al. 2018; Guzinski
et al. 2013). That’s why we need bias-insensitive metrics like SPAEF and SPEM
(Dembélé et al. 2020; Koch et al. 2018) to evaluate variables with different units.

5.2.7 Vector Data

In two-dimensional spaces, data are formed by combining geometric shapes such
as dots, dashes, triangles, and other polygons, and in three-dimensional spaces, they
are made by cylinders, spheres, cubes, and other multifaceted objects. In this model,
the position of each point is precisely represented by a pair of coordinates in a
given coordinate system. This means that its coordinates and one of the modes of
representation [point (well, urban and rural points), lines (road, river and rail lines)
and levels (lake and zoning) determine the position of each object or phenomenon.
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5.2.8 Band

A range of electromagnetic spectra with a specified wavelength is called a band. Its
value is different in each sensor and is a criterion for dividing and classifying meters.

5.2.9 Sensors

Any device that collects electromagnetic radiation reflected from various phenomena
or other emitted energies (such as thermal infrared) and provides a suitable way to
obtain information from the environment is called a sensor. Assessors are divided
based on energy source (active and inactive) or information efficiency (visual and
non-visual). Video information efficiency is divided into two groups: visual and
numerical. It should be noted that each sensor is only sensitive to a range of
electromagnetic spectra.

5.2.10 Multi Spectral Sensor

A sensor with a bandwidth of less than 50 bands is called a multi-spectrum sensor.
The smaller the number of bands in an image, the greater the bandwidth of each band
in the electromagnetic spectrum, which in turn reduces the spectral power.

5.2.11 Active Sensors

These sensors generate electromagnetic energy and already send energy to the desired
phenomenon and collect and record their reflection.

5.2.12 Passive Sensors

These sensors do not generate electromagnetic energy and collect energy reflected
from various phenomena on the Earth’s surface to which the sun’s electromagnetic
radiation is emitted.
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5.2.13 Pictorial Sensors

The information efficiency of these sensors can be converted to photos.

5.2.14 Non-imaging Sensors

The information efficiency of these meters is in the form of tables and diagrams and
cannot be converted to photos.

5.2.15 Numerical Sensors

The information efficiency of these sensors is digital and they are converted to photos
and used after certain steps.

5.2.16 Platform

Carriers of telemetry meters are called platforms and have different types such as
satellite, airplane and balloon, etc. Radio-controlled aircraft and balloons are used
for remote sensing at lower altitudes and satellites are used for remote sensing at
higher altitudes. The height of the platform is a very important factor in choosing a
platform because it depends on determining the resolution of the earth and the field
of view of the moment being measured.

5.2.17 Projection

One of the most important basics of cartography and geodesy is how to transfer the
spherical surface of the earth to a plane that calledmap projection. It is like peeling of
the orange to a plane surface. Turning the geographical atlas shows that the orbits and
meridians are not the same shape on all planes. On some pages, circuits are depicted
as straight lines and in others as curves or even concentric circles. This deformation
in the grid is the result of the transferring the spherical surface of the earth to the
plane of the paper (map). One of the most common projection systems is Universal
Transverse Mercator (UTM) coordinate system.
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5.2.18 UTM

UTM is a coordinate system that assign coordinate to locations on the surface of the
earth. UTM coordinate system process is like traditional methods of longitude and
latitude. It means UTM represent locations of the map in a horizontal position. In
other words, UTM ignore altitudes and treats the earth like a perfect ellipsoid. UTM
is based on Gauss-Kruger projection system and in terms of longitude, the earth is
divided into 60 zones of six degrees, numbered fromwest to east (from one to 60). Its
scope does not include the North and South Poles: latitudes above 84° N and below
80° S have been removed.

5.2.19 World Geodetic System

The world Geodetic System (WGS) is a standard system used in navigation. WGS
consists of, a reference for coordinates, a center of mass for the Earth, and a similar
circuit used to move the earth in space. A pair of latitude and longitude is considered
as the base or (zero) and the rest of the points are measured relative to that latitude
and longitude. The location of this latitude and longitude for the reference could be
considered anywhere on the Earth. Different versions of WGS presents up to now as
are exist e.g.WGS60,WGS66,WGS72 andWGS84.WGS84 systemuses the same
elliptical orbit around the Earth. The international elliptical dimensions of WGS 84
are determined by satellites and are very close to the Earth in the form of a globe. In
WGS 84, third axis (z-axis) passes through the Earth’s conventional pole (magnetic
pole), and its X-axis is the interface between the Greenwich meridian plane and the
equatorial plane. The Y axis is also adjusted so that the system is right-handed.

5.2.20 Spatial Resolution

The ability of each meter to identify the details of spatial phenomena at the ground
level is defined as the power or spatial resolution. The smaller pixel’s size, the greater
number of networks (pixel density) and the better the detection of tolls, and conse-
quently the larger the data volume. For example, if the pixels of each image are 15×
15 meters, that is, each pixel covers 15 square meters of the earth’s surface. Existing
meters have a variety of spatial resolution, which are divided into three categories:
low resolution (more than 60 meters), medium (between 10 and 30 meters) and high
(between 30 cm and 5 meters).
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5.2.21 Spectral Resolution

The ability of each meter to identify different spectra of electromagnetic waves is
defined as the spectral power or resolution of a spectrum, in which the number of
bands and the bandwidth of each image band are very important.

5.2.22 Radiometric Resolution

The number of bits that the meter assigns to receive energy is called the radiometric
resolution, or in other words, the number of meters that the meter can assign to the
energy received to create the image is called the radiometric resolution. The higher
radiometric resolution, the more energy it can detect. For example, if the radiometric
resolution is an 8-bit satellite image, it means that it can generate electromagnetic
energy in a range of 0-255 nm (NM). Distribute the nanometer (0 for black and 255
for white) or if the image is 16 bits, it can divide the energy reaching the sensor in
a range between 0-65535 NM. Therefore, it should be noted that if the radiometric
resolution is higher, the image quality will increase, which is not detectable by eye,
but these changes can be detected in pixel values.

5.2.23 Geosynchronous Orbit

In this circuit, the speed of the satellite is the same as the speed of the earth’s
rotation, and it takes one day to walk this orbit. The approximate height of this orbit
is 36,000 to 3,000 km above the equator. This circuit is used for satellites that have
meteorological, telecommunications and media applications.

5.2.24 Sun-Synchronous Orbit

In this orbit, the satellite is orbiting from north to south, and the orbit is variable over
time. The orbit is about 500 to 1,000 km above the Earth’s equator. This circuit is
used in remote sensing satellites because the images taken by the satellite have the
same time.
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5.2.25 Field of View

The viewing angle of the whole sensor is called the field of view (the angle at which
the meter sweeps the earth’s surface), which can be calculated from Eq. (5.1).

FOV = 2× arctan

(
W

2H

)
(5.1)

where FOV = field of view; W = sensor width of the meter and H = height of the
satellite.

5.2.26 Ground Field of View

The ground width of the field of view is actually the same as the imaged width, which
can be calculated from Eq. (5.2).

GFOV = 2× H × tan(
FOV

2
) (5.2)

where GFOV = ground field of view.

5.2.27 Ground Resolution Element

The ground resolution element is the smallest angle that the sensor captures at any
given moment because no satellite has a fully stable and stable orbit, and its altitude
varies throughout the orbit. The field of view of the moment is a function of the
orbital height of the satellite, the focal length of the optical system, and the size and
dimensions of the sensor.

5.2.28 Classification

Classification can be thought of as a decision-making process in which visual data
is transferred to a specific classroom space. Classification methods are traditionally
divided into two categories: supervised and unsupervised classifications.
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5.2.29 Monitored Classification

The monitored methods require basic information such as the number of classes,
their characteristics, as well as the amount of known samples from each class.

5.2.30 Ncontrolled Classification

There are automated methods that do not require known examples, and pixels decide
on their classification based on their values.

5.2.31 Visual Interpretation

If we analyze and separate data that is vector, it is called visual interpretation. Visual
interpretation is considered as one of the traditional methods in remote sensing, but
due to its high accuracy, its use is common and time and manpower are of great
importance in this method.

5.2.32 Digital Interpretation

If raster data analyzed with optical tools (armed eyes) or with computer tools (GIS),
it is called digital interpretation.

5.2.33 Fragmentation

The division of an image into continuous sections that are ideally aligned with the
effects on the ground is called fragmentation. In image fragmentation, pixels that are
similar to each other in terms of criteria (spectral characteristics) are considered as
a fragment of the image, and therefore the location of a pixel in the fragmentation
is important. Factors such as the integration (or elimination) of tolls, poor detection
of toll boundaries, ambiguity in identified boundaries, and noise sensitivity have
prevented fragmentation as a common method for extracting information. In addi-
tion, fragmentation methods usually do not work well for images with low spatial
resolution and do not have the required accuracy.
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5.2.34 Validation of Results

Evaluating results is one of the most important steps after information processing.
Providing processing results without any parameters that express the quality or accu-
racy of these results reduces their value and in some casesmakes themuseless. There-
fore, it is important to note that in addition to processing, the results must always
be evaluated. There are several ways to evaluate the accuracy of results. The most
common way to evaluate processing accuracy is to select a number of known sample
pixels and compare their class with the processing results. These known data are
called terrestrial realities or reference data. Accuracy assessment results are usually
presented in the form of an error matrix, in which case the types of parameters
and values that indicate the accuracy or type of error in the results (such as overall
accuracy or Kapa coefficient) are extracted from this matrix.

Also we can use other similarity metrics to evaluate the model outputs and remote
sensing data e.g. Structural Similarity Index (SSIM),Goodman andKruskal’s lambda
(Goodman and Kruskal 1954), Theil’s uncertainty, EOF, and Cramér’s V (Cramér
1946; Koch et al. 2015; Rees 2008) and spatial efficiency metric (SPAEF) (Demirel
et al. 2018; Koch et al. 2018).

5.3 Fundamentals and Basics

All materials are composed of atoms and molecules with a specific composition.
Therefore, each material absorbs, reflects, or spreads electromagnetic radiation in
a single form and under a specific wavelength that is related to its internal energy
balance i.e. known as the unit material properties or spectral properties. In other
words, the properties of energies created based on the conditions and type of mate-
rials on Earth are very different. Some objects have a reflective property in front of a
particular wavelength. However, they have the property of absorbing and transmit-
ting energy in another wavelength. The combination of such phenomena on different
images creates special colors and allows the eye to distinguish between different
shapes in the images. For example, sunlight is affected, reflected, or absorbed by
molecules and suspended particles in the atmosphere as it passes through the atmo-
sphere. This method of changing and analyzing the intensity of sunlight creates
colors. For example, the blue color of the sky during the day is due to the emis-
sion of a blue spectrum in the atmosphere (all shorter wavelengths are released after
a distance and only longer wavelengths reach the earth’s surface) or because the
leaves of some plants appear green. Chlorophyll absorbs the blue and red spectra
and reflects the green spectrum. The reason for the green color of vegetation is the
greatest reflection of the green spectrum.

Remote sensing systems operate in one or more parts of the visible, infrared, or
microwave spectrum of the electromagnetic spectrum. In other words, each sensor
system is sensitive to specific areas of the electromagnetic spectrum and records some
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of the spectral characteristics of objects.Of course, not all parts of the electromagnetic
spectrum are used in remote sensing, that important causes of this problem include
severe atmospheric absorption anddistribution at certainwavelengths, the importance
and usefulness of the data type collected, and technical considerations. These factors
have caused some parts of the electromagnetic spectrum not to be used in general
or to be used infrequently. Due to its high application, it is embedded in almost all
multi-spectrum meters.

The amount of energy that reaches the sensor depends on how the energy and the
body interact. If for each object the amount of energy reflected from the total energy
reached to the object is measured at different wavelengths and plotted as a graph, the
resulting curve is called the spectral behavior curve. The horizontal axis of this curve
is the wavelength and the vertical axis of the graph represents the percentage of return
energy. These energies can be measured in the laboratory or in real environments.
After drawing the spectral behavior curve, a lot of information can be obtained about
the object and how it appears in the image.

As mentioned, the sensors used in remote sensing collect information in different
parts of the electromagnetic spectrum, and these sections are often not limited to the
visible part of the spectrum. Since common displays use RGB color space to display
colors, a combination of sensing bands should be assigned to three colors: red, blue,
and green in the visible spectrum. Since conventional displays use RGB color space
to display colors. Therefore, a combination of sensing bands should be assigned to
three colors: red, blue, and green in the visible spectrum. One of the most common
combinations used is the false color composite. Non-metallic bands are also used in
this color composite. A non-false color composite is not seen in those natural colors
for objects, but by knowing exactly the order of the assigned bands and how the tolls
behave in these bands, it is possible to distinguish them.

Colored compositions are used to create visual mosaics, but their most important
uses are in traditional visual interpretation and information extraction. By knowing
the color combination as well as the type of sensor, an experienced interpreter can
detect many side effects on the image. The best reference for creating an optimal
color combination is the spectral behavior curve. By studying the spectral behavior
curve of the desired effects, it is possible to identify the parts of the electromagnetic
spectrum in which the mentioned effects appear more clearly, and then select the
relevant bands from the bands in the sensor.

The RGB color system uses the three primary colors red, green, and blue to
produce all colors. Each color is determined and can be produced by determining the
value of these three components for it. Considering a three-dimensional coordinate
system (in the form of a cube), it is at the origin of the black color coordinate
system (0.0.0) and gradually other colors are produced by adding values in three
axes. In the opposite corner of the origin, where the maximum possible numbers
can be generated for the three primary colors, it will be white. The diameter of
the cube that connects black to the white dot is called the gray line, and on it, the
value of all three components of red, green, and blue is equal for each point, thus
producing different levels of gray from black to white. The gray degree of the image
is referred to as the brightness of the image. A histogram is a descriptive image of
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how the degrees of gray distribution are distributed. For analysis, the minimum and
maximum brightness distances of each material in each band are determined and the
abundance of matter is examined. The horizontal axis of the histogram indicates the
intensity of the reflection from the surface in the desired band and the vertical axis
also indicates the frequency of radiation reflecting materials.

Data from remote sensing systems, including aerial photographs and scanner
images (satellite images), have a variety of errors and should be corrected before
they can be interpreted and analyzed. These errors can be divided into geometric and
radiometric categories. Geometric errors are related to the position of the pixels in
the image relative to other phenomena and its absolute position, and the radiometric
error is related to the amount of reflection recorded in the image.

Radiometric corrections are used to reduce or eliminate twomajor types of errors:
atmospheric errors and device errors. Atmospheric errors are caused by the absorp-
tion and scattering of atmospheric particles, which blur the details of the image and
thus reduce the power of sensor’s spatial segregation. The greatest atmospheric effect
is related to the scattering, which is highly dependent on the wavelength, so the effect
of the atmosphere on different bands of a sensor is not the same. As the wavelength
becoming longer, the atmospheric distribution impact is more effective. Atmospheric
errors usually appear heterogeneous in images taken from a large viewing angle or
with a large capture width. At the edges of the image, there are more atmospheric
errors than in the middle of the image, which is due to the longer path that elec-
tromagnetic waves must travel through the atmosphere for side pixels. Atmospheric
correction methods can be divided into two general categories, which are detailed
correction and bulk correction methods. Device errors are those errors that occur due
to the design or performance of the meter. These types of errors are varied and vary
from one meter to another based on the type of system used. The two main device
errors include missing line errors and tape errors.

On the other hand, satellite images have no coordinates andmust be supplemented
with additional geometric corrections with the help of GIS, and match a standard
basis in terms of coordinates and then be analyzed. Satellite data can be geometrically
corrected using one of the methods of using ground control points, using satellite
orbital parameters and correlation, and matching a basis. The basis can be an image
or a map. If the base is an image, the image-to-image correction, and if the base is
a map, will be an image-to-map correction. If the ground of adaptation itself is the
reference earth, that process is called absolute geometric adaptation and otherwise
relative geometric adaptation. The most common geometric matching method is the
use of ground control points. Their coordinates are known and used to validate data
and find unknown parameters. After selecting the control points, the location of the
points on the image and the map is determined by creating a spatial correspondence
between the image and the map with the help of GIS. Then, the coordinates of these
points are determined in the map coordinate system as well as the satellite image
coordinate system. After that, the geometric error model of the coordinate system
and its characteristics are selected. Due to the fact that there may be different errors
depending on the type of sensor, the models used vary from one meter to another. In
summary, the remote sensing function and GIS can be described as Fig. 5.2.
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Fig. 5.2 The scheme of remote sensing

As you see in Fig. 5.2, RS components consist of seven different parts, which
are located in part (A) of the electromagnetic energy source naturally (solar) or
artificial (active sensors). In Section (B) of the energy sources, electromagneticwaves
propagate toward the earth. In section (C), according to thematerial of the placewhere
the waves hit the ground, they are divided into three states, which are absorption,
reflection or diffusion. A number will be attributed to the amount of energy absorbed.
Then (E) If the sensor is capable of sending information to Earth, the numerical
information recorded by the sensor will be sent to Earth, otherwise the recorded
digital information will be sent to a telecommunications satellite and transmitted
to Earth by it. Section (F) examines the information received from the meter and
applies the necessary corrections to it. And in section (G), the information evaluated
by different users in the GIS is used to analyze the research and operations of their
choice.

5.4 Importance and Necessity

Remote sensing as compared to other methods of information production, such as
ground mapping, aerial photography, and local surveying have great advantages.
Remote sensing rather than traditional methods has some advantages for instances,
in remote sensing, scientists do not need to physical access to the study area, costly
affordable and often are free and low time consuming. However, in traditional
methods scientists must visit the study area physically and also these methods need
lots of expertise for collecting and processing data and also time-consuming. This
technology requires little (but specialized) manpower and very limited ground opera-
tions. However, it should be noted that if ground data are used to correct and validate
data collected from remote sensing or GIS, it will increase the accuracy of the work.
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Today, all data, processes, and outputs in remote sensing and GIS are digital,
and this makes it possible to make the most of existing computer technology in
performing analyzes and activities. Digital data is effective in creating a simple
and easy connection between remote sensing and GIS, and speeds up processing
and analysis in a variety of dimensions. This will examine all the various unknown
aspects and phenomena whose effects have not yet been discovered, and identifying
and being aware of them requires very costly and time-consuming research that may
not be enough to last a lifetime.

One of the advantages of remote sensing is the availability of a variety of satellite
imagery with different spatial and spectral characteristics, which allows experts to
use this feature to obtain a more comprehensive and complete set of information
in a shorter time than traditional methods. The presence of multiple sensors that
perform a variety of imaging in different parts of the electromagnetic spectrum, in
addition to the variety and increase of data, allows for multiple images for a specific
location and more accurate, complete and multifaceted analysis can be performed
simultaneously. In the remote sensing not only the analysis of the current and past
situation can be examined, but also the future events can be predicted using different
algorithms. The existence of these capabilities in remote sensing and GIS has led to
getting out the monopoly of military and espionage systems and to serve practical
and research purposes to control and be aware of what is happening.

5.5 Methods and Flowchart

In the studies, that uses remote sensing science and aGIS, an almost identical process
is observed. The methods and process of remote sensing researches presented in
Fig. 5.3.

In Fig. 5.3, the first step in remote sensing process is identifying appropriate input
data. Then according to the conditions of case study, the optimal time interval (based
on the required accuracy) and the optimal sensors (sensors that have images with
desirable characteristics) are determined. As the next step, the required images are
retrieved, the raw satellite images are corrected and the information is extracted and
stored in the desired inputs of the GIS as digital layers. After verifying the results,
the necessary maps are produced by the GIS and related software (such as ArcGIS,
QGIS, ERDAS etc.).
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Fig. 5.3 The flowchart of RS and GIS process

5.6 Practical Examples

5.6.1 First Example

Demirel et al. (2019) collected groundwater point data and three different remotely
sensed soil moisture products from the Advanced Microwave Scanning Radiometer
on the EarthObserving System (EOS)Aqua satellite (AMSR-E), the European Space
Agency Climate Change Initiative Soil Measure (ESA CCI SM v04.4), soil mois-
ture active passive (SMAP), and remotely sensed total water storage anomalies from
Gravity Recovery and Climate Experiment (GRACE) to constrain a lumped model
(HBV) for the Moselle River Basin in Germany and France. Performance metrics
ensured a goodfit between observed and simulated streamflowaswell as groundwater
and soil moisture. Before model calibration, the most important parameters are iden-
tified using sensitivity analysis. Their comprehensive analysis showed substantial
contribution of aggregated remote sensing products to the lumped model calibra-
tion. Additional new earth observations, such as groundwater levels from wells and
satellite-based soil moisture data improved the model’s physical behavior, while it
kept a good water balance. Their results are in line with previous studies (Nijzink
et al. 2018).
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5.6.2 Second Example

Baghri (2016) investigated the identification of groundwater resources using satellite
imagery. Groundwater resources, due to their cheap, easy and accessible extraction,
are of good quality in case of sustainable use of the resource and are quite suitable
for exploitation for sensitive uses such as drinking. In this regard, they are known as
strategic water resources. The high volume of these resources, compared to surface
water reservoirs and the low impact of climatic conditions, has made these resources
a point of reference for water supply and development. In the current situation, a
large percentage of the drinking water consumed by urban communities in the world
is supplied by groundwater resources. Therefore, identifying and finding potential
resources is essential for sustainable exploitation.

In this study, in addition to traditional methods of identifying groundwater
resources such as geological surveys, geophysical and speculation, they used satellite
imagery combined with new accreditation techniques. Researchers believe that soil
characteristics, land use type, land slope and vegetation type can be used as a guide
for locating groundwater resources, and the accuracy of such a guess has been inves-
tigated during this study. In this study, image of Landsat satellite and ASTER sensor,
Terra satellite, ENVI and ArcGIS software have been used to process and access
the required information. In order to identify the potential of groundwater resources,
three methods have been used, which are artificial neural network, multivariate linear
regression and analytical hierarchy process, and their accuracy has been evaluated.
Talented areas for groundwater resources have been identified from data such as
vegetation maps, land use, soil and slope.

Vegetation: Research shows that vegetation reduces rainfall and allows rain to
slowly seep into the soil, and therefore the presence of dense vegetation in an area
increases the likelihood of groundwater resources in that area. So the use of water
resources, vegetation, meadows level increases and raises the water table. The vege-
tation map used in this study was extracted from the Landsat 8 satellite image and
the vegetation density was determined by the vegetation index, which has the highest
relationship with plant life volume among the vegetation characteristics.

The vegetation index is obtained from Eq. (5.3).

NDV I = N I R − RED

N I R + RED
(5.3)

where, NIR = near infrared; RED = red band.
In this study, first in ENVI software, radiometric correction was performed and in

order to reduce the effect of opacity, atmospheric correction was applied and NDVI
index was calculated based on two bands 4 and 5 Landsat image and then using
classification tools in the software ArcGIS The data obtained were classified into
different classes.

Slope: The slopemap of the area is prepared from theASTER image height digital
model with a spatial resolution of 30 m. The slope map is obtained by applying the
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slope function in the ArcGIS environment. The slope plays an important role in the
accumulation and infiltration of water into the lower layers. The higher the slope of
the area, the faster the surface water flows and the less likely it is that water will seep
into the lower layers. Accordingly, areas with lower slopes are predicted to increase
the likelihood of groundwater.

Soil: Soil map is one of the most important parameters in identifying water
resources. In this study, the soil of the study area has been divided and evaluated
into several classes in terms of water absorption capacity.

Each of these four factors has a special weight in identifying water resources.
In this study, they concluded that the neural network had the highest accuracy and
the AHP method had the lowest accuracy, but the standard deviation values were
acceptable in all three methods. Therefore, these four factors can be used to identify
groundwater resources.

5.7 Summary

Human beings have always tried to know their surroundings better and more, and
despite the effortsmade, sometimes natural events (hazards etc.) have surprised them.
The growing trend of human societies and population growth necessitates more and
more sustainable use of natural resources and resources to meet human needs and
greater coordination with the natural environment. At the same time, human beings
are expanding their living space day by day and making changes in the areas and
exploiting the natural resources that were previously known as pristine places and
areas. Therefore, it is necessary to collect information from these phenomena. On
the other hand, field harvesting from the globe is continuous, regular, up-to-date,
and with adequate spatial coverage, it is time consuming, costly, and sometimes
impossible. In this regard, remote sensing science and GIS are very effective and
efficient in achieving these goals as quickly as possible, so that it has removed the
barriers to understanding nature with full coverage from the Earth’s surface and with
short-term intervals. The high resolution and wide resolution of satellites have led to
the evaluation of the information obtained as one of the most important measurement
tools. Remote sensing output data is an irreplaceable source of information input to
the GIS so that accurate and timely layers can be prepared by remote sensing science
and examined by the GIS to achieve the intended goals.

New remote sensing techniques are high-performance new tools that, along with
new computational methods and the development of various physical, statistical, and
black box models that use remote sensing data as input, open up human curiosity to
learn and seemore. They aremore visionary and add to his experience. In general, the
applications of remote sensing techniques in water resources studies can be classified
into the following groups:

• Studies of water balance components such as rainfall estimation, evaporation
and transpiration. (This category includes land use determination and estimation
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of drinking, industrial, agricultural, and environmental consumption, as well as
hydrological studies of the body (catchment area) of catchments that lead to the
modeling of resources and uses).

• Qualitative studies and water pollution.
• Groundwater identification and potential studies.
• Studies on river morphology and river engineering.
• Watershed management, erosion and sedimentation studies.

According to research in the field of water resources using remote sensing tech-
niques and GIS, increasing the accuracy of methods and preparing guidelines and
general principles for various studies seems necessary because the current process
and results of studies are tested. Different methods and procedures indicate different
goals, and recently there are signs of confidence in remote sensing techniques in
the results that need to be accelerated. At the end, it should be noted that remote
sensing science and GIS are very valuable due to increasing the speed of processing
and collecting environmental information and data and need more investment and
research in their use and application for full access andknowledge of the environment.
That will increase the level of well-being, awareness of the danger, how changes will
take place in the surrounding natural environment and the optimal use of available
resources.
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Chapter 6
GIS Application in Water Resource
Management

Arezoo Boroomandnia, Omid Bozorg-Haddad, Biswajeet Pradhan,
and Amitava Datta

Abstract In this chapter, we consider the generic concepts of the Geographical
Information System (GIS) and its role in water resources management issues. This
chapter is divided into 7 sections. An overview of GIS emersion and its application in
water science is provided in the first section. The second section remarks the common
technical phrases and definitions in geospatial technology. The fundamental of GIS
is expressed in the third section. The fourth section discusses the importance and
necessity of employing GIS in water resource management. Finally, we covered the
methodology of applyingGIS inwatermanagement researches and discuss it through
three case studies in detail in the last two sections. After studying this chapter, readers
would gain an understanding of the problem solving in water resource management
by the proper tools available on the GIS market.

Keywords Geographical Information System · GIS software · Surface water
hydrologic modeling ·Water supply and sewer systems modeling ·Water quality
and watershed protection modeling · Groundwater modeling

A. Boroomandnia · O. Bozorg-Haddad (B)
Department of Irrigation and Reclamation Engineering, Faculty of Agricultural Engineering and
Technology, College of Agriculture and Natural Resources, University of Tehran, Karaj, Tehran
31587-77871, Iran
e-mail: OBHaddad@ut.ac.ir

A. Boroomandnia
e-mail: aboroomandnia@ut.ac.ir

B. Pradhan
Center for Advanced Modelling and Geographical Information Systems (CAMGIS), School of
Information Systems and Modelling, Faculty of Engineering and IT, University of Technology
Sydney, CB11.06.106, Building 11, 81 Broadway, PO Box 123, Ultimo, NSW 2007, Australia
e-mail: Biswajeet.Pradhan@uts.edu.au

A. Datta
Faculty of Engineering and Mathematical Sciences Computer Science and Software Engineering,
University of Western Australia, Perth, Australia
e-mail: amitava.datta@uwa.edu.au

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
O. Bozorg-Haddad (ed.), Essential Tools for Water Resources Analysis, Planning,
and Management, Springer Water, https://doi.org/10.1007/978-981-33-4295-8_6

125

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4295-8_6&domain=pdf
mailto:OBHaddad@ut.ac.ir
mailto:aboroomandnia@ut.ac.ir
mailto:Biswajeet.Pradhan@uts.edu.au
mailto:amitava.datta@uwa.edu.au
https://doi.org/10.1007/978-981-33-4295-8_6


126 A. Boroomandnia et al.

6.1 Introduction

Geospatial technologies particularly geographical information systems (GIS) focus
on processing and interpretation of geographical data with the purpose of knowledge
improvement in various fields. To become more familiar with the evolution of GIS
technology over the recent decades and its role in water resource management, a
summary of important historical development in GIS is explained in the following
subsections.

6.1.1 GIS Development History

Application of spatially referenced data dates back before the “geospatial technolo-
gies” emergence. In the 1960s for the first time geographical information systemwas
developed in Canada in response to the government’s need for data handling (Shamsi
2005). For converting maps to numerical form, there were technical constraints such
as limited computer storage capacity, slow processing speeds, and high costs of
technology. Scientists overcame these obstacles in the seventies, which is known as
the consolidation era rather than innovation in GIS knowledge. In this period, the
U.S. Department of Home Affairs developed Map Overlay and Statistical System
(MOSS), the first vector-oriented GIS software. In the 1980s, the demand for GIS
experienced a continuous increase, particularly in natural resource management. In
the early eighties, GIS became the key component in scientific researches to satisfy
local, national, multinational, and global requirements. Indeed, the eighties could be
considered a focal point in the development and applicability of the GIS (Tsihrintzis
et al. 1996). In this period, companies like Environmental Systems Research Institute
(ESRI), Computer Aided Resource Information System (CARIS), MapInfo Corpo-
ration and Earth Resource Data Analysis System (ERDAS) appeared as commer-
cial vendors of GIS software. Also in 1982, U.S. Army developed Geographical
Resources Analysis Support System (GRASS GIS), the first GIS software to utilize
both vector and raster formats, and released it as open source from 1995. In the
nineties, GIS industry had matured and took a significant place from commercial
aspect (e.g. the number of companies) as well as academic aspect (e.g. researches
and professional projects). For instance, the number of system installations expe-
rienced a twofold rise every two years; the GIS market reached 35 percent growth
annually; MapInfo, the first desktop GIS product forWindows, was released; and the
geographic information national research centers have been established (Tsihrintzis
et al. 1996). By the end of the twentieth century, viewing GIS data over the Internet
gradually became prevalent among users.More recently, themodern world witnesses
the continuous growth in emerging of free, open-sourceGISpackages,which perform
specific tasks and run on various operating systems. Besides, geospatial data and
mapping applications have been accessible via the World Wide Web (Fu and Sun
2010). Some free and open source GIS software is listed in Table 6.1.
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Table 6.1 Some of the free and open source GIS software (Jarar Oulidi 2019a)

Category Software name

GIS Server North 52°, MapGuide, MapServer, GeoServer, QGIS Server, deegree,
PyWPS

Mapping framework GeoTools, OpenLayers, MapBender, MapFish, GeoExt

Geospatial database MySQL Spatial, PostGIS, Ingres Geospatial

Spatial analysis tools R Project, PySAL, Open GeoDA

Mobile GIS QGIS for Android, gvSIG Mobile, Geopaparazzi

Office GIS QGIS, uDig, MapWindow, OpenJUMP, ILWIS, SAGA, GRASS

Remote Sensing GDL, OSSIM, e-foto, Opticks

Advantages of free software are: declining budget expenditure, the source code
openness, supervision and maintenance of geospatial data infrastructures, and
the capability of the functionalities’ development by professional implementation
administrators (Jarar Oulidi 2019a).

6.1.2 GIS Application in Water Resource Management

Due to the spatial identity of data used in water-related environmental planning and
management, data management is sophisticated. Therefore, engineers have bene-
fited from the ability of GIS software for documentation, management, storage and
visualization of spatial data. GIS in combination with simulation models and also
without model interface has been employed in several areas, such as surface water
and groundwater hydrologic modeling, water quality, water distribution and sewer
network design, sustainable water resource management, flood hazard assessment,
urban storm water, hydropower potential assessment, and water quality and quantity
modeling in and agricultural areas. Some of these applications are discussed in detail
in the following subsections. Also, the generic data used, analyzed, and produced by
GIS tools in water-related programs are explained in Sect. 6.2.2.

6.1.2.1 Surface Water Hydrologic Modeling

In order to represent the effects of rainfall-runoff on surface water resources (e.g.
lakes, rivers, and canals) various simulation software for surface water hydrologic
modeling are released. Numerous parameters for defining local topography, soil
type and characteristics, and land use are part of the required data as input for the
hydrologic software. But analyzing torrent of data accurately, after sophisticated data
gathering step, needs significant time and skill for preparation as input parameters.
This process is simplified by the use of GIS in which analyzed data are automatically
calculated and stored in the separate attribute tables, as defined by themodeler. For the
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first time in 1989, Terstriep represented the interface between GIS and hydrologic
database. Afterwards application of GIS either as an independent tool or coupled
with hydrologic models radically accelerated in twenty-first century. Some preva-
lent combinations of GIS and hydrologic software are summarized in Table 6.2
(Tsihrintzis et al. 1996; Martin et al. 2005).

6.1.2.2 Water Supply and Sewer Systems Modeling

Due to the spatial nature of the data in planning, design, analysis, operation and
maintenance of water and sewer systems in cities, water and sewer specialists must
employ technologies like GIS which aid in selecting minimum cost alternatives, and
operating network in a smooth and efficient way. The key role of GIS in water supply
management is its capability in applying the unique characteristics associated with
consumers,which leads to accurate andup todate forecastingofwater demands.Also,
GIS network tools are powerful in allocation and routing difficulties analysis. The
interface of GIS and water and sewer network models are summarized in Table 6.3
(Tsihrintzis et al. 1996; Martin et al. 2005).

6.1.2.3 Water Quality and Watershed Protection Modeling

Identification and prioritization of the polluted regions need the integration and visu-
alization of various spatial information. GIS is a suitable tool which allows special-
ists to overlay coverages, evaluate and determine contaminant loading degrees effi-
ciently. For instance, the runoff volume and consequent receiving stormwater quality
is highly affected by the land use as a spatial variation. GISmakes simpler the process
of simulating pollution distribution and declines the uncertainty stemmed of spatial
averaging. Furthermore, erosion investigation, as the fundamental steps of watershed
protection measures, is facilitated by GIS application. An overview of the combi-
nation of GIS and water pollution models are summarized in Table 6.4 (Tsihrintzis
et al. 1996; Martin et al. 2005).

6.1.2.4 Groundwater Modeling

GIS technology presents a mechanism to collect, maintain, andmake subsurface data
available on demand for groundwater protection, resource investigations, and engi-
neering design. GIS application in groundwater modeling is widespread, comprising
groundwater quality and quantity. Some examples of coupled GIS and groundwater
models are summarized in Table 6.5 (Tsihrintzis et al. 1996; Martin et al. 2005).



6 GIS Application in Water Resource Management 129

Table 6.2 History of GIS and hydrologic software interface

Time period GIS tool/hydrologic model Achievement

Twentieth century GRASS Creating landcover map to model
stormwater runoff

GIS
MIKE-11

Producing flood inundation maps and of
flood depths contours with preferred
interwalls

ArcInfo
HEC-1

Deriving area-weighted hydrologic
parameter

RS
ERDAS
ArcInfo

Deriving the imperviousness percentage for
diverse land cover classes

ArcView
SWMM

Estimating Subbasin curb length and
modeling runoff

GRASS
SMoRMOD

Simulating rainfall-runoff

ArcView
HEC-1
HEC-2
Flood Hydrograph Package

Predicting flood hydrographs and perform
drainage analysis

GISHYDRO Saving time and improving the accuracy of
the hydraulic design process, thanks to the
quickly assembling slope, landuse, and soil
data

ArcView
HSPF
MODFLOW

Providing the linkage mechanisms between
models and calculating nonpoint sources
loading

ArcInfo
HEC-1

Creating a database involving required
hydrological characteristics for watershed
rainfall-runoff model
Calculating the basin area and average
runoff curve numbers

ArcInfo
CMLS

Analyzing chemical movement through
Layered Soils

Twenty-first century ArcView/ArcInfo
HEC-HMS
HEC-RAS

Preparing geographic data
Processing simulation results including
profile data of water surface and velocity to
create floodplain map, and compute flood
damages, ecosystem restoration, flood
warning response and preparedness

ArcInfo
HAZUS-MH

Estimating potential damages from
hurricane winds, earthquakes, and floods
throughout the United States

ArcView
PDTank

Simulating watershed management

ArcVeiw
MIKE 21

Modeling bays and estuaries

(continued)
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Table 6.2 (continued)

Time period GIS tool/hydrologic model Achievement

WMS
TR-20

Modeling the rainfall-runoff process

6.2 Definition and Terms

As it has been discovered through various examples of GIS application in Sect. 6.2,
the role of GIS, is to store, model, manipulate, combine, analyze and display vast
volumes of geographical data efficiently. It also creates a link among geographical
objects and semantic data. To gain a profound understanding of GIS, it is necessary
to define the technical phrases in advance. These phrases are explained under five
categories in this section.

6.2.1 Basic Definitions

Verifiable facts about the real world are defined asdata. Organized datawhich expose
patterns and ease search are considered as information. Information provides added
value with regard to the data itself. In order to extract spatial information from spatial
data, organizing data by spatial attributes is an essential primary step. Additionally,
on account of the digital computers’ nature, digital manipulation is feasible when
data items are identified as discrete spatial objects. Hence, discrete representation of
geographical space is obliged since spatially continuous fields cannot be stored digi-
tally as continua (e.g. pressure and temperature fields). Points, lines, areas, volumes
and surfaces are examples of discrete spatial objects which are used by spatial data
models. Description of objects and their attributes in the digital form (both spatial
and non-spatial) comprise spatial datasets. The collection of inter-related data, for
a specific use, is called a database. Field digitizing and remote sensing image are
examples of primary elements which creates a digital database. To store, edit and
retrieve data in a database, a database management system (DMS) should be formed.
DMS is a collection of software to achieve this purpose. Most geographical infor-
mation systems separately organize spatial and non-spatial data. In terms of DMS,
GIS are divided to two category for non-spatial data management: use an internal
DMS or external DMS (Merriam 1994). These phrases are explained in details in
following.
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Table 6.3 History of GIS and water and sewer network models interface

Time period GIS tool/hydrologic Model Achievement

Twentieth century ArcInfo
WADSOP

Balancing looped water supply
systems

ArcCad
KYPIPE

Providing water distribution system
modeling

ArcView
EPANET

Simulating long-term changes of
hydraulic behavior and water
quality within pressurized pipe
networks (known as AVNET)

AutoCAD
H2ONET

Hydraulic modeling, optimizing
network design, graphical editing,
results presentation, database
management, and enterprise-wide
data sharing and exchange

H2OMAP Combining mapping functions and
spatial analysis tools with network
modeling to organize strength
management and business planning

InfoWater Integrating water network modeling
and optimization functionality with
ArcGIS

ArcInfo/ArcFM,
ArcView/MapInfo MIKE NET

Building a link to a GIS database
structure, benefiting attribute
mapping and geocoding, simulating
steady flow, pressure distribution,
and water quality of potable water
distribution network over a
long-term period

ArcView
Runoff Model

Simulating urban runoff

ArcView
SWMM

Simulating dry- and wet-weather
flows on the basis of land use,
demographic situations,
meteorological data,
hydrologic/hydraulic/treatment
characteristics of the drainage and
sewer network

SWMMDUET Providing interfaces for generating
SWMM’s input file and ploting
SWMM’s output file

Twenty-first century ArcView
MIKE BASIN

Analyzing water supply abilities
while considering water rights for
domestic, industrial, and
agricultural sectors. Assessing
multipurpose reservoir operations

(continued)
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Table 6.3 (continued)

Time period GIS tool/hydrologic Model Achievement

Sewer-CAD StormCAD Evaluating current wastewater
treatment system and collection
network facilities, and future
potential of extending facilities
preparing a phased plan to
implement and finance the essential
improvement

ArcView
MIKE 11

Modeling the hydrodynamics and
water quality of streams in detail

H2OVIEW Water Enabling deployment and
investigation of GIS row data and
modeled results over the internal
networks and Internet

AGSWMM Linking SWMM5 with ArcGIS
while conducting the same functions
as SWMM

ArcGIS WaterGEMS Using a geodatabase for integrated
WaterCAD modeling within the
ArcGIS platform

SynerGEE Water Integrating hydraulic simulation
capability into a GIS

ArcView WaterCAD Direct building and maintaining the
water and sewer networks inside a
GIS

MOUSE GIS Simulating surface runoff, water
quality, and sediment conveyance
within the urban catchments and
sewer networks

6.2.2 Geospatial Data

Spatial data in GIS are classified from different aspects. The two more common
criteria in classification are the methods of data visualization and data storage, which
are explained distinctively.

6.2.2.1 Visual-Based Classification

Spatial data can be shown as both vector and raster models in GIS. Visualizing
the real world spatial objects via points, lines, and areas confined by lines is titled
vector model. The simplest data format to manipulate which produces resulting files
in smaller size is vector format. The most recent vector formats include (Jarar Oulidi
2019a):
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Table 6.4 History of GIS and water quality and watershed protection models’ interface

Time period GIS tool/hydrologic Model Achievement

Twentieth century GIS
QILLUDAS

Simulating urban runoff emphasizing
runoff quality on urban watershed

GRASS
ANSWERS

Analyzing watershed erosion and
deposition

EDRAS
QUAL2E

Calculating total maximum daily
pollution load (TMDL)

ArcInfo
PSRM

Analyzing watershed runoff

GIS
AUTO-Q1

Determining nonpoint source pollution
from an urban watershed

GRASS
WEPP

Reflecting the impact of surface soil
conditions (effected by agricultural and
forestry activities) on storm runoff and
erosion

ArcInfo
ANSWERS

Estimating erosion, deposition and
related hydrologic parameter

GIS
HEC-STORM

Characterizing pollutant concentration in
stormwater

GRASS
SWAT

Generating topographic and model input
parameters for sub-basin;
editing input data’s component,
simulating and visualizing graphical
results of watershed hydrology, water
quality

ArcInfo
AGNPS

Controlling nonpoint source pollution

ERDAS
AGNPS

Supporting data for analysis and
management of agricultural nonpoint
source contamination

GRASS
AGNPS

Minimizing the sedimentation, nutrient
and pesticide transport toward
waterbodies

ArcView
HSPF,QUAL2E

Conducting water quality planning, flood
mapping, and assessment of water
erosion and sedimentation problems

ArcInfo
HSPF

Predicting, map producing, monitoring,
and offering management strategies for
agricultural pollutants

Twenty-first century GIS Detecting and monitoring the processes
of waterlogging and salinization

ArcView
MIKE SHE

Simulating runoff quality and volume
while considering interaction with
surface water systems

(continued)
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Table 6.4 (continued)

Time period GIS tool/hydrologic Model Achievement

LF2000-WQX Predicting the concentrations of the
pharmaceuticals diclofenac and
propranalol in catchments

ArcView
HSPF
NPSM

Estimating land-use-specific NPS
loadings for particular contaminants at a
catchment

ArcView
HSPF
TOXIROUTE

Calculating simple dilution and decay for
a stream system (either mean-flow or
low-flow conditions)

MapInfo
SCS runoff Model

Assessing pesticide load in runoff

ArcView
IDOR2D

Controlling water quality and pollutant
transport

IDRISI
USLE

Evaluating soil erosion

ArcView
MIKE BASINS

Assessing loadings and receiving water
impacts at different complexity degree
on watershed scale

Table 6.5 History of GIS and groundwater models’ interface

Time period GIS tool/hydrologic Model Achievement

Twentieth century ArcInfo
WHPA

Producing water-table and transmissivity
contours

GRASS DRASTIC Identifying the correlation rate between the
vulnerability of groundwater to pollution
and the availability of nitrogen-based
fertilizer

ArcInfo
GLEAMS

Evaluating effect of soil characteristics on
pollution distribution

ArcInfo
MODFLOW

Evaluating changes in the hydrological
processes of complex groundwater systems
(e.g. water infiltration and hydraulic
conductivity)

IDRISI
AgriFlux

Simulating groundwater nitrate transport

FREEWAT LuKARS Simulating the impact of land use changes
by changing the area of dominant
hydrotopes

Twenty-first century ArcGIS DRASTIC Finding the groundwater vulnerable zones

ArcPRZM-3 Modeling of pesticide leaching potential
from soil surface towards groundwater

ArcGIS
MODFLOW

Forecasting groundwater table depth from
the soil surface and changes in groundwater
systems
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• Shapefile (*.shp): The ESRI company developed this format to store and exchange
GIS data. Collection of files with the same base filename form a shapefile, for
instance landuse.shp, landuse.shx (which covers the geometry and geometry index
respectively) and landuse.dbf (presenting recipient data);

• coverage: another data format applied by ESRI to store the ArcInfo information
type;

• simple geographic entities: AnOpenGIS plan to store geographic data (e.g. points,
lines, polygons) and related attributes.

Cells or pixels of the raster model represent spatial units. Cells are formed by
row and column values, with the boundary of the grid recorded to benchmark spatial
coordinates. A single grid cell remarks a point, a string of connected cells repre-
sent a line, and groups of adjacent cells show the areas. The raster data mode is
mostly applied to store raster format images, including aerial photographs, digitized
paper maps, and satellite images taken by Landsat, QuickBird, IKONOS and other
satellites.

Each mode of data demonstration comes with benefits and drawbacks in terms of
storage efficiency and the types of processing which can be completed. The nature of
data in the real world and the user’s experience and preferences highly determine the
chose mode of data. Vector and raster modes are illustrated in Fig. 6.1. Additionally,
some practical examples of vector and raster data commonly used in water resource
management are listed in Table 6.6 (Korres and Schneider 2018).

• DEM data can be stored in all three forms of raster structure to meet different
purposes, but grid-type is more common.

6.2.2.2 Store-Based Classification

Data are divided to static format and dynamic format from storing aspect. Vector and
raster mode are categorized under static geospatial datasets. Static format crucially
respond to the following features (Jarar Oulidi 2019a):

• geospatial objects: remark geographical and geometrical characteristics;
• semantic data: explain about geographical entities;
• metadata detail: provide information regarding the forecasting system used; data

acquisition techniques, the quality of geographical data, the production and
updating date; and

• style of data: visual characteristics of geographical data shown on a map (color
or type of the line).

Dynamic format, in addition to aforementioned features, not only does make
possible to store data and display them via a program during the implementation,
but also offer to exchange geographical entities between two GIS applications. The
well-known dynamic formats are summarized in Table 6.7 (Jarar Oulidi 2019a).
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Fig. 6.1 Illustration of vector mode and raster mode visualization

6.2.3 Database Management System

The system of database management (DMS) is considered as a framework allowing
users to archive and manipulate data in tables known as attribute table. DMS is
also regarded as a system logically open to the clarity and flexibility of the general
hierarchical, network, or relational data model. Data models store attributes as an
inherent part of the graphics feature. Within the DMS, data is structured in the form
of tables, containing records in rows and columns. Existence of only one common
column between tables, makes it possible to couple rows of one table with those of
another table (Jarar Oulidi 2019a).

Maybe themost challenging and expensive part of GIS applications’ development
is database designing. Providing appropriate information in a suitable and accessible
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Table 6.6 Examples of various data structure types in water resource management

Data structure types Example

Attribute data • Explanations of locations, names, and
properties like capacities of dams and
reservoirs, pumps, valves, meters, hydrants,
manholes or turbines

• Time series data like river flow rates, streams
level, reservoir releases

Vector Point Feature locations like measuring stations, point
sources of pollution, sprits, wells

Line Network of stream, channel, pipe, road, sewer
system

Polygon Boundaries of watersheds, aquifers, lakes,
estuaries, drainage divides, dams

Raster Grid Continuous spatial parameters such as
temperature, pressure, rainfall, elevation
(DEM*), slope, water depth, groundwater level
and surface, flow directions, closed depressions,
land use, land cover, vegetation type and density,
precipitation intensity and spatial patterns,
impervious rate, population density

Triangulated Irregular Network Distribution of soil properties (organic Carbon,
pH, water storage capacity, soil depth, hydraulic
conductivity, cation exchange capacity, clay
fraction, total exchangeable nutrients, lime and
gypsum contents, sodium exchange percentage,
salinity, textural class and granulometry) or the
rasterization of soil group polygons, flood plain

Network Contour lines for majority of raster data

Table 6.7 Summary of well-known dynamic formats

Dynamic format Description

GeoJSON An open format enabling geographical data coding (the
data exchange format JSON used as a basis)

Well-known text (WKT) A format within a text mode, attending to demonstrate a
geographical object (line, point or polygon)

Well-known binary (WKB) Signify a single geographical object through a binary
mode format

Geography markup language (GML) An open regular XML to exchange the GIS data

Digital elevation model (DEM) Format to store and show altitude data

digital raster graphic (DRG) Format of storing digitized paper maps which are
electronically scanned

Geotiff Format to store raster data and couple georeferencing
information with a tiff image
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Table 6.8 Summary of spatial databases used by web applications in water resource management
investigations

Free open source software for
geographic information systems

Water resources web applications Data format

SpatiaLite BASHYT Vector

MySQL Automated Geospatial Watershed
Assessment
Flood Assessment Modeling Tool

Vector

PostGIS Object-Oriented and OpenGIS Hydro
Information System
Cloud Framework for Hydro
Information System
Hydrogeological Information System
Water Management Decision Support
System
Web-based Hydrologic Transport
Model
Web Application for Water Resources

Vector and Raster

method by the database could guarantee the success of GIS applications. Design of
the database conduct through three stages: conceptual design, logical design, and
physical design. Conceptual design is irrigated to both hardware and software, while
logical and physical designs depends on software and hardware, respectively. Data
dictionary documents the logical and physical structure of the layers and take part
in designing a database. To carry out operations concerning tables and their data,
the SQL language is made up. The SQL language comprise a series of operators
in which function with generic relational data. H2/H2GIS, SQLite/Spatialite, SQL
server, MySQL, and PostgreSQL are examples of the database management system.
Some spatial database used in water-related researches are listed in Table 6.8 (Swain
et al. 2015).

6.3 Fundamental Theory

The purpose of GIS creation had been providing efficient tools to support decision
makers regarding spatial data. GIS is invaluable in relating collected geograph-
ical information to attribute data. Even though numerous GIS software offer
different capabilities, majority comprise the following activities with spatial data
to produce both standardized and customized cartographic products: organization,
visualization, manipulation, analysis and prediction (Merriam 1994; Hall et al.
2000).

• Organization: organizing data, which is also known as data models, impose
on examinations by spatial and non-spatial attributes. This step is done by a
data storage and retrieval subsystem which allow users to quickly retrieve data
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Fig. 6.2 Various types of projection

for subsequent analysis, and accurate updates. The efficiency and type of data
organization has the fundamental importance since this step influences all the
next steps.

• Visualization: GIS technology uses the graphical capabilities of computers to
visualize geographical data. Thanks to georeferencing the real Earth’s surface
project into a two-dimensional map. By georeferencing firstly, every point on
the Earth’s surface will be delineated by a coordinate system identified as the
geographic coordinate system (GCS). Secondly, the projected coordinate system
will be employed to reflect points into two dimensions for creating a digital map.
In a first step, latitude and longitude are used to represent specific locations on
the Earth in the three-dimensional coordinate system. In the second step, mathe-
matical transformation is applied to convert the real spherical surface of the Earth
(3-D) onto a plain sheet of paper (2-D). Through the projection process one or
more spatial properties (e.g. area, shape, distance, or direction) will be distorted
(Selvam et al. 2019). Various methods of projection are shown in Fig. 6.2. The
different countries have adopted different standard projections which leads to
different map scale.

• Manipulation: Spatial query and data combination are complementary activity
for realizing and interpretation of spatial phenomena in this step. By spatial query
users can understand the special conditions of each case.Beforemanipulation,GIS
answer two types of questions: “What are the features of the particular location?”
and “Whereabouts do these characteristics occur?”. The answers provided by effi-
cient, organized data conduct users toward a proper combination of data to achieve
the final solution. In combination process, spatial datasets from diverse sources
would be merged. The results lead to a new understanding of spatial phenomena,
while isolated spatial data types are unable to reveal that individually. For instance,
overlaying a digitized geological map on a satellite image, can clarify the changes
of a watershed over the particular time intervals. Data integration is also the other
type of combining process inwhich a newmap is created from a composite display
of various spatial data. Indeed, integration models regarded as symbolic mathe-
matical models which combine layers of data together by means of arithmetic
and logical operations. A practical example is the combination of the maps of a
lake and a radiometry pattern. The lakes map is result of digitizing a topographic
base map containing drainage features. The radiometry map is generated from
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processing an airborne image which contains 100 colors for exhibiting the inten-
sity of the radio element measurement. While only two colors indicate the present
and absent of the lake. Thanks to “map algebra” which is written in a program-
ming language, a combination of these two maps would illustrate the new map in
the color classification of the radiometry map where lakes are present. Therefore,
the result can be stored as a new map, relating the spatial data of water bodies to
radiometry patterns. This example presents the ability of one map algebra state-
ment in producing a new practical map. However, GIS is equipped to the powerful
features of linking several map algebra statements together to formmore complex
algorithms. Combination of numerousmaps and attribute tables is feasible via one
processing step, which is named “map or cartographic modelling”.

• Analysis: The spatial analysis functions of GIS distinguish it from the other
databases and information systems. Measuring distances, statistical calculations
and graphs, fitting models to data values and other processes are analyzing tools
in GIS. Sometimes for specific analyses other computer programs are required to
be joined to GIS. Analysis is applied on exported data prepared as maps or tables.

• Prediction: GIS is a proper tool to determine the result of making a specific set
of assumptions in a research with the goal of assessing a model’s performance.
By the use of map algebra, symbolic models can be created which combines data
layers under defined specific rules. Indeed, in geographic analysis the rules are
imposed on map with vector or raster data formats and the related attribute data to
find answers to specific problems. For example, selection of themost suitable sites
for artificial groundwater recharge is feasible as a function of changes in water
table and soil hydraulic conductivity can be applied in map algebra (Parama-
sivam 2019). Also interpolation techniques can be applied to the exploration, and
prediction of groundwater level or even to estimate hydrological parameters such
as precipitation in location with lack of data. Another example of GIS application
in prediction is forecasting hazardous locations for flood. The modelling tools of
GIS improves its application further than display of geospatial information, and
introduces it as a functional application in problem solving (Merriam 1994).

6.4 GIS Importance and Necessity

Before GIS technology invention, the process ofmodeling inwater resourcemanage-
ment depended on paper-format maps. Owing to the complexity of the natural envi-
ronment, processing spatial data was tedious, required considerable workload and
had a significant margin for error. GIS, a platform providing geospatial data in digital
formats, significantly decline the workforce demand in data pre-processing and save
time and money. In a generic manner, quick evolution of electronic spatial data in
the geosciences, make the GIS an essential tool in water resources science because
it accomplishes the following functions (Merriam 1994):

• providing a tool for homogenizing data extracted from different sources (e.g.
DWG, DAT, SHP);
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• advancing the data related progress (e.g. management, visualization, processing,
analysis);

• enabling the visualization of 3D data;
• enabling the extraction of photo-aerial images;
• utilizing the huge volumes of hydrological remote sensing data gathered daily

and prone to remain useless without database management system;
• managing and updating statistical, geostatistical and digital modeling;
• improving data accessibility by use of either GIS office automation or Internet

applications;
• increasing the perception of water and the natural environment interactions;
• improving the rationalization of data capture and the facilitating the interpretation

of the simulation results;
• Providing the Power of Integration through manipulation and analysis of layers

and modelling the interrelationships between layers
• Offering a Decision Support Framework

Totally, data collected from various sources including geophysical devices, aerial
tools, satellite, ship-borne, ground-based, and underground produce vast volumes
of numbers which are almost worthless before proper organizing and displaying.
Besides, analyzing data of waterbodies, sediments, soils, and plants produces huge
amounts of new spatial data which are in urgent demand for efficient spatial data
systems to be assessed. Therefore, GIS is a vital digital system which is essential for
processing, displaying, planning and managing the invaluable spatial data in water
resource management (Selvam et al. 2019).

6.5 Methodology

In order to apply GIS in the decision-making process in water engineering, following
the steps shown in the flowchart of Fig. 6.3 is recommended. Generally, water
resource investigationswhich benefitGIS application include sixmain steps: defining
the study objectives, gathering geographical database, designing or selecting a
databasemanagement system, selectingGIS software and requiredmodel, and finally
presenting results in the form of maps. More explanation for each stage is expressed
in the following sub-sections.

6.5.1 Defining the Objective

It is important to make a clear definition of objectives or the problem which should
be solved. The objectives as the cornerstone of decision-making process, profoundly
impact choosing the required spatial and attribute databases. The objective could
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Fig. 6.3 Steps of utilizing
GIS in decision-making
process

be the initial designing, problem solving, or predicting future condition of water-
related systems. After precise defining of the problem, the relevant data inventory
like attribute data and map layers are recognized.

6.5.2 Building Data Inventory

The GIS data can be provided by frequent sources including governmental, private,
and academic. Also, data are gathered from several sources including Global Posi-
tioning System (GPS), aerial photographs, digitized hard copymaps, satellite images,
laboratory analysis, field measurements and investigations, and etc. For instance,
applying various statistical methods (like Fisher’s linear discriminant analysis) on
satellite images driven from IKONOS, resulted in generating soil impermeability
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Table 6.9 Examples of parameters used in water resource management

Water data class Prevalent parameters

Climatological Temperature, evapotranspiration, precipitation, wind speed and
direction, solar irradiation

Water quality Nutrients (Nitrate, Phosphorus, Sulphur.), urban pollutants, pH,
pesticides, turbidity

Hydrological Surface stream flow and height, flow speed, flood plain,
physico-chemical quality

Hydrogeological Piezometric level, aquifer thickness, stratigraphic logs, permeability,
hydraulic conductivity, transmissivity

Complex data Output of hydrological models, water storage evaluations, complex
physicochemical calculations

Administrative data The charges, action limit of a hydraulic basin agency

map. The six main category of water data parameters which commonly used in GIS
analysis are listed in Table 6.9 (Jarar Oulidi 2019b).

Among data supplier platforms some are developed on the web. When all the
required data are gathered, the database should be designed. In the database designing
process the following factors should be identified: study area borders, data layers,
coordinate system, features of each layer and its associated attributes, attributes’
coding and organization. During the data-entry process attribute data are entered in
the form of database files with one common field with the spatial database. Spatial
datawith the vector format creates topologyvia the general digitization process,while
making topology from raster data requires converting to vector at first. Scanning and
digitization are examples of data conversion methods. Data conversion techniques,
resolution, source, and scale of the map layers, are considered as the foundation of
the system and take the share of 75% of typical GIS costs.

6.5.3 Database Management

Database management involves three main tasks: coupling the digitized map into
real world coordinates, discovering coverages for analysis, and preserving the
database. This step is completely explained in Sect. 6.2.3. The design of the database
management system is compelled by application needs.

6.5.4 Software Selection

Water resource management models benefit GIS contribution in water-related issues
through interchange, interface, or integration techniques. In interchange method,
GIS is applied to extract model input files, and then they are copied into the model
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Table 6.10 Software Selection Matrix Example

Application AV SA NA 3DA AI SDE AO

Planning and engineering * * * * *

Operations and maintenance * * * * *

Construction * * * * *

Infrastructure management * * * * *

Water resources and hydrology * * * *

Finance and administration * * *

Notes AV: ArcView; SA: Spatial Analyst; NA: Network Analyst; 3DA: 3D Analyst; AI: ArcInfo;
SDE: Spatial Database Engine; and AO: ArcObjects

manually. The hydraulicmodel output files are copied into theGIS softwaremanually
too, in order to display model output data. The “open” architecture of GIS software
provides the sharing of geographic data. This characteristic enables all GIS software
to be used in the interchange method. Advantages of an open GIS are:

• the ability to run on various operating systems, database management systems,
and platforms

• supporting expansion application requirements, ranging from an office engineer
using GIS on a desktop, to a portable field technician using a handheld device

In the interface method, the data interchange process is basically automated. In
this method, the added model-specific menus or new buttons in the GIS software
automate the data transfer stage. Creating the model input file automatically is the
main improvement of the interface methods in comparison with the interchange
methods. Whereas, both mentioned methods do not allow to edit data and launch
the model from within the GIS software, integration offers both GIS and modeling
functions through a combination of model and GIS. This method signifies the closest
relationship between a GIS and a model.

Selecting an appropriate GIS software depends on the several factors, including
user’s ability and interest, software price, method of model and GIS combination,
project scale and etc. For instance, in terms of the users’ needs, a list of available
software using an ESRI GIS platform are compared in Table 6.10 (Shamsi 2005).
According to this table, ArcView, ArcInfo, and Spatial Database Engine carry out
all the GIS applications of institutes.

6.5.5 Presenting Results

The final results are often represented in form of map. Depends on the method of GIS
and model combination, resulted maps might be the final export of GIS or part of the
pre-processed data considered as model input parameters. The recent development
in GIS technology leads to a presentation of some results in the form of video. Yet,
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most of the depicted data are map in raster format. The open architecture of GIS
software allows users to simply share digital maps with others. To take a profound
understanding, some examples of presented results are expressed in Sect. 6.6.

6.6 Practical Examples

As it has been remarked in Sect. 6.1.1, GIS is an inseparable part of water engineering
issue. In this section the GIS application in three different water-related problems,
including groundwater recharge assessment, water availability analysis, and urban
stormewater management, is explained in detail.

6.6.1 Assessment of Groundwater Recharge Potential

Groundwater characteristics assessment such as groundwater recharge is possible
through direct and indirect methods. Geological and geophysical investigations,
drilling tests, gravimetric and magnetic methods are considered as a direct method.
Indirect methods, however, is dominated by computer modeling and GIS software
combination with field studies. The required accuracy level, the project implemen-
tation, and the accessible resources determine to apply direct or indirect method.
The title of case study chosen for GIS application in groundwater investigation is
“Groundwater Recharge Potential for Sustainable Water Use in Urban Areas of the
Jequitiba River Basin, Brazil” (Costa et al. 2019).

Estimating aquifer recharge potential within the Jequitiba River basin for the
purpose of identifying privileged areas for restoration, recovery, and preservation
was the main goal of this study. To achieve this goal: firstly, geospatial data (temper-
ature, precipitation, geologic, hydrometric, relief, land use, and soil characteristic)
are compiled; secondly, aquifer replenishment potential at catchment scale is esti-
mated via a physical-based spatially distributed model; thirdly, the aquifer recharge
capability map is produced as the model output; and finally, stream flow recession
analysis is applied for model validating. The materials used in this study, in the form
of map and attribute table, are shown inthered from different websites (Costa et al.
2019).

Table 6.11 These materials are gathered from different websites (Costa et al.
2019).

The climatology information was interpolated by the IDW technique which
decreases the effect of the values recorded in the farthest stations from the JRB,
with higher weights for the values of the adjacent stations. When required data are
analyzed surface runoff factor (RF) and water percolation factor (PF) are calculated.
Runoff factor is calculated by assessment of hillside lengths and slopes (LS factor)
and runoff coefficients (C) derived from the DEM. The calculation of LSfuzzy carried
out by tools embedded in the GIS platform (QGIS). Soil characteristics including
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Table 6.11 Materials used in
the recharge potential
evaluation model (Costa et al.
2019)

Data Type Use in the replenishment
estimation

Digital elevation model Calculation of slope length and
steepness factor

Land use and cover map Calculation of runo_ parameter

Soil map containing
porosity
and hydraulic conductivity
data

Calculation of percolation factor

Rainfall and
evapotranspiration data

Calculation of recharge potential

Stream flow data Validation of recharge potential
using na independent method

Geologic map Information for discussion

Administrative data
Population data

Additional information

total porosity (n) and hydraulic conductivity (Ks) are utilized in calculation of water
percolation factor. Groundwater replenishment is calculated by GIS for both indi-
vidual points of the catchment and an average of the entire catchment. Ultimately,
results are validated by making comparison between previously calculated average
recharge and a counter value projected by the hydrograph recession method based
on stream flow analysis (Costa et al. 2019).

The final recharge potential map is generated by a combination of maps (precipi-
tation’s spatial distributions, evapotranspiration, RF factor and PF factor) employing
the appropriate tools of QGIS. The results showed that the aquifer recharge potential
varies from 0 to 4626.4 m3/ha.year (Costa et al. 2019).

6.6.2 Assessment of Water Availability

Spatial information plays a very significant role in management of sustainable water
resources. GIS provide assessment and monitoring of the spatial data over time
within the watershed to evaluate the available water resource and water demand. In
this section, GIS application for water availability assessment is clarified via a case
study in Indonesia titled “Application of GIS for Assessment of Water Availability
in the Cianten Watershed, West Java” (Mirrah and Kusratmoko 2017).

The goal of this study is analyzing the water shortage problem which is common
in the Cianten watershed, particularly in the dry season. Therefore, main purpose
of this study is revealing the spatial pattern of the water availability index in the
Cianten watershed, particularly over the dry period. The next step is data gathering.
For water availability calculation in both annual and dry season, climate factors and
watershed characteristics are utilized. Whereas water demand calculation is done
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Table 6.12 Collected data explanation (Mirrah and Kusratmoko 2017)

Data Explanation

DEM Resulted from processing the SRTM data, which are
achieved from USGS Glovis

Land use Extracted from a digital Land use map (scale 1: 100,000)
issued by the Ministry of Land and Spatial Planning

Soil type Derived from the soil type digital map (scale of 1:100.000)
issued by Soil Research Institute, Ministry of Agriculture of
the Republic of Indonesia

Climate (rainfall and temperature) Provided by the Meteorology, Climatology and Geophysics
Agency for the period of 2007-2016. 8 stations collected the
average monthly rainfall data, and one station recorded the
average monthly temperature data

Drainage network Data Stemmed from the processing of the digital topography map
(scale of 1:25.000) issued by Geospatial Information
Agency

Total Population Secondary data achieved from the Central Bureau of
Statistics, Bogor Regency, in 2016

using the population and land use data. The spatial data used in this research are
described in Table 6.12. Also, the workflow for computing the water availability by
GIS technology is depicted in Fig. 6.4.

In this study, the GIS database system is created with layers of rainfall and temper-
ature, sub-catchment boundary, slope, stream network, and land use. Delineating the
Cianten watershed to the sub-catchment units is achieved by interfacing ArcSWAT
software with ArcGIS. Then, the hydrological unit for each sub-catchment is driven
by overlaying the slope, land use and soil type layers. Thiessen Polygon method is
applied to calculate the spatial distribution of the rainfall in the study area among the
eight rainfall stations (for the annual and seasonal time scale). The GIS modeling
process finally created two water availability maps (annual and the dry season)
which are illustrated in Fig. 6.5. The water availability varies from 9266 m3/ha
to 15,991 m3/ha for annual assessment, and from 2285 m3/ha to 4147 m3/ha for
dry season. Comparison between water demands and water availability indicate the
various levels of water deficit during the dry season in the most sub-catchments.

6.6.3 Urban Stormwater Management

Choosing among various urban stormwatermeasures depended on the precise collec-
tion of spatial data and modeling. The considerable share of impervious area in
urban areas leading to routing huge runoff volume on one side, and noticeable finan-
cial damage of a probable flood in cities on the other side, raise the importance of
stormwater modeling. SWMM, as one of the oldest and most popular software, is
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Fig. 6.4 Workflow to calculate water availability via GIS tools (Mirrah and Kusratmoko 2017)

(a) )b(

Fig. 6.5 Water availability in Cianten watershed, a annual, b dry season (Mirrah and Kusratmoko
2017)
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Table 6.13 Collected data explanation (Kong et al. 2017)

Data Explanation

Topographic In CAD format, date: 2011
DEM 5 m * 5 m resolution

Aerial photograph Scale 0.1 m * 0.1 m, date: 2012

Regulatory planning Land use map, road planning map, runoff collection network map in CAD
format, date: 2013–2030

Rainfall daily and hourly distribution data for a 10-year return-period rainfall
event, date: 2015

broadly utilized for simulation, analysis, and design of runoff control infrastructure
in urban areas like catchment planning, drainage piping network, and runoff control
via low impact development (LID) structures. In comparison with other hydrological
models, however, SWMM application in large scale regarded as a drawback. For the
purpose of applying SWMM on large urban catchments, GIS utilization is assessed
by some researchers. In the selected case study, the interchange technique is applied
between ArcGIS and SWMM5.0 model to combine urban planning data, geospa-
tial and hydrological information for simulating stormwater runoff at the municipal
scale. The title of this investigation is “Modeling stormwater management at the city
district level in response to changes in land use and low impact development” (Kong
et al. 2017).

The study objective is to find out hydrological responses to changes in land use
and potential hydrological effects of LID implementation. The spatial data used in
this research are described in Table 6.13.

Data processing step starts with converting the CAD data to a GIS shapefile
dataset (the Universal Transverse Mercator (UTM)-projected Xi’an 80 is chosen as
the projected coordinate system). Next, the aerial photograph data are rectified and
georeferenced to the UTM coordinate system via the reference topographic map
in ArcGIS software (Version 10.2, ESRI). The eCognition (Trimble Inc.) software
(version 8.7) is also applied to create the land use map from photograph data by
manual delineation and interpretation of landscape polygons. Lastly, all the regula-
tory planning data were transformed to GIS shapefile datasets and utilized in gener-
ating the land use, road, urban drainage network maps for the planning scenario
analysis.

To delineate sub-catchments, which are the basis unit of any hydrological model,
DEM is used by the ArcHydro extension in ArcMap (9.3 ESRI). This step includes
producing depression-less DEM, determining the flow direction, calculating the flow
accumulation, and then creating the outlet of the stream networks. The result map is
shown in Fig. 6.6.

The GIS output files should be transformed to proper format to be readable by
SWMM as an input file. Therefore, the boundary map of sub-catchments and rain-
water conduit map were generated by GIS in vector format and converted to the
.inp format to be readable by SWMM. Firstly, the sub-catchment polygon in vector
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Fig. 6.6 Discretized sub-catchments in the study area: a digital elevation analysis; b current sub-
catchment layout; c planned road and drainage networks; d discretized sub-catchments under the
future planned land use. (Kong et al. 2017)

format were changed to point datasets, where all the vertices of the original polygons
were conserved. Next, other related data layer needed as the input data in the model
was exported as a .txt file. Finally, the file extension of the TXT file (.txt) was altered
to .inp, which meant the SWMM inputs criteria for modeling. So the runoff routing
modules in the SWMM are prepared for employing on a large scale.

Land use type and the imperviousness of each sub-catchment determine the type
and area of the proposed LID controls. To intersect the impervious land with the
sub-catchment boundaries, firstly, whole the merged impervious land areas were
overlaid with the layer of sub-catchment, and their attributes were allocated based on
the attributes of each sub-catchment in the ArcGIS environment. Then, the Location
Selection tool in ArcGIS is used to intersect the impervious area in sub-catchments
with the drainage network system. Thus, the resulting impervious area chosed by
the drainage networks denoted directly connected impervious area (DCIA) with the
attributes of individual sub-catchment, declaring the impacts of LID controls on
DCIA reduction and consequent hydrological processes.
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6.7 Summary

GIS is a computer-based platform utilized for storing, analyzing, and visualizing
the geographical information. In GIS technology, the database of spatial data and
their attributes are held separately and linked to create favored maps in diverse
layers, while each layer comprising information about one feature. Snice majority
of the basic required data in water resource management has spatial nature and
their management is sophisticated, scientist and water engineers enormously applied
GIS technology in problem-solving, designing, forecasting and decision-making. For
each of the mentioned purposes, GIS is employed autonomously or in combination
with simulation models through interchange, interface, or integration techniques.
Generally, GIS software (both open source and commercial) facilitate and simplify
the analyzing process of data with different types and sources (climatological, hydro-
logical, hydrogeological, water quality, administrative) in several fields including:
surface water hydrologic, groundwater, water supply and sewer network, sustainable
water resourcemanagement, floodhazard assessment, urban stormwater, hydropower
potential assessment, and water quality and quantity.
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Chapter 7
System Dynamics Approach for Water
Resources Systems Analysis

Arya Yaghoubzadeh Bavandpour, Hamed Nozari, and Sajjad Ahmad

Abstract The world is currently facing extremely high water scarcity, due to the
limitation of available water resources, droughts, and increasing water demand
follows population growth and changing consumption patterns. In such circum-
stances, it is necessary to determine the optimal and sustainable operational policies
of this vital source. In addition, considering the role of simulation and optimiza-
tion approaches as one of the management tools, the existence of a comprehensive,
integrated, and dynamic notify system is necessary regarding the type and combina-
tion of the costs. This tool helps experts and users to compare different scenarios in
specific time periods, and to be able to adopt measures to manage water consump-
tion. In this regard, system dynamics approach is one of powerful management and
simulation tool in solving, supporting, and decision-making complex issues. This
approach refers to the computer simulation method for simulating a dynamic and
complex system with feedback process inclusion and make system users a better
understanding of the dynamic behavior of systems during time. Thismethod has been
successfully applied in awide variety of business and socio-economic fields. Further-
more, in recent years, this method has been used in water resources research, such as
flood management, operation of reservoirs, management of catchment basin, plan-
ning management, and analyzing the decision-making policies of water resources
management, and the results have been very significant. Considering the impor-
tance of this issue and the benefits of using System Dynamics analysis approaches
in solving problems, in addition to introducing this method, examples of different
studies conducted in the simulation of water systems using system dynamics analysis
technique are presented, in this chapter.
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7.1 Introduction

Population growth, urban development, agricultural development, and the rapid
growth of various industries, and on the other hand, increasing water demand and
water resources limitations have made serious problems for supplying water. These
crises in alignment with its subsequent problems can only be decreased through
correct management and planning. However, the existence of multiple decision-
makers and consumers with different preferences and priorities in water resources
management and planning issues raise considerable disagreements and concerns
about the allocation ofwater resources, whichwill be of utmost concern formanagers
and planners in this segment. Therefore, water resources management is interdis-
ciplinary and multi-component management and requires comprehensive decision
making, which is now one of the most important challenges. Nowadays, with the
rapid development of computational tools and the appearance of new optimization
and simulation models, the application of systematic approaches in planning and
management of water resources systems has been expanded, making it possible to
make complex systems more accurate by identifying components and analyzing the
relationships between them. One of these approaches is the System Dynamic (SD)
approach. This method is one of the most effective methods available for a compre-
hensive evaluation of system performance. System dynamics was first devised by
Forrster (1961) to better understand strategy issues in complex dynamic systems.
Models written in this way, with insights into the feedback processes, help system
users to better understand the dynamic behavior of systems over time. The appli-
cation of this method is widespread, which is more emphasized in socio-economic
issues.

The application of this method in water research, such as the planning of river
basin, management, and planning of water resources systems, management of reser-
voirs, urban water systems, flood, irrigation, and drainage have been developed and
had excellent results. Over the years, several System Dynamics models have been
developed for various water (Chen et al. 2017; Ahmad 2016) and environmental
management (Amoueyan et al. 2017; Rusuli et al. 2015) applications. A compre-
hensive review of system dynamics applications has been provided by Winz et al.
2009; Mirchi et al. 2012). System Dynamic has been used for the management and
planning of river basins and water resources in several studies such as integrated
analyses of water resources in Canada (Simonovic and Rajasekaram 2004), SD anal-
ysis for Zayandeh-rud river basin management (Madani and Mariño 2009), water
management in complex systems (Hassanzadeh et al. 2014), SD simulation model
for sustainable water resources management and agricultural development (Kotir
et al. 2016), SD application in integrated water resources modeling (Zomorodian
et al. 2018), hybrid SD and optimization approach for sustainable water resources
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planning (Li et al. 2018), analysis of water management scenarios using coupled
hydrological model and SD (Qin et al. 2019), dynamic management of a water
resources-socioeconomic-environmental system (Dong et al. 2019).

There are other applications of SD in hydropower studies, which were mentioned
in hydropower generation assessment using SD (Sharifi et al. 2013) and power gener-
ation simulation of a hydropower reservoir (Jahandideh-Tehrani et al. 2014). SD has
also been used to investigate the impact of water demand priorities on downstream
by Qashqai et al. (2014). In the last three studies, SD has been used in research
involving a reservoir or a set of reservoirs.

SD is also used in studies of irrigation and drainage networks and studies of
irrigation water management. Vaez Tehrani et al. (2013) used SD to model irrigation
network rehabilitation. Nozari and Liaghat (2014) used SD to simulate drainage
water quantity and quality and showed that the SD model can be used to manage
and control drainage salinity to prevent environmental damage. Nozari et al. (2014)
simulate irrigation network and crop pattern by using SD, and the results showed
that SD is suitable for simulation. Matinzadeh et al. (2017a, b) used SD to simulate
nitrogen dynamics in agricultural fields with drainage systems. Pluchinotta et al.
(2018) used SD to manage irrigation water in southern Italy.

SD also has been used for floodmanagement (Ahmad and Simonovic 2000, 2001,
2004, 2006), water security studies (Chen and Wei 2014) and water security assess-
ment in Rafsanjan, Iran (Bagheri and Babaeian 2020), Urban water system manage-
ment (Karimlou et al. 2019), groundwater modeling (Bates et al. 2019), surface water
quality management (Elshorbagy and Ormsbee 2006), integrated system dynamics
model (Liu et al. 2015), the impact of global climate change on water quantity and
quality (Duran-Encalada et al. 2017), water quality modeling (Amoueyan et al. 2019
a and b; Venkatesan et al. 2011a, b; Nazari-Sharabian et al. 2019), water allocations
(Wu et al. 2015; Qaiser et al. 2011, 2013; Kandissounon et al. 2018), climate change
impact on water resources (Dawadi and Ahmad 2012, 2013; Zhang et al. 2016),
carbon footprint of water projects (Shrestha et al. 2011a, b, 2012; Bukhary et al.
2018), water conservation (Ahmad and Prashar 2010; Dow et al. 2019), rainwater
harvesting (Tamaddun et al. 2018), and energy planning (Moumouni et al. 2014).
Models have also been developed (Stave 2003; Nussbaum et al. 2015) for LakeMead
and the Las Vegas water supply system to educate public about water conservation.

7.2 Basics and Logic of the Subject

Issues in a system have both dynamic characters and feedback structure. Based on the
dynamic characteristics, the quantity and quality dimensions of the system change
over time, and according to the system’s feedback structure, different elements of
the system are influenced by each other at any time. The system dynamics method is
based on feedback control theory and nonlinear dynamic theory which enables the
construction of a real-worldmodel for a better understanding of phenomena (Sterman
2000). This method can be used when the human mind is incapable of analyzing the
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structure, relationships, and behavior of a phenomenon (Bala et al. 2017). In fact,
system dynamics is a method based on systematic thinking which can provide the
possibility to describe complex systems based on reality, and also user participation
in model development in addition to the description.

7.3 Definitions and Terms

In this part, common expressions in creating and using SD is going to be described.

7.3.1 System

System is a set of elements and components interacting with each other for a specific
purpose. Systems may be classified as (a) open systems and (b) feedback systems.
In open systems, the output is defined by input, and the output has no impact on the
input. However, feedback systems are closed-loop systems in which the inputs are
influenced and changed by outputs. Figure 7.1a shows an open system and Fig. 7.1b
shows a feedback system.

A feedback system is classified as a positive feedback system or a negative feed-
back system. Positive feedback systems have brought growth and increase, while
negative feedback systems will bring a reduction (Bala et al. 2017; Sterman 2000).
Connector signs describe the structure of the system and are unable to determine
variables’ behavior which defines how changes in the cause will lead to changes in
effect (Table 7.1).

Fig. 7.1 a Open system (Bala et al. 2017). b Feedback system or closed-loop system (Bala et al.
2017)
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Table 7.1 Positive and negative feedbacks definition

Figure Describe Computational equations

If x increase (decrease), than y will increase
(decrease)

∂y
∂x > 0

If x increase (decrease), than y will decrease
(increase)

∂y
∂x < 0

Fig. 7.2 Schematics of positive and negative feedback loops (Bala et al. 2017)

7.3.2 Causal Loop Diagram

All dynamic systems are created by a positive and negative loop. In other words,
positive loops help the system to improve and grow, and negative loops play neutral-
izing and balancing roles in the system (Bala et al. 2017). In general, the feedback
process consists of negative and positive loops. These loops illustrate the causal rela-
tions of a system, which, in fact, are the main structure of a dynamic system. The
primary purpose of these diagrams is to represent causal hypotheses duringmodeling
to express the entire structure interconnectedly. These diagrams help the creator to
communicate quickly with feedback structure and basic defaults. Figure 7.2 shows
an example of positive and negative feedback loops.

As it represents, with population growth, the birth rate increases, which leads
to population growth again creating a positive feedback loop. On the other hand,
population growth leads to an increase in the death rate, which causes population
reduction, creating a negative feedback loop. Thus, birth in positive feedback leads
to an increase in population, and death, in negative feedback, leads to a decrease.

7.3.3 Stock and Flow Diagram

Stocks are systems accumulations and represent system statuses, and system deci-
sions and activities are governed by them. Flows indicate changing rates which
means they demonstrate the processes which increase or decrease stocks. It can be
said that in a system, decisions are made based on the stock variable, and through
flow variables, those changes are implemented.
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To draw stock and flow diagrams, four essential elements of stocks, flows, connec-
tions, and converters are used (Table 7.2). Stock is displayed as a block in the model
to indicates the status or conditions of the model at any given time. Flows are divided
into inflows and outflows; inflows are shown by arrows in towards stock variable,
and outflows are also shown by arrows in the opposite direction going out of stock
variable. Connections are used to show the relationships among model variables. In
fact, connections carry information from one part to another part of the model which
is shown by arrows. In the end, converters connect the input to output which can be
manifested as mathematical equations or diagrams and tables. shows elements to be
used in stock and flow diagram.

The mathematical structure of stock and flow diagram with one stock variable
with an input and an output can be seen in Fig. 7.3.

Table 7.2 Elements for creating stock and flow diagrams

Fig. 7.3 Mathematical structure of stock and flow diagram
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7.4 Importance and Necessity

The ever-increasing demand for water every day is the result of agricultural develop-
ment, overpopulation, and the rapid growth of industries. At the same time, the
limitation of controllable water, as well as continuous demand growth, requires
accurate planning for better water management and operation regarding this limited
source. The existence of comprehensive understanding and the ability to predict
circumstances help planners use these water resources more appropriately and
achieve an optimal sustainable operation based on seasonal and climate condi-
tions. However, multiple decision-makers and consumers with different priorities
and interests in water resource planning and management issues create considerable
disagreement and tensions over water resources allocation, which will be of much
concern for managers and planners of this section. Today with the rapid development
of computing tools along with the emergence of new optimization and simulation
models, the application of systemic views has expanded in water resource planning
and management and it has been made possible for complex systems to be analyzed
better by recognizing and analyzing components and their connections. One of these
methods is the System Dynamic (SD) approach. This method has been developed
for the simplification of interaction between managers’ models and analysts’ offi-
cial models. The main feature of this tool is to recognize and to show the feedback
processes of consumers, flow structures, and time delays and considering nonlinear
relationships to show system dynamics.

7.5 Materials and Methods

In the process of using system dynamics, there are five steps for each problem: 1.
Statement of the problem; 2. development of a dynamic hypothesis; 3. mathematical
expression of the simulation model; 4. testing the simulation model; and 5. policy
or strategy of designer, experimentation, and analysis (Sterman 2000). This section
describes these five steps.

7.5.1 Statement of the Problem

In order to have successful modeling first, problems must be identified and desired
objectives must be specified. That is, the following should be specified in this stage.

• What is the problem? What is to be investigated, and why is it important?
• What are the essential variables and main concepts of the system?
• What is the time specifications for the implementation of the current study?
• How the system and essential variables behaved in the past and how is it predicted

to behave in the future?
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It can be seen that to recognize the problem; a complete description must be
provided based on available reports, previous and current studies, expert opinions,
historical and statistical records, and past behavior of the system.A thorough descrip-
tion of the problem provides a proper understanding by showing important and
effective components for the researcher.

7.5.2 Development of a Dynamic Hypothesis

After identifying the problem, the next step is to develop a dynamic hypothesis based
on the basic and initial behavior of the problem over time. The dynamic hypothesis
is a conceptual model consisting of causal loop diagrams and state-flow diagrams
or their combination. Therefore, at this step, policy structure diagrams, causal loop
diagrams, and stock-flow diagrams should be defined.

7.5.3 The Mathematical Expression of the Simulation Model

At this step, the initial structure of themodel is created by the above-mentioned tools.
In other words, at this step, the relationship between these important and effective
components is recognized and related parameters are formulated. Also, in this part,
the initial value of variables and their possible estimation are determined, and the
simulation model is ready to be implemented.

7.5.4 Testing the Simulation Model

After the simulation, it is necessary to check whether the model structure complies
with the rules and decision-making processes of the system or not. Are the dimen-
sions of equations used in the model compatible with each other? With changing
in parameters, boundaries and, time intervals, will there be significant changes in
numerical values, behavior, and policies?

One of the important tests is the comparison with historical data. In this test, the
accuracy of the model in the simulation of a historical event can be determined.
System dynamic modelers have prepared a variety of specific tests that help users to
achieve a better understanding of the model. In following these tests, and their tool
will be introduced.
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7.5.4.1 Boundary Adequacy

This test examines model behavior change by stabilizing boundary assumptions
and policy changing duo to model boundaries extension. This test also determines
whether the basic and essential concepts can address the endogenous problems of
the model or not. Using model charts, diagrams, model equations, use reports, expert
opinions, archived documents, direct inspection or participation in system processes
along with modifying the model to add appropriate additional structures and change
constants and exogenous variables endogenous will help users in this test.

7.5.4.2 Structure Assessment

The purposes of this assessment are to examine the compatibility of model struc-
ture with descriptive principles and concepts of the system, level of aggregation,
conformity of model to the physical laws, and the ability of decision rules to capture
the behavior of system components. For this assessment, tools such as model charts
(policy structure diagrams, causal diagrams, stock, and flow diagrams), model equa-
tions, reports, expert opinions, archived documents, and direct inspection or partici-
pation in system processes can be used. By conducting partial model tests and labo-
ratory experiments, the rationality of decision rules can be evaluated, and the mental
models and decision rules of system participants can be elicited. The development of
disaggregate models for comparing with aggregate formulations and disaggregation
of suspicious structures are the remaining tools and procedures of this assessment.

7.5.4.3 Dimensional Consistency

The purpose of this test is to evaluate the dimensional consistency of model equa-
tions without the using parameters which have no real-world meaning. For this test,
dimensional analysis software and model equations investigation for finding suspect
parameters can be used.

7.5.4.4 Parameter Assessment

The purposes of this assessment are to examine the compatibility of parameter values
with descriptive and numerical concepts and principles of the system and inspect
real-world counterparts of all parameters. For this assessment, statistical methods
for parameters estimation, partial model tests for calibrations, judgemental methods,
and development of disaggregate submodels are the primary tools.
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7.5.4.5 Extreme Conditions

In this test, model equations will be tested by extreme values as input in order to eval-
uate their response to extreme conditions like extreme policies, shocks, and param-
eters. In this test, each equation must be investigated, and their response to extreme
values of inputs, alone and in combination, must be analyzed. By subjecting model
to large shocks and extreme conditions and implementing tests for examining model
conformance to basic principles, model and system response to extreme conditions
will be evaluated.

7.5.4.6 Integration Error

This test examines results sensitivity to time step choices or numerical integra-
tion methods. By changing the time steps and using different numerical integration
methods, model behavior will be tested.

7.5.4.7 Behavior Reproduction

In this test, the model ability to reproduce favorite behavior of the system in terms
of quantity and quality and generating different modes of observed behavior in the
real system will be evaluated. Another purpose of this is to figure out the accordance
between variables and data. Computing statistical measures between model outputs
and observed data such as descriptive statistics, time-domain methods, frequency-
domainmethods, comparingmodel output and data qualitatively, and examingmodel
response to test inputs, shocks and noises are the essential tools for this test.

7.5.4.8 Behavior Anomaly

In this test, the possibility of the model for resulting in abnormal behavior due to
changing or deleting assumptions will be examined. By loop knockout analysis and
replacing equilibrium assumptions with disequilibrium structures, this test can be
implemented.

7.5.4.9 Family Member

In this test, the model ability to generate observed behavior in other instances of the
same system will be evaluated by calibrating the model to a wide range of related
systems.
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7.5.4.10 Surprise Behavior

In this test, the ability of the model for generating previous unobserved or recognized
behavior, and success anticipate of the system response to novel conditions will be
tested. For this test, the user must keep accurate, complete, and comprehensive simu-
lations records and also use the model to simulate the future behavior of the system.
For better results, all disagreements between model behavior and user understanding
of the real system must be resolved, also documenting components mental model
prior to starting modeling.

7.5.4.11 Sensitivity Analysis

Numerical, behavioral, and policy sensitivity analysis are the main ones for dynamic
models. Univariate and multivariate sensitivity analysis, analytic methods, model
boundary and aggregation tests, and optimizations approaches are practical methods
for performing these analyses.

7.5.4.12 System Improvement

The purpose of this test is to evaluate themodeling process effect on system improve-
ment and designing, developing and creating instruments and appropriate controlling
tests for modeling process evaluation, monitoring, and treatment are the essential
tools in this test.

The mentioned tests were adopted and extended from Sterman (2000).

7.5.5 Policy or Strategy Designer, Experimentation,
and Analysis

After validating the model, different scenarios are defined and implemented by the
model for solving the problem. The purpose of these scenarios is to analyze different
situations to achieve the best solution for the problem. In this point, the sensitivity
of each parameter and the impact of policies on important variables are evaluated by
investigating the connections between policies and different decisions.
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7.6 Practical Examples

7.6.1 Simulation of Drainage Water Quantity and Quality

Nozari and Liaghat (2014) used SD to simulate water movement in soil and solute
transport in saturated and unsaturated conditions in the presence of a drainage system.
The predictive variables were water table fluctuations, drain discharge, drain water
salinity, and groundwater salinity. In this study, the conceptual model which was
defined for saturated and unsaturated zones and boundary conditions consists of
infiltration and evapotranspiration from the soil surface, lateral seepage and, deep
seepage. The results from this model can be used to manage and control drain water
salinity and also to prevent environmental damage. Figure 7.4 represents theflowchart
of the above-mentioned system.

The causal loop diagrams in this study are shown in Figs. 7.5, 7.6 and 7.7.
In the stock and flow structure of this model, important variables are layer, water

table, and groundwater.
Figure 7.8 shows the stock and flow structure of the related problem.
In order to validate the model results, in addition to boundery condition testing

and sensitivity analysis, a case studywas conducted onARC1-18, 25 ha research site,

Fig. 7.4 Flowchart for the water table depth, drained volume, salinity of drain water and salinity
of groundwater calculations
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Fig. 7.5 Unsaturated zone causal loop diagram

Fig. 7.6 Drainage performance causal loop diagram

Fig. 7.7 Causal loop diagram for dynamic salinization model

located on Amirkabir Sugarcane Research Center, which is one of the seven units of
the sugarcane development plan in Khuzestan, Iran. To evaluate water table fluctua-
tions and groundwater salinity, three rows of piezometers were installed at distances
of 100, 250, and 375 m from the collector. In every row, there were three piezometers
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Fig. 7.8 Stock and flow structure

at depths of 0.2, 0.6 and, 1 m below the drain tube for collecting samples. During
the irrigation period (April to September), parameters such as daily water table fluc-
tuations, drain discharge, irrigation water salinity, piezometers water salinity, and
drain water salinity have been recorded. In Table 7.3, the statistical indices show the
comparison of themodel results with the observed data. The results show an effective

Table 7.3 Standard error and relative standard error for different variables

Variable Water table depth
(cm)

Drainage flux
(L/s)

Drain water
salinity (dS/m)

Ground water salinity (dS/rn)

220 cm 260 cm 300 cm

SE 14.4 0.43 2.8 0.49 0.29 0.36

RSE 8 20 19 12.9 7.5 8.2

R2 0.7 0.76 0.2 0.63 0.7 0.64
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and acceptable performance of the model in simulating water table level, drainage
discharge, and groundwater salinity.

7.6.2 Power Generation Simulation of a Hydropower
Reservoir System: Case Study of Karoon Reservoir
System

Jahandideh-Tehrani et al. (2014) used SD for calculating energy production in a
hydropower reservoir system in several operational scenarios.Complex andnonlinear
relationships characterize hydropower reservoirs, and variables such as storage
volume, release, power production, and reservoir water level depend on each other.
Therefore, the use of trial-and-error simulation or other methods based on a repeating
loop is needed. This research has studied a three-reservoir system consisting of
Khersan 1, Karoon 3, and Karoon 4 in Karoon river basin in Khuzestan, Iran. This
system consists of a storage reservoir under study called Khersan 1 and two storage
reservoirs under operation called Karoon 3 and Karoon 4. Figure 7.9. shows the
location of these reservoirs.

The water released from the upstream reservoirs goes directly into the down-
stream reservoir and affects its energy production. Therefore, this study focused
on hydropower reservoir systems and the effects of upstream reservoirs on the
power generation of downstream reservoirs. Eight operational scenarios that involve
different combinations of reservoirs are defined to calculate average values of
power generation over a 44-year operational period. From eight defined scenarios,
six scenarios are considered for an individual reservoir, and upstream reservoirs
impact on downstream reservoirs and the other two scenarios are considered for
multi-reservoir systems. These scenarios are as follows:

Fig. 7.9 Location of studied
reservoirs Results
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• Operational scenario 1 considers Khersan 1 individually with the condition that
there are no other upstream or downstream reservoirs,

• Operational scenario 2 considers Karoon 4 individually with the condition that
there are no other upstream or downstream reservoirs,

• Operational scenario 3 considers Karoon 3 individually with the condition that
there are no other upstream reservoirs,

• Operational scenario 4 considers Karoon 3 individually with the condition that
both Khersan 1 and Karoon 4 are located upstream,

• Operational scenario 5 considers Karoon 3 individually with the condition that
only Khersan 1 is located upstream,

• Operational scenario 6 considers Karoon 3 individually with the condition that
only Karoon 4 is located upstream,

• Operational scenario 7 considers power generation of the two reservoirs Karoon
4 and Karoon 3.

• Operational scenario 8 considers power generation of the three reservoirs Khersan
1, Karoon 4, and Karoon 3.

In this study, performance criteria such as reliability, vulnerability, and resiliency
for each scenario are defined at three performance thresholds (100, 90, and 70%).

Figure 7.10 represents the stock-flow model diagram of a reservoir and the effect
of variables on each other, and Fig. 7.11. represents the stock-flow model diagram
of a reservoir at downstream.

Table 7.4 shows the results of performance criteria and average annual energy
production of each operational scenario.

The results illustrate that scenario 8 has more average energy production in
comparison with other scenarios. Although Khersan 1 is under study, comparison of

Fig. 7.10 Model of each single reservoir
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Fig. 7.11 Model of downstream reservoir in reservoir system model

Table 7.4 Performance criteria and average annual energy production of each operational scenario

Operational scenario number

Performance criteria (%) and
average annual energy
production (109 W • h)

1 2 3 4 5 6 7 8

Time-based reliability 100% 41 87 36 32 36 31 31 19

Time-based reliability 90% 44 88 44 39 43 38 46 45

Time-based reliability 70% 53 90 56 51 56 51 61 63

Volumetric reliability 100% 72 94 70 70 70 69 78 77

Volumetric reliability 90% 75 95 73 73 74 73 82 82

Volumetric reliability 70% 83 96 79 81 79 81 91 90

Vulnerability 100% 28 6 30 30 30 31 22 23

Vulnerability 90% 25 5 27 26 26 27 18 18

Vulnerability 70% 18 4 21 19 21 19 9 10

Resiliency 100% 12 28 9 7 9 7 7 6

Resiliency 90% 15 28 14 10 13 11 12 12

Resiliency 70% 19 31 18 14 17 14 20 20

Average annual energy
production

921 1,651 3,069 3,062 3,082 3,052 4,703 5,635



170 A. Y. Bavandpour et al.

scenarios 7 and 8 show the importance of Khersan 1 construction. In other words,
the addition of Khersan 1 to Karoon 4 and Karoon 3 reservoir system leads to higher
average energy production and relative stability of performance criteria. Results of
Table 7.3 shows that the average energy production in scenario 4 is less than that
in scenario 3 because of water regulation and evaporation from upstream reser-
voirs, which reduce the average energy production in scenario 4 compared to that of
scenario 3. Due to the presence of Khersan 1 in upstream of Karoon 3 in scenario 5,
the average energy production of this scenario has increased compared to scenario
3. The presence of Khersan 1 in upstream of scenario 5, which stores water in the
wet season and releases it during the dry season, has caused an increase in power
generation and water storage in Karoon 3. In the wet season, due to the limitation of
reservoir volume, scenario 3 loses more water by spillage than scenario 5.

The results of this study indicate that system dynamic has the ability for using in
hydropower systems. It can also be highlighted that construction and addition of the
Khersan 1 to Karoon 3 and Karoon 4 reservoir system increases energy generation
by 20% during the 44-year simulation period, and regardless of construction costs,
Khersan 1 can help to meet more energy needs during peak consumption periods.

7.6.3 Modeling of Reservoir Operations for Flood
Management

(Ahmad and Simonovic 2000) prepared a general framework for modeling reservoir
operations using the SD approach. Prepared model, developed for a single multipur-
pose reservoir with a focus on flood management role of the reservoir in order to
develop a reservoir policy for high-flow years for minimizing flooding. Also, this
model can be used as a tool for studying the impacts of changing reservoir storage
allocation and temporal distribution of reservoir levels and outflows. This approach
has been used for modeling reservoir operations of Shellmouth reservoir, located
on the Assiniboine River, close to the Manitoba/Saskatchewan border in Canada.
The flooding in the Assiniboine River, mainly caused by heavy spring runoff, has
resulted in extensive damage to residential, agricultural, and industrial property. The
Shellmouth reservoir was developed primarily to protect the cities of Brandon and
Winnipeg from floods on the Assiniboine River, and supplementary benefits of the
project include flood control to agricultural land. Release from the reservoir, which
exceed the channel capacity, causes flooding at several locations along the river
downstream of the reservoir. Due to the lack of existence of control structure on
spillway for regulating reservoir outflow, the objectives of the simulation modeling
study were defined as:

• Developing a reservoir operational policy for highflowyears tominimizeflooding.
• Exploring the impacts on the reservoir flood management capacity by installing

gates on an existing unregulated spillway.
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• Developing a tool for evaluating alternative operating rules by changing the reser-
voir storage allocation, the reservoir levels at the start of the flood season, and the
reservoir outflow.

Figure 7.12 represent the schematic location of the Shellmouth reservoir,
Assiniboine River and, cities at downstream of the reservoir.

Two causal loop diagrams were implemented in the structure of the reservoir
dynamic model Fig. 7.13. Figure 7.13a illustrates the positive influence of inflow on
the reservoir and an increase in reservoir storage causes an increase in the reservoir
level, which causes flooding at the reservoir upstream. Figure 7.13b represent the
storage reallocation, and by increasing flood storage zone in the reservoir, flooding
will be reduced; however, it will also reduce the supply of water for other uses.

The implemented dynamic model for flood management can be divided into three
main sectors: the reservoir, the upstream area, and the downstream area. A schematic
diagram of the reservoir and its three sectors is shown in Fig. 7.14.

The results proved that systemdynamics is a successful, user friendly, and effective
approach for reservoir modeling. Alos researchers acknowledged that by revising

Fig. 7.12 Study Area

Fig. 7.13 Causal loop diagrams
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Fig. 7.14 Schematic diagram of reservoir with different sectors

operating rules, the capability of the Shellmouth reservoir for flood management
can be improved. Due to the revision of the operating rules, the contribution of the
Assiniboine River towards the flooding of Winnipeg City is negligible. At the end of
this study and by considering the simulation of the shellmouth reservoir operation, it
was recommended that the installation of gates on the spillwaywill improve reservoir
flood management capacity, especially for large floods.

7.7 Summary

Water is one of the biggest challenges of this century, which can be sources of
many positive and negative changes in the world. Due to the limitation of water
resources aswell as the development of industrial and agricultural projects alongwith
population growth, which has made this vital resource unsustainable in many parts
of the world. Thus, the optimal use and management of these resources have become
particularly important. However, occasionally the adopted management solutions
are not effective in improving the situation, and even our performance in solving
the problem may lead to new problems after the implementation of the adopted
policy. Because all possible feedbacks ranges are not considered in one system.
In order to prevent adverse reactions to adopted policies and achieve the dynamic
interrelationship between existing management systems, it is necessary to expand
model boundaries by a comprehensive approach. For solving such problems, an
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analytical system with a decision-making system is required to model all involving
processes in a complex system systematically. The characteristic of this approach is
a system that can be divided into multiple subsystems to work together to achieve
a specific goal. Also, by assuming the surrounding environment as a variable, the
combination of solutions for solving the problem can be considered as variable, and
with a systematic insight can solve such problems.

Acknowledgements The authors thank Iran’s National Science Foundation (INSF) for the support
of this research.

References

Ahmad S (2016) Managing water demands for a rapidly growing city in semi-arid environment:
study of Las Vegas, Nevada. Int J Water Resour Arid Environ 5(1):35–42

Ahmad S, Prashar D (2010) Evaluating municipal water conservation policies using a dynamic
simulation model. Water Resour Manag 24:3371–3395. https://doi.org/10.1007/s11269-010-
9611-2

Ahmad S, Simonovic SP (2000) System dynamics modeling of reservoir operations for flood
management. J Comput Civ Eng 14:190–198. https://doi.org/10.1061/(ASCE)0887-3801(200
0)14:3(190)

Ahmad S, Simonovic SP (2001) Modeling dynamic processes in space and time – a spatial system
dynamics approach. World Water and Environmental Resources Congress. Orlando, FL. May
20–24, 2001. pp 1–20. https://doi.org/10.1061/40569(2001)88

Ahmad S, Simonovic SP (2004) Spatial system dynamics: new approach for simulation of water
resources systems. J Comput Civ Eng 18:331–340. https://doi.org/10.1061/(ASCE)0887-380
1(2004)18:4(331)

Ahmad S, Simonovic SP (2006) An intelligent decision support system for management of floods.
Water Resour Manag 20:391–410. https://doi.org/10.1007/s11269-006-0326-3

Amoueyan E, Ahmad S, Eisenberg JNS, Pecson B, Gerrity D (2017) Quantifying pathogen risks
associated with potable reuse: a risk assessment case study for Cryptosporidium. Water Res
119:252–266. https://doi.org/10.1016/j.watres.2017.04.048

Amoueyan E, Ahmad S, Eisenberg JNS, Gerrity D (2019) Equivalency of indirect and direct potable
reuse paradigms based on a quantitative microbial risk assessment framework. Microb Risk Anal
12:60–75. https://doi.org/10.1016/j.mran.2019.06.003

Amoueyan E, Ahmad S, Eisenberg JNS, Gerrity D (2020) A dynamic quantitative microbial risk
assessment for norovirus in potable reuse systems. Microb Risk Anal 14:100088. https://doi.org/
10.1016/j.mran.2019.100088

Bagheri A, Babaeian F (2020) Assessing water security of Rafsanjan Plain, Iran – Adopting the
SEEA framework of water accounting. Ecol Indic 111:105959. https://doi.org/10.1016/j.ecolind.
2019.105959

Bala BK, Arshad FM, Noh KM (2017) System dynamics. modelling and simulation
Bates G, Beruvides M, Fedler CB (2019) System dynamics approach to groundwater storage
modeling for basin-scale planning. Water (Switzerland) 11. doi:https://doi.org/10.3390/w11
091907

Bukhary S, Ahmad S, Batista J (2018) Analyzing land and water requirements for solar deployment
in the Southwestern United States. Renew Sustain Energy Rev 82:3288–3305. https://doi.org/10.
1016/j.rser.2017.10.016

https://doi.org/10.1007/s11269-010-9611-2
https://doi.org/10.1061/(ASCE)0887-3801(2000)14:3(190)
https://doi.org/10.1061/40569(2001)88
https://doi.org/10.1061/(ASCE)0887-3801(2004)18:4(331)
https://doi.org/10.1007/s11269-006-0326-3
https://doi.org/10.1016/j.watres.2017.04.048
https://doi.org/10.1016/j.mran.2019.06.003
https://doi.org/10.1016/j.mran.2019.100088
https://doi.org/10.1016/j.ecolind.2019.105959
https://doi.org/10.3390/w11091907
https://doi.org/10.1016/j.rser.2017.10.016


174 A. Y. Bavandpour et al.

Chen C, Ahmad S, Kalra A, Xu ZX (2017) A dynamic model for exploring water-resource
management scenarios in an inland arid area: Shanshan County, Northwestern China. J Mat
Sci 14:1039–1057. https://doi.org/10.1007/s11629-016-4210-1

Chen Z, Wei S (2014) Application of system dynamics to water security research. Water Resour
Manag 28:287–300. https://doi.org/10.1007/s11269-013-0496-8

Dawadi S, Ahmad S (2012) Changing climatic conditions in the Colorado River Basin: Implications
for water resources management. J Hydrol 430–431:127–141. https://doi.org/10.1016/j.jhydrol.
2012.02.010

Dawadi S, Ahmad S (2013) Evaluating the impact of demand-side management on water resources
under changing climatic conditions and increasing population. J Environ Manag 114:261–275.
https://doi.org/10.1016/j.jenvman.2012.10.015

Dong Q, Zhang X, Chen Y, Fang D (2019) Dynamic management of a water resources-
socioeconomic-environmental system based on feedbacks using system dynamics. Water Resour
Manag 33:2093–2108. https://doi.org/10.1007/s11269-019-02233-8

Dow C, Ahmad S, Stave K, Gerrity D (2019) Evaluating the sustainability of indirect potable reuse
and direct potable reuse: a southern Nevada case study. AWWA Water Sci 1:1–16. https://doi.
org/10.1002/aws2.1153

Duran-Encalada JA, Paucar-Caceres A, Bandala ER, Wright GH (2017) The impact of global
climate change on water quantity and quality: a system dynamics approach to the US–Mexican
transborder region. Eur J Oper Res 256:567–581. https://doi.org/10.1016/j.ejor.2016.06.016

Elshorbagy A, Ormsbee L (2006) Object-oriented modeling approach to surface water quality
management. Environ Model Softw 21:689–698. https://doi.org/10.1016/j.envsoft.2005.02.001

Forreser JW (1968) Principle of systems. MIT Press, Cambridge, MA
Ghashghaie M, Marofi S, Marofi H (2014) Using system dynamics method to determine the effect
of water demand priorities on downstream flow. Water Resour Manag 28:5055–5072. https://doi.
org/10.1007/s11269-014-0791-z

Hassanzadeh E, Elshorbagy A, Wheater H, Gober P (2014) Managing water in complex systems:
an integrated water resources model for Saskatchewan, Canada. Environ Model Softw 58:12–26.
https://doi.org/10.1016/j.envsoft.2014.03.015

Jahandideh-Tehrani M, Bozorg-Haddad O, Mariño MA (2014) Power generation simulation of a
hydropower reservoir system using system dynamics: case study of karoon reservoir system. J
Energy Eng 140:1–12. https://doi.org/10.1061/(ASCE)EY.1943-7897.0000179

Kandissounon GA, Kalra A, Ahmad S (2018) Integrating system dynamics and remote sensing to
estimate futurewater usage and average surface runoff inLagos,Nigeria.Civil Eng J 4(2):378–393

Karimlou K, Hassani N, RashidiMehrabadi A, NazariMR (2019) Developing amodel for decision-
makers in dynamic modeling of urban water system management. Water Resour Manag. https://
doi.org/10.1007/s11269-019-02428-z

Kotir JH, Smith C, Brown G, Marshall N, Johnstone R (2016) A system dynamics simulation
model for sustainable water resources management and agricultural development in the Volta
River Basin, Ghana. Sci Total Environ 573:444–457. https://doi.org/10.1016/j.scitotenv.2016.
08.081

Li Z, Li C, Wang X, Peng C, Cai Y, Huang W (2018) A hybrid system dynamics and optimization
approach for supporting sustainable water resources planning in Zhengzhou City, China. J Hydrol
556:50–60. https://doi.org/10.1016/j.jhydrol.2017.11.007

Liu H, Benoit G, Liu T, Liu Y, Guo H (2015) An integrated system dynamics model developed for
managing lake water quality at the watershed scale. J Environ Manag 155:11–23. https://doi.org/
10.1016/j.jenvman.2015.02.046

Madani K, Mariño MA (2009) System dynamics analysis for managing Iran’s Zayandeh-rud river
basin. Water Resour Manag 23:2163–2187. https://doi.org/10.1007/s11269-008-9376-z

Matinzadeh MM, Abedi Koupai J, Sadeghi-Lari A, Nozari H, shayannejad M, M (2017a) Devel-
opment of an innovative integrated model for the simulation of nitrogen dynamics in farmlands
with drainage systems using the system dynamics approach. Ecol Modell 347:11–28. https://doi.
org/10.1016/j.ecolmodel.2016.12.014

https://doi.org/10.1007/s11629-016-4210-1
https://doi.org/10.1007/s11269-013-0496-8
https://doi.org/10.1016/j.jhydrol.2012.02.010
https://doi.org/10.1016/j.jenvman.2012.10.015
https://doi.org/10.1007/s11269-019-02233-8
https://doi.org/10.1002/aws2.1153
https://doi.org/10.1016/j.ejor.2016.06.016
https://doi.org/10.1016/j.envsoft.2005.02.001
https://doi.org/10.1007/s11269-014-0791-z
https://doi.org/10.1016/j.envsoft.2014.03.015
https://doi.org/10.1061/(ASCE)EY.1943-7897.0000179
https://doi.org/10.1007/s11269-019-02428-z
https://doi.org/10.1016/j.scitotenv.2016.08.081
https://doi.org/10.1016/j.jhydrol.2017.11.007
https://doi.org/10.1016/j.jenvman.2015.02.046
https://doi.org/10.1007/s11269-008-9376-z
https://doi.org/10.1016/j.ecolmodel.2016.12.014


7 System Dynamics Approach for Water Resources Systems Analysis 175

Matinzadeh MM, Abedi Koupai J, Sadeghi-Lari A, Nozari H, shayannejad M (2017b) System
dynamic modeling to assess the effect of subsurface drain spacing and depth on minimizing the
environmental impacts. Int J Environ Sci Technol 14(3):563–576

Mirchi A, Madani K, Watkins D, Ahmad S (2012) Synthesis of system dynamics tools for holistic
conceptualization of water resources problems. Water Resour Manag 26:2421–2442. https://doi.
org/10.1007/s11269-012-0024-2

Moumouni Y, Ahmad S, Baker JR (2014) A system dynamics model for energy planning in Niger.
Int J Energy Power Eng 3(6):308. https://doi.org/10.11648/j.ijepe.20140306.14

Nazari-Sharabian M, Taheriyoun M, Ahmad S, Karakouzian M, Ahmadi A (2019) Water quality
modeling of Mahabad Dam watershed-reservoir system under climate change conditions, using
SWAT and system dynamics. Water (Switzerland) 11:1–16. https://doi.org/10.3390/w11020394

NozariH,HeydariM,Azadi S (2014) Simulation of a right abshar irrigation network and its cropping
pattern using a system dynamics approach. J Irrig Drain Eng 140:1–7. https://doi.org/10.1061/
(ASCE)IR.1943-4774.0000777

Nussbaum EM, Owens MC, Sinatra GM, Rehmat AP, Cordova JR, Ahmad S, Dascalu SM (2015)
Losing the lake: simulations to promote gains in student knowledge and interest about climate
change. Int J Environ Sci Educ 10(6):789–811

Pluchinotta I, Pagano A, Giordano R, Tsoukiàs A (2018) A system dynamics model for supporting
decision-makers in irrigation water management. J Environ Manag 223:815–824. https://doi.org/
10.1016/j.jenvman.2018.06.083

Qaiser K, Ahmad S, Johnson W, Batista JR (2011) Evaluating the impact of water conservation on
fate of outdoor water use: A study in an arid region. J Environ Manag 92:2061–2068. https://doi.
org/10.1016/j.jenvman.2011.03.031

Qaiser K, Ahmad S, JohnsonW, Batista JR (2013) Evaluating water conservation and reuse policies
using a dynamic water balance model. Environ Manag 51:449–458. https://doi.org/10.1007/s00
267-012-9965-8

QinH, Zheng C, HeX, Refsgaard JC (2019) Analysis of water management scenarios using coupled
hydrological and system dynamics modeling. Water Resour Manag:4849–4863. https://doi.org/
10.1007/s11269-019-02410-9

Rusuli Y, Li L, Ahmad S, Zhao X (2015) Dynamics model to simulate water and salt balance of
Bosten Lake in Xinjiang, China. Environ Earth Sci 74:2499–2510. https://doi.org/10.1007/s12
665-015-4257-2

Sharifi A, Kalin L, Tajrishy M (2013) System dynamics approach for hydropower generation
assessment in developing watersheds: case study of Karkheh River basin. Iran. J Hydrol Eng
18:1007–1017. https://doi.org/10.1061/(ASCE)HE.1943-5584.0000711

Shrestha E, Ahmad S, Johnson W, Shreshta P, Batista JR (2011a) Carbon footprint of water
conveyance versus desalination as alternatives to expand water supply. Desalination 280:33–43.
https://doi.org/10.1016/j.desal.2011.06.062

Shrestha E, Ahmad S, Johnson W, Batista JR (2012) The carbon footprint of water management
policy options. Energy Policy 42:201–212. https://doi.org/10.1016/j.enpol.2011.11.074

Shrestha E, Ahmad S, Johnson W, Batista JR (2011b) The carbon footprint associated with water
management policy options in the Las Vegas Valley, Nevada. J Nevada Water Resour Assoc
6(1):2–9

Simonovic SP, Rajasekaram V (2004) Integrated analyses of Canada’s water resources: a system
dynamics approach. Can Water Resour J 29:223–250. https://doi.org/10.4296/cwrj223

Stave KA (2003) A system dynamics model to facilitate public understanding of water management
options in Las Vegas, Nevada. J Environ Manag 67:303–313. https://doi.org/10.1016/S0301-479
7(02)00205-0

Sterman JD (2000) Business dynamics systems thinking and modeling for a complex world.
McGraw-Hill Higher Education

Tamaddun K, Kalra A, Ahmad S (2018) Potential of rooftop rainwater harvesting to meet outdoor
water demand in arid regions. J Arid Land 10:68–83. https://doi.org/10.1007/s40333-017-0110-7

https://doi.org/10.1007/s11269-012-0024-2
https://doi.org/10.11648/j.ijepe.20140306.14
https://doi.org/10.3390/w11020394
https://doi.org/10.1061/(ASCE)IR.1943-4774.0000777
https://doi.org/10.1016/j.jenvman.2018.06.083
https://doi.org/10.1016/j.jenvman.2011.03.031
https://doi.org/10.1007/s00267-012-9965-8
https://doi.org/10.1007/s11269-019-02410-9
https://doi.org/10.1007/s12665-015-4257-2
https://doi.org/10.1061/(ASCE)HE.1943-5584.0000711
https://doi.org/10.1016/j.desal.2011.06.062
https://doi.org/10.1016/j.enpol.2011.11.074
https://doi.org/10.4296/cwrj223
https://doi.org/10.1016/S0301-4797(02)00205-0
https://doi.org/10.1007/s40333-017-0110-7


176 A. Y. Bavandpour et al.

Vaez TehraniM,MonemMJ,Bagheri A (2013)A systemdynamics approach tomodel rehabilitation
of irrigation networks case study: Qazvin irrigation network. Iran. Irrig Drain 62:193–207. https://
doi.org/10.1002/ird.1729

Venkatesan AK, Ahmad S, Johnson W, Batista JR (2011a) Salinity reduction and energy conser-
vation in direct and indirect potable water reuse. Desalination 272:120–127. https://doi.org/10.
1016/j.desal.2011.01.007

Venkatesan AK, Ahmad S, Johnson W, Batista JR (2011b) Systems dynamic model to forecast
salinity load to the Colorado River due to urbanization within the Las Vegas Valley. Sci Total
Environ 409:2616–2625. https://doi.org/10.1016/j.scitotenv.2011.03.018

Winz I, Brierley G, Trowsdale S (2009) The use of system dynamics simulation in water resources
management. Water Resour Manag 23:1301–1323. https://doi.org/10.1007/s11269-008-9328-7

Wu G, Li L, Ahmad S, Chen X, Pan X (2013) A dynamic model for vulnerability assessment of
regional water resources in arid areas: a case study of Bayingolin, China. Water Resour Manag
27:3085–3101. https://doi.org/10.1007/s11269-013-0334-z

Zhang F, Ahmad S, Zhang H, Zhao X, Feng X, Li L (2016) Simulating low and high streamflow
driven by snowmelt in an insufficiently gauged alpine basin. Stoch Environ Res Risk Assess
30:59–75. https://doi.org/10.1007/s00477-015-1028-2

Zomorodian M, Lai SH, Homayounfar M, Ibrahim Sh, Fatemi SE, El-Shafie A (2018) The state-
of-the-art system dynamics application in integrated water resources modeling. J Environ Manag
227:294–304. https://doi.org/10.1016/j.jenvman.2018.08.097

https://doi.org/10.1002/ird.1729
https://doi.org/10.1016/j.desal.2011.01.007
https://doi.org/10.1016/j.scitotenv.2011.03.018
https://doi.org/10.1007/s11269-008-9328-7
https://doi.org/10.1007/s11269-013-0334-z
https://doi.org/10.1007/s00477-015-1028-2
https://doi.org/10.1016/j.jenvman.2018.08.097


Chapter 8
Application of Agent Base Modeling
in Water Resources Management
and Planning

Mohsen Agha-Hoseinali-Shirazi, Omid Bozorg-Haddad, Melinda Laituri,
and Don DeAngelis

Abstract The complexity of water demand management issues due to the existence
of interconnected natural, political, social and economic areas makes it important to
know the behavior of the agents. This complexity influencesmodeling and simulation
that predict the behavior of agents as consumers. National and international disputes
contribute to water management problems, especially in countries suffering from a
water crisis. Researchers use a variety of frameworks to solve complex problems.One
of these is theComplexAdaptive System (CAS) that has been the focus of attention in
the last two decades. One approach used in this framework is the use of agent-Based
Modeling (ABM).Agent-basedmodeling has been used to address problems inwater
demand management. This section discusses the importance, structure, limitations
and advantages of agent-basedmodeling. Finally, examples of how touse agent-based
modeling in addressing water demand management problems are illustrated. In first
example, the ABM used to simulate and understand the effects of agent interactions
and behaviors in urban water supply and demand on water scarcity condition. For
second problem the ABM simplifies the complexity of all conflicting views and
interactions of competitors in social network and provides a powerful tool for test
new managerial scenarios to understand the consequences of decisions in a simple
way.
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Keywords Agent-based modeling · Water demand management · Modeling and
simulation · Agent · Complexity

8.1 Introduction

Water is one of sustainable development’s factors, which is of great importance
for the management of water resources for any country due to its vulnerability.
Human activities such as agricultural development, population growth and urban
development, industrial development, and natural factors such as climate change
have increased the consumption of renewable and non-renewable water resources.
Increasing water use in various sectors (agricultural, industrial and urban) have led
to water resources crisis. Oftentime, conflicts arise between users who use water
for different purposes. Therefore, consideration of the different goals of users in
water resources management requires technical and human analysis. However real-
world testing may not be feasible due to the high cost and lack of access to the real
environment. For these reasons, the use of modeling and simulation is common to
contuct an analysis on a sample environment.

Modeling and the derived outputs provide a means to examine complexities of
the real world to test hypotheses and model different scenarios.

The purpose of this paper is to illustrate the principles of modeling, simulation
and analysis in the field of water resources management and planning. A review of
modeling and simulation is presented. The role of social networks in the context
of water resource management is discussed. Agent-based modeling is described in
relation to water resources management and planning. Finally, examples of how
agent-based modeling is applied in water resources management and planning is
described.

8.2 Modeling and Simulation Overview

Models represent and simulate real or fictitious scenarios of a target or application
for examination to better understand real systems. Model apply rules or algorithms
that govern the system in a mathematical form. By constructing a model, the analyst
can gain a better insight into the problem and test the validity of his/her hypothesis.

Models are classified into three main categories:

1. Scale models that reduce the detail and complexity of the model. For example,
analysis andmanagement of the dam reservoir using the standard operation policy
model (SOP).

2. Ideal models magnify some of the target features. Water resource management
modeling to change the area under cultivation and the type of agriculture for
more valuable economic products.
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3. Analogical models are applied to systems that are not well understood, however
have a proper representation of the real world and estimate how the real world
or system might work. Conflict management between different farmers in the
catchment with common-pool water resources and water rights for some farmers
that have existed from the past.

Modeling is used to explore real world problems and find solutions. However,
models are always less complex than the real world but models can be run using
different parameters to emulate the real world.

Simulation is amethod that describes the behavior of a system usingmathematical
concepts and models to imitate the performance of the real-world process (system)
over a certain time interval. Simulation attempts to provide, an accurate description
of changes to the status of the system. That is, changes in the current state to that
of the future can examined in accordance with the rules in the simulation. Thereby;
simulation allows the analyst to obtain a real visualization of the research in question.
It is very important to know what the model consists of and what is determined
in the simulation. Thus, simulation can be defined as experimentation or model
implementation.

Because of the complexity of today’s world, modeling and simulation modeling
are an interdisciplinary field that facilitates and integrates databases across disci-
plines. Modeling is used in different areas, when it is necessary to create new knowl-
edge in specific fields. Models therefore act as mediators in the decision-making
process of politicians, and in such cases, the models can be the interface between
scientists and politicians and make the findings of scientific research available to
decision makers (Kolkman and van der Veen 2005). In this case, decision makers
with less expense but at a faster and more secure rate can predict real-world results
and have a deep insight into the good and bad consequences of their decisions.

Several modeling and simulation examples are described to understand how these
methods can be used in different contexts. The first simulators used were in martial
arts of ancient Rome. They were among the most prepared armies in the world at the
time. With the help of the simulations they were able to fight in unknown areas with
contrasting tactics (Sokolowski and Banks 2009).

Leonardo da Vinci was a prominent artist-scientist who used modeling to test
many of his inventions and projects. By recognizing the different components of the
machine, he knew how the machine worked, and by modifying its components, he
was able to improve the performance of existing machines or build a new machine.
The same type of modeling has been used to understand the human body and that of
animals, as it can explain the shape and composition of muscles to medical scientists.

Modeling and simulation is also used in computer games. Chess is one of the
games in which humans can play with their computer. The humans can upgrade their
playing level because computers are able to provide good simulations of the how
their opponents might play.

In the military, flight simulations of warplanes are another modeling and simula-
tion application. Before the war in Iraq, soldiers trained in various conditions of war
with the supposed Iraqi troops and thus completed their operations in a short period.
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This type of training and war was the basis for the later methods used in the Afghan
wars, terrorist groups, and so on (Sokolowski and Banks 2009.

Nowadays there are various types of software for modeling in water resources
engineering calculations. In order to achieve reliable results, the engineer needs to
master the computational assumptions and processes in the software and, in addition,
have practical experience in applying them.Manymodels such asHEC,MODFLOW,
GIS and … series use hydrological and hydraulic data in surface water and ground-
water modeling (Reeves et al. 2010). Due to the complexity of water resource issues,
the importance of stakeholder roles and social networks, a number of software pack-
ages have been developed to explore the relationship between stakeholders and the
environment. The outputs of these models are used in water resources management.
The advantage of these software packages is that they are linked to hydrological and
hydraulic software.

The use of modeling and simulation is very widespread and has been incorporated
in almost all fields.

8.3 Agent Based Modeling (ABM)

Due to the presence of humans in an environment called a community and the
interactions between humans and humans and their surroundings, the analysis of
these two parts separately makes the results slightly unrealistic. Therefore, these two
sections should be considered in a common context. For example, common-pool
water resources have this property. Surface water and groundwater users in one area
will affected by the amount of water consumed by users in another, and thus the
amount of water use will affect the volume of water and will eventually have a posi-
tive or negative impact on system stability (Ostrom 2007). Considering water users,
whether urban, industrial or agricultural consumers (individually or in tandem), the
benefits, approaches, interactions between them and their environment can produce
models that lead to results that are close to reality. Successful implementation of poli-
cies adopted by decisionmakers are largely guaranteed by considering the users, who
play a key role in carrying out these policies. That is why water resources systems
are considered as complex systems.

Agent-based modeling has been a powerful tool in simulation that has been used
in many scientific fields and simulation studies over the past two decades. This
modeling simulates different groups and their interactions based on local (behavioral)
rules. Many researchers have been fascinated by the technical capabilities that agent-
based modeling can offer and how they can achieve their goals using this type of
modeling (Chalabi and Lorenc 2013; Israel and Wolf-Branigin 2011; Morell et al.
2010). In agent-based modeling, through its considering of the relationships and
interactions between humans and humans with the environment, the model attempts
to simulate a virtual environment close to the real environment by approximating the
model conditions as far as possible. Another advantage of this type of modeling, in
addition to the social dimension, is that agent-based modeling can be linked to and
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used simultaneously with hydrological and hydraulic models. Therefore, there is no
restriction on the definition and drawing of interactions between individuals and the
linkage between water resources models and agent-based modeling. The task then
is to use the agent-based models, data, and field data collected by the researcher all
together, which can pose a major challenge for the modeling exercise.

8.3.1 Agent-Based Modeling in Water Resources
Management and Planning (Where)

Due to the increasing management bottom-up view in recent years, this type of
modeling has had a growing trend in the water systems sector due to its ability to
communicate between users and water resources systems and provide a realistic
insight into the complex issues involved.

ABM can be applied to simulate the complex behavior of consumers of water.
Consumer behavior influenced by interaction with other factors, water suppliers,
water price, meteorological information, water resources conservation training
campaigns, inventions and expand them throughout the community and their belief
in interacting with authorities for had better manage resources, etc.

In some countries, the export of agricultural products plays an important role in
their economy. Surface irrigation is of great importance in the agricultural sector
of these countries due to its direct relationship with the production of agricultural
products. If the country’s water laws give water rights to trade water, there is the
possibility of hoarding in order to increase the price of water and benefit more profit
from the water owners, which causes problems inmanaging water resources. drought
years and climate change is also making it difficult to access water in arid and semi-
arid regions. The result of the lack of water supply in the agricultural sector is the
reduction of income and profit of the farmer. Policies such as the use of reuse of
surplus water and the return flow to provide irrigation water are proposed. This
policy must be economically viable in order to convince the farmer (as a factor) to
follow this policy. Here the agent-based model should be used. Arnold et al. (2015)
presented a simulation model based on the hydro-economic model for the complex
irrigation system of south-central Chile. To this end, the integrated agent-base model
was parameterized from a wide range of quantitative data in the irrigation system.
The proposedmodel is based on income frommanufactured products, ancillary costs,
fixed costs of machinery and irrigation infrastructure, wages paid or received, and
the level of profit paid or received, and the objective function based on the maximum
benefit by the farmerswasmade. In this study, the reuse of surpluswater and the return
flowwere examined economically and it was shown that it had a significant impact on
the added value of agriculture. This finding, however, has not been evaluated by the
use of hydrological-like models at the time of analysis, and its important role in crop
production and increasing farmer’s income has been overlooked. In the simulation,
it was shown that farmers’ extensive use of reuse of surplus water or returned water
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reduces the effects of water scarcity. The findings show that the use of excess or
return water should not be overlooked when changing policies or adapting to climate
change related to irrigation water management.

Access to irrigation water is limited in arid and semi-arid regions, and the agricul-
tural sector is constantly facing problems in providing the water it needs. Therefore,
negotiations between water suppliers and farmers are very important. The agent-
based model is used to evaluate and predict the possible outcome of negotiations
between the two groups. This model can provide insights into how to optimize water
allocation for watermanagers. Belaqziz et al. (2016) proposed the agent-basedmodel
based on negotiations to use the flood distribution system at the beginning of the
planting season. The flood distribution method has limitations such as environmental
and agricultural conditions, the actual need of each product for water, possible limi-
tations of the irrigation system, etc., which makes it necessary to prepare a predictive
model of factor behavior in order to optimize water distribution. The proposedmodel
simulates revenue improvement and water resource optimization to assess farmers’
decisions about whether or not to choose the flood method.

Changing farmers’ behavior in order to change landuse practices is problem that
managers need to consider in order to determine different landuse policies for the
benefit of the environment. It can be said that one of the reasons for the failure
of many environmental policies is the lack of knowledge about how farmers behave
towards the policies adopted bymanagers. Identifying classes of landowners, land use
patterns, and assessing how to respond to policies is very helpful for decision makers
because they can evaluted at different options. Sethuram et al. (2008) presented the
agent-basedmodel forwatershedplanning in order to produce ecosystemservices and
agricultural products according to price and policy scenarios based on three agents
with different goals. Thismodel helps policy and decisionmakers to identify different
factors in the watershed area and evaluate different political options based on the
information available and the interaction between the agents and their environment.
This study showed that the agent-based model can predict a 75% map of land use in
real conditions.

Agricultural economists see decentralization, innovation, and market change as
three important factors of development. Therefore, the development of economic
analysis to market-oriented innovations, structural evolution and the necessary
changes in the use of resources are important to change the approach. Berger
(2001) provided a spatial multi-agent approach tomodeling heterogeneous economic
behavior and political responses from the perspective of the farm and households in
Chile. Traditional farmers were studied here. The proposed model shows a higher
income by considering innovation and increasing the intensity of work on the farm.
As a result, decision makers can hope for a change in the structure and a desire
of farmers to change the structure. Also, unwillingness to make trade agreements
will not improve their income situation. In this study, it was shown that GIS-based
integrated multi-agent models are a powerful tool for policy analysis and natural
resource management.

One of the problems faced by water managers is the consumption of urban water.
There are several things to consider when managing the city. Darbandsari et al.
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(2017) introduced the agent-based model for urban water management to simulate
the behavioral characteristics ofwater consumers and social communication. climatic
conditions, water price, and advertising policies are use to build the framework for
the agent-based model. The results of the model showen that water prices and the
type of advertising are strategies that affect water consumption.

As another example, concerning domestic water resources management, Schwarz
and Ernst (2009) studied effective scenarios in three water saving methods (for
example showerheads, toilet flushes and rain harvesting) in southern German house-
holds used ABM. They said that these technologies are widely used even without
advertising and promotion among people. They created scenarios to explore lifestyle
changes and the use of inventions and innovations in this area.

Complex systems can be divided into several types of management and be eval-
uated by type. The first ones are aquatic systems with constant equilibrium condi-
tions such that behaviors and interests of stakeholders are managed ignoring any
unexpected dynamics. Riegels (2007) designed a framework for integrated model
between hydrological, economic, and ecological phenomena with a constant opti-
mization approach. This framework used water pricing policy to achieve ecological
and groundwater sustainability goals. The model simulated the behavior of farmers
to know what the response to the change in water price was, and the model was
used to determine the effect of pricing strategies based on system conditions for
one-time interval. The second type are aquatic systems that are managed based on an
understanding of the dynamics of multiple systems and populations. For example,
water resource management naturally affects ecological systems, and resources and
populations may be at risk when interventions and resource and population reduc-
tions affect the performance of these strategies. In this case, dynamic simulation
is used for aquatic systems with stable equilibrium conditions to understand that
water quality cannot be restored or water resources cannot recover. As mentioned,
multiple equilibrium states are very important. The transition for some systems may
be fast or it may be sensitive to new input data and positive feedback loops. Systems
may have difficulty keeping stable equilibrium conditions, and can transition to an
alternative equilibrium as the environment changes; this situaion is called a critical
transition point or threshold. For water resource systems, critical thresholds are the
states of complex systems. In response, agents interact with each other to collect and
exchange information or resources and make individual and independent decisions.
These agents can change their behaviors over time and adapt to the changing condi-
tions and, based on their last experiences, make new profit-making decisions. These
complex adaptive systems are display emergence and form how individual behaviors
lead to behavior.

A series of studies address water supply and demand management, where water
demand is influenced by interactions, social factors, and supply. Frameworks have
been developed to link ABM with water system simulation models to investigate
decentralized decisions and interactions in water supply dynamics. For example,
Zellner (2007), Reeves and Zellner (2010) used ABM to simulate changes in
water consumption and land use in the region and study the impact of zoning on
groundwater storage by linking the groundwater model with ABM.
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Communities and decision makers interact with water infrastructure systems that
are central to the design and management of water resources. In some communities,
families or neighborhoods interact with the choice of centralized and decentralized
service providers, and their decisions about adopting new and alternative technolo-
gies can affect infrastructure performance as well as water consumption. Studies can
provide a feedback loop between technology expansion, consumer behaviors, infras-
tructure performance, andmanagement coordination strategies. Here are some exam-
ples of these strategies. Klots and Hiessl (2005), for example, created an ABM for
households that use highly water-efficient technologies. When households entered
less sewage to the network, operators considered lower costs to improve the effi-
ciency of the sewage system (system maintenance costs), which creates a feedback
loop to increase adoption of efficient water technologies and thus reduce flow into
the sewage network. Here, the ABM does not connect to a hydraulic model of the
sewage network but reports the volume of sewage. However, by connecting to a
hydraulic model of the sewage network, not only the volume but also the velocity
can be predicted. The research results emphasize the interactions between consumers
and infrastructure in different parts of urban water systems. An ABM was created
to study the adoption of green infrastructure to control flood and runoff (Montalto
et al. 2013). Households were selected as agents and two rules compared. The first
rule was based solely on economic interests, and the second rule applied a model
of trust, confidence and cooperation based on theoretical and interview data. The
model results predicted the adoption and time needed to achieve community green
infrastructure goals.

The consumer’s reaction changes quickly with changes in water distribution
systems regarding the quality of water supplied. An ABM framework was designed
to simulate this reaction. The agents were introduced as individual consumers, which
defines water use and/or water reduction rates based on their knowledge. The ABM
is linked with a hydraulic simulation model to evaluate the social and hydraulic
health consequences. The results showed that the release of a polluting column could
dramatically change the course of some events, thus endangering anunknownnumber
of consumers.

Managers and engineers, as individual actors, interact dynamically because of
design to increase the capacity of infrastructure systems. The ABM framework was
created to examine the infrastructure development based ondemand and supply plans.
The results showed that the cost efficiency of an adaptive planning approach is more
preferable to a long-term forecast-based approach of water demand. The model was
used to represent households, politicians and financial managers as actors to simulate
the dynamics of infrastructure expansion. Themodel results comparedwith historical
data on pipe life, infrastructure investment, and water prices. The above examples
were cases of reactive agents.

ABM is used to simulate water consumers, including farmers, environmental
systems, urban and industrial uses, etc., who share water resources (shared pool
resources). These models are harvested at each stage of time to select the volume of
water harvested and use the maximum profit. That is, factors affect other factors, and
the maximum benefit for one factor may be influenced by another factor (e.g., water
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scarcity or scarcity). Another application of ABM in water resources management
is the simulation of a group of farmers who simulate a decision on water consump-
tion and the type of crop to be planted according to the common water basin. Ng
et al. (2011) simulated total profits based on climate forecasting and optimal crop
performance using a dynamic planning approach, where ABM is associated with a
hydrological model that simulates the results of a farmer’s historical behavior. he
does. This showed that real farmers decide to be cautious in dangerous situations.
Other issues include dynamism and interaction in the water trade market, which
considers water licensing as a factor. Here, representatives can be seen as companies
that use trade, negotiation, and law enforcement to trade with other companies. ABM
relates to a water quality model for evaluating authorized river trading systems and
uses the results to demonstrate the efficiency of the regional water trade market.

8.3.2 Agent-Based Modeling in Water Resources
Management and Planning (Why, When)

Sustainable development needs to consider when to use agent-based modeling. In
short, the definition of sustainable development is “to meet the needs of the resources
available now without neglecting the needs of the future”. In sustainable develop-
ment, the political systemmust support the decisionsmade, an economic systemmust
supply new resources with attention to sustainable development, the social system
must respond to underdevelopment, the consumer system must protect the ecology
by relying on regulations and rules, and a management system must be capable of
automatic correction. Sustainable development is a set of actions, principles, and
ways of thinking about human activities that explore different global mechanisms
using different approaches and current knowledge. Sustainable access to safe water,
for example, is one of the essential foundations of the next generation’s well-being.

The world’s water cycle and the factors affecting surface and ground water create
the natural capacity of water resources. In recent years, the concept of sustainable
development has entered intowater resourcesmanagement.Water resourcesmanage-
ment attempts to find ways to supply and use water resources, but some of the actions
have caused significant damage to water resources. Therefore, it seems important
to develop criteria and indicators for water resources management. That is to say,
due to the limited resources of water and the need for future generations based
on a sustainable development perspective to better manage these resources, social
issues, economic values and stakeholder relationships must be taken into account.
The importance of this issue is that the extent to which these relationships are not
considered makes suitable management impossible. Therefore, models should be
used to consider these issues, as they are able to reveal cause and effect relation-
ships. Agent-based Modeling (ABM), by presenting a cause and effect paradigm,
can provide accurate insights into resource management, thereby bringingmanagers,
decision makers and planners closer to solving problems. In addition, agent-based
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modeling, by taking into account socio-psychological approaches, can provide a
good insight into stakeholder collaboration with management strategies.

The question that arises here is; when it is useful to use agent-based modeling. In
short, the following points can be expressed:

• When interactions between agents are complex, nonlinear, discontinuous, or
discrete. This means that the agent’s behavior can be significantly changed by
factors, such as neighbors interacting with each other.

• The location of the agents is not constant and the space between the agents is very
important, such as in traffic, firefighting, shopping at the supermarket, etc.

• The population is heterogeneous and each individual agent is different. Each may
act differently in evacuating an area in times of crisis and natural disasters, in the
stock markets, regarding online stores, etc.

• Agents exhibit complex behavior, such as learning and adaptation
• Interaction situations are heterogeneous and complex. When interactions are

homogenous (all individuals behave in the same way), there is no need to use
agent based modeling, but this is rarely the case in social networks. One of the
characteristics of social networks is that there is strong deviation of individuals
from the norm.

“For which systems is it useful to create an ABM?” is another question that arises,
which asks what are the advantages and disadvantages of ABM. Hare and Deadman
(2004) have presented some requirements. Systems that should be modeled with
ABM have the following characteristics:

• Their focus is not on stable equilibrium but on the phenomena and behaviors that
lead to it. Therefore, unstable dynamics must be analyzed.

• They would require many necessary assumptions for equilibrium, such as homo-
geneity of space, decision uniformity, rationality and so on, which in fact cannot
be fulfilled.

• They include intelligent human behaviors such as techno-social systems. Here the
flexible tasks of the group or team must be modeled.

• They include educational or evolutionary processes at the individual and demo-
graphic levels.

• They need to need to include heterogeneity of the states and the rules of conduct.
• They are multilevel systems that need to observed at multiple levels. This is a

situation where there can be emerging phenomena at the higher levels.
• Decisions are made at different levels of society. Low-level decision-making

relates to the behavior of individuals, while supervisory bodies or authorities
carry out high-level decision-making. Feedback loops occur between the different
demographic levels.

• The systems derive their dynamics from spatial and flexible interactions. The
size, structures, and interactions of variable people can be difficult to describe
with other simulation models.
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8.3.3 Software Used in ABM

This section introduces a number of tools used in agent-based modeling. The focus
here is on the overall goals of the software. JASSS1 also publishes occasional reviews
of current and new tools.

8.3.3.1 REPAST

This software based on the Java program. It provides grammar packages for the most
common tasks related to implementing agent-based modeling. Repast was originally
developed for use in the social sciences. Therefore, it is very useful for network
analysis. Now with the introduction of Repast Symphony this software has become
a visual software with the ability to draw charts.

8.3.3.2 Swarm

It is one of the primary tools for implementing agent-based modeling and complex
systems. In fact, like Repast, it creates the central core of the model and tells the
modelerwhere to build themodel, aswell as collecting, analyzing data and displaying
and controlling the model. Programming is done with Java. Here, people with low
programming skills have to spend some time learning coding.

8.3.3.3 MASON

The commands are based on the Java program, which facilitates large-scale simula-
tion programming. The great feature of this software is in its high performance, but it
requires programming skills. The software supports multi-partitioning and supports
not only two dimensions but also 3D images from the simulator core.

8.3.3.4 Netlogo

It is designedwith consideration for the end user, and has three basic aspects. The first
aspect is editing of themodel,which is similar to the Starlogo programming language.
The second aspect is the visualization of the environment and its parameters, which
allows the user to change the parameters in the model with the help of controllers.
The third aspect is that the software consists of commands. Netlogo is increasingly
popular due to its extensive instructions, good training, and a large library of pre-
existing models.



188 M. Agha-Hoseinali-Shirazi et al.

8.3.3.5 SeSAM

This software provides a completely intuitive space for creatingABM.UnlikeSwarm,
which requires users to know the programming language, the software does not
require knowledge of the programming language. Codes (even for displaying data,
mapping and any analysis) are assembled using graphical representation. The soft-
ware kernel is a simulator of its own system model, built using active shapes and
tables. Initial predefined commands can be redefined for actions, perceptions, and
process functions.

8.3.3.6 Anylogic

Anylogic Simulation Software, a product of XJ Company, is the first and only
dynamic simulation software to enable users to simultaneously model system
dynamics, discrete simulation, and Agent-based modeling and be able to simultane-
ously develop theirmodel in the same software environment using the abovemethods.
Programming in this software is so flexible that it can simulate the most complex
business, economic, and social systems processes, taking into account details at every
level of interest. Using pre-designed components, many systems such as manufac-
turing and logistics, business processes, human resources, and customer behavior can
be simulated in a way that is most consistent with the behavior of real systems. This
software has been chosen by thousands of users worldwide, covering all business
units, government, universities, and is currently used as standard simulation software
in many companies around the world.

Many other tools are used for agent based modeling, most of which are made for
specific purposes and are therefore not widely used. These include CORMAS and
MadKit.

These software products can differentiate in terms of programming language,
fields and aspects of application, predefined programs, number and type of agents,
and themain factors involved in the simulation, including the agents, the environment
and the interactions between the agents are compared.

The primary programming language used is Java, except for Netlogo and SeSAm.
For all the factors involved in the simulation (agents, environment, and inter-agent
interaction), in all programs, the modeling is first performed and then evaluated
from the bottom-up using the ABM. In Swarm, for example, the influencing factors
in the pre-environment model are identified, while in SeSAm, the focus is on the
division of environments and agents (defining characteristics, goals, activities, etc.).
All programs use predefined instructions for ABMs but apply ABM, depending on
the program, in different domains. The graphical dimension helps the user build the
model. When the graphic dimension does not exist, most of the modeling load falls
on programming, which limits non-expert use. Such a graphical dimension is very
evident in the SeSAmmodel, but in NetLogo, this graphical dimension is used as the
editor where the code should be written. The agent’s behavior demonstrates all their
reactions, but does not directly support graphic design and presentation. Although
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the modeling is done with specific tools, not general frameworks, it is very desirable
for social simulation of anthropological systems.

8.3.4 The Challenges of Using ABM

It is important to understand that the degree of design freedom can pose great chal-
lenges for model users (especially those with less experience). The main challenge
is knowing what elements should include in the model or which modules can be
removed, added, or partially incorporated into the model. The main challenge is
knowing what elements should be included in the model or which modules can be
removed or added, or partially incorporated into the model. Amodel with few details
has fewer assumptions for adaptability. There are also fewer calibration parameters
in such models, which makes it easier to run the model. However, although these
models are very simple, the degree of reliability of the results is relatively low. Some
researchers focus specifically on agent interactions and begin modeling from the
detailed analysis of interactions between agents.

Other challenges of ABM include calibration, Verification, and validation. Diffi-
culties in calibrating and adjusting the model make the results of the model fragile.
The change in the value of a parameter affects all the factors and thus results in the
change in the overall results. These parameters described by Polhill and Izquierdo
(2006) as “knife edge parameters”. This is especially true when ABM is associated
with an ecological model. Ecological processes such as water resources systems,
surface and ground water, precipitation, runoff, etc. must calibrated. In the calibra-
tion, the relevant variables and coefficients must be modified so that the results match
the variables measured in the real environment (observations). Due to the complexity
of the systems for which ABM is performed, the number of processes and parame-
ters is higher than usual, which increases the complexity and workload, taking into
account the relationship between the two social and ecological sectors. After cali-
bration, one must first verify the concept of model adaptation with the conceptual
model and then validate the concept of ABMwith the actual system (Feuillette et al.
2003). Most of the work has been done solely on the validation section. Validation
can be done in both qualitative and quantitative ways. The quantitative method is to
compare the model results with the observations or documentation available in the
study area, to perform sensitivity analysis, and to model behavior with maximal data.
The qualitative method of validation, due to the lack of quantitative data, is through
interviews with local users, specialists and experts. However, it should be noted that
any model that is tested in a variety of ways is more reliable. Nevertheless, the nature
of ABM limits this. On the other hand, it should be noted that the nature of themodels
is that in order to achieve the main objective it is necessary to evaluate it based on
details of the whole phenomenon. so it is very difficult due to the complexity of
the social behavior of the subject. This same complexity ultimately leads to serious
scientific and practical problems in calibration, which makes it difficult to interpret
the results.
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Another challenge is the link between the social and ecological sectors. Although
this section is one of the strengths of water management modeling and planning, but
these strengths is faced with challenges when updating the model. In the issue of
groundwater utilization, for example, assuming no impact of the water losses on the
water level in the adjacent wells (Mulligan et al. 2014), the groundwater model can
be implemented and updated with the social sector at the same time. However, on a
much shorter time step, the impact of the water drop on the adjacent well should be
considered (Madani and Dinar 2012). As a result, it is necessary to calculate, at least
at the beginning of each social step, the physical parameters such as rainfall, river
flow and biophysical parameters such as water balance, groundwater level, volume
of water in dam reservoir, plant growth and so on. Then this information should be
entered to social section. Therefore, depending on the precision, the required time
steps could be annual, planting season, or even on 10-days intervals should be used
for implementation and updating.

8.4 The Framework for Creating the Agent-Based Model

Three important components must have taken into account when constructing an
agent-based model.

• The first component comprises individuals known as the agents. However, what
is the Agent? It has characteristics such as self-sufficiency, autonomy, social
dynamics (change of state and condition over time), can modify through time and
is goal-oriented. In fact, the agents, based on their rules and behaviors, interact
very strongly with other agents as well as with the environment. Agents have two
very important aspects as characteristics and behaviors or actions.

• The second component of the agent-based model is the interaction between the
agents and environment. Interaction refers to the behavioral rules of agents and
their environments. These interactions are not necessarily visible, but they must
be taken into account when running the model.

• The third component of the agent-based model (ABM) is the environment that
is simulated. This environment should include all the elements involved. In this
environment, interactions occur between agents introduced into a communication
network known as the social network.

Many water management issues have the characteristics of complex systems.
Many studies have conducted on the discovery and use of ABM in water resources
management and planning. ABMs vary in scope, case study in the field of water,
management questions, and extent of social and physical interaction. Modelers first
ask themselves questions, then formulate hypotheses, select variables and param-
eters, build a model, and finally analyze the model. They can also bring up new
questions and hypotheses and analyze them.

Because of the structure of the ABM method, it is difficult for researchers to
relate this method to analytical models because they do not have a specific structure,
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relationship, or formula, and are qualitative-descriptive and have rules governing
them. For this reason, a standard protocol was proposed by Grimm et al (2006) to
organize the writing of research ABM. This protocol is called Overview, Design and
Details (ODD), which tested by 28 modelers. The protocol consists of three main
blocks under the themes of overview, design and details. Overview includes general
information about the purpose, structure, environmental and individual processes of
the model. The Design section describes a set of general concepts associated with
designing the principles of complex systems. The model results represent the output
and the observations the modeler describes how the output is evaluated. In addition,
agent behaviors are described, including adaptation, learning and interaction, and the
types of decisions that agents use, based on predictions, feelings, and functions. The
compilation should include a description of the cumulative level in the model with
respect to the source and the stochastic effect. In the Details section, more technical
implementation details including initial values, inputs, and subsets explains that are
include in the Overview section.

Based on the description given, these three general sections can be subdivided
into seven more minor elements, namely: Purpose, State variables and Scale, Process
Overview and Scheduling, Design concepts, Initialization, Input, and Sub-models.
The following are briefly discussed below:

1. Purpose: The purpose of any investigation should be clear. Without a purpose,
research cannot follow properly. Thus, by defining the purpose of the research
correctly, it becomes clear why some aspects are considered and others are not.

2. State variables and Scale: This section describes the structure of the model
system. The institutions involved in the model, the hierarchical levels that exist,
the temporal and spatial accuracy of the system, and so forth. State variables are
variables that specify entities such as individuals and habitats. For individuals,
characteristics such as age, gender, habitat, etc. and habitat are defined as loca-
tion, soil type, risk, etc. At this stage, information collected from entities known
as covariates, and finally, time step, time horizon, and size of the spatial cells are
determined.

3. Process Oreview and Scheduling: To better understanding the ABMs, it is impor-
tant to know what processes built into the model. Examples are processes such
as food production, nutrition, growth, turbulent events, and management. This
section describes the design and planning of the model process. Here, the time
step, the processes that are performed concurrently, the random variables, and so
on can also explained.

4. Design concepts: Here is a general framework for designing and building rela-
tionships within the model. Which system phenomena in particular emerge from
individual characteristics and which ones are imposed?What adaptation features
respond directly or indirectly to environmental changes or change on their own?
What types of functions are used? How the consequences predicted? What kind
of interactions existence between agents? Is there stochasticity the model?

5. Initialization: This section includes questions such as: How are environments
and individuals or groups created at the start? How the initialization of the state
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variable done? Is the initial value constant or changing over time? Is the initial
value arbitrarily selected or based on available data?

6. Input: The dynamics of many models are created by the conditions that change
with time and place. Precipitation is an example that varies with time and place.
All environmental conditions are considering as inputs. Model output is model
response to input. In fact, the dynamics of each model is due to the dynamics of
the state variables.

7. Sub-models: In this element, the details of the model components are defined. In
order to better explain the details of the models below, it is advisable to operate
in two ways. First is the mathematical skeleton of the model, which means the
equations or rules governing the model. The explanations of the equations and
the rules in this section should be minimal and the parameters should have the
necessary explanations. The second is a complete description of the model. That
is, the equations and rules expressed in the mathematical framework are clearly
explained and answered the questions such as “What are the equations and rules
hypotheses?”, “How are parameter values determined?”, “How is the calibrated
model?”

With attention to the ODD framework and the use of this framework in created
the ABM, the challenges described above still arise.

According to the review of resources, there are generally seven steps in building
ABM:

1. Define the purpose of a model and what kind of output it will expected.
2. Identify the agents or institutions that are modeled.
3. Identify the relationship between agents and the agents with the environment.
4. Identify the environment (such as the structure of the social network) in which

agents exist and interact with each other.
5. Determine the variables needed to indicate the behavior of each agent, including

the objectives of each agent and its relative priorities.
6. Determine and construct the structure of agent’s logic.
7. Verify the agent behavioral model.

Two examples described to better understanding the ABM.

8.5 Practical Examples

Examples grouped into active and reactive agent groups as representatives of human
actors and human organizations, and these described in the discovery of research
questions. Reacting agents considered to simulate the dynamics of a large population
of simple actors. Studies examine the impact of reactive behavior and its feedback
on water resources and infrastructure.

Examples that can exemplified for this type of agent are: The urban water demand
system, which is in the small dimension of updating agent demand for water and in
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its large dimension, the level of community demand. Urban water demand system
and its supply source are the small dimension of updating agent demand for water
and in its large dimension the level of community demand and storage behind dams
and aquifers. A sanitary sewer pipe network in small dimension updated the volume
of sewage inputs into the network and in large dimension is sewer network’ flow.
The problem is low-impact development to cope with the flood, the small dimen-
sion of the acceptance of green infrastructure by agents and the large dimension of
installing these infrastructures at the community level. The issue is the pollution of
the water distribution system, which in the small dimension updated agent demand
for water and in large dimension is the number of potential hydraulic network users.
Finally, the urban water demand system, which is the small dimension of updating
the agents’ decisions to expand the infrastructure and, in its larger dimension, the
cost of infrastructure development.

Active agents used to simulate system performance when actors strive to achieve
goals. One of the cases that can mentioned is the river basin, the small dimension of
which is updating the agent’s decisions regarding water harvesting and landuse and
in large dimension the satisfaction of the water users. The quality of the river water,
the small dimension of which is water-trading permits and the larger dimension is
the qualitative effects of water.

8.5.1 Reactive Agents and Urban Water Supply

Here, the ABM described and created to simulate urban water supply and demand.
The proposed model used to understand the effects of individual interactions and
behaviors on the dynamics of hydrological flows and water scarcity reduction.
Imagine a city that supplies the volume of water it needs from a dam. Urban
water demand comprises both residential and non-residential sectors (industrial
and commercial). The dam’s task is also to collect existence water in the basin
and preserve it for the downstream ecosystem and flood control. As the population
increases and the demand for water, the volume of the dam decreases. To tackle water
shortage, the utility director approves the “Drought Stage Plan” to limit outdoorwater
use. Urban consumers are also by awareness of water shortage problem try to use
water-efficient appliances that reduce water demand and thus they can confront to
water shortages.

ABMcreated to simulate the interaction between the urban consumer, the program
manager and the water resources in the urban water supply system. Consumers and
program managers seen as reactive agents that interact with each other and the water
system includes a dam and catchment. The hypothetical community is also a city
in southeastern America. The urban household population assumed at 100,000 that
increases with growth rate and simulated the supply dynamics of a 50-year horizon.
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8.5.1.1 ABM Framework

Here, the ODD (Overview, Design and Details) protocol used as the formal method
in building ABMs to describe the case study.

1. Purpose: The purpose of themodel is to evaluate the impacts of population growth
and their adaptation. This is the stage of identifying drought event and accepting
the use of water-efficient appliances on the volume of water storage in the dam
reservoir and the ability to supply water to meet demand.

2. State variables and Scale: Households are the reactive agents. Each agent repre-
sents a household and determined by the number of inhabitants, the monthly
household demand, and non-residential demand volume. Households represent
a community that consumes water storage. To simulate population growth, the
number of household agents increases each year. The water manager is the reac-
tive agent who implements the drought process based on the reservoir water
storage. Household and water consumption agents linked to basin simulation
models and reservoir systems. The state variables representing the changes in
the characteristics of agent’s systems and water system summarized in Table 8.1.
The 50-year planning horizon simulated on a monthly basis. The model parame-
ters based onwater consumption and supply data for RaleighCity, NorthCarolina
(Mashhad Ali 2014) adjusted and explained in a simple formula (Fig. 8.1).

Table 8.1 State variables for the ABM framework of urban water supply

State variable Definition Potential values

Household agents

Dindoor,init,t Demand indoor uses at time t {Dindoor,init,t , 0.5 × Dindoor,init,t}

Doudoor,init,t Demand for outdoor uses at time 1 {Dindoor,init,t , 0.67 × Doutdoor,init,t ×
Doutdoor,init,t , 0.0}

contacted Agent has been contacted by three
consumer agents

{true, false}

adopter Agent has adopted water-efficient
appliances

{true, false}

Padoption Probability of adoption {0.0, 0.25, 0.50)

Utility manager agent

DSt Drought stage at each time step {0, 1, 2, 3}

Water system

Rt Runoff at time l Eq. (8.7)

Lt Release from reservoir at time t Eq. (8.8)

SPt Spill from reservoir at time I Eq. (8.9)

RDt Residential demands at time 1 Sum of consumer-agent demands

Vt Volume of water in reservoir at
time t

Eq. (8.10)
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Fig. 8.1 ABM Framework
for Simulating Urban Water
Supply, the arcs represent the
flow of information between
different parts of the
framework

3. ProcessOreview andScheduling: The order of application ofABMgiven for each
period in below. In the first step, the water utility agent for supplying drought
stages considers the water storage in the reservoir. The water utility agent adapts
with the limitation of water consumption in response to reservoir water storage.
Reservoirs are for purposes such as sediment trapping, downstream release, water
supply and flood management. At each time step, the Drought Stage Operation
Management (DSt) factor is determined at three levels 1, 2 and 3. Drought Stage
1 when the volume is 109.8 billion liters (29,000 million gallons or 60% of
the reservoir reserves remain). Second-stage Drought when the volume is 102.2
billion liters (27,000million gallons or 47% of the reservoir reserves remain) and
Drought Stage 3 when the volume is 94.6 billion liters (25,000 million gallons
or 33% of the reservoir reserves remain).

The second step is consumer agents that regulate non-household demand based
on the drought stage. The Response of the household agent to the drought stage under
a set of rules is stated below:

IF DSt = 1 THENDoutdoor.t ← 0.67 × Doutdoor.init.t (8.1)

IF DSt = 2THENDoutdoor.t ← 0.33 × Doutdoor.init.t (8.2)

IF DSt = 3THENDoutdoor.t ← 0 (8.3)

where Doutdoor consumer demand for non-residential purposes at time t, Doutdoor, init, t

every consumer’s primary demand for non- residential purposes (For each month or
time step assigned t-shown in Table 8.2). If a drought stage is lifted, consumers will
use water source volumes (Doutdoor, init, t) for non-residential purposes.
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In the third stage, water-use agents adopt the use of water-efficient appliances
based on the drought stages and in relation to other agents. Households are also
responding to droughts by using water-efficient appliances. The Padaption parameter
is the probability of adaption for each agent. Its value is set at zero at each time step
and increases based on the stages of drought and related factors. Each factor that
receives messages from three or more households in the previous steps will act in
accordance with the message received:

IF DSt ≥ 2THEN Padaption ← Padaption + 0.25 (8.4)

IF contacted = true THEN Padaption ← Padaption + 0.25 (8.5)

At each time step, each agent selects his or her household appliances according
to family members. If the agent chooses a device, he designated as the daptor and
acts to reduce according to Formula 6 for domestic demand:

IF adaptor = true THEN Dindoor.t ← 0.5 × Dindoor.init.t (8.6)

where Dindoor, t demand exerted to each consumer for household goals in step t, and
Dindoor, init, t the initial demand of each consumer with household goals per month or
step t.

Any agent that considered as adapter remains for the adapter simulation period.
In step 4, consumer agents communicate with other consumers about adopting

water-efficient appliances. Each agent randomly sends messages to the other two
agents about these appliances.

Step 5, the basin runoff is calculated. For calculate runoff from rainfall and
monthly reservoir storage used mathematical models. Basin runoff calculated by
the following formula:

Rt = Ct
(P − 0.2 × St)

2

Pt + 0.8 × St
(8.7)

where Rt is runoff (million liters/month or million gallons/month), Pt is monthly
precipitation (centimeter or inch), St (centimeter or inch), And Ct is the monthly
runoff coefficient. Formula 7 based on the command curvemethod and contains theCt

variable to calculate the volumeof runoff produced in the basin. The runoff coefficient
is change monthly to better represent the seasonal variations in the rainfall-runoff
relationship.

Stage 6, Reservoir volume calculated based on demand, runoff, spill and release.
The equilibrium volume for the tank (formulas 8 to 10) used to calculate Vt at
each step. Release is the amount of water that flows out of the dam each month for
downstream demand. Formula 8 shows the relationship between storage and water
outflow:
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Lt = 6 × 10−10 × V2.8478
t−1 (8.8)

where Vt tank volume at time step t, Spt, the amount of water removed from the tank
to ensure that the tank volume does not increase.

The spill calculated as the volume of water that the reservoir does not overtop:

SPt = max(Vt−1 + Rt − NRDt − RDt − Lt − MV.0) (8.9)

where Maximum volume, MV = 284 billion L, RDt is sum of household demands,
NRDt is sum of non-residential demands. The volume of the tank, Vt, calculated at
each time step from the following formula:

Vt = max(Vt−1 + Rt − N RDt − RDt − SPt − Lt .0) (8.10)

where the monthly time step increases one by one and the steps are repeated from
the beginning of the first step.

4. Design concepts: Here, the model is designed to implement and communicate
with the principles of complex systems. Therefor, the following concepts should
consider:

Emergance: The sum of the total system demand and the volume of water stored in
the tank are system characteristics that determined by the interactions between agents
and subsystems. In addition, when the system is in a drought stage, it is influenced by
the interaction between household agents, the interaction of household agents with
water managers and their decision on the amount and type of water consumption.

Interactions and Adaptations: Household agents associated with the water
management agent by obtaining information from the drought stages. they interact
with other agents by sending a message that increases the likelihood of accepting
water-efficient appliances. Instead of using a social network such as the World Wide
Web, to simulate connection, each agent can communicate with other agents in
the population. A message shows that someone has bought water-efficient appli-
ances. The agent receives the message and so the number of messages increases
and as a result the message receiving agents increase. The water supply manager
does not receive messages directly from household agents, but they monitor the
water resources system to determine the amount of water stored in the dam. House-
hold agents adjust their consumption based on the received signals, and the Water
Management Agent also adjusts the drought stage schedule based on reservoir
storage.

Sensing: Agents are simulated to sense for system parameters. The water manager
directly measures the water level of the reservoir, and household agents receive
information from other agents’ messages, although not calculating environmental
conditions.

Stochasticity: stochasticity present in agents’ behavior because they adopt to
water-efficient appliances. So, they interact and communicate about adaptation.Other
mechanisms and behaviors simulate as deterministic processes.
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Table 8.3 Modeling scenarios

Model Scenario Agent Agent behavior

Urban water supply Scenario 1 Household agent Use water for indoor and outdoor
purposes

Scenario 2 Household agent Reduce outdoor water use based
on drought stages

Scenario 3 Household agent Reduce outdoor water use based
on drought stages; adopt water
–efficient appliances based on
drought dages and
communication with household
agents

Water quality management Scenario 1 Polluter agent Select random polluter agent to
trade

Scenario 2 Polluter agent Select polluter agent within
netwoifc

Scenario 3 Polluter agent Select polluter agent within
netwoik: update preferences for
polluter agentsbased on
successful trades

Observation: The model reports the total system’s demand, the volume of water
stored, and the level of the drought stage at each time step.

5. Initialization: The initial population of household agents is estimated at 100,000,
representing 300,000 persons, with a 4% increase each year. The reservoir
initially was 145.7 billion liters, the highest level during the drought. The volume
of non-residential demand is estimated at 40% of household consumption,
increasing by 4% annually. The initial household and non-residential demand
shown in Table 8.2.

6. Input: The inputs required for the model are rainfall values and hydrological
parameters as shown in Table 8.3.

8.5.1.2 Results and Discussion

The ABM framework used to construct the three scenarios listed in Table 8.3. In
the first scenario, household agents do not adapt their demand values. In Scenario 2,
household agents respond to drought by reducing outdoor consumption. In the third
scenario, the household agents cooperate and respond to drought stage by adopting
with water-efficient appliances and reduced outdoor water consumption. For each
scenario, the population reaches 325,000 from 100,000 household agents in 50 years.
In each scenario, demand increases based on population growth and the rules that
the consumer agent must comply with. Non-residential demand does not affect by
agent actions and remains among the scenarios. For Scenarios 1 and 2, there is
no stochasticity sources and result reported for one step of running the simulation
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model. For Scenario 3, agents select water-efficient appliances based on individual
probability adoption and probability communicate with random household agents,
with results reported for 30 stages of random execution.

Due to the volume change, release and estimated demand, household agents
seeking to match their demand affect the dynamics of the reservoir. Especially the
least amount of storage and release or annual outflow from the tank can compare
between scenarios. In the first scenario, due to constant rainfall and increasing
demand due to population growth, the lowest annual volume decreases each year. The
lowest annual volume of the reservoir has decreased steadily over the past 20 years of
simulation. The lowest annual release volume from the reservoir observed in summer,
reduced in a 50-year simulation. For Scenario 2, the adoption of the drought steps
reduces impact on reservoir volume slightly, although the volume of the lowest
annual in the last several simulation years approaches zero. The decrease in demand
for Scenario 3 reduces the impact of population growth on reservoir storage, and the
lowest annual reserve exceeding 44 billion liters in 50 years of simulation.

For scenarios 2 and 3, the drought stages are applied in the first year, and as a
result of increasing population and demand, the result is an increase in the simulation
period. The average monthly demand for the 50 years of simulation is 17.67, 17.17
and 10.42 ± 0.003 billion liters per month for Scenarios 1, 2 and 3 respectively
(Scenario 3 results as plus or minus averages the standard deviation of 30 simulations
is reported). Demand is significantly reduced by the behaviors identified in Scenario
3 compared to Scenario 2. As a result, the adoption of water-efficient appliances over
the 50-year period has led to less drought stage for scenario 3 compared to scenario
2. The drought stage of scenario 3 in many time steps has been reduced to drought
stage 1 and 2 and consequently stages 1 and 2 occur more frequently in scenario 3
than in scenario 2. Stage 3 shows a very serious threat to water supply, as in scenario
2 in month 156 and in scenario 3 in month 204.

This analysis used to determine the impacts of water-efficient appliances and
water scarcity response programs and the need to identify new sources of water. The
model results are not significantly sensitive to initial values such as reservoir levels.
Instead, they are sensitive to the time of monthly inflows and withdrows. This model
can be used to assess the long-term effects of climate change and land use changes
to balance supply and demand.

It is also used to illustrate how simple ABM is used in urban water supply design.
The model involves interactions in the urban water system that are expected to affect
the stability of the water stored in the reservoir. The interactions include advertising
and innovation when consumers accept new appliances and the use of water demand
restrictions. Agents are homogeneous in their characteristics but heterogeneous in
their behaviors because they choosewater-efficient appliances basedon their personal
relationship with other agents. The ABM framework examines the impact of inter-
actions on reservoir storage and complete supply of water demand affecting drought
stages that restrict water use. It also simulates water conservation and reuse programs
based on the timing and use of new technologies.

Other sources of uncertainty can have used to estimate the effects of uncertainty
on results. Rainfall and heterogeneity of agents can increase the complexity of the
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Fig. 8.2 a Growth in
number of households and
adoption of water efficient
appliances for Scenario 3;
b nonresidential and
residential demands for
Scenarios 1, 2, and 3
(nonresidential demands do
not vary between scenarios);
results are shown for one
simulation of Scenarios 1
and 2 and average over 30
simulations of Scenario 3

results. The model performs a random multiple simulation to understand the wide
range of demand, storage and drought processes expected to used to find alterna-
tive management strategies such as resource deployment and demand reduction
programs.Realistic probabilistic representations,management strategies, and hetero-
geneity among consumers in urban water supply within an ABM framework may
produce results that can guide water resources management (e.g., Giacomoni et al.
2013; Kanta and Zechman 2014) (Figs. 8.2, 8.3 and 8.4).

8.5.2 An Agent-Based Model to Manage Water Resources
Conflicts

In this example, a new approach presented to simulate the process of encouraging
those involved in conflict game to cooperate. This encouragement is applied through
social institutions and organizations in the formof new incentives, penalties and regu-
lations. For this reason, agent basedmodel’s framework for introducing the behaviors
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Fig. 8.3 Reservoir storage
and release for a one
simulation of Scenario 1;
b one simulation of Scenario
2; c average over 30
simulations of Scenario 3

of differentwater users and their responses to the system’smanagers and stakeholders
as well as their response to different simulation scenarios is introduced. The model
simplifies the complexity of all conflicting views and interactions of competitors.
The approach described is also a powerful tool in social network simulation that
provides an opportunity to test new managerial scenarios and understand the conse-
quences of decisions in a simple but reliable form without the need for the user to
develop sophisticated new scenario formulas. On the other hand, it helps to assess the
effectiveness of institutional and social policies to reduce conflict. The model should
continuously associate with a watershed simulation model to monitor the impact of
measures taken on the quality and quantity of water needs with a dynamic approach.
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Fig. 8.4 Cumulative number
of months spent in each
drought stage(DS) for
Scenarios 2 and 3: a DS 1;
b DS 2; c DS 3; results
shown are for one simulation
of Scenario 2 and average
over 30 simulations of
Scenario 3

This model can then use to write rules tailored to time varying water needs and
environmental concerns. This study was conducted for the San Joaquin Watershed
in California but can apply to other basins.

The way water resources were managed, such as water transfer or non-transfer
from the area for other users, and how to transport it for decades had created
serious differences. The situation became more complex after new restrictions on
water resource supply were imposed due to lay down new regulations to protect the
region’s ecosystem. New and innovative ideas were created to resolve the tensions,
one of the most prominent being the California Delta Bay Program (CALFED) in
1995. However, this method has not achieved much success in practice. The Little
Hoover Commission (2005), for example, stated that the program was “costly, non-
transparent and undervalued” and did not perform well as expectedTherefore, basic
changes to the policies put forward must be made to deal with tensions, resolve
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conflicts and protect the Delta from collapse. The nature of the conflict in the Delta is
that the parties act individually and do not cooperate with each other. This behavioral
strategy ultimately reduces successfully implement of the Pareto solution compare
to when people cooperative together. At present, some parties have been willing to
cooperate due to the delicate situation of the Delta and further environmental, social
and political constraints. However, the delta’s dire situation and the potential for its
collapse imposes significant costs on the government and stakeholders. Therefore,
the cooperation of the parties will be less harmful to them. The proposed ABM
framework is designed with the aim of finding effective management scenarios to
encourage tension parties to cooperative.

To create the ABM framework, the environment must take into account the entire
Delta system and the areas that are hydraulically connected to the system. Agents
are also water consumers, operators, stakeholders, and water-use sectors. Due to
computational limitations, the system was simplified and this study was performed
only in a part of the region (San JoseWatershed).Due to the importance of agricultural
activities in the area and high water salinity in the river, stresses regarding water
quality management are high. To management these conditions of simulation, the
San Jose Basin is considered as the environment for ABM. In simple approach, the
agents include a decision maker, the government and the demand agent (farmers
and environmental sectors that need sufficient water flow in the river of acceptable
quality). The agent of government as the active agent and the other two agents are
reactive and interact with each other indirectly. The water demanding agent may
collaborate to gain more benefits or not care about the environment and avoid non-
cooperation. So this agent has two cooperative and non-cooperative modes. On the
other hand, the governing units can be considered as decision makers (Fig. 8.5). The
agent’s behavior depends on his or her understanding of the system and problems
that environment and other agents affected to them. Figure 8.6 shows the overall
impact of the environment and agents on each other.

State

DiversionsEnvironmental 
Sector Perception Perception

Perception

Environment

Fig. 8.5 The influence of the environment and other agents on each agent
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Fig. 8.6 Interactions between agents and agent-environment interactions

As can be seen, the environment affects all the factors as it determines the envi-
ronment of water availability and system constraints. Demand water agent and the
environment influence government perception by informing the government of their
concerns, desires and the importance of their goals. The government also influence
to understanding the demand agents by informing them about new laws and regu-
lations, educational programs, approved incentives, and so on. Figure 8.7 illustrates
these inter;actions.

In addition to environmental and government policies, social pressures and educa-
tion are two other factors for water applicants to cooperate. Social pressure causes
a change in agent’s behavior. Figure 8.8 illustrates this social pressure. Here, “C” is
synonym for cooperative and “NC” is for non-cooperative.

As is evident, when most agents choose the way of interaction, the agent is likely
to change his or her behavior in accordance with other neighbors. In addition to the
social pressure, education can also stimulate agents to optimize their understanding
by increasing knowledge of future conditions and changing attitudes.

Fig. 8.7 The influence of the
social network on each agent

NC     C

C

CNC

C
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Fig. 8.8 The general form
of a utility function

Utility

ca

100

b d0

8.5.3 The ABM Formulation

The total amount of water available to allocate water applicants calculate by
subtracting the minimum amount of environmental flow in the river from all inputs
(including rainfall, upstream flow and branch inflow) that shown in Eq. 8.11. This
value is divided by the total area of the study area and then multiplied by each
individual land to determine the total amount of water existing to the applicants
(Eq. 8.12). If the amount of water demanded by agent i is greater than the water
available, the agent’s behavior falls into the non-cooperative category. Otherwise the
cooperative agent is defined (Eq. 8.13):

T AW =
N∑

in=1

Qin − Qmin; ∀ y,m (8.11)

AWi =
[
T AW/

I∑

i=1

L Ai

]
× L Ai ; ∀ y,m (8.12)

{
i f AWi < Dmax,i => i → NC

i f AWi ≥ Dmax,i => i → C
(8.13)

where TAW is the total available water (cms); Qin is the inflow to the river from
the upstream and all tributaries (cms); Qmin is the minimum river water flow rate
required for environmental purposes (cms); AWi is the amount of available water for
diversion i (cms); LAi is the area of the land belong to diversion i (hectare); Dmax, i

is the maximum water demand for water user i (cms); m is the number of months
(from 1 to 12); and, y is the number of years in the time series.

After identifying cooperative and non-cooperative agents, the degree of the agent’s
willingness to change behavior is determined. The willingness of various agents, Ui,
to change or not change behavior at the present time is determined by Eqs. 8.14–8.17.
These formulas were developed by adopting Edwards et al.’s (2005) and Young’s
(1999) sociological dissemination model for the home sector.

Ui (C → C) = a × Vi (C) + Fm (8.14)

Ui (C → NC) = b × Vi (NC) (8.15)
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Ui (NC → C) = c × Vi (C) + Fm (8.16)

Ui (NC → NC) = d × Vi (NC) (8.17)

where that agent ith is the cooperative behavior and the agent’s willingness to main-
tain this type of behavior (Ui (C → C)). The ith agent is cooperative behavior and the
agent’s decision to change behaviorUi (C → NC). Vi (C) andVi (NC) are the neigh-
borhoods of ith agent, which are characterized by cooperative and non-cooperative
behavior, respectively. a, b, c and d are the model parameters. Edwards et al (2005)
suggest that a, b = 0.7, and d = c = 0.3. Fm is a modified factor based on water
availability, training and environmental pressure related to the environment and the
government. In the above equations, the first part on the right represents social pres-
sure and the second part (Eqs. 8.14 and 8.16) shows the pressure on the other side of
factors and environment as well as the impact of education.

If enough water is available to allocate to consumers, then Fm = F∗
m , so:

F∗
m =

{
1 − [a × Vi (C)] For Eq. 4

1 − [c × Vi (C)] For Eq. 6
(8.18)

where the sum of the Eqs. 8.14 and 8.16 equals Ui = 1, then the consuming water is
fully supplied and agent has cooperative behavior. Table 8.4 shows thesemodification
factors.

According to the table, the water requesting agent obliged to cooperate if the
environmental department files in a lawsuit or a new plan approved by government.
In this case, the modification factor equal to F∗

m , in order to achieve 100% utility
for the relevant agent to cooperation. In the event of the environmental sector being
compromised, there will not operating pressure on agent for cooperative. The agent
may only have affected by the social network (neighbors) that in this case the modi-
fication factor considered equal to zero. Assuming that incentives provided by the
government cause the agent to cooperate, the amount of themodification factor corre-
sponds to the amount of incentive approved. Modifying the value of the demand for
factor ith, Dm

i , is calculated from the following relation:

Table 8.4 Modification factors for different state and environmental sector pressure

Category Action Modification factor

Legal Filling a Lawsuit in a Court Fm = F∗
m

Environmental Sector Compromises Fm = 0

Management Providing Incentives by the State Percent of the lost benefit

Considering Penalties by the State Fm = f (Dmax,i )

Education Fm = f (PV | f uture damages)

Legislative Enacting New Regulations Fm = F∗
m
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{
Dm

i = (
Dmax,i − AWi

) × (1 −Ui ); ∀y,m, Dmax,i > AWi

Dm
i = 0; ∀y,m, Dmax,i ≤ AWi

(8.19)

And the maximum demand for new agent ith, NDi, is determined as follows:

NDmax,i = AWi + Dm
i ; ∀y,m (20)

Inwater scarcity conditions, if the agent behaves cooperatively, Ui= 1, the agent’s
demand modification value becomes zero and the new demand equals water avail-
ability. Otherwise the demand modification value will be greater than zero and the
agent will try to reach more water. However, the new demand is not the same as the
initial water demand by the agent because it is influenced by society, environment
and other agents.

8.5.3.1 Measures

It is necessary to evaluate the performance of the ABM model and the impact of the
defined scenarios. The calculationmaydetermine the level ofwater users’ satisfaction
due to the allocations and decisions made. To this end, the benefit function for
different water users is defined as satisfaction measure. The general form of the
function is shown in Fig. 11. The vertical axis represents zero to 100% of profit and
the horizontal axis depends on the type of beneficiary for which the profit function is
made. To the water applicant, the horizontal axis indicates the allocation range. For
the environmental sector, two profit functions must construct. The first is the flow
rate in the river and the second is the expected water quality in the river.

Using these utility functions, the performance of each water consumer can deter-
mined by the proportion of water allocated or the quality of the river because
of existence all the scenarios. The final stage examines whether the existing
conflicts have diminished. If there is no increase in the water consumption of the
stakeholders/consumers, it can be claimed that the tension has decreased.

8.5.3.2 Discussion

The proposed model can help decision-makers in water management section to
manage conflicts in complex water resources systems by considering laws based
on water demand, environmental concerns, timing of flow. In this model, different
management scenarios can be considered to determine the most effective scenarios
to encourage different parties to cooperate. Therefore, new management situations
can be evaluated without the direct involvement of agents and without the use of
complex formulas.

The results of themodel showed that factors such as social pressure, education and
incentives are the most important scenarios that lead to reduced diversions. Reducing
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diversions by 20% can keep agricultural organizations fully satisfied (100%). incen-
tives should be provided in the form of agricultural subsidies, but it should be noted
that incentives should be based on available financial, legal, social and technical
resources.

8.6 Summary

Water resources management in arid and semi-arid regions is very importance.
Knowing the behaviors, interactions and reactions of social actors (water users) is
a very effective help in the management discussion. To study these interactions and
examine differentmanagement scenarios by changing the parameters, simulation and
modeling is the best method. In the last two decades, the use of agent-based model
for the study of social network has expanded and the application of this modeling
method in the water sector has been considered, which needs to be further devel-
oped. In this article, we tried to introduce the method of ABM, the various cases
of its efficiency in the water sector, as well as how to build it. To understand the
application of this method, two different issues regarding the management of urban
water resources and agriculture were explained so that researchers can use them to
develop this method in line with the new concept of good governance.

Acknowledgements The authors thank Iran’s National Science Foundation (INSF) for the support
of this research.

Appendix A

According to references describing creating an ABM for a complex system, the steps
can be divided into the following sections:

A.1 Designing Agent Behavior

An agent’s behavior is the most important part of the evaluation tool. This behavior
described by thresholds, rules, and nonlinear functions. The behavioral models used
in ABM have answered specific research questions and a wide range of models have
been used in various disciplines. Using empirical data, laws can be developed to
represent real human behavior by taking one of several approaches (Janssen and
Ostrom 2006). The collective of high quality observations can be used to select
statistical distributions that describe the properties and decision factors. Controlled
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laboratory experiments are used to gather information to test hypotheses about alter-
native models of human decision making such as individual reasoning, identifica-
tion, learning, and reminder. However, they may be of limited use in studies aimed
at decision making in a particular context. To construct behaviors in the model tech-
niques such as role-play, companion modeling can be used to form the stakeholders
for particular community. The game information used to create ABM rules and its
results can be evaluated by stakeholders. Finally, for a particular system, data from
various sources including remote sensing, maps, census data, and field observations
that describe the subsystems to be analyzed can be used.

A.2 Agents Relationships and Interactions

Agent interactions are modeled as effective behaviors that lead to new information
in the form of rules. For example, the influence of interests on agent’s behavior can
demonstratedusing a threshold.That is, the factor that has adapted to thenewbehavior
is simulated after the agent has communicated with neighbors who have adopted the
behavior. Assigning a range of values to the threshold for the agents causes hetero-
geneous behaviors within a population. The relationship between the environment
and agent and between agents can limit the interactions. For example, an agent may
exchange information with other agents that common-pool in space, or are otherwise
networked, and ignore agents outside that space, and vice versa. It should be noted
that agent interactions are heterogeneous because of the large number of agents,
or the interactions may be to a limited number of agents, or the agent may even be
secluded. Froma social network perspective, communication is simulated in a hetero-
geneous way between agents. General network models include random network,
two-dimensional (2D) grid network (cellular network), small-world networks, etc.
The random network associates each factor with the number of randomly selected
neighbors. The 2D grid selects the location of each agent and determines the neigh-
bors based on the proximity to that location. The global small network focuses on
either random and clustered or centralized connections between small sets of agents.
Also, networks can be formed by social media such as blogs or social networks and
modeled by ABM.

A.3 Agent Adaptations

Agents can be coded with their adaptive ability that represents different levels of
learning. The agents can be divided into reactive and active groups. Reactive agents
are those who have not updated their laws and continue to work in the same manner
as before and passively respond to other factors and the environment. That group
responds to new conditions by understanding their environment over a period. This
group can be simulated using a set of simple or complex rules to examine how events
and environments respond. The second group consists of those who are purposeful
and do their best to achieve their personal goals. Sometimes optimization methods
may be used to achieve the goal. Active agents change rules based on performance
for more correct behavior (not just for better decision making) and to achieve a level
of satisfaction with personal goals. The ABM is used for active agents in a process
of discovering the effective way of decentralized decision-making.
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Therefore, stakeholder engagement forms an important part of the evaluation.
Most research on ABM suggests that this type of modeling can provide specific
options in the evaluation process for this partnership. Some believe that this type
of modeling can create a debate between agents and guide stakeholders toward a
consensus on a particular topic. Some also acknowledge that they are very powerful
in facilitating stakeholders’ understanding of the results and for explaining the data
obtained.

Appendix B: Communication Between Social and Ecological
Sectors

As mentioned, the strength of ABM is the ability to consider the two components,
social and ecological, and the relationship between them. In socio-ecological systems
of water resources, users influence and interact with water resources through their
behaviors and decisions. The ecological part of the model constitutes the environ-
ment and the factors related to it, and is defined according to the type of problem. For
example, for water resources issues and their application in agriculture, the ecolog-
ical model of the model depends on the type of problem, including groundwater
simulation model, runoff rainfall, dam and river set, vegetation growth and evapo-
transpiration (Becu et al. 2003; Berger et al. 2007) or climate (van Oel et al. 2012), or
combinations of all of them. Therefore, the relationship between social and ecolog-
ical sectors in the model can be examined from two general perspectives: 1- how the
ecological sector is applied; 2- the implementation and updating of the ecological
sector.

Appendix C: Modeling the Location

The diversity and spatial distribution of the data, including its heterogeneity is another
issue. Ecological variables such as elevation and distribution of precipitation, amount
of water resources, soil type, temperature, slope, etc., vary from location to location.
The presence of agents in different locations also makes a difference in decision-
making, and interactions between agents and agents with their environment. Agents
can also be categorized according to their differences in behavior patterns (decisions,
attitudes, and characteristics) depending on the information available and the nature
of the problem. For example, in examining the impact of upstream river users’ deci-
sions on downstream users (Becu et al. 2003) living along the river, it was found that
they have different approaches and are influenced by each other’s decisions. That
is, upstream users of the river make freer decisions about water harvesting, while
downstream users have to make decisions based on the behavior of upstream users.
The second challenge in this section is the accuracy of location units. The spatial
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cells in ABM are the smallest spatial units in computational units of the model. The
value of each parameter is homogeneous within the cell but varies from cell to cell.
Depending on the conditions of the issues, each cell can include various parameters
such as rainfall height, slope, soil type, and integration of cells can form a larger unit.
For calculation, the size of computational cells can refer to common methods such
as digital elevation maps (DEM) in the study area.

Appendix D: Selection of Parameters Involved in Modeling

Modelers differ in creating models and writing new applications. Agent-based
models, by preparing the thinking about the potential effectiveness of the various
options involved in modeling to obtain optimal results, can have a favorable perspec-
tive on the choice of these initial parameters. Modelers develop and create models,
to select, change or modify each parameter and estimate their possible effect on the
range of results obtained. By comparing parameters or a combination of parameters,
they can see how different options will achieve different results (Chalabi and Lorenc
2013). In addition to examining and comparing parameters, ABM can assess the
unpredictable and adverse effects of parameters that may occur over time and alert to
decision makers about them (Morell et al. 2010). Therefore, ABM has the ability to
realistically simulate various complex environmental changes and to investigate the
reactions of many different agents. That is, it creates a complex bottom-up behav-
ioral model between agents and the environment in both time and space. It provides
a way to predict future outcomes that were previously out of the reach conventional
(traditional) methods.

Appendix E: Modeling Program Theory

After selecting the parameters involved, it is the turn of the stakeholders’ choice.
Modelers determine the conceptual model of how key stakeholders work, the rela-
tionships between them, their performance, and ultimately the desired outcome that
they want to achieve. This conceptual model is called “program theory” and called
the program conceptualization, blueprint or design (Rossi et al. 2004). An explicit
design provided by many scientists is the basis for evaluation, because this design
clarifies the process from the questions to the evaluation and interpretation of the
results. The first step is to examine the logic and probability of the theory. This is
an important step in the “evaluationability assessment” because it turns out that the
theory under consideration has at least the necessary criteria for evaluation, or not
(Wholey 1979). ABM can be used to evaluate and build program theory. That is,
the researcher can use ABM’s proposed model to validate the different functions of
his/her theory. It should be noted, however, that these functions, although built on the
latest experience and research, can lead to problems in the future without evaluation.
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Therefore, ABM can help to identify the relationship between program activities and
projected outcomes by testing hypotheses. One can be sure whether these links are
possible or not. By doing various model tests, researchers can determine whether
or not this program leads to desirable results, and if the answer is positive, they can
adjust the important elements in the program to achieve these desirable results.

Using of ABM also determines how changes in stakeholders and environmental
factors can account for the differences between the new theory and the previous one,
which may have been very strong. ABM does this by allowing agents to represent
heterogeneous features of the proposed population and reflect the reality of the envi-
ronment of agents. In this way, the researchers can find whether previous hypotheses
apply in the new situation as well. Otherwise, it turns out that the previous proposed
framework is most likely not similar to what is happening in reality. Therefore, an
accurate theory is needed for effective evaluation. Therefore, ABMhelps researchers
build real program theory. It should be noted that the researcher can easily test the
program with the ABM before applying it, because many parameters can be entered
and varies, even in a simple program. Because it is impossible to consider a large
number of parameters in the model, results also confront with some challenges. On
the other hand, ABM is best suited to evaluate a particular part of the theory. Consid-
ering situations that are exclusively modeled, such as the interaction of the agents or
of agents with their environment, it is very important for selecting the model or parts
of the model to use in the evaluation. Therefore, ABM is very suitable for examining
the elements of a program. Finally, the researchers make suggestions regarding the
prioritization of the relationships or changes in the model that are important on the
parameters involved in the modeling. These priorities have the greatest potential to
achieve the expected results.

Appendix F: Design for Evaluation

Designers need to know what data is needed and how it should have collected. They
should anticipate what data is needed in the future to run the program, although
differences may occur in the actual process and during the implementation. That
is, when designing approaches, the researcher must know what to expect from the
program, how the program operates, and what results are sough. Researchers can
incorporate ABM into the design process and predict the types of events that may
occur during program execution. Then researchers can observe the potential power
of the results for different values of the parameters involved and design them to
be prepared to deal with the sensitive issues that they are suddenly faced with and
possibly not have anticipated. Thus, one can have a better understanding of how
parameters are measured. ABM helps researchers refine their programs and bring
the design path closer to what is actually happening. Such a model can act as a
serious warning of the consequences or challenges that may arise or how their plans
influence the results. This modeling can be effective in the program and provide the
researcher with the insight that there is a need to change the design or not. Using
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ABM and building it based on observations, the researcher can identify the dynamics
of program results and illuminate the environment in which unforeseen events occur.
Most unforeseen events are hidden by stakeholders who are prejudiced about their
program functions and, as a result, the consequences are unclear.

Appendix G: Setting Performance Goals

Researchers help the programmanagers determine the goals that they are looking for
in the program. For example, an organization wants to set up representative offices.
Each office determines how much it will serve customers, service a certain number
of customers, and report a certain level of customer satisfaction as a key outcome
of its work. The level of service and its reporting should be evaluated to determine
to what extent the implementation of the program complies with the set criteria.
Ideally, gathering evidence and actions based on this information to help one reach
a certain level of the program will clearly help improve the situation. However,
it is difficult to gather information about it, and establish clear, meaningful, and
consensual performance standards before implementing the program (Rosi et al.
2004). In addition, the amount of information available or previous operations may
be low, such that precise information was not collected from the conditions. ABM is
capable of providing empirical documentation to enable researchers to achieve more
meaningful performance goals. For example, a researcher could develop a model to
show how many plaintiffs ask their case manager about the complaint before the
outcome of the hearing is announced for the case. Therefore, the goal here is called
“file’s average”. Comparing the results with reality helps the researcher to guess how
successful the program will achieve its intended goals, and ABM is one of the tools
that can used to compare results.

Appendix H: Interpretation of Evaluation Results

ABM is useful after evaluations because stakeholders can see the results of eval-
uations. Modeling can help to extend the limited results as well as to distinguish
between failure of theory and failure in implementation. When evaluation is unique
to the findings, researchers can extend the findings by generating dynamic models.
Researchers can extend the findings by producing dynamic models, when the evalua-
tion is finished with the findings. If they do not already have a model, they can create
a model to understand the evaluation results. Also, they can examine the variations of
different parts of the programwith changing in parameters and compare the different
findings with each other. Therefore, when experimental data is not produced, the
ABM is useful for generating causal data. On the other hand, modeling can be a
way to combine data and simulate more data. It is useful here because researchers
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examine limited evaluationfindings; arrive at inconsistent findings, or address nonlin-
earities in the evaluation program. To explain nonlinear and contradictory findings,
researchers can develop a model that represents program factors and can be used to
determine the parameters that contribute to the findings. Program impact assessment
includes questions such as: Are possible goals and programs targets of the program
achieved with the existing program? On the other hand, is the process of changing
the assumed cause and effect in program theory acceptable? In other words, can
the program take into account the social impacts of the activities that each agent
performs? The positive answer is evidence that the links in theory can actually occur.

When reviewing the results, researchersmay return to program theory and develop
a new model to examine whether the program has the effects it should have. This
is possible with the help of ABM. ABM can be used to evaluate process theory
factors including financial resources, management, services, and other factors that
may influence program apply.
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Chapter 9
Water Resource Management Aided
by Game Theory

Icen Yoosefdoost, Taufik Abrão , and Maria Josefa Santos

Abstract Game theory is a theoretical framework for conceiving social situations
among competing players. In some respects, game theory is the science of strategy,
or at least the optimal decision-making of independent and competing actors in
a strategic setting. Using game theory, real-world scenarios for such situations as
pricing competition and product releases (and many more) can be laid out, and
their outcomes predicted. In this chapter, after introduction and discussion about
game theory, the main reason for applying game theory and the area of using this
approach explained. In the next step, applying game theory in various fields, game-
theoretical models, Game Classification are discussed. After that, the application of
Game Theory in Water Resources Management and Useful definitions of applied
GP in water resources conflict introduced. Three examples of game theory in water
Allocation, water Costs, and groundwater conflicts are introduced and discussed in
the final section. the result of these studies illustrates the noticeable performance of
game theory approaches in water resources problems.
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9.1 Introduction

9.1.1 Game Theory

Game theory (GT) is essentially the mathematical study of competition and coopera-
tion. It illustrates how strategic interactions among players result in overall outcomes
with respect to the references of those players. Such outcomes might not have been
intended by any player (Snyder 2017).

Game theory can be used to predict how people behave, following their own
interests, in conflicts. In a typical game, decision makers (players), with their own
goals, try to outsmart one another by anticipating each other’s decision. The game is
resolved as a result of the players’ decisions. GT analyses the strategies players use to
maximize their payoffs.A solution to a gameprescribes decisions the decisionmakers
might make and describes the game’s outcome. GT was established in 1944 with the
publication of von Neumann and Morgenstern’s “Theory of Games and Economic
Behavior” book, which mainly dealt with quantitative game theory methods. After
WorldWar II,most scholarsworkedondevelopingquantitative game theorymethods;
and this trend still persists today (Hipel and Obeidi 2005).

Every baby realizeswhat games are.When a person overreacts, we sometimes tell,
“it’s just a game.” Games are often not earnest. Mathematical games are different.
It was the main goal of game theory GT from its beginnings in 1928 to be applied
to serious situations in economics, politics, business, and other areas. Even we can
analyze war by using mathematical game theory. Let’s describe some ingredients of
a mathematical game:

Rules: Mathematical games have strong rules. They determine what is allowed
and what isn’t. Although many real-world games allow for finding new moves or
ways to act, games that can be analyzed mathematically have a strict set of possible
steps, generally, all known in advance.

Outcomes and payoffs: people play games just for fun.Mathematical gamesmay
have several likely outcomes, each producing payoffs for the players. The payoffs
possibly are monetary, or they may represent satisfied.

Uncertainty of the Outcome: In most cases, a mathematical game is “thrilling”
because the result cannot be forecast in advance. As its rules are stable, this implies
that a game must either have some accidental parameters or own more than a single
player.

Decisionmaking: A game with no resolve possibly is annoying, at least mentally.
Running a 100 m race does not need mathematical proficiency; it needs just fast
legs. However, most sports games also involve decisions, and can, therefore, at least
partly be analyzed by game theory. No cheating in real-life games, fraud is possible.
Cheating means not playing by the rules. If, when your chess rival is distracted, you
take your queen and put it on a better square, you are cheating. Game theory doesn’t
even acknowledge the being of cheating. We will learn how to win without cheating.
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9.2 Definition and Terms

9.2.1 Game Definition

Let’s define the tuple:

GT
�= 〈N , A, P, I, O〉

where:
GT—the game, which exist manly in two forms: Strategic (or Normal) games,

denoted by G, and Extensive games, denoted by �;
N—set of players. N = {1, 2, …, n} is a finite set. Every player is denoted by i;

the other n − 1 players or i’s opponents in some senses, denoted by −i; ∀ i, −i ∈ N;
A—the profile of action (or move) of the players. An action carried out by player

is a variable of his decision, which is denoted by ai. The set of Ai, i= {ai} is player’s
action set, i.e. the entire set of actions available to him. The ordered set ai = {ai}, i
∈ {1, 2,…, n}, is an action combination for each of the n players in a game. In the
action set, S is the strategy set (called strategies space) of the players. Strategy is the
rule to choose actions. The strategy space of player i, denoted by Si is the set of all
the strategies which player i can choose from.

P—payoff (or utility). A payoff is the value of the outcome to the players. It refers
to both actual payoff and expected payoff. Payoffs are based on benefits and costs of
actions and outcomes of each player. ui (si , s−1−) means player i ’s payoff function,
which is determined by the strategies chosen by himself and the other players;

I—information set. It is players’ knowledge about another player, such as the
characteristics, action profile, and payoff function in the game. If the payoff function
of every player is a common knowledge among all the players, then it is complete
information. Otherwise, it is called incomplete information. If the information is
complete and perfect, it means that the players know well the former process of the
game before he chooses his next move at each step. If the player who will choose his
next move does not know the prior processing of the game at some steps, it is called
complete but not perfect information;

O—outcomes of the game. An outcome is a strategy profile rusting from the
action/moves combination chosen by all the players at the end of a game;

E—equilibriumor equilibria. In the equilibrium, each of the players canmaximize
his payoff. s* = {s∗

1 , s
∗
2 , . . . s

∗
n } is a best strategy combination of the n players. For

player i,s∗
i is the player’s best response to the strategies specified for the n-1 other

players, i.e. ui
[
s∗
i − s∗

i

] ≥ ui
{
si − s∗

i

}
.

Generally speaking, the elements of game theory includes N—Players, A—
Action, P—Payoff, I—Information,O—Outcome, and E—Equilibrium, i.e., NAPI-
OE. NAPI are concertedly known as the rules of a game andOE are the game results.
The main task of constructing a game model is to define the rules (NAPI) in mathe-
matical language and get the solution from OE. The detailed GT can be referred by
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(Friedman 1998; Gibbons 1992; Kreps 1990; Straffin and Philip 1993; Gardner 1995;
Myerson 2013; Stahl 1999; Osborne 2004; Gintis 2001). Every player has different
strategies; however, the optimal strategy for an individual player is to maximize his
benefits by using the game rules; while the optimal strategy for the player of a society
as whole is to maximize the common welfare of the society through the rules. GT
models involve the following conditions and assumptions:

– Players in the game models are regarded as “intelligent and rational”. Rational
payer means that each player will choose an action or strategy which can maxi-
mize his expected utility given he thinks what action other players will choose.
Intelligent player means that each player understands the situation, and he knows
the fact that others are intelligent and rational;

– Each player considers not only his own knowledge and behavior but also others’
during pursuing exogenous aims;

– Each player has more than one choice or sequence (“plays”);
– All possible combinations of choices or plays result in a well-defined outcome:

win or lose, or mutual gains and losses.
– The players are aware of the rules of the game and the options of other players,

but they do not know the real decisions of other players in advance. Therefore,
every player has to choose options based on his assumption of what other player
will choose;

– Each player knows that his actions can affect the others, and the actions of others
affect him;

– Each player makes the best possible move, and he knows that his opponent is also
making the best possible move (Wei 2008).

9.3 Basic Principles and Logics

9.3.1 Game Theoretical Models

In the last years, game theoretical modelling is becoming an indispensable approach
to analyze, understand, and solve many water problems around the world. Like other
sciences, game GT itself is comprised of a collection of models. There are different
methods to classify these models. In general, they are summarized as follows:

– Binding agreements: non-cooperative and cooperative games;
– Numbers of players: single player game (decision problem), two-persons game

and multi-person game;
– Order of actions (moves): static and dynamic games;
– Elements of actions (moves) set: finite and infinite games;
– Sum of payoffs: zero-sum and non-zero-sum games;
– Information set: complete information and incomplete information games;
– Numbers of the same play in a game: one-shot game and repeated game (Wei

2008).
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9.3.2 Some More Definitions: Game, Play, Action

The entire collection of rules describes a game. A play is a sample of the game.
In specified situations, called positions, a player has done make a decision, called
a move or an action. This is not the same as a strategy. A strategy is a plan that
expresses to the player what move to choose in every feasible position. Rational
behavior is almost supposed for all players. That is, players have priority, beliefs
about the world (including the other players) and try to optimize their individual
payoffs. Besides, players are aware that other players are trying to maximize their
payoffs (Dinar and Hogarth 2015).

9.3.3 Game Classification

Game can be categorized according to several criteria, including:

Number of players

Usually there should bemore than one player.However, you can play roulette alone—
the casino doesn’t count as player since it doesn’t make any decisions. It collects or
gives out money. Most references on GT do not treat one-player games, but (Dinar
and Hogarth 2015) discuss one-player games provided they contain elements of
randomness.

Simultaneous or sequential play

In a simultaneous game, each player has just one move, and all movements are made
simultaneously. In a sequential game, it is forbidden two or more players move at
the same time, and players possibly have to move multiple times. Some games are
neither simultaneous nor sequential (Dinar and Hogarth 2015).

The game with random moves

Games possibly can contain random events which can influence its outcome. They
are called random moves (Dinar and Hogarth 2015).

Players with perfect information

A sequential game has perfect information if every player, when about to move,
knows all previous moves (Dinar and Hogarth 2015).

Players with complete information

This means that whole players are aware of the structure of the game. The order in
which the players move, all thinkable moves in every position, and the payoffs for all
outcomes. Actual world games generally do not have complete information. In our
games, we consider complete information in most cases, since games of incomplete
information are more difficult to analyze (Dinar and Hogarth 2015).
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Zero-sum game

Zero-sum games possess the property that the sum of the payoffs to the players equals
zero. A player can have a positive payoff just if the other has a negative payoff. Poker
and chess can be great examples of zero-sumgames.Actual-world games are scarcely
zero-sum (Dinar and Hogarth 2015).

Permitted communication

Sometimes the relationship between the players is allowed before the game starts
and between the moves and sometimes it is not (Dinar and Hogarth 2015).

The cooperative and non-cooperative game

Game theoreticalmodels are usually divided broadly into two branches, either nonco-
operative game or cooperative game. It does not mean that these two branches are
applied to analyze different kinds of games, but they are just two ways to view the
same game (Gibbons 1992; Wei 2008).

Even if players converse, the question is whether the results of the negotiations can
be performed. If not, a player can always move differently from what was promised
in the talks. Then the relationship is named “cheap talk.” A cooperative game is one
where the outcome of the negotiations can be put into a contract and be performed.
There should also be a method of distributing the payoff among the members of the
coalition (Dinar and Hogarth 2015).

Non-cooperative game can be defined from the following aspects:

– modelling the situation of lacking binding agreements;
– what actions (moves) that players can take;
– how players interact with each other to maximize individual welfares;
– solutions concepts: Nash equilibrium, sub-game perfect Nash Equilibrium,

Bayesian Nash Equilibrium and perfect Bayesian (sequential) Equilibrium;
– mainly stressing individual rationality, individual optimal strategies and payoff;
– the results may be efficient and maybe not (Wei 2008).

Cooperative game can be defined by:

– modelling the situation of binding agreements;
– what coalitions forms that players can use to maximize the collective welfare of

all the players;
– how the available total value split in a satisfactory way;
– most popular solution concepts include: the stable set, equity-based rule, the core

Shapley value, as well as the Nash bargaining solution;
– Stressing mainly collective rationality, efficiency and fairness;
– the results are usually social optimum (Wei 2008).

In summary, the non-cooperative and cooperative game theories are similar to the
positive and normative approaches that economists use. In economics, the positive
approach describes what the real world is, and it usually deals with analyzing and



9 Water Resource Management Aided by Game Theory 223

prediction. However, normative approach deals with what the world should be, and it
focuses on the methods to change the world. Moreover, noncooperative game theory
is a strategy-oriented game, and it studies what players expect to do and how they
do it. On the other hand, cooperative game theory establishes what the players can
achieve and how they can achieve it (Wei 2008).

9.3.4 Why Game Theory?

“Game theory is essentially the mathematical study of competition and cooperation.
It illustrates how strategic interactions among players result in overall outcomes with
respect to the preferences of those players.” The objective is to predict how people
behave, trying to achieve their goals while in conflict. It includes decision makers
(players) trying to outsmart one another by anticipating each other’s decision. The
game is resolved as a byproduct of the players’ decisions. The resolution of the
‘game’ leads to optimal decision making and describes the game’s outcome. The
application of GT in the industry could result in a revolutionary change in process
efficiency and optimality, saving significant amounts of the essential scarce resource
water.

9.3.4.1 GT Features

– Game theory creates a realistic simulation of stakeholders’ interest-based
behavior. The self-optimizing behavior of players and stakeholders often results
in non-cooperative behaviors, although cooperative competition could be a
win-win situation.

– The model can create planning, policy, and design insights that would be
unavailable from other traditional systems and engineering methods.

– Another advantage of GT over traditional methods is its ability to simulate
different aspects of the conflict, incorporate various characteristics of the problem,
and predict the possible resolutions in absence of quantitative payoff information.

– Often non-cooperative GT methods can help resolve the conflict based on the
qualitative knowledge about the players’ payoffs. This enables to handle the socio-
economic aspects of conflicts and planning, design, and policy problem when
quantitative information is not readily available available (Madani 2010; Jhawar
et al. 2018).

9.3.4.2 Challenges in Applying GT to Water Resource Management

– The complexity in the economics that comes with large-scale water resources
projects are challenging; the industry impacts different strata of the society and
varied geographical locations differently.
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– The unpredictability of natural and climatic conditions makes creating forecasts
even more challenging. However, the implications would be significant in extent
and variety.

– The large number of decision variables involved, stochastic nature of the inputs,
and multiple objectives makes this sector an obstacle course towards opti-
mality using the given model (Datta 2005). Therefore, we can see the rele-
vance, challenge, and important resource incorporating operations research into
the management of water resources (Jhawar et al. 2018).

9.4 Importance and Necessity of Game Theory

GT was established in 1944 with the publication of von Neumann and Morgen-
stern’s “Theory of Games and Economic Behavior” book, which mainly dealt with
quantitative game theory methods. After World War II, most scholars worked on
developing quantitative GT methods; this trend still persists today (Hipel and Obeidi
2005). Besides, over the years, GT applications have been developed for several
water sectors. Many researchers have attempted water conflict resolution in different
area of studies in a game-theoretic framework.

9.4.1 Application of Game Theory

9.4.1.1 Water Resource Management

Leoneti and Pires (2017a) conducted research which the main goal was to supply
a review of the literature from the field of decision sciences to the area of
water resource management.They discuss the application of multi-criteria methods,
including Analytical Hierarchy Process, Measuring Attractiveness by a Categor-
ical Based Evaluation Technique, Multi-attribute Utility Theory, Elimination and
Choice Translating Reality, Preference Ranking Organization Method for Enrich-
ment Evaluations, Technique for Order Preference by Similarity to Ideal Solution,
andGT, containing cooperative and non-cooperative bargaining games. Their numer-
ical results illustrate that, these techniques are useful for creation and comparison
of scenarios, decrease the time needed to achieve a solution for complicate prob-
lems containing a large number of criteria and agents. It besides shows the benefits
of creating greater transparency in the decision-making process, thus improve the
potential for a solution acceptable to all the parties involved. Although still little
explored, discussions of sanitation problems can and must be raised with the use of
techniques and methods of decision sciences, while multi-criteria and game theory
techniques are particularly suitable for this task.
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9.4.1.2 Water Resource Conflict of Interest

Varouchakis et al. (2018) in one study tried to help people who live in the city of
Chania, Greece, the resident have asked for a fairer tariff policy and represent the
purpose to save water under the performance of stricter measures. A two-person
zero-sum game was proposed, including a conflict of interest among the Munic-
ipal Enterprise for Water and Sewage of Chania (MEWS) (Player 1) and the city’s
near 108,000 residents (Player 2). Three scenarios for the gradual decrease for the
fixed charges and the continuous growth for volumetric charges were developed,
assuming various degrees of change in water use behavior by each consumption
block of consumers. The payoff matrices, for each scenario, incorporated two clear
cost strategies for Player 1, in terms of changing the current tariff policy, and four
clear cost strategies for Player 2, regarding the change in consumers’ behavior. The
optimal decision for both players, derived from the identification of the equilibrium
point, demonstrated that domesticwater consumptionmight be reduced by up to 4.6%
while maintaining the MEWS’s profit. The proposed model can provide a guide for
other similar applications.

Conflicts in Irrigation Area and Drainage Network

Gholami et al. (2017). In the study with the purpose of analyze and to provide
solutions for solving the conflicts in Sefidrud irrigation and drainage network the GT
approach was employed. For modeling and analysis of the conflict, Graph Model for
Conflict Resolution (GMCR) were used. After determining players and options and
inserting them into the model, 64 states were created in this conflict arena. Using
non-cooperative solution concepts with regard to prioritize strategies by decision-
makers, 4 situations were identified as equilibrium points. After the final analysis
of the strongest points of equilibrium, status quo and the base status form one of
the points of equilibrium. The other equilibrium point was situations that farmers
take alternative irrigation tout for the favorable situation in the future. Therefore, it
is essential to train farmers as a primary player and involve them in decisions and
to form water user associations to improve the condition of their participation in the
management of water resources. This would reduce the conflict using stability of the
resources.

Irrigation Water Conflict in Southeastern Brazil

Getirana and de Fátima Malta (2010) apply GT approaches to conflict among irriga-
tors among the Coqueiros Canal water users, located in the Campos dos Goytacazes
municipality, in the northern region of the State of Rio de Janeiro, and a canal in
Rio de Janeiro State in southeastern Brazil. The Graph Model for Conflict Resolu-
tion (GM-CR) tool, which is able to solve Non-Cooperative Games (NCG) based on
graph theory has been applied to efficiently solve such water resource dispute. The
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authors developed six scenarios pertaining to the decision makers, and their options
and strategies. Then they identified two possible roles for the managing institution:
(a) the conflict resolution managing institution takes into the account the fact that
it has no explicit preferences for any of the outcomes; (b) the managing institution
explicitly demonstrates preference for those scenarios and solutions that provide
more income taxes. The results suggest a solution to the conflict among the irriga-
tors, with the demand for irrigation water affecting the priorities in attaining possible
equilibria.

9.4.1.3 Relicensing Process with Bargaining Solutions

Madani (2011) developed a method based on Nash and Nash–Harsanyi bargaining
solutions to illustrate theFederalEnergyRegulatoryCommission (FERC) relicensing
process, in which owners of non-federal hydropower projects in the United States
must negotiate their suitable operations, with other interest groups (mainly environ-
mental). In this study, the connection of games to develop the possible solution range
and the “strategic loss” concept are considered, and a FERC relicensing bargaining
model is expanded for studying the bargaining stage (third stage) of the relicensing
process. According to the suggested solution method, how the lack of incentive
for cooperation results in a long delay in FERC relicensing in practice is explained.
Further, the potential impacts of climate change on the FERC relicensing are express,
and how climate change may provide an incentive for collaboration between the
parties to hasten the relicensing is discussed. An “adaptive FERC license” frame-
work is proposed, according to cooperative game theory, to increase the efficiency
and competitivity of the system to future changes with no cost to the FERC in the
meat uncertainty about future hydrological and ecological conditions.

9.4.1.4 Multiple-Reservoir Cooperation in Hydropower System
in China

In a methodology namely Progress Optimality Algorithm based on Discrete Differ-
ential Dynamic Programming (POA-DDDP) and implemented by the Multidimen-
sional Search Algorithm (PDMSA) combined to game theory is proposed to address
the challenge of fairly allocate the incremental benefits of cooperation among all
hydropower plants participants/players. In this study, The PDMSA expands to define
optimal operation decisions, obtaining a multi-yearly average earning under all
feasible coalitions of plants. Then, the collaboration benefit can be correctly calcu-
lated based on the differences of generation production revenue among various
alliances. In addition, the game-theoretic Shapley method is used to discover the
suitable share of each plan cooperator from overall cooperation benefits. The coop-
erative core based on a set of necessary conditions helps to choose a possible, stable
allocation plan, while their stability is evaluated by the propensity to disrupt (PTD).
The proposed methodology is used to a multiple-reservoir hydropower system on



9 Water Resource Management Aided by Game Theory 227

the Lancang River, which is one of 14 largest hydropower bases in China. This case
illustrates that the method provides the most stable incremental allocation project by
comparison with different generally used methods.

9.4.2 An Overview to Studies, Applying Game Theory
Approach in Water-Resources Systems

Publications dealing with Game theory have covered several domains of water-
resources systems. We can categories these studies into eleven typologies that mark
an essential contribution to the literature in the last fifty years, such as Urban water
supply and sanitation (Barreiro-Gomez et al. 2017; Leoneti and Pires 2017b; An
et al. 2018; Zarei et al. 2019a; Goksu et al. 2019; Chhipi-Shrestha et al. 2019).
Irrigation (Omidvar et al. 2016; Xing and Yuan 2017; Mukherjee 2017; Chhipi-
Shrestha et al. 2019; Ristić and Madani 2019; Hone et al. 2020). Hydro-electric
power (Gately 1974a, b; Anderson 2016; García Mazo et al. 2020). Water pollu-
tion control (Adhami and Sadeghi 2016; Guo 2016; Shi et al. 2016; Yong et al. 2017;
Xu et al. 2017;William et al. 2017; Zhang et al. 2019; Hu et al. 2019).Groundwater
(Huang et al. 2016; Gao et al. 2017; López-Corona et al. 2018; Tian and Wu 2019;
Tian and Wu 2019; Ghadimi and Ketabchi 2019; Nazari and Ahmadi 2019; Nazari
et al. 2020).Allocation issues (Xiao et al. 2016; Shi et al. 2016; Oftadeh et al. 2017;
Yuan et al. 2017; Han et al. 2018; Degefu et al. 2016; Zarei et al. 2019a). Inter-
national/transboundary water (Menga 2016; Li et al. 2016, 2019; Fu et al. 2018;
Khachaturyan and Schoengold 2019; Zhang et al. 2019; Tayia 2019; Zeng et al. 2019;
Janjua and Hassan 2020).Water conflict and negotiations (Mehrparvar et al. 2016;
Zomorodian et al. 2017; Oftadeh et al. 2017; Zanjanian et al. 2018; Mogomotsi et al.
2019; Zeng et al. 2019; Yu et al. 2019).Water and ecological systems (Dinar et al.
2013; Hachoł et al. 2019). Watershed management and regulation/river basin
planning (Girard et al. 2016; Hui et al. 2016; Jeong et al. 2018a; Rahmoun and
Rahmoun 2019; Andik and Niksokhan 2020; Lee et al. 2020; Adhami et al. 2020;
Janssen et al. 2020). Multipurpose water projects (Kahil et al. 2016; Jeong et al.
2018b; Alahdin et al. 2018; Alaghbandrad and Hammad 2018; Zarei et al. 2019b;
Chhipi-Shrestha et al. 2019).
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9.5 Methodology

9.5.1 Game Theory Approach in Water Resources
Management

Game theory began as applied mathematics and microeconomic theory, but it serves
here as a modelling approach to manage water resources. The questions arose in the
game modelling of water resources management are as follows:

– What kind(s) of the game (games) can water resources management be modeled
as? In other words, what kind(s) of the game (games) is (are) involved in water
resources management? Can the rational choices of multi-stakeholders be trans-
lated into a mathematical or/and economic problems? Can the rational outcome
be as the “solution” to the game?

– How to translate a case of water resourcesmanagement into a game inmathematic
or/and economic language? In details, what is (are) the player(s)? What are the
strategies available to each player? What is payoff that each player can obtain
from the combination of strategies chosen by the players? what methods can be
used to solve for the Nash Equilibria of strategies?

– What is the strategy space? In which condition does a player use pure strategies
or mixed strategies? How to choose dominated strategy (strategies)?

– What does it mean complete and incomplete information in the games of water
resources management? What uncertainties or risks are there in a game of water
resources management? How to predict them?

– How to value the problems and benefits in payoff terms? How to value the payoff
and make right decisions? If the game is cooperative one, how to divide the joint
payoff? (Wei 2008).

9.5.2 Types of Games

From the game theoretical point of view, there are full of games in human society and
nature. Figure 9.1 depicts the nature and human society from a game point of view,
and each interacting and interdependent group or/and individual can be modelled as
game(s). For examples, the game can be between human and rain, rivers, lakes and
animals, and between animals and animals, plants and plants, animals, plants and
their habitats, human and human, and so on (Wei 2008).

The game components/elements for Fig. 9.1 could define as:
N (set of players), In this picture according to each game, could be different, for

example in HH-G it can be several countries, people, company, etc. In NN-G it is
different species of animals in front of each other, river and animal, rain, animal, and,
…. InHN-GTheplayers are human-rain, human-force, human-water, human-animal,
etc.
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HH-G HN-GNN-G

Fig. 9.1 Nature and human society from a game theoretical perspective (Wei 2008)

A (the profile of action (or move) of the players). For example, in HH-G, It can
the way two countries treat each other, respectfully, aggressive, and so on. Or in HN-
G, between human and groundwater resources, the action of humans is excessive,
improper use of groundwater sources, land subsidence is nature’s action. In NN-G,
for example, hunting is an action for a predator, and camouflaging is an action of
prey.

I (information set) is player knowledge about another player. For example, infor-
mation which two countries have from each other, or The knowledge that prey and
predator have from each other, in the subject of characteristics, action profile, and
payoff function in the game.

O (outcomes of the game), In HH-G in two countries game, it can result in a loser
country. Become a colony of another country or in NN-G; it can be a Successful
predator to prey or escape prey from and reduce the number of one of them due to
lack of food or hunting.

Vrieze (1995) classified environmental games in two ways: society’s game and
game of exhaustion, while (Kelly 2003) classified into games of skill, games of
chance and games of strategy. In this study, the games involved in water or other
nature resources management is classified into the following three kinds:

HH-G: Human and human games, the games played among human beings,
including different countries, world regions, or areas within regions;
HN-G: Human and nature games, the games played between human beings and
the nature;
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NN-G: Nature and nature games, the games in nature itself (Wei 2008).

In definition, HH games are similar to society’s game and games of strategy, and
HN games are similar to the game of exhaustion and the combination of games of
chance and games of skill. HN game is a close relative of decision theory. Parson
and Wooldridge (2002) stated that decision theory could be considered to be the
study of games against nature, where nature acts randomly. In the literature of game
theory, nature usually is regarded as a pseudo player entering the game. Some people
maybe do not believe that nature can be players because they cannot move. However,
there are so many examples to show that nature really moves and strict back when
humans use it improperly, such as pollution, the greenhouse effect, and so on. If so,
the question is what their strategies and payoffs are since they are players. For the
NN games, there are very few studies comparing with the former two kinds. Smith
(1982) analyzed the NN games in his book Evolution and Theory of Games (Wei
2008).

9.5.3 A Game Theoretical Approach to Solve Conflicts

The question is how to construct a game model. Figure 9.2 depicts the process of
using game theoretical approach to solve conflicts. Generally speaking, the process
of game theoretical modeling approach can be divided into four steps (Wei 2008).

Step 1: Defining the game

Defining the players
Defining their payoff functions ƒ
Defining their moves (strategies)
Defining information set

Step 2: Setting up game models

Non-cooperative game models
Cooperative game models

Step 3: Analyzing the game models

Getting the possible game outcomes
Comparing these outcomes

Step 4: Solving the game

Getting the equilibrium of non-cooperative games
Getting the trade-off point to share the benefit obtained from cooperative games.

This flow can be shortly summarized into the following questions:
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Fig. 9.2 General flow chart of game theoretic approach to solve conflicts (Wei 2008)

– Who involves in the conflict?
– What are their actions (strategies)?
– How to form the payoff function of each player?
– How does every player know the payoff function of others?
– Is the game one-time game, continuous game, finite game or infinite one?
– How to compute the equilibrium/equilibria of the game(s) in the case of a

noncooperative game?
– Is every player better off if he cooperates with others?
– How to deal with the amount of benefit derived from cooperative games among

the players? (Wei 2008).
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9.5.4 Useful Definitions on GT Applied to Water Resources
Conflicts

In a water conflict, several interest groups or persons can be modeled as decision-
makers (players), where each decision-maker can make choices unilaterally, and
the combined decisions of all players together determine the possible outcomes of
the conflict. Instead of unilaterally moving, decision-makers also may decide to
cooperate or form coalitions leading to Pareto-optimal outcomes. GT techniques
create an efficient and accurate language for discussing specific water conflicts. A
systematic study of a strategic water dispute provides insights about how the conflict
can be better resolved and may suggest innovative solutions. Many researchers have
attempted water conflict resolution using a game-theoretic framework. We provide a
menu of several water resource allocation schemes available in the literature. In the
next subsections, we provide a theory review behind each of these allocation schemes
by visiting the sources provided for each resource allocation scheme. While we use
cost allocation schemes, the reader can convert them very easily to benefit/profit
allocation schemes as well. The examples are taken from (Dinar and Howitt 1997)
and (Kreps 1990).

InMehrparvar et al. (2016), cooperative game theory (CGT) approacheswere used
to water allocation in a river basin with attention to equity benefit shares between
stakeholders. Firstly, to allocate water between competing users, an optimization
model is developed based on the containing industrial, agricultural, and environ-
mental users and their economic objectives. The model is elaborated to determine
water shares for different likely coalitions amongwater users. Then,CGTapproaches,
including Shapely, Nucleolus, and Nash-Harsanyi methods, were used for reallo-
cating net profits to the users as a solution to encourage them to participate in
equitable cooperation. Then, the results from different game-theoretic approaches
are evaluated by using the stability index and voting methods, such as social choice
and fallback bargaining. This study was proceeded in the Zayandehrood River basin
located in Iran, which struggles with water scarcity. The different CGT approaches
applied to two predefined real-life scenarios in the basin under study, and their perfor-
mance have been investigated. The results indicate the proper performance of both
Nash-Harsanyi and Shapely methods for pessimist and optimistic scenarios, respec-
tively. It is also found that the application of the proposed methodology effectively
increases the users’ benefits in the study region through optimal water allocation and
reallocation of benefits.

9.5.5 Non-GT Cost Allocation Schemes Used in GT Studies

There are a wide variety of cost allocation schemes for joint operation of facilities
proposed in the accounting and engineering literature (Biddle and Steinberg 1985)
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and (Alchian 1965), providing a comprehensive review, from which we use three
main types:

– an engineering approach where the cost allocation is proportional to the physical
use of the facility;

– marginal cost analysis based on economic efficiency principles;
– the separable cost remaining benefit (SCRB) principle, where the allocation of

the fixed investment is based on an equitable division of the cost.

In the following subsection, the terms “player” and “user” are used interchange-
ably (Dinar and Hogarth 2015).

9.5.5.1 Resource Allocation Based on Pollution Generation

This water resource allocation scheme simply suggests that each user of the joint
facility will be charged in proportion to the services the facility provides for this
player (e.g., volume of pollution it generates that is treated in the joint facility). In
summary, the cost allocated to user j is:

Pj = f N .
q j∑
i∈N qi

where, f N is cost of the joint facility and q j is the quantity of pollution generated
by user j. This scheme allocates all of the joint cost among all N users (Dinar and
Hogarth 2015).

9.5.5.2 Allocation Based on Marginal Cost

The allocation based on the marginal cost of the joint facility takes into account
marginal quantities generated by each potential user. Since economies of scale in
the joint cost function exist, the revenues generated by this allocation scheme will
not cover the total cost. Therefore, an additional procedure is necessary to account
for the remaining uncovered costs. Usually, this can be done using any proportional
rule, such as pollution volume, or volume of production. The allocation in terms of
joint cost for the j-th user is defined as:

b j =
⎧
⎨

⎩
∂ f N

∂q j
+ f N

⎡

⎣1 −
∑

i ∫ N

∂ f N

∂qi

⎤

⎦

⎫
⎬

⎭
q j∑
i ∫ N qi
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where q j is the quantity of pollution generated by j-th user; ∂fN

∂q j
is the marginal cost

associated with the use of user j; and f N [1 − ∑
i ∫ N

∂ f N

∂qi
] is the remaining uncovered

cost, which is now included in the allocation scheme (Dinar and Hogarth 2015).

9.5.6 Separable Cost Remaining Benefit (SCRB)

The separable cost of user J ∈ N is the incremental cost:

m j = f N − f N−{ j}.

The alternate cost for j is the cost f { j} it bearswhile acting alone, and the remaining
benefit to j (after deducting the separable cost) is r j = f { j} −m j . The SCRB assigns
the joint cost according to:

k j = m j + r j∑
i∈N ri

{

f N −
∑

i∈N
mi

}+
.

where the operator {x} + = max{0, x}. In other words, each user pays their sepa-
rable cost m j , while the “non-separable costs” f N − ∑

j∈N m j are then allocated
in proportion to the remaining benefits, assuming that all remaining benefits r j are
nonnegative for each player (Dinar and Hogarth 2015).

9.5.6.1 Game Theory Cost Allocation Solutions

Given the initial conditions of voluntary collective action, and the prior establishment
of independent resource management institutions among the users (a region, river
basin, etc.), the problemof allocating the joint costs of a jointwater facility (jointwell,
treatment facility, reservoirs, hydropower generation) is modeled as a game among
the players. Based on the empirical situation, it can be assumed that institutional
regulations facing the players are already in place and that the players agree to
consider them. If a player chooses not to cooperate (not to participate in the investment
and the operation of a joint facility), it faces a certain outcome resulting from the
operationof a private facility or alternativemeasures needed tomeet the regulations. If
the players choose to cooperate, they may benefit from economies of scale embodied
in the larger capacity of the joint facilitywith lower average treatment costs compared
to the cost in private actions. Some players may cooperate while others may choose
not to cooperate, depending on the degree to which they can reduce their cost under
cooperation. As a result, the larger the economies of scale, the bigger the incentive
for cooperation. the following is based (Martin Shubik 1982a, b, c; Shubik 1982a;
Shapley 1952). Let N be the set of all players in the region, S (S ⊆ N), the set of all



9 Water Resource Management Aided by Game Theory 235

feasible coalitions in the game, and s (s ∈ S) a feasible coalition in the game. The
non-cooperative coalitions are {j}, j = 1, 2, …, n, and the grand coalition is {N}.

Assuming that the players’ objective is to minimize their cost, let f s be the cost of
coalition s, and f { j} be the cost of the j-th member in non-cooperation. A necessary
condition for regional cooperation is that the joint cost will be less than the sum of
the individual costs:

f s ≤
∑

j∈S
f { j},∀s ∈ S ⊆ N.

The joint savings that are allocated among the players are defined simply by

∑

j∈S
f { j} − f {s} ≥ 0,∀s ∈ S ⊆ N.

The above inequality canbe interpreted as a cooperative game,with side payments,
and can be described in terms of a characteristic function. The value of a characteristic
function for any coalition expresses the coalition expenses, or profit, in the case of a
benefit game:

ϑ(s) = f s,∀s ∈ s ⊆ N :

for details, see (Owen, n.d.).
We will consider four GT allocation schemes that have been widely used in

water resources: the Core, the Shapley Value, the Nucleolus, and the Nash–Harsanyi
allocation schemes (Dinar and Hogarth 2015).

9.5.6.2 The Core Allocation Scheme

The Core of an n player-cooperative game in the characteristic function form is a set
of game allocation increasing that is not dominated by any other allocation set. The
Core game theory (CGT) provides a locus for the maximum (or minimum in terms
of cost) allocation each player may request. In this respect, it is an overall solution
for several allocation schemes that are contained within the Core. The CGT scheme
fulfills requirements for individual and group rationality, and for joint efficiency
(Martin. Shubik 1982b).

CGT scheme is conducted under the assumption that the players in the game are
economically rational. This means that the decision of each player to join a given
coalition is voluntary, and it is based on the minimal cost they bear by joining that
coalition.1 Let ωj be the j-th Core player allocation for the cost from the game. In
case of a cost allocation game, the CGT equations can be defined as:

1In a benefit game it is the incremental benefit that such players gain.
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ωi ≤ ϑ({ j}),∀ j ∈ N ,

∑

j∈s
ωi ≤ ϑ({s}),∀s ∈ S,

∑

j∈N
ωi = ϑ(N ).

The first inequality in the CGT resource allocation scheme fulfills the conditions
for individual rationality, i.e., the cooperative solution for each player is preferred
to the non-cooperation case. The second inequality fulfills the group rationality
conditions, meaning that the cooperative allocation to any combination of players
is preferred regarding any allocation in any sub-coalition the player could establish.
The third inequality fulfills the efficiency condition, which is the joint cost to be fully
covered by the grand coalition participants. The system of these three inequalities
has more than one allocation solution. A method of calculating the extreme points of
the Core (Shapley 1971) provides the incremental contributions of each player when
joining any existing coalition, and assigns these contributions to that player. Thus,
having a non-empty Core allocation for a cooperative game provides the necessary
condition for a solution that will be acceptable to the players (Dinar and Hogarth
2015).

9.5.6.3 The Nucleolus Allocation Scheme

The Nucleolus (Schmeidler 1969a) is a single point solution that always exists (if
the Core is non-empty) and minimizes the dissatisfaction of the most dissatisfied
coalition. To obtain the Nucleolus, we define the ε-core of the game to be the set
of allocations that would be in the Core if each coalition given a subsidy at the
same level of ε. By varying ε one finds the smallest non-empty ε-core, namely the
least Core. The least Core is the intersection of all ε-cores. The least Core for a cost
allocation game satisfies:

minimize ε

s.t.
∑

j∈N
ω j ≤ v(s) + ε,∀s ⊆ S

∑

j∈N
ω j = v(N ),

ε≤
>0.
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The solution to the minimization problem above may provide the Nucleolus (as
a single solution) but it may also provide several individual cost allocations ωj for
the same value of ε for each coalition s. In this case, we define the excess function
e(ε, s) for each s, that measures how much less a coalition costs to act alone, and in
a lexicographical process (Schmeidler 1969b) obtain the Nucleolus, for which the
value of the smallest excess e(ε, s) is as large as possible. The interpretation of ε is
interesting. It can be used as a tax or a subsidy to change the size of the Core. If
the Core is empty, then e (ε < 0) is an “organizational fee” for the players in sub-
coalitions, causing them to prefer the grand coalition. If the Core is too big, ε might
reduce it (ε > 0) by subsidizing sub-coalitions. The Nucleolus is always in the Core
if it exists (Dinar and Hogarth 2015).

9.5.6.4 The Shapley Value Allocation Scheme

The Shapley Value (Shapley 1952) resource allocation scheme allocates θj to each
player based on the weighted average of their contributions to all possible coali-
tions and sequences. In the calculation of the Shapley Value, an equal probability is
assigned to the formation of any coalition of the same size, assuming all possible
sequences of formation. The Shapley value can be calculated as (Dinar and Hogarth
2015):

θ j =
∑

s⊆Sj∈s

(n − |s|)!(|s| − 1)!
n! [v(s) − v(s − { j})],∀ j ∈ N ,

where n is the number of players in the game, |s| is the number ofmembers in coalition
s, i.e., the cardinality of the subset s; the function v(.) is a characteristic function. It
mean that, if s is a coalition of players, then v(s) representing theworth of coalition s,
describes the total expected sum of payoffs of the members of S; indeed, the payoffs
maximization can be obtained by cooperation (Dinar and Hogarth 2015).

9.5.6.5 The Nash–Harsanyi (N–H) Allocation Scheme

The N–H Solution (Harsanyi 1958; Dinar and Hogarth 2015) for an n-person
bargaining game is a modification of the 2-player Nash Solution (Nash 1953). This
solution concept maximizes the product of the grand coalition members’ additional
utilities (income or savings) from cooperation compared to the non-cooperation case,
subject to Core conditions, by equating the utility gains of all players. The N–H solu-
tion satisfies the Nash axioms (Nash 1953); it is unique and it is contained in the
Core (if it exists). The solution might provide unfair allocations if there are big utility
differences between the players, e.g., very rich player and very poor player.

The N–H solution for the j-th player, hj, is calculated as:
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maximize
∏

j∈N

(
f j − h j

)

s.t.h j = f N ,∀ j ⊆ N ,

∑

jεs

h j ≤ f s, ∀ s ⊆ S,

∑

jεN

h j = f N

where h j is the N–H allocation that satisfies efficiency and individual rationality
conditions.

The fulfillment of the Core conditions for an allocation scheme is a necessary
condition for its acceptability by the players. Thus, solutions not included in the Core
are also not stable. Although an allocation scheme may fulfill the Core requirements
for the regional game, it still may not be accepted by some players that might view
it as relatively unfair compared to another allocation. Allocations that are viewed
as unfair by some players are less stable. Some players might threaten to leave the
grand coalition and form sub-coalitions because of their critical situation in the grand
coalition. The consistency of any solution is essential given the existence of constants
investments, and amore fix solutionmight be preferred even if it is harder to perform.
We do not discuss coalitional stability here. The reader is referred for more reading to
accessing (Shapley and Shubik 1954) and (Loehman et al. 1979), who used ameasure
of power in voting games. This power index is also used in (Williams 1988). Another
measure of stability was introduced in (Dermot Gately 1974b) as the “propensity to
disrupt” the grand coalition and was modified and applied considering N > 3 by
(Straffin and Heaney 1981) to the case of the Tennessee Valley (Dinar and Hogarth
2015).

9.5.7 A Strategy for Water Resources Management Using
Game Theory

For water resources management using GT approach on a river basin scale, mainly
includes three important steps (Fig. 9.3), as follows:

(1) First important step is to decompose the river system and define the conflicting
areas and/or bodies. After the players are defined, their moves (or action) and
strategies, as well as their information set, and their payoff function can be
defined.

(2) In the second step is defined how each player optimizes water quantity in order
to maximize his payoff. Rather, this step includes the socio-macroeconomic
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Fig. 9.3 A strategy for water resources management using game theory (Wei 2008)

predictions,2 water supply and water demand predictions for different players,
wasting water and pollutants predictions discarded by different players, as well
as the cost of each player investment to treat his sewage. Step 2 is the benefiting
process in which each player usually maximizes the output values per unit water
(Wei 2008).

(3) Third step is to optimize water quality so that every player can maximize his
payoff. This step consists of setting upmodels of pollutant capability in different

2Such as population, GDP, output values of agriculture and industry and the net incomes of
household.
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river sections, predicting each player’s ability to reduce wasting water discharge
and treat water pollution, while setting a target for water quality or water quality
standard. In this step each player decides if they impose cost to reducewaste. The
rational players will make planning by calculating the benefits and costs. From
an economic point of view, waste production or pollution is public good or bad.
In the non-cooperative situation, each player usually cut thewaste treatment cost
because he can freeride on other players’ achievement of waste reduction. If all
the players choose the strategies of free riding, equilibrium of prisoner dilemma
will be reached. In the cooperative situation, the players will maximize their
welfare by efficient water use (Wei 2008).

9.6 Practical Examples

9.6.1 Cooperative Water Allocation: A Cooperative GT
Approach

Water allocation is essentially a practice in allocating available water to different
demanding users. Water allocations merely based on a water rights approach, always
do not make efficient use of water for the whole river basin. Meanwhile, an economy.
Efficient water allocation plan cannot be well implemented if the involved partici-
pants or stakeholders do not regard it as being fair. in the study which is done by
(Wang 2003), an equitable and efficient cooperative allocation approach had been
proposed to solve water allocation problems in two steps. Water rights are initially
allocated to water stakeholders and users based on existing water rights systems or
agreements, and then the water had been reallocated to achieve efficient use of water
through water transfers. The associated net benefit reallocation had been carried out
by the application of cooperative game theory. The integrated cooperative water allo-
cation modeling approach had been designed to promote and guide equitable water
transfers and cooperation of relevant stakeholders to achieve optimally economic
and environmental values of water, subject to hydrological and other constraints. A
cooperative game theoretic approach which is proposed to solve water allocation
problems is in two steps (Wang 2003):

(1) initial water rights allocation to water consumer or stakeholders based on
existing water rights systems or agreements

(2) reallocation of water to achieve efficient consumption of water by water
transfers.

A rational example is utilized to show the effectiveness and potential benefit of
this approach.
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9.6.1.1 Initial Water Rights Allocation

Generalized transboundarywater allocation principles for sharing thewater resources
of international river basins between countries include:

(1) absolute sovereignty,
(2) absolute riverine integrity,
(3) limited territorial sovereignty
(4) economic criteria (Dinar and Wolf 1994; Wang 2003).

The seemingly fair and simple principles or guidelines of reasonable and equitable
use are difficult to be applied in practice, especially for an inter-country river basin.
Measurable criteria and models for water allocation need to be constructed and used
to achieve fair apportionment of water (Seyam et al. 2000; Van Der Zaag et al. 2002).

In a water allocation problem, resource users have heterogeneities arising from
physical resource characteristics, users’ technologies and skill levels, and institu-
tional arrangements. An institution can cause heterogeneities in pricing, property
rights and political power (Schlager and Resource, n.d.).The water rights are allo-
cated according to a legal intra-countrywater rights systemandwater policies or inter-
country agreements before moving to the second gaming stage of the cooperative
water allocation model (Wang 2003).

9.6.1.2 Cooperative Water Allocation Game

Recall that N = {1, 2, . . . , n} is the set of water stakeholders or players competing
for water allocations in the concerned river basin or sub-watershed, and i N a typical
stakeholder. A group of stakeholders SN entering a cooperative agreement and
working together is called a coalition. N itself is called the grand coalition, the
coalition consisting of all stakeholders (Wang 2003).

A coalition structure is a partition π = {s1, s2, . . . , sm } of the n stakeholders,
in which ∪m

i si = N and for all i �= j, Si − Sj = ∅. For a game with n players,
2n coalitions are possible, or 2n − 1 if the null coalition is excluded. The expres-
sion v(S) is used to represent the aggregate payoff to the members of coalition S,
while the payoffs to individual stakeholders acting in isolation are represented as
v({1}), v({2}), . . . , v({n}). In a cooperative water allocation game, the generic nota-
tions of payoffs v({i}) and v(S) are interpreted specifically as the net benefits by the
following definitions. The payoff v({i}) of a stakeholder i is the maximum total net
benefit N B(i) that stakeholder i can gain based on its water rights over the entire
planning period, subject to not decreasing the water flows and not increasing the
pollutant concentrations in the flows to other stakeholders. Thus, the payoff v({i}) is
normally greater than the total net benefit N B(i) gained with the initial water rights
since there is additional value for the internal cooperation among the uses and users
within stakeholder i (Wang 2003). Thus, the payoff v({i}) optimization problem can
be formulated as the maximization problem of the total net benefit (NB) subject to
the water balance and hydrological constraints:



242 I. Yoosefdoost et al.

ϑ({i}) = maximizeN B(i) =
∑

t∈T
N Bi,t =

∑

t∈T

∑

j∈Ui

N Bi, j,t

s.t.Q(k, j, t) ≥ QR(K , j, t),∀k ∈ V,∀ j ∈ U and j /∈ Ui

S( j, t) ≥ SR( j, t),∀k ∈ V,∀ j ∈ RES and j /∈ Ui

Cp(k, j, t) ≥ CPR(K , j, t),∀k ∈ V,∀ j ∈ U and j /∈ Ui

Cp( j, t) ≥ CPR( j, t),∀k ∈ V,∀ j ∈ RES and j /∈ Ui

where, RES is the set of reservoirs.
Moreover, the payoff v(S) of a coalition S is themaximum total net benefit N B(S)

that coalition S can gain based on coalition members’ water rights over the entire
planning period, subject to not decreasing the water flows and not increasing the
pollutant concentrations in the flows to other stakeholders not taking part in coalition
S (Wang 2003). This total net benefit maximization from coalition S subject to the
water balance and hydrological constraints can be formulated as:

ϑ(S) = maximize NB(S) =
∑

i∈T

∑

i∈s
N Bi,t =

∑

t∈T

∑

i∈s

∑

j∈Ui

N Bi, j,t

s.t.Q(k, j, t) ≥ QR(K , j, t),∀k ∈ V,∀ j ∈ U and j /∈ Us

S( j, t) ≥ SR( j, t),∀k ∈ V,∀ j ∈ RES and j /∈ Us

Cp(k, j, t) ≥ CPR(K , j, t),∀k ∈ V,∀ j ∈ U and j /∈ Uis

Cp( j, t) ≥ CPR( j, t),∀k ∈ V,∀ j ∈ RES and j /∈ Uis

where, US = −
i∈S

Ui , and N Bi, j,t is the net benefit function of stakeholder i ′ s water
demand node j during time step t, given by:

N Bi, j,t = fi, j,t Q(k1, j, t),CP(k1, j, t), S( j, t),CP( j, t),

Q( j, k2, t),C( j, k2, t), (k1, j) ∈ A, ( j, k2)

The net benefit function and cost function for demand node j is determined by:

fi, j,t (.) = Bi. j,t (.) − Ci. j,t (.),
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where Bi. j,t (.), andCi. j,t (.) is the benefit function and cost function for demand node
j, respectively.

Notice that fi, j,t (.) can be estimated from historical data statistics and simu-
lation or obtained through optimization with control variables such as use type,
area, user’s technology and skill level, price, and other economic and policy factors.
Note that in the latter case, Q(k1, j, t),CP(k1, j, t), S( j, t),CP( j, t), Q( j, k2, t),
and C( j, k2, t) are the control variables deployed in searching for v(S), as well as
parameters in searching for the optimal value of fi, j,t (.) (Wang 2003).

A “solution” to a game is a vector of the payoffs received by each stakeholder.
This payoff or reward vector after a trade can be written as x = {x1, x2, . . . , xn}.
This trade process to achieve a cooperative water allocation under certain water
balance and hydrological constraints is essentially a cooperative water allocation
game. The payoff vector is called an imputation to the cooperative game, and meets
the conditions of individual rationality, group rationality and joint efficiency (Young
et al. 1982; Tisdell and Harrison 1992; Wang 2003), i.e.:

Individual rationality: xi ≥ υ({i})
Group rationality:

∑
i∈S xi ≥ ϑ(S)

Joint efficiency:
∑

i∈N xi = ϑ(N )

Let x(S) = ∑
i∈S xi , then the above three conditions can be reduced to:

Individual and group rationality: x(S)(S), for all S ⊂ N
Joint efficiency: x(N ) = υ(N )

The set of reward payoff vectors that satisfy the conditions of individual rationality,
group rationality and joint efficiency forms the core of a cooperative game. The core
of a cooperative game may not always exist. If it exists, there is no guarantee that it
has a unique feasible solution. Core-based and non-core-based resource allocation
concepts may be applied to reduce it to a unique one (Dinar et al. 1986). Nucleolus
and related solutions are listed in Table 9.1. The nucleolus minimizes the maximum
excess e(S, X) = v(S) − x(S) of any coalition S lexicographically (Schmeidler
1969a; Wang 2003):

Table 9.1 Nucleolus and related solutions (Wang 2003)

Solution concepts Net benefit excess Individual and group rationalities

Nucleolus e = v(S) − x(S) min e
Subject to
x(S) + e ≥ e = v(S) for all S ⊂ N

Nucleolus ew = (v(S) − x(S))
/
|S| min ew

Subject to
x(S) + ew|S| ≥ v(S) for all S ⊂ N

Proportion nucleolus eP = (v(S) − x(S))
/
v(S) min eP

Subject to
x(S) + ePv(S) ≥ v(S) for all S ⊂ N

Normalized nucleolus en = (v(S) − x(S))
/
x(S) min en

Subject to
x(S) + (1 + en) ≥ v(S) for all S ⊂ N
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minimize v(S) −
∑

i∈S xi

s.t. : x(S) + e ≥ υ(S) for all S ⊂ N

x(N ) = v(S)

Application of this optimizing algorithm narrows the core solution space. Succes-
sive applications of the algorithm involve setting aside coalitions for which e(S, X)

equals the critical excess ecrit value found at each step and running the optimization
program for remaining coalitions. Each iteration further constrains the solution space
until a unique point is ultimately reached. The excess e can be interpreted as subsi-
dies (e ≥ 0) or tax (e < 0) to the water stakeholders. The weak nucleolus concept
(Young et al. 1982) replaces the excess e by the average excess eavg.

Proportional nucleolus (Young et al. 1982) replaces excess e by the ratio of excess
to net benefit of coalition S; while the normalized nucleolus replaces excess e with
the ratio of excess to imputation of coalition S. The nucleolus and related variation
approaches can reduce or expand the core to obtain a unique solution in both cases of
large core and empty core (Dinar et al. 1986). Applying the Shapley value solution
concept, each stakeholder’s reward or value to the game should be equal a weighted
average of the contributions the stakeholder makes to each coalition of which he or
she is a member. The weighting depends on the number of total stakeholders and the
number of stakeholders in each coalition. The Shapley value gives the payoff to the
i-th stakeholder such that (Shapley 1971; Wang 2003):

Xi =
∑

S ⊆ N
i ∈ s

((|S| − 1)!(|N | − |S|)!
|N |! [V(S) − V(S) − {i}]

=
n∑

s=1

((s − 1)!(n − s)!)
n! [v(s) − v(s − {i}], for all i ∈ N

where |S| is the cardinality of coalition S.
By using the above description, a two-step cooperative water allocation approach

can be formulated, which consists of an initial water rights allocation and a cooper-
ative water reallocation game. Water rights are initially allocated based on existing
water rights systems or agreements, while the cooperative water reallocation game
is formulated by using net benefits as a stakeholder’s payoff. The cooperative water
reallocation game can be solved by solution concepts such as the nucleolus, weak
nucleolus, proportional nucleolus, normalized nucleolus and Shapley value. Since
the model performs initial water rights allocation and subsequent reallocation based
on existing water rights systems or agreements, and it utilizes the node-link river
basin network, water balance and hydrological constraints, with a time step length
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of �t during a planning period, the model realistically takes into account knowl-
edge and sub-models from hydrology, economics and cooperative GT. This makes
it possible to reach fair and efficient water allocation among competing uses with
multiple stakeholders in an operational way. The methodology can be applied to an
entire river basin or a sub-watershed (Wang 2003).

9.6.2 Water Costs Allocation in Complex Systems Using
a Cooperative GT

Sechi et al. (2013) present a methodology to allocate water service charges in a water
resource system between several users that attempts to fulfill theWFD requirements.
The method is according to Cooperative Game Theory (CGT) techniques, while
the related characteristic function definition deploys a mathematical optimization
approach. The CGT provides the facilities that are essential to analyze condition
that needs a cost-sharing rule. The CGT approach can describe efficient and fair
solutions that supply the appropriate incentives between the parties involved. So, the
water system value allocation has been costed as a game in which it is essential to
determine the right payoff for each player, in this case water costumers. To use the
CGT principles in a water resources system, the specific function needs to be defined
and evaluated using enoughmodeling approach; in this study, it is evaluated using the
WARGI optimization model. The so-called “core” represents the game-solution set.
It represents the area of the possible cost allocation values from which the borders
on the cost values for each player can be provided. Within the core lie, all of the
allocations must satisfy the principles of equity, fairness, justice, performance, and
that guarantee cost recovery. The core of a cooperative game as a reliable support
in water resource management to attain the economic analysis required with WFD.
This methodology was applied to a multi-reservoir and multi-demand water system
in Sardinia, Italy (Sechi et al. 2013).

9.6.2.1 Cost Allocation Problem and Cooperative Game Theory

The CGT belongs to the Game Theory (GT) scientific area developed in the first half
of the last century (Von Neumann and Morgenstern 1953). In GT, conflict situations
are analyzed and competitive and/or cooperative solutions amongparticipants sought.
In the literature, many cost allocation problems have been analyzed using CGT
principles; however, the approaches vary significantly in the different research fields.
The CGT principles have also been applied in studies related to water resources
(Authority 1938; Young et al. 1980a; Lippai and Heaney 2000; Andreu et al. 2009).
One of the most important aspects of the methodology is the definition of the game’s
characteristic function (CF), which is the focus of this study. To define theCF of the
cooperative game for a water system the following definitions, which were described
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extensively by (Barile and Stoner 1994) are required. N = (1, 2, .., n) refers to a
set of players that are participating in the game. Each subset S ⊆ N is defined as a
“coalition”, while the Grand Coalition (GC) occurs when S = N . The players can
represent real subjects, such as the users of a water system, or members of a more
abstract set, such as the sector of a company, or different planning alternatives that
can be realized together or separately. The stand-alone cost, given as c(i), represents
the cost that is connected to the i-th user when the user is considered independent of
the other players. The cost linked to the coalition S, i.e., the cost commonly sustained
by all of the users that belong to S is represented as c(S). Besides, the cost associated
with the GC, i.e., the common cost sustained by all participants of the game (all
users in the water system) is represented as c(N ). Finally, the cost linked to an empty
coalition is zero by convention,(c(Φ) = 0 (Sechi et al. 2013).

As defined previously, an allocation is a vector x = [x1, x2, . . . xn], where xi is
the amount charged to the i-th player. The cost associated with a generic coalition,
which can be formed by either a player, a partial coalition, or even all participants of
the game, must represent the lowest cost of serving the coalition in the most efficient
way, i.e., the minimum cost necessary to satisfy all of the players in such coalition.
Moreover, the discrete function that is formed by the costs of every coalition is called
theCharacteristicFunction (CF),which is the key element setting a cooperative game
(Sechi et al. 2013).

If for every pair of disjoint coalitions S’ and S”,

c
(
S′ ∪ S′′) ≤ c

(
S′) + c

(
S′′)

then, the CF and the related game are sub-additives. In this case, the players cooperate
because the unions of the two groups of players will determine a cost that is lower
than the sum of the autonomous costs. Because a gamewith a sub-additive CFwill be
characterized by economies of scale, the GC should be the most efficient alternative.
This is the case when it is economically more convenient to realise a common project
than independent projects. For players that cooperate and collectively accomplish
a project, the principle of stand-alone cost test, commonly called the rationality
principle, must be guaranteed (Dinar andHogarth 2015). However, it can be extended
to each player and thus, it is also referred to as individual rationality. The principle
of individual rationality can refer to an individual player or to a coalition, satisfying
(Sechi et al. 2013):

xi ≤ c(i)∀i ∈ N

∑

i∈s
xi ≤ c(S)∀S ⊆ N

where xi is the amount of total game cost that is assigned to a given player. According
to this principle, no player or group of players that forms a coalition would accept
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a cost assignment that is higher than the cost that it/they would sustain when
participating autonomously, i.e., greater than its/their own opportunity cost.

Another principle is the so-called marginality principle or incremental cost test.
In general, the incremental cost or the marginal cost of a coalition S is defined
as cm = c(N ) − c(N − S). According to the marginality principle, the following
inequality:

∑

i∈s
xi ≥ c(N ) − c(N − S)∀S ⊆ N

must be verified (Sechi et al. 2013). Each player or set of playerswill have to sustain at
least its/their ownmarginal cost cm when joining a coalition. Otherwise, the coalition
of pre-existing players will be inefficient because it has to finance the entry of the
new player or set of players. The rationality principle produces an incentive for the
players to cooperate voluntarily, while the marginality principle supplies the equity
conditions in such game (Peter et al. 1994).

Furthermore, the cooperative-based games support the solutions that include all
players, and therefore, the majority of the CGT solving methods are able to divide
completely the cost among all of the game participants. Taking into account these
aspects, a generic solution is defined by a vector x = [x1, x2, . . . , xn], such that
(Sechi et al. 2013):

∑

i∈N
xi = c(N )

where xi is the payoff assigned to the ith player. This generic solution satisfies the
efficiency principle; besides, in such configuration, the marginality and rationality
principles are equivalent. In terms of individual rationality, the amount i saves by
cooperating rather than going alone is given by vi = c(i) − xi . As a result, one can
define the group rationality saving:

v(S) = c(S) −
∑

i∈s
xi∀S ⊆ N

The main application problems come out evaluating the characteristic function:
each potential coalition must be defined and assessed. Therefore, the number of
players affects the complexity of the problem; hence, for n players, there are 2n − 1
coalitions that must be analyzed (Sechi et al. 2013).

The game solutions can be grouped into two branches:

set-theoretical solutions: identify a set of vectors that shares the value of the
game among all players, as the core;
point solutions: define only one division and are more similar to the classic idea
of a unique problem solution, as the Shapley value or the so-called nucleolus
(Schmeidler 1969; Sechi et al. 2013).



248 I. Yoosefdoost et al.

The adopted game solution should guarantee an acceptable cost allocation consid-
ering the particular characteristics belonging to the water system and requirements
given by the water authorities and other decision makers. In (Sechi et al. 2013), the
core of the solutions is used under de assumption that the core is a closed, compact,
convex subset in RN . Unfortunately, it may be empty, even if c is sub-additive. More-
over, inside the core, there are several cost allocations, which respect the efficiency
and equity principleswhile incentivize cooperation among the players.Consequently,
the decision maker is provided with an admissible, potentially easily acceptable
range of alternatives for defining water rates. These aspects will be examined in the
following revisited case study (Sechi et al. 2013).

9.6.2.2 Water Cost Allocation Methodology

TheCGT approach is particularly appropriate for water services, in which it is impor-
tant to define the agreements, encourage cooperation among the stakeholders and
achieve more efficient solutions by determining a fair cost allocation. The proposed
methodology, which uses CGT techniques to allocate the costs in a complex water
resources system, consists of the following steps, further detailed in (Andreu et al.
2009; Andreu et al. 2009; Sechi et al. 2013):

(1) Water system analysis: functional definition of the water system and evaluation
of its different aspects, e.g., hydrologic, hydraulic, infrastructural and economic;

(2) Cooperative game definition: identification of players and coalitions, analysis
of priorities and so on;

(3) Characteristic function (CF) evaluation: set up of the optimizationmodel, calcu-
lation of theminimum cost associatedwith each coalition potential solution, and
game’s CF evaluation;

(4) Game solution: application of the CGT methods necessary to share the costs
among the players.

First step: the hydrologic, hydraulic and infrastructural aspects of the description
and the characterization of the water system must be identified in this step. During
this phase, the costs that characterize the water system, which are to be shared among
the water users must be defined. In fact, the majority of European water systems are
almost entirely equipped and new important works are rarely expected. Therefore, it
ismainly themanagement costs of the existing infrastructure that need to be allocated.
In this case, the ordinary and supplementary maintenance costs, the adaptation and
substitution infrastructure costs and the energy costs of the pumping stations need
to be considered (Sechi et al. 2013).

Second step: identifies the players and which cooperative game is set up. The
players can represent individual users, sets of users or more abstract memberships,
such as sectors of water services, agricultural associations and city services. In the
following real case application, the elements of the players’ set consist of users
belonging to a unique macro-demand having the same interests and priorities of
irrigational, industrial and urban municipal demands.
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Third step: the CF of the game is defined. According to its definition, the CF
consists of a set of minimum costs associated with all of the possible coalitions. The
need to value each coalition’s minimum costs is a key feature of CGT. Even if the
costs of GC are to be shared, each coalition needs to be valued in order to estimate
the parameters for efficient cost sharing among the players. Nevertheless, in CGT
applications, the coalition’s minimum cost is defined as the sum of the manage-
ment costs in the “minimum” infrastructures set necessary to completely satisfy the
water request of the players included in that coalition. This modelling method has
significant differences from that described by Deidda et al. (2009). Actually, the
approach considered herein specifically refers to water system management and the
CF evaluation is reached using the optimization modelling tool WARGI-DSS. The
WARGI. tool allows apply Linear (LP) and Quadratic (QP) Programming models,
to obtain the optimum system infrastructures set definition and the optimum system
performance to be achieved for each coalition. Indeed, the optimizationmodel can be
easily built using the WARGI graphical interface and solved using Cplex optimizer
tool. Depending on the system infrastructure, on the system sources, as well as on
the demand characterization, the number and the typology of the potential infras-
tructures should be varied for each coalition game. Consequently, we can evaluate
the management costs of the entire system referring to the optimal flows assessment
given by the WARGI optimization tool and the solution values that are associated to
a specific coalition solution. In this manner, the least cost (optimal system assess-
ment) of each coalition can be defined, and the CF of the cooperative game can be
established (Sechi et al. 2013).

Last Phase: In the game solution, the water system costs are allocated among the
players using CGT techniques. In this way, CGT gives an admissible range providing
an easily acceptable tool to the decision maker for defining water costs allocation
(Sechi et al. 2013).

9.6.2.3 Result

The core solutions-set of the game is graphically represented in Fig. 9.4. In the
triangle, the heights are proportional to the cost of the Grand Coalition and each
internal point represents a possible cost allocation between the macro-users defined
as players in the game. Every side represents a player and the distance between the
side and the point inside the triangle provides the cost amount that is assigned to the
player. The barycenter is the point at which the costs are equally shared, whereas the
vertices correspond to the situation in which the total cost is assigned to one user.
The dashed lines represent the maximum and the minimum costs that are sustainable
by each player according to below equation and the painted area represents the core
solution of the game. The analytical formulation for the core deploying GC can be
defined by the following cost boundaries:

civil + I rrigation + I ndustrial = 293.36



250 I. Yoosefdoost et al.

Fig. 9.4 Core of the game
(Sechi et al. 2013)

86.82 ≤ Civil ≤ 277.78

8.16 ≤ I rrigation ≤ 220.02

0.00 ≤ I ndustrial ≤ 49.60

Each cost allocation that verifies the above boundaries also satisfies the rationality
and marginality principles and guarantees a total cost recovery (Sechi et al. 2013).

The results presented in (Sechi et al. 2013) demonstrated that the evaluation
of the CGT core of solutions represents the set of admissible cost allocation and
supplies the boundary values for each player. Inside the core, each allocation satisfies
the marginality and rationality principles; hence, the stakeholders should recognize
equity and fairness. Moreover, the total cost recovery can be realized (Sechi et al.
2013).

9.6.3 GT Application for Groundwater Conflicts Resolution

In another study carried out by, game theory was applied to a multi-objective conflict
problem for the Alto Rio Lerma Irrigation District, located in the state of Guana-
juato, in Mexico, where economic benefits from agricultural production should be
balanced with associated negative environmental impacts. The short period of rain-
fall in this area, combined with high groundwater withdrawals from irrigation wells,
has produced severe aquifer overdraft. In addition, current agricultural practices of
applying high loads of fertilizers and pesticides have contaminated regions of the
aquifer. The net economic benefit to this agricultural region in the short-term lies
with increasing crop yields, which require large pumping extractions for irrigation,
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as well as high chemical loading. In the longer term, this can produce economic
loss due to higher pumping costs, i.e., higher lift requirements, or even loss of the
aquifer as a viable source ofwater.Negative environmental impacts include continued
diminishment of groundwater quality, and declining groundwater levels in the basin,
which can damage surface water systems that support environmental habitats. The
two primary stakeholders or players, the farmers in the irrigation district and the
community at large,must find an optimal balance between positive economic benefits
and negative environmental impacts. In GT was applied to find the optimal solution
between the two conflicting objectives among twelve alternative groundwater extrac-
tion scenarios. Different attributes were used to quantify the benefits and costs of
the two objectives; hence, following the Pareto frontier generation (trade-off curve),
four conflict resolution methods have been identified and applied accordingly.

Step 1: water management problem

Modeling real water management problems, possible groundwater extraction
scenarios have been proposed. The environmental and economic impacts of each
groundwater scenario were measured by using the Groundwater Lading Effects
of Agricultural Management Systems (GLEAMS), and then the identified water
resource optimization problems solved by linear programming. Finally, conflict reso-
lution methodology is applied to identify compromise solutions, which balances the
economic and environmental concerns of the region.

Step 2: attributes estimation

Different groundwater extraction scenarios were proposed. For each groundwater
extraction scenario, we have conflicting economic and environmental objectives.
The economic attributes are the net income generated in the linear program and the
pumping cost described below. The environmental attributes include nutrients and
pesticides associated with irrigation runoff and percolation and a measure of ground-
water depletion. Figure 9.5 shows the general hierarchy of the criteria. Table 9.2

Fig. 9.5 Conflict resolution scheme
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Table 9.2 List of attributes

Attribute Estimation procedure

Economics
Net benefits (106 $)

Generated by the linear program for each alternative

Pumping cost (106 $) Calculated separately using data from ARLID and
subtracted as production cost

Environmental
Nitrogen in runoff (103 kg)
Nitrate in percolation (10 crop 3 kg)
Pesticides in runoff (103 g)
Pesticides in percolation (103 g)

Output from GLEAMS for each crop

Aquifer overexploitation Evaluated for each groundwater supply

presents a list of the alternatives and attributes, and show their estimation procedure,
respectively.

Net Income: The farmers’ net benefit for each groundwater extraction scenario
was estimated by assuming that the farmers utilized crops selection optimally
according to market prices and water availability. This can be formulated as a linear
programming problem, where the total net benefit maximization can be defined as:

maximize N B =
n∑

j=1

[
Y j Pcj − C j

]
Acj

where the N B is defined as
(
prof i t−cost$

)
, the Acj holds for the j-th crop area

(ha), Y j is the yield of the j-th crop j (ton/ha), Pcj the price of crop j($/ton), the term
C j represents the production cost of crop j ($/ha), which also include pumping cost,
and n is the number of crops. Regarding the constraints of the aforementioned net
benefit maximization linear programming.

Pumping cost: The average pumping cost in month k is given as Cp Qk, where:

CP =
[
h × a

Ep

]
Ce + Cr,

where a is the energy required to lift 1 m3 of water to 1 m height (kWh/m4), the
variable h is the total head (m),Ce represents the average annual energy cost ($/kWh),
Ep the pump efficiency, and Cr the repair cost ($/ha m).

Environmental attributes estimation: The environmental objective can be
computed as a weighted sum of nitrates and pesticides in runoff and percolation,
as well as aquifer overexploitation, which depend on crop volumes and water usage:

Env = Z × 0.25 + P × 0.25 + AO × 0.50
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where Z is the normalized measure of nitrates in runoff and percolation; P the
normalized measure of pesticides in runoff and percolation and AO the aquifer
overexploitation coefficient.

Step 3: conflict resolution methodology

Considering two conflicting objectives, the feasible payoff and the worst payoff,
both conflicting objectives can be normalized in a way that zero value corresponds
to the worst case and unit value to the best outcome. Hence, both objectives are
now maximized. This conflict is mathematically defined by a pair (S, d), where
S ⊆ R2 is the feasible payoff set an d ∈ R2 has the worst possible payoff values
in its components. This vector is also known as the “nadir”. The players want to
increase their payoff values from these minimal values as much as possible. In the
case of normalized objectives, d1 = d2 = 0. It is assumed that the Pareto frontier is
given by the graph of a strictly decreasing concave function g(.) defined in interval[
d1, f ∗

1

]
, where g

(
f ∗
1

) = d2, as depicted in Fig. 9.6. Herein, we also use the notation(
f ∗
2

) = g(d1).
In many applications vector d is selected as the current payoff vector (called

the “status quo” point), or the “disagreement payoff ” vector, the components of
which give the payoffs of the players in the case when they are unstable to reach an
agreement. In such cases, the feasible payoff set S is restricted to the set.

S+ = { f = ( f1, f2)/ f ∈ S, f ≥ d},

since no rational player accepts an agreement which is worse than the outcome
without an agreement or worse than the current situation. If vector d is selected as the
nadir, then S+ = S. The Nash-solution selects the unique point of the Pareto frontier,
which maximizes the product of the gains from the disagreement payoff values. That
is, the Nash solution is the unique solution of the following optimization problem
(Optz-I):

Fig. 9.6 The area monotonic solution
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maximize ( f1 − d1)( f2 − d2)

s.t.d1 � f1 � f ∗
1

f2 = g( f1).

Notice that at f1 = d1, and also at f1 = f ∗
1 , the objective function is zero, and

it is positive for all f1 ∈ (
d1, f ∗

1

)
. Therefore, the optimum is interior. The second

constraint allows us to solve a single-dimensional problem:

maximize ( f1 − d1)(g( f1) − d2)

s.t.d1 � f1 � f ∗
1 ,

where a simple one-dimensional search algorithm can be used, or a single-
dimensional monotonic equation can be solved based upon the first-order condition.

Four conflict resolution methods have been discussed in (Raquel et al. 2007b).
These optimization methods are briefly revisited in the next subsections.

Method 1: Non-symmetric Nash Solution

The non-symmetric Nash solution is the unique optimal solution of the problem

maximize ( f1 − d1)
w1( f2 − d2)

w2

s.t.d1 � f1 � f ∗
1

f2 = g( f1),

where w1 and w2 are the powers of the two players, or the importance factors of their
objectives. Clearly, it is a straightforward generalization of the previous formulation
(Optz-I) but with unequal weights.

Method 2: Kalai–Smorodinsky Formulation

Method 2 uses the Kalai–Smorodinsky formulation, described as follows. Consider
the linear segment between the disagreement point (d1, d2) and the “ideal” point
∈ (

f ∗
1 , f ∗

2

)
; then the solution is the unique intercept of this segment with the Pareto

frontier. Hence, we have to compute the unique solution of equation

d2 + {(
f ∗
2 − d2/ f

∗
1 − d1

)}
( f1 − d1) − g( f1) = 0
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in the interval
[
d1, f ∗

1

]
. If both objectives are normalized, then (d1 = d2 = 0), and(

f ∗
1 = f ∗

2 = 1
)
; so, along the linear segment connecting the disagreement and ideal

points, the two objective f̄1 and f̄2 increase at the same rate. If the objectives have
different importance weights, then the more important objective has to be improved
more rapidly. This idea leads to the nonsymmetric Kalai–Smorodinsky solution that
computes the unique intercept between the Pareto frontier and the straight line

ḡ
(
f̄1

) = (w1/w2) f̄1,

where the two coordinate directions are the normalized objective functions.

Method 3: Area monotonic solution

The areamonotonic solution is based on a linear segment starting at the disagreement
point that divides S+ into two subsets of equal area. If the conflict is not symmetric,
meaning that w1 �= w2, then we might define the non-symmetric area monotonic
solution by requiring that the ratio of the areas of the two subsets be w1/w2. Hence,
the first coordinate of the solution is the root of the nonlinear equation.

w2

⎡

⎢
⎣

x∫

d1

g(t)dt − 1/2(x − d1)(g(x) + d2)

⎤

⎥
⎦ = w1

⎡

⎢
⎢
⎣

f ∗1∫

x

g(t)dt − (
f ∗
1 − d1

)
(g(x) + d2)

⎤

⎥
⎥
⎦

in the interval
(
d1, f ∗

1

)
, as it is illustrated in Fig. 9.6.

Method 4: Equal loss solution

The equal loss solution was also originally developed for the symmetric case, when
both payoffs are relaxed simultaneously with equal speed until an agreement is
reached. If w1 �= w2, then we may generalize this concept by requiring that the more
important objective is relaxed slower than the other by assuming that the ratio of the
relaxation speeds be equal to w1/w2. Therefore, one can determine a point (x, g(x))
on the Pareto frontier such that (Raquel et al. 2007b):

(
f ∗
1 − x

)
w1 = (

f ∗
2 − g(x)

)
w2.

Notice that similarly to the other three methods, this is also a nonlinear equation
for the single unknown x , which can be easily solved by using standard optimization
methodology.
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9.7 Summary

The results for the conflict resolution methods discussed in (Raquel et al. 2007b)
demonstrate that the implemented linear programming model for each groundwater
extraction scenario has produced lesswater extraction corresponds to less net income.
The last result shows that farmers have the option of growing themost profitable crops
if they know the future prices for the next season. The results obtained from the linear
model also suggest leaving some land idle (without crops and irrigation) in order to
maximize net income when water availability decreases.

The computed compromise solutions between the economic and environmental
objectives applying different formulation methods in (Raquel et al. 2007b) have
evidenced that theKalai–Smorodinsky solutiongeneratedmoreuniformlydistributed
points along the Pareto frontier, demonstrating efficiency and effectiveness of the
Method 2 in providing amultitude of solutions in the Pareto frontier. As expected, the
more weight given to protecting the environment, the lower the optimal groundwater
extraction volume for agricultural irrigation, with all four formulations exhibiting
such basic feature.

The results of net income obtained in the four methods with different weights
show that when applyingMethod 4, the net income increases linearly with increasing
economic weight, while the remaining methods exhibit nonlinear behavior. When
economic benefit is considered as the only objective, the optimal groundwater with-
drawal attains its maximum level. At the other extreme, when only environment is
considered, the optimal groundwater scenario is to extract the minimum volume of
groundwater via the irrigation wells. When environment and economics are assigned
equal importance one can provide water resource allocation solutions considering
equilibrium among environment protection and the economic activities viability.

In conclusion, the results of the above and other studies indicated the noticeable
performances of Game Theory approaches in solving water resources management
issues. Therefore, we can consider this method as a strong tool in solving water
management problems.
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Chapter 10
Conflict Resolution: The Gist
of the Matter in Water Resources
Planning and Management

Maedeh Enayati , Omid Bozorg-Haddad, and Mohsen Tahmasebi Nasab

Abstract Conflict may emerge in different aspects of life when different objectives,
solutions, stakeholders, and beneficiaries are obliged to interact within a constricted
environment to represent and, in turn, preserve their interests. In essence, when
stakeholders could not agree on a subject, conflict may arise. This ismainly attributed
to the fact that different stakeholders have different demands, requirements, and
priorities. The interest of one stakeholder, often and in most real-world problems, is
not in line or even in contrast to the interest of other stakeholders. Thus,when personal
interests are considered, emerging conflicts are inevitable. In light of water resources
planning andmanagement, this could be a very crucialmatter since conflict of interest
is a general and critical part of decision-making. This chapter aims to shed light on
this matter from the water resources perspective. Particularly, it seeks to tackle some
mind-provocative questions such as: What is water conflict? How do such conflicts
emerge? And how can these conflicts be resolved? Furthermore, real-world examples
are provided throughout the chapter to understand the complex nature of conflicts in
the context of water resources management.
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10.1 Introduction

Conflict is an inseparable part of human life and social interactions. In such inter-
actions, it is opposing viewpoints that mainly leads to conflict. These conflicts may
be rooted in opposition of interests or perhaps believes of the stakeholders (Aubert
1963). Often enough, however, negotiations can help the involved parties to reach
an agreement concerning the conflicting situation. However, it should be noted that
reaching an agreement does not necessarily resolve the conflict, and by no means
can it guarantee to solve the problem at hand. In fact, the first step to truly address,
and in turn, resolve a conflicting situation is to understand the nature of the problem,
acknowledge the reasons behind the formation of such conflicts, then, and only then,
one can provide possible remedies that can be potentially effective, logical, and fair.

As stated, the opposition of interests has been cited as one of the main reasons
for conflict situations. The opposition of interests refers to those cases in which
securing one’s interest would impose some sort of loss to other parties. These situ-
ations, commonly, arose when limited, non-renewable resources are involved. For
instance, this could be the case where multiple stakeholders are fighting for their
fair share of water in a basin that high demands have caused water shortages crisis.
In this hypothetical case, though not that far-fetched-from-reality case, the unbal-
anced equilibrium between available resources and demands can be seen as the main
reason for the conflict between the stakeholders (Madani 2010; Bozorg-Haddad et al.
2018a).

Generally speaking, the water resources stored in a basin are used to meet the
many needs of different sectors of that region, which may include municipal, indus-
trial, agricultural, environmental, and, even, recreational demands (Bozorg-Haddad
et al. 2018a). The effective and timely response to these demands can have direct and
indirect impacts on the regions’ socio-economic, political, and environmental status.
For instance, meeting the agricultural, municipal, and hydropower demands can have
direct economic effects on a community,whereasmeeting the recreational and natural
ecosystem demands would affect the social and environmental sectors, respectively
(Lund and Palmer 1997). Note that meeting each of these demands mentioned above
may only be in line with one of the social, economic, or environmental goals of
a community. Thus, utilizing the available water resources to focus on a singular
sector can, inevitably, lead to a severe conflicting situation (Lund and Palmer 1997),
for in such a scenario, the other sectors’ interests are being neglected. From a water
resources planning and management perspective, however, in most practical, real-
world cases when it comes to meeting the demands of different sectors, there is often
a sense of priority which in essence rank the order of which these needs are to be
addressed (Bozorg-Haddad et al. 2018a). Consequently, and somewhat inevitably,
conflicts of interest is a common enough phenomenon in such cases. Thus resolving
these conflicts of interests in a timely and effective manner is quite a crucial task,
for failing to do so can amplify the problem on a regional, national, or even inter-
national scale. This matter elucidates the importance of applying conflict resolution
techniques in water resources management. In fact, over the last five decades, a clear
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boost has been reported for the application of these methods for water resources
planning and management purposes (Madani 2010; Dinar and Hogarth 2015). These
methods have been employed to cover a vast and diverse set of topics, including but
not limited to water resources management (Parrachino et al. 2006; Carraro et al.
2007), operation of water resources systems (Lund and Palmer 1997), optimal design
ofwater distribution networks (Fallah-Mehdipour et al. 2011), and allocation ofwater
rights (Wang et al. 2003).

10.2 Definition and Terms

In their highly revered book titled “theory of games and economic behavior,”
published in (1944), von Neumann and Morgenstern introduced and lay the theoret-
ical foundation of game theory. The gist of this theory was to provide a mathematical
framework to capture andmodel the strategic interaction of rational decision-makers.
According to this concept, each interaction, here referred to as a game, has the
following three main characteristics (Colman 2013):

I. At least two stakeholders, here referred to as players, which interact with one
another in the game.

II. Each player has at least two actions, here referred to as strategies, to interact
and participate in the game.

III. The players have well-defined preferences among the possible outcomes so that
numerical pay-offs reflecting these preferences can be assigned to all players
for all outcomes.

Thus, in the game theory terminology, a game can indeed refer to any socio-
economic interaction. In fact, to certain degrees, most economical, political, and
social conflicts can be recaptured through these three properties.

Generally, there are three main classes of games that are games of skill, games
of chance, and games of strategy (Colman 2013). In the game of skills, the outcome
of the game solely revolves around the actions of one key player. In such situations,
the game’s result is determined and controlled by the key player’s skillset, and as
such, chance does not affect the outcome of the game. On the contrary, there are
situations in which chance can have significant impacts on the emerging outcomes.
These games are referred to as games of chance. Here, both the random nature of the
surrounding environment and players’ skill sets can affect the outcome of the games.
Finally, in the game of strategies, each player is partially responsible for the outcome
of the game. Here, based on the skillset of oneself and other involved parties, each
player opts for the optimal strategies that ensure one’s interests in the game. From
this point onward, the term “game” mutually refers to this type of situation.

The strategic games can also break down into two main subclasses, namely,
cooperative and non-cooperative games (Rapoport 2012). In cooperative games,
as the name suggests, players tend to choose their strategies by cooperating with
other involved parties. These situations occur when the players would gain more by
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working with, rather than against, other players. Thus, a group of two or perhaps
more players would form an alliance, here referred to as coalition during the game.
In non-cooperative games, however, each player assumes their strategies somewhat
independently and without building any collaboration with other involved parties. In
most cases, the nature of such games would naturally dictate that individual players
would play against one another, and thus no alliance can be formed.

In real-world situations, players can interact with one another and make connec-
tions. These interactions can, in turn, lead to negotiations between the involved
parties. Through these negotiations, if the players could forman alliance to pursue and
assume a set of inline strategies, cooperative games would be developed. Otherwise,
the interaction between involved parties can be captured through non-cooperative
games. When it comes to non-cooperative games, the focus would be on the strategic
interactions of the players. In cooperative games, however, the emphasis is on the
potential gains that could be achieved through cooperation.

Given the nature of water resources, the situation could be redefined in a way the
involved parties could share a common goal. As such, stakeholders’ benefits or losses
would be intertwined, and thus the involved parties are more inclined to cooperate
by forming alliances. Hence, cooperative games are commonly used for real-world
water resources problems such as water allocation (Wang et al. 2003; Mahjouri
and Ardestani 2010), water pricing (Sechi et al. 2013), groundwater management
(Esteban and Dinar 2013), and water quality control (Mahjouri and Ardestani 2011).

Based on the game theory’s principles, different conflict resolution methods have
been proposed by scholars and researchers over the course of the last decades. Among
thesemethods, threemethods clearly standout in termsof popularity and applicability
for most real-world problems, which are Nash solution, Shapley Value, and Nucle-
olus. Nash solution borrowed his name from a famous American mathematician and
Nobel Prize-winner, John Forbes Nash Jr. (1928-2015), who proposed and theorized
thismethod in (1953).Ayear later in 1954, the ShapleyValuemethodwas introduced,
which was named in honor of Lloyd Stowell Shapley (1923-2016), another Amer-
ican mathematician and Nobel Prize-winning economist. Lastly, David Schmeidler,
an Israeli mathematician and economic theorist, introduced a new concept called
Nucleolus in 1969.

10.3 Basic Principles and Logics

When it comes to conflict resolution, two main points need to be addressed before
bothering with any other computational effort toward solving the problem. First, it is
necessary to identify the type of conflict so that the problem could be adequately and
accurately captured via the right methods. Next, one needs to identify the potential
causations of the conflict so that the feasible solutions could be assessed accordingly.

As for conflicts in water-related projects, four basic types of situations could arise,
namely, no conflict, superficial conflict, latent conflict, and open conflict (Bijani and
Hayati 2011). In superficial conflicts,with the courtesy of commonunderstanding and
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Fig. 10.1 The major steps to conflict resolution

compromise, the problem could potentially be resolved through a series of negations
in a rather short time period. In a latent conflict situation, although the problems
are potentially there, they have not surfaced yet. The situation could be triggered,
in which case the problem would emerge either in the form of superficial or open
conflicts. Lastly, open conflict is the most instance form of problem that is observed
in water-related projects. These conflicts could be formed and intensified over a long
period of time. In such cases, it is necessary to, first, identify the potential causes of
these conflicts.

As a strategic commodity, water resources status is always tied to the security of
a community (Zolghadr-Asli et al. 2017a). More importantly, water availably can
naturally fluctuate through time. In other words, natural-driven phenomena such as
prolonged droughts can have a dramatic adverse impact on water resources. While,
ostensibly, such circumstances could indeed help create conflicting situations, it
should be noted that, in most cases, water shortages are a natural phenomenon,
and as such, cannot be the sole cause for disturbing the water security of a given
community. In other words, water shortages on its own cannot be the main cause
of water-related conflicts; But rather, it is the unfair allocation of these resources,
which itself could be rooted inmismanagement, can potentially ignite awater conflict
situation (Dabelko and Aaron 2004).

Any conflict resolution is composed of six key steps, which are depicted in
Fig. 10.1. As illustrated, steps one to four help form the main structure of the conflict
resolution problem at hand. The fifth step is only necessary if the players’ interactions
indicate that cooperative gameplay is at hand. Lastly, when the limited resources are
to be allocated in the format of a cooperative game, two criteria should be taken into
account: individual and group intelligence. The former indicates that each player’s
gain through the formed alliancemust at least be equal to what that player would have
achieved should the player decided not to participate and form a union. The latter
criterion states similar conditions, but this time for the whole group of participants
of the coalitions.

10.4 Importance and Necessity

The total quantity of water in the world is immense, but most are stored either in the
form of saltwater (97.5%) or locked in ice caps (1.75%). All that is economically
available for human consumption is estimated to be only 0.007% of the total water
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resources (Wolf 2007). More to the point, freshwater resources are also unevenly
and irregularly distributed, and as a result, some parts of the world, inevitably, face
extreme water shortages. Furthermore, the growth of human populations and their
living standard, excessive water pollution, and climate changes impose new chal-
lenges to water resources planning and management (Zolghadr-Asli et al. 2017a).
This notion invokes that water-related decisions are of multi-dimensional nature that
involves different stakeholders with often enough conflicting interests.

Conflict over water resources may arise in a regional or perhaps national scale
when limited water is to be allocated to various stakeholders with opposing interests.
In the case of transboundary resources, where two or more countries share a source,
these conflicts may escalate to an international scale. Thus water resources can be
a source of conflict or even wars between regions or nations (Starr 1991; Zolghadr-
Asli et al. 2017b). According to the United Nations (UN), more than 1,831 water
conflicts have been reported in the last five decades, 21 of which had led to some sort
of military action (Bijani and Hayati 2011). In 1975, for instance, Iraq’s government
allegedly claimed that Syria is actively trying to tamper with their transboundary
rivers and stopping the rivers from running pass Iraqi borders. While both nations’
military had lined up in the shared border in response, Saudi Arabia’s intervention
helped deescalate the situation (Dinar 2002).

Every decision made concerning water resources can potentially have an impact
on the stakeholders, and in turn, can leave some involved parties dissatisfied. When
the stakeholders are not content with the quality, quantity, the temporal or spatial
distribution of water, this could create a potentially conflicting environment (Bozorg-
Haddad et al. 2020). As a strategic commodity, while water can be the mean for
a community’s flourish and prosperity (Zolghadr-Asli et al. 2017a), in practice,
opposing views on how to allocate water resources on a national or international
scale, mismanagement, one-sided and short-sited decisions, unsustainable plans for
developments, and uneven distribution of power can often put water resources at the
center of conflicts. Thus, the challenges imposed by conflicting situation has always
been felt and present when it comes to water resources planning and management.
Therefore, applying conflict resolution methods in the past years in the literature has
gained momentum, for these methods can, to some degree, provide a platform for
sustainable and integrated management of natural resources while minimizing the
risk for any conflicting situation among the stakeholders with opposing viewpoints.

10.5 Methodology

As stated earlier, different methods were formed on the premise of game theory.
It was also established that game theory has two main classes: cooperative and
non-cooperative games. Due to the nature of most commonly observed water-related
projects (e.g., irrigation, wastewater treatment, etc.), the cost functions exhibit strong
convexity. As such, there is always an incentive for joining the grand coalition, for it
can help reduce the cost imposed on those stakeholders that joined the alliance (Dinar
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and Hogarth 2015). As a result, cooperative-based games gained more attention
when it comes to water resources planning and management. Numerous cooperative
methods have been proposed and developed over the years to cope with conflicting
situations that can arise in decision-making regarding many disciplines, including
but not limited to water resources management. The core idea behind this branch of
methods is to maximize the benefits of the members of the coalition. In other words,
the main incentive that encourages the stakeholders to join the colation is that they
could gain more by participating in an alliance than they could gain individually.
Although it seems a sound and solid ideology in the paper, applying this principle
could be easier said than done in practice (Curiel 2013). The main challenge in a
practical point-of-view is to find a way to allocate the benefits resulted from joining
the coalition among the stakeholders in a manner that all involved parties would be
satisfied (Bozorg-Haddad et al. 2018a); otherwise, this could be seen as a serious
disincentive for stakeholders to create an alliance (Dinar and Hogarth 2015). That
being said, cooperative methods are still considered as some of the most popular and
practical ways to address real-world conflicts in water resources problems (Madani
2010).

Based on the above-mentioned same principle, many cooperative methods have
been proposed over the years, such as the kernel (Davis and Maschler 1965),
the generalized Shapley value (Loehman and Whinston 1976), and many others;
although some methods such as Nash solution, Shapley value, and Nucleolus gained
more popularity for water resources planning and management purposes (e.g.,
Kucukmehmetoglu 2002; Dinar and Nigatu 2013; Safari et al. 2014).

Nash solution is perhaps one of the most well-known and revered examples of
suchmethods, which is amethod for fair and efficient sharing of the obtained benefits
under cooperation (Nash 1953). The more generalized form of this method is the
Nash-Harsanyi solution (Harsanyi 1959), which can handle an n-person bargaining
game.Both Shapley value (Shapley 1953) andNucleolus (Schmeidler 1969) are other
known alternative cooperative methods, each of which provides a unique perspective
on how to share the obtained benefits fairly and efficiently. See Madani and Dinar
(2012), Dinar and Hogarth, (2015), and Curiel (2013) for more detailed information
regarding these methods.

The other alternative method is bankruptcy methods, which are also examples of
cooperative games theory solutions (Young 1994; Sheikhmohammady and Madani
2008; Madani et al. 2014). These are methods that are used for situations in which a
group of players faces a total debt that exceeds the total amount of available resources
to be credited among the players. This branch contains a class of rules, which some
have been more common to cope with water-related situations, which are as propor-
tional (P), adjusted proportional (AP), constrained equal award (CEA), constrained
equal loss (CEL), Talmud (Tal), and Piniles (Pin) rules. It is worth noting that while
bankruptcy methods are technically classified as cooperative games theory solutions,
they slightly differ from the common representations of this class of game theory
solutions. In most cooperative methods, the core idea is to share the gained bene-
fits among the stakeholders, while in bankruptcy methods, the gist is to allocate
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the amount of deficit among the involved parties (Madani et al. 2014). For more
information on these branch of methods, see Madani and Zarezadeh (2012).

10.6 Practical Examples

A common challenge in water-system management is to allocate water resources
under scarcity conditions.Water allocation under such circumstances could be repre-
sented as a game inwhich bankruptcy prevailed. In otherwords, that the total demands
for water exceed the amount of available water resources within the region, and as
such, stakeholders’ expectations surpass the available assets that can be divided
among them (Sechi and Zucca 2015). The foundations for bankruptcy models have
started with the works of O’Neill (1982) and Aumann and Maschler (1985). Some
of these bankruptcy methods have been cited in the previous section of this chapter.
The CEA rule, for instance, aims to satisfy the lower claims to the extent possible in
order to minimize the number of unsatisfied creditors. According to the CEA rule,
the initial allocation to all stakeholders is equal to the lowest claim, provided that
the sum of initial distributions does not exceed the demand. The fully satisfied cred-
itor is then excluded, and the process continues with the remaining creditors after
updating their unsatisfied claims as well as the residual resource value. This process
is repeated up until the point that allocating an amount equal to the lowest demand to
all remaining creditors is not feasible, in which the remaining resource is distributed
equally among all the remaining stakeholders (Madani et al. 2014; Degefu and He
2016).

As stated earlier on, bankruptcy methods are quite applicable when it comes to
water resources planning andmanagement. Consider the case of the Qezelozan-Sefid
Rud River Basin, Iran, for instance, which is a transboundary river basin shared by
eight provinces. As a water-bankrupt basin, the riparian areas of this region face
water shortages, which in turn have triggered new conflicts between the parties
above. Zarezadeh et al. (2012) resorted to bankruptcy methods to resolve the prob-
lems mentioned above by extracting new allocation policies. They explored through
their study, how bankruptcy methods can successfully help navigate through the
turmoil caused during conflicting situations where the amount of available water is
not sufficient enough to meet all the stakeholders’ demands.

Another notable water-challenged region is the case of the Urmia Lake Basin.
The basin is located in north-west Iran, which has been named after a saline lake
housed in the basin. The main river that charges the lakes is the Zarrineh-Rud River.
However, during the past two decades, Urmia Lake has been depleting at an alarming
rate (Alizadeh-Choobari et al. 2016). Some have linked this shrinking pattern to the
construction of the Zarrineh-Rud Dam, located in the upstream of the lake (AghaK-
ouchak et al. 2015). As such, Bozorg-Haddad et al. (2018b) used a game theory-based
framework to address the conflicting interests of different stakeholders involved in
thismatter. They restated the basin’swater resources through bankruptcy rules. Using
this representation, theywere able tomake a balance betweenmany stakeholders (i.e.,
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urban-industrial, agricultural, and environmental sector), in a way that not only the
risk of any conflict between the involved parties would be minimized, but also, the
lakes’ reviving could be potentially achievable in the long run.

10.7 Summary

In socio-economic encounters, the difference in believes, values, and interests make
the conflicting situation a rather common sight. Conflicting situations may arise in
different shape, form, or scale, but they aremainly drivenby theoppositionof interests
in sharing limited or non-renewable resources. Althoughwater resources are not non-
renewable per se, in many cases, the availability of these natural resources is limited.
Thus, different stakeholders, with often opposing viewpoints and interests, are to
interact and share these resources, which sometimes leads to conflicting situations.
In this chapter, we reviewed some of the real-life water-related conflicts around the
world.
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Chapter 11
Multi-objective Optimization
Approaches for Design, Planning,
and Management of Water Resource
Systems

Ahmad Ferdowsi, Vijay P. Singh, Mohammad Ehteram,
and Seyedali Mirjalili

Abstract Problems of water resource systems entail many inherent objectives from
cost-related to environmental issues, which are usually in conflict and should be
addressed simultaneously in decision-making. Multi-objective optimization algo-
rithms aim to simultaneously satisfy two or more objectives and provide a set of
optimal solutions for multi-objective optimization problems. Such algorithms can
also improve the accuracy of simulation models, such as artificial neural network
and adaptive neuro fuzzy interface system. This chapter first presents essential defi-
nitions in multi-objective algorithms and their applications in different areas of water
resources systems (i.e., model calibration, water distribution network, reservoir oper-
ation and management, water quality, water structure design, and groundwater).
It then evaluates performance of a recently proposed and two well-known multi-
objective algorithms for solving three problems in the optimal operation of a real
multipurpose dam.
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11.1 Introduction

Let us begin this studywith the exact words of Leonhard Euler (Swiss mathematician
in the eighteenth century) “For since the fabric of the universe is most perfect and
the work of a wisest Creator, nothing at all takes place in the universe in which some
rule of the maximum or minimum does not appear” (Kline 1982), which refer to the
current concept of optimization. In other words, what is the best (i.e., maximum or
minimum)?

In water resource systems, different demands are simultaneously considered in
decisions and designs, including construction and maintenance costs, wildlife and
ecological issues, flood damage, irrigation benefits, construction time, power gener-
ation, navigation, present and future demands, pollution, materials, and recreational
use.Nowadays,with population growth and climate change,water resourcesmanage-
ment has become an emerging challenge for decision-makers. Climate change alone
has a significant effect on a large portion of the available water resources (Mallakpour
et al. 2019). Competition for limitedwater resources is another challenge (Halbe et al.
2018). Thus, optimal design of water resources systems is essential for design, plan-
ning, and management. Optimization of water utilization strategies for multipurpose
systems is a major consideration in water resources management. On one hand, the
reservoir operator should determine how much water is to be stored for the present
and future uses and howmuch should be released for other issues, such as hydropower
generation, and ecological and irrigation needs (Yaseen et al. 2019).

Many reservoirs are still operated based on experience and statistical rules fixed
at the construction time (Yazdi and Moridi 2018). Thus, it is necessary to employ
techniques to design, planning, and manage water and other resources in a way
that meet societal and ecological demands for the present time and future. In recent
years, optimization using intelligent techniques, in particular metaheuristics have
been applied to awide range of challenging problems (Mohammad-Azari et al. 2020).
They are able to cope with the most common difficulties of an optimization problem,
including but not limited to, large number of decision variable, highly constrained
search space, multiple conflicting objectives, dynamically changes search space, and
locally optimal solutions. In thiswork,we leverage on themost recentmulti-objective
metaheuristics to find optimal solutions in the area of water resource management.

The basic concepts of these techniques are discussed and three problems are solved
using a recently proposed algorithm, namely multi-objective sine cosine algorithm
(MOSCA). The problems relate to the optimal operation of multipurpose Mahabad
dam (Iran). In addition, the multi-objective particle swarm optimization (MOPSO)
algorithm and the multi-objective genetic algorithm (MOGA) are used to investigate
the MOSCA performance. The rest of the chapter is organized as follows:

In Sect. 11.2, applications in water resource systems are discussed thoroughly.
Section 11.3 provides preliminaries and essential definitions in multi-objective opti-
mization. The experimental results on the case study are discussed in Sect. 11.4.
Finally, Sect. 11.5 concludes the work and suggests future directions.
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11.2 Applications in Water Resource Systems

Water resources planning and management are often multi-objective (Reed et al.
2013) andmulti-objective approaches have therefore been employed from calibration
of models to engineering design and operation (Zheng et al. 2016). The goal of multi-
objective optimization is to approximate the set of Pareto optimal solutions that
represent the best trade-offs between conflicting objectives (Nicklow et al. 2009).
In this section, applications of multi-objective approaches for design, planning, and
management of water resources systems are categorized. Table 11.1 shows some of
the studies from the literature, with their multi-objective algorithms.

11.2.1 Model Calibration

Single andmulti-objective algorithms are widely used in calibratingmodels. In water
resources management, the algorithms are mostly used in calibration of rainfall-
runoff models, but they have also been used in the calibration of other models,
including water quality simulation, hydraulic, and hydrodynamic models. Rainfall-
runoff models play an important role in water resources management, especially
in risk assessment (Adeyeri et al. 2020) and are essential tools for assessing runoff
changes in the catchment area for the evaluation of impacts of climate change (Najafi
et al. 2011) andpredicting riverflow is an important issue (Bomhof et al. 2019).To that
end, objective functions can be defined as differences between observed and simu-
lated streamflow and different indices have been used to measure these differences,
such as Nash-Sutcliffe, relative bias, correlation coefficient etc. (Ferdowsi 2019).
Calibration of rainfall-runoff models (i.e., lumped, distributed, semi-distributed)
including SWAT (Bekele and Nicklow 2007; Confesor and Whittaker 2007) and
MIKE-SHE (Khu et al. 2008), has been done with different algorithms, basin areas,
and parameters i.e., soil moisture capacity, reservoir release coefficient, surface
permeability,melt factor etc. Table 11.1 lists somemodel calibration problems,which
have been solved by multi-objective methods.

11.2.2 Water Distribution Networks

Water distribution networks (WDNs) are intrinsic parts of modern cities. Because
WDNsare used to transferwater to households, farmlands, industries etc., they,which
should be designed for current and future water demands, with suitable pipe diameter
and required pressure (Monsef et al. 2019). In addition, they should be able to serve
in extraordinary situations, including urban fire (Quintiliani et al. 2019). WDNs
problems are complex (involving pipes, pumps, valves, tanks, etc.), include many
constraints (pressure, velocity, etc.), and have a large search space (Wu et al. 2013). In
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Table 11.1 Review of applications of multi-objective approaches in water resource problems

Problem Study Algorithm

Calibration of models Kapelan et al. (2003) MOGA

Kapelan et al. (2005a) MOGA

Bekele and Nicklow (2007) NSGA-II

Confesor and Whittaker
(2007)

NSGA-II

Khu et al. (2008) POGA

Mostafaie et al. (2018) NSGA-II, MOPSO, PESA-II

Wang et al. (2018a) MOPSO

Zhang et al. (2018) MOSCEM-UA

Gutierrez et al. (2019) NSGA-II, NSGA-III, SPEA-II

Adeyeri et al. (2020) MOPSO

Water distribution network Farmani et al. (2005) NSGA-II, SPEA2

Kapelan et al. (2005b) RNSGAII

Alfonso et al. (2009) NSGA-II

Wu et al. (2011) MOGA

Ehsani and Afshar (2010) NSGA-II

Fu and Kapelan (2010) ANN-GA, NSGA-II

Wu et al. (2013) MOGA

Marques et al. (2015) AMOSA

Zheng et al. (2016) NSGA-II, SAMODE, Borg

Monsef et al. (2019) MOPSO, NSGA-II, MODE

Reservoir operation and
management

Hajiabadi and Zarghami
(2014)

NSGA-II

Ashofteh et al. (2015) MO-GP

Bozorg-Haddad et al. (2016) NSGA-II

Paseka et al. (2018) NSGA-II

Yazdi and Moridi (2018) NSDE

KhazaiPoul et al. (2019) NSDE

Khorshidi et al. (2019) NSGA-II

Water quality Saadatpour and Afshar
(2013)

MOPSO

Aboutalebi et al. (2016) NSGA-II

Amirkhani et al. (2016a) NSGA-II

Aalami et al. (2018) MOPSO

Quintiliani et al. (2019) AMGA2

Water structures design Nikoo et al. (2014) NSGA-II

Hojjati et al. (2017) NSGA-II

(continued)
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Table 11.1 (continued)

Problem Study Algorithm

Ghorbani Mooselu et al.
(2019)

NSGA-II

Nikoo et al. (2019) NSGA-II

Groundwater Reed et al. (2001) NSGA

Saafan et al. (2011) MOGA

Piscopo et al. (2015) Borg

Nouiri et al. (2015) MOGA

Mirzaie-Nodoushan et al.
(2017)

NSGA-II

Fatkhutdinov and Stefan
(2019)

NSGA-II

Taravatrooy et al. (2019) NSGA-II

solving WDNs problems, it is possible to only consider cost as an objective function
i.e., treat as a single objective problem and consider pipe diameters as a primary
objective function (Moosavian and Lence 2016). However, other problems include
several objective functions, such as construction and operation cost, hydraulic or
mechanical performance, reliability, water quality (contamination), greenhouse gas
emissions etc. so they requiremulti-objective approaches. InWDNs studies, pipe size
(diameter) and material, tank location, etc., can be considered as decision variables.
Some of the multi-objective studies are shown in Table 11.1.

11.2.3 Reservoir Operation and Management

Population growth and climate change are stressors in water resources management
(Yang et al. 2017). Optimal operation and management is a broad topic, with a wide
range of objectives to be considered. In addition, various decision functions and
constraints affect reservoir operation and management. On the other hand, due to
great uncertainty of climate variability, optimal reservoir operation faces difficulties
(Khorshidi et al. 2019). However, as multi-objectivemethods simultaneously include
many objectives, decision variables, and constraints, are effective and are efficient
tools in solving problemswith a large search space, they can be used to solve reservoir
problems. Flood impacts (on downstream areas and upstream of reservoir), water
demands (urban, agriculture, environment, etc.), power generation, navigation rate
(based on volume of discharge), and sediment flushing, are related to optimal release
policy, which can be considered as objective functions. Decision-makers and dam
operators canmanage reservoirswith scenarios that are providedwithmulti-objective
algorithms. Examples of such problems are listed in Table 11.1.
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11.2.4 Water Quality

Floods, human activities, climate change, and flora and fauna may influence water
quality of reservoirs, rivers, urban distribution systems, irrigation networks, and basin
surface. Government bodies can benefit from multi-objective algorithms in different
water-quality problems. One of the applications of multi-objective approaches is
determining a trade-off between temperature conditions and reservoir water-quality
reduction. Total dissolved solids (TDS), which may enter reservoirs with flood flow,
can change reservoir quality. For example, minimization of TDS release from reser-
voir and minimization of differences between temperature of reservoir’s inflow and
outflow were considered as objective functions by Amirkhani et al. (2016a). Other
models, such as water quality simulation model of CE-QUAL-W2, are used to simu-
late reservoir conditions and to enhance model reliability. Other objective functions
can be employed in these problems to determine cost, reliability, vulnerability, and
risk in reservoirs, rivers, and water distribution networks. Table 11.1 lists some of
the works.

11.2.5 Water Structure Design

Single objective algorithms have been widely used in optimization of water struc-
tures design, as for instance, stepped spillway (Bozorg-Haddad et al. 2010), labyrinth
spillway (Ferdowsi et al. 2019, 2020), open channel (Orouji et al. 2016), earth
dam (Rezaeeian et al. 2019) and so on. Construction cost (i.e., material volume)
and hydraulic performance are two important objective functions in these prob-
lems. Considering the advantages of multi-objective algorithms, optimal design of
structures can be developed i.e., all concerns, such as construction cost and time,
design discharge, energy dissipation, scour depth, cavitation number, safety etc. can
be considered simultaneously. In addition, optimum design of water structures and
devices, which work together in water networks, can be defined as a multi-objective
programming model. In a multi-objective study, Nikoo et al. (2019) considered the
hydraulic performance (i.e., minimization of seepage, uplift force, and vertical exit
gradient) and project cost of cutoff walls and aprons under a diversion dam as objec-
tive functions. The computational fluid dynamics models can be also employed to
simulate flow in these problems. Table 11.1 lists examples of such studies.

11.2.6 Groundwater

Groundwater is one of the foremost means of water supply in some regions of the
world, providing one-third of the total world’s freshwater (Moreaux and Reynaud
2006). Increasing water demands, affected by population growth, climate change,
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and governments’ policies, have caused drawdown ofwatertable in aquifers. Ground-
water contamination can jeopardize public health, which raises public concern.
Meyer et al. (1994) used metaheuristic methods for the optimization of objectives for
groundwater monitoring. Others have employed multi-objective techniques in opti-
mizing groundwater remediation design (Wang and Zheng 1998), determining well
locations (Park and Aral 2004), proposing a cost effective long-term groundwater
monitoring model (Reed et al. 2001), determining a dynamic connection between
precipitation and water-table depth (Giustolisi et al. 2008), optimizing placement of
pumping facilities (Siegfried et al. 2009), andoptimizing pumping rates andoperation
cost (Saafan et al. 2011). In Table 11.1, some such problems are listed.

11.2.7 Other Applications

Asmulti-objective optimization approaches have unique advantages, these have been
implemented in design, planning, and management of water resources systems,
such as in treated wastewater allocation (Tayebikhorami et al. 2019), stormwater
harvesting systems (Blinco et al. 2018), design and rehabilitation of urban drainage
systems (Vojinovic et al. 2014; Ngamalieu-Nengoue et al. 2019), locations of green
roofs and permeable pavements in urban catchments (Giacomoni and Joseph 2017),
hydropower generation (Bozorg-Haddad et al. 2017), operation of gated spillways
(Amirkhani et al. 2016b), and sewer network design (Altarabsheh et al. 2018).

11.3 Basic Concepts

In a multi-objective optimization problem, there is more than one objective, which is
often also called criterion or performance. Such problems are formulated as follows:

Minimize or Maximize g(�x) = |g1(�x), g2(�x), . . . , gn(�x)|, �x = [x1, x2, . . . , xk] ∈ S

Subjected to fi (�x) ≤ 0, i = 1, 2, . . . , I

h j (�x) = 0, j = 1, 2, . . . , J

(�x)l ≤ �x ≤ (�x)u (11.1)

where S = the set of solutions, g1(�x), g2(�x), …, and gn(�x)= the objective functions,
fi (�x)= the inequality constraints, h j (�x)= the equality constraints,(�x)l= the lower
bounds of decision variables, and (�x)u= the upper bounds of decision variables.

As shown in Eq. (11.1), in multi-objective problems there are n functions, which
should be optimized simultaneously. These n functions may have one of these three
conditions: (1) all n functions need minimizing; (2) all n functions need maximizing;
and (3) some of them need to be minimized and others maximized. The multi-
objective approach is derived from single objective problems where there is one
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Fig. 11.1 Illustrations of global optimum and local optima (picture shows a portion of the Stars
Valley in Qeshm, Iran)

function to be optimized. If the problem goal is minimizing (i.e., in problems which
their objective functions are cost, time, environmental damage, error evaluation etc.),
the best solution is called the global optimum—for example, the deepest point in a
valley (Fig. 11.1). However, there may exist one or some solutions, which have less
value than others, which are known as local optima (Fig. 11.1).

In multi-objective problems, instead of a unique solution, there is a set of optimal
solutions. In this case, for a problem with two fitness functions (two-objective
problem), one may need the least value, while the second one need the highest.
In other words, in most cases, objectives are in conflict with each other. For example,
optimal solution in the problem of reservoir water release for downstream environ-
mental needs is probably in conflict with drinking water supply. Hence, the multi-
objective problems need a decision-maker to choose the most suitable answer among
the set of solutions (Coello et al. 2007). Using the Pareto Optimality Theory (Ehrgott
2005), the set of solutions can be found. The following terms are essential parts of
an optimization problem.

Decision variables: The numerical quantities, which are calculated during opti-
mization, are called decision (or design) variables. These variables are limited
between lower and upper bounds.

Constraints: Finding optimumsolutions is not allowed at any cost. In otherwords,
there are some intrinsic restrictions in almost all optimization problems, which elim-
inate unsatisfactory solutions from the search space. These restrictions are known
as constraints, which divide solutions into feasible and infeasible ones (Zhou et al.
2011). Time restrictions and maximum error value are such examples.

SearchSpace: The search space (decision space) includes all feasible or allowable
solutions. By limiting this space in real engineering problems, it is expected to find
an optimal solution in the least time. For instance, a reservoir operation problemwith
52 decision variables (i.e., 52 weeks) and 5 different releases has a search space size
of 552 i.e., 2.22E+36 (Maier et al. 2019).

In multi-objective algorithms, the following terms also should be defined:
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Dominance: X2 is dominated by X1, if

• Solution X1 is no worse than X2 in all objective functions.
• Solution X1 is strictly better than X2 in at least one objective.

Non-dominated Solution: A non-dominated solution is the one that generates a
suitable compromise between all objectives without decaying any of them. In other
words, these are solutions which are worth considering and evaluating them as a final
solution of the problem.

Pareto Optimal Set: The Pareto Optimal Set is regarded as the set of entire
feasible decision space.

Pareto Optimal Front: Instead of a single optimum, there is a set of trade-
off solutions, generally regarded as Pareto Optimal Front. In other words, that is a
collection of non-dominated solutions. (True) ParetoOptimal Front canhavedifferent
conditions, basedon its shape and continuity i.e., itmaybe continuous, discontinuous,
or concave.

Figure 11.2 shows a multi-objective problem that has two objectives and both
of them should be minimized. The ideal point is a hypothetical solution, which
has zero value for both objectives—never reachable in real engineering problems.
Thus, distances between this point and solutions are important. The aforementioned
concepts (i.e., non-dominated and dominated solutions and Pareto optimal front) are
illustrated in Fig. 11.2.

The final problem solution is chosen fromnon-dominated (Pareto) solutions.Also,
the quality of solutions produced by different multi-objective algorithms is an impor-
tant issue in the literature. Various metrics have been proposed to evaluate Pareto

Fig. 11.2 Sample solutions
of a two-objective problem,
which both of objectives
need minimizing
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solutions. Some of these methods are presented in Section 4 (problem definitions
section).

11.4 Practical Examples in Reservoir Optimal Operation

Three real engineering problems are solved for Mahabad dam using m MOSCA,
MOPSO, and MOGA. The Sine Cosine Algorithm (SCA) was proposed by Mirjalili
et al. (2016), which has been used successfully in a number of engineering problems,
such as cancer classification (Majhi 2018) and predicting wind speed (Wang et al.
2018b).

The Mahabad dam is a multipurpose dam, which is located in the northwest
part of Iran. It is used to supply irrigation demands and control seasonal floods.
Table 11.2 shows the average inflow to reservoir, drinking and agricultural demands,
net evaporation, andmaximum release of the reservoir. Themonths of summer (May,
June, and July) see the most drinking and agricultural demands. The average annual
rainfall and temperature are 471 mm and 12.1 °C, respectively. The reservoir should
supply drinking and agricultural demands for summer months while the inflow to the
reservoir is not high for summer months. On the other hand, the most net evaporation
occurs in summer months. Thus, the optimal operation ofMahabad reservoir is a real
challenge for decision-makers in the Mahabad River basin.

Table 11.2 Hydrological parameters at Mahabad dam site 1990–2007

Month Average inflow
(MCM)

Drinking
agricultural
demand (MCM)

Net evaporation
(mm)

Maximum release
of the reservoir
(MCM)

September 1.28 20.65 121.2 51.84

October 6.12 8.14 40.69 51.84

November 10.05 1.51 – 51.84

December 17.12 1.41 – 51.84

January 21.12 1.38 – 51.84

February 54 1.3 51.78 51.84

March 96.12 5.87 154.23 53.57

April 53.78 25.02 269.43 53.57

May 9.78 32.06 319.21 53.57

June 2.47 28.76 312.23 53.57

July 1.12 30.22 311.4 53.57

August 0.8 26.78 241.23 53.57

MCM: Million Cubic Meter
Source Jahad-e-Keshavazi Organization’s guideline and Water and company, West Azarbaijan
Province, Mahabad Town, Iran
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11.4.1 Problem Definitions

First Example

In the first example, the inflow to the Mahabad dam was simulated using Artificial
Neural Network (ANN) and multi-objective optimization algorithms. ANN models
are widely used for predicting hydrological variables, such as rainfall (Yaseen et al.
2018), drought (Khan et al. 2018), and streamflow (Meng et al. 2019).AnANNmodel
includes a number of neurons arranged into three basic layers. An ANN model has
an input, middle (hidden layer), and the output layer. The input variables are received
by the input layer. The transfer function is a fundamental unit of the ANN to compute
output for a given input.

The following equation shows the relationship between x (inputs) and y (outputs):

ym = f

(
Bm +

n∑
i=1

Wimxi

)
(11.2)

where y is the output, xi represents the input, Bm indicates the bias, Wim shows
the weight connection and n= the number of input variables. It is evident that bias
and weight parameters are the important parameters for ANN models. Although the
common training algorithms, such as backpropagation algorithm, are widely used
to fine-tune the ANN parameters (weight connection and bias parameter), they do
not have the fast convergence rate. Thus, it is necessary to use a robust optimization
algorithm for training ANN algorithms. In this chapter, multi-objective algorithms
are used to train the ANN models.

Equation 11.3 shows inputs for predicting reservoir inflow.

It = (It , It−1, It−2, . . . , It−12) (11.3)

where It is the inflow to the reservoir in the current month, It−1indicates the
inflow in one previous month, It−2shows the inflow in two previous months, and
It−12represents the inflow in the twelve previous months. One of the challenges in
preparing simulation models is the determination of their architecture. In this study,
multi-objective optimization algorithms were used to fine-tune the weight and bias
parameters. In this regard, the structure of an agent’s position in hybrid ANN-multi-
objective optimization algorithms includes three parts. The first part includes the
value of weight parameters. The second part includes the value of bias parameters
and the third includes the combination of inputs. In fact, each agent shows the ANN
parameters and the input combinations.

Two objective functions were used. The first one was used to select the best ANN
parameters. The second one was used to select the best-input combination. In other
words, the first objective function is minimizing root mean square error (RMSE).
The second objective function is minimizing the mean absolute error (MAE).
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Second Example

In the second example, multi-objective functions were used to optimize theMahabad
reservoir operation using two objective functions. The first objective function was
the reliability index. The reliability index is the probability that the water meets
irrigation demands during the period of operation. The second objective function
was the resiliency index. Resiliency index is the probability that a system recovers
from a failure period:

Dt
i =

⎡
⎢⎣ Xi

T arg et,t − Xi
sup plied,t ← i f

(
Xi
T arg et,t > Xi

sup plied,t

)
0 ←

(
i f

(
Xi
t arg et

)
= Xi

sup plied,t

)
⎤
⎥⎦ (11.4)

maxmize(z1)Rel
i = No.of

(
times

(
Dt

i

) = 0
)

n
(11.5)

Maximize(z2)(Resilience) = No. (of ) times
(
Dt

i

) = 0 f ollows (Di ) > 0

No. (of ) times
(
Dt

i

)
> 0 (occured)

(11.6)

where Reli is the reliability index,Xi
T arg et,t shows the water demand for the ith water

user at time t, Xi
sup plied,t represents the water supplied for the ith user at time t,

No.(of )t imes
(
Dt

i

)
> 0(occured) indicates all failure periods, n: the number of

months and No.(of )times
(
Dt

i

) = 0 f ollows(Di ) is a successful period recovering
from a failure period (Loucks 1997; McMahon et al. 2006; Sandoval-Solis et al.
2011).

The continuity equation is as follows:

St+1 = St + Qt − Losst − Rt − SPt (11.7)

where St+1is the reservoir storage at time t+1 (MCM), Qt shows the inflow at time t,
Losst shows the loss volume of water (MCM),Rt indicates the released water. The
following constraints are used for the reservoir operation problem:

0 ≤ Rt ≤ Det

Smin ≤ St ≤ Smax (11.8)

where Sminshows the minimum reservoir storage, Smaxis the maximum reservoir
storage, and Det is the irrigation demand. If the constraints were not satisfied, the
following penalty function was used:



11 Multi-objective Optimization Approaches for Design … 287

P1,t =
⎡
⎢⎣

0 ← i f (St+1) > Smin(
Smin − St+1

)2
Smin

← otherwise

⎤
⎥⎦ (11.9)

P2,t =
⎡
⎢⎣

0 ← i f (St+1) < Smax

(St+1 − Smax)
2

Smax
← otherwise

⎤
⎥⎦ (11.10)

P3,t =
⎡
⎢⎣
0 ← i f (Rt < Dt )

(Rt − Dt )
2

Dmax

⎤
⎥⎦ (11.11)

where P1,t , P2,t , P3,tare the penalty functions and Dmaxshows the maximum irriga-
tion demand during the total operational periods. The following indices were used
to evaluate the multi-objective algorithms.

• Root mean square error (RMSE):

RMSE =

√√√√√ T∑
t=1

(Dt − Rt )
2

T
(11.12)

• MAE

MAE =

T∑
t=1

|Dt − Rt |
T

(11.13)

• Nash-Sutcliffe efficiency

NSE = 1 −

T∑
t=1

(Dt − Rt )
2

T∑
t=1

(
Dt − D̄t

)2 (11.14)

where T= the number of operational periods, and D̄t is the average irrigation demand.

Third Example

To show the importance of the multi-objective model, operation policies for different
inflow scenarios into the Mahabad dam reservoir were considered. Thus, the third
example was solved based on three inflow scenarios:

1. Average monthly inflow −0.5 standard deviation
2. Average monthly inflow
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3. Average monthly inflows +0.5 standard deviation.

11.4.2 Selection of the Best Solution in Pareto Front (PF)

After extracting the PF based on multi-objective algorithms, the most appro-
priate solution was identified via multi-criteria decision. In this study, compromise
programming (CP) was used to select the optimal solution. The following equation
was used to find the optimal solution among other solutions:

L p(POSi ) =
⎡
⎣ n∑

j=

(
x+
j − xi j

x+
j − x−

j

)⎤
⎦ (11.15)

where L p(POSi )is the distance of Pareto optimal solution to the ideal solution or
ideal point (illustrated in Fig. 11.2),xi j shows the preference of alternative I with
respect to criterion j, p indicates the control parameter for CP x+

j is the largest value
for maximizing criteria or the lowest value for minimizing criteria, and x−

j = the
lowest value for maximizing criteria or the largest value for maximizing criteria.
The following indices were used to verify the generated Pareto solutions using the
optimization algorithms:

IGD =

√√√√√
nt∑
i=1

(
d ′
i

)2
n

(11.16)

SP =
√√√√ 1

n − 1

n∑
i=1

(
d̄ − di

)2
(11.17)

MS =
√√√√ o∑

i=1

max(d(ai , bi )) (11.18)

where IGDis the inverse general distance, nt indicates the number of true Pareto
optimal solutions, d ′

i represents the Euclidean distance between the ith true Pareto
optimal solution and the nearest Pareto optimal solution obtained in the reference
net, SP shows the spacing spread measured, MS = the maximum spacing measured,
d = a function to compute the Euclidean distance, ai= the maximum value in the
ith objective, bi= the minimum value in the ith objective, and o= the number of
objectives. The lower value for SP and IGD is suitable. The higher value for MS is
ideal.



11 Multi-objective Optimization Approaches for Design … 289

11.4.3 Results and Discussion

Selection of Random Parameters in Multi-objective Optimization Algorithms

The performance of multi-objective optimization algorithms depends on the value of
random parameters. Thus, it was necessary to select the appropriate values of random
parameters in the optimization algorithms (Ehteram et al. 2019). The Taguchi model
is one of the robust models for designing parameters of experimental and compu-
tational methods (Alizadeh and Omrani 2019). The orthogonal arrays were used
in the Taguchi model to reduce the number of experiments or runs of parameters
that affected the outputs. Parameter setting was necessary to run evolutionary algo-
rithms. The total number of experiments for finding the value of random parameters
of optimization algorithms was computed as follows:

total(number)of (experiments) = (number of levels)number of factors ∗ (number of iterations)
(11.19)

when the values of a parameter are changed, the other parameters are fixed. Table 11.3
shows the algorithm parameters and their levels for the first example.

Table 11.3 Algorithm parameters and their levels for the first example for a = MOGGA, b =
MOSPSO and c = MOSSCA

(a)

Parameter Level 1 Level 2 Level 3 Level 4

Population size 100 200 300 400

Rate of crossover 0.30 0.50 0.7 0.90

Rate of mutation 0.10 0.30 0.50 0.70

Iteration 50 100 150 200

(b)

Parameter Level 1 Level 2 Level 3 Level 4

Population size 100 200 300 400

Acceleration coefficient 0.2 0.4 0.6 0.80

Inertia weight 0.10 0.30 0.50 0.70

Iteration 50 100 150 200

(c)

Parameter Level 1 Level 2 Level 3 Level 4

Population size 50 100 150 200

r1 0.2 0.4 0.6 0.80

r3 0.10 0.30 0.50 0.70

Iteration 50 100 150 200
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The signal to noise (S/N) ratio was used to show the impact of each parameter on
the performance of optimization algorithms:

S

N
ratio = −10 log(objective f unction)2 (11.20)

The aim was to maximize the S/N ratio. Table 11.4 shows the computed S/N ratio
for each level of parameters. The most value of S/N ratio indicates the best value of
parameters.

Results for the First Example

Figure 11.3 shows the Pareto front for MOSCA. The CP method was used to select
the best solution. Table 11.5 compares the performance of MOSCA, MOPSO, and
MOGA. It is worth mentioning that the outputs were compared, based on model
performance in 200 runs.

Inspecting the results in Table 11.5, it is observed that MOSCA was able to
converge with good distribution of non-dominated solutions for the first example. As
far as the IGD and SPwere concerned,MOSCAperformed better, sinceMOSCAhad
the least values for IGD and SP compared to MOPSO and MOGA. Table 11.5 also
indicates MS for 200 simulation runs for multi-objective optimization algorithms. It
is observed that MOSCA had the highest value for MS. Generally, results indicated

Table 11.4 Computed S/N ratio for each level of parameters for a = MOGA, b = MOPSO and c
= MO SCA (bold values indicate the best value of parameters)

(a)

Parameter Level 1 Level 2 Level 3 Level 4

Population size S/N:1.2 S/N:1.8 S/N:1.4 S/N:1.1

Rate of crossover S/N:1.3 S/N:1.5 S/N:1.2 S/N:1.0

Rate of mutation S/N:1.3 S/N:1.6 S/N:1.2 S/N:1.0

Iteration S/N:1.4 S/N:1.3 S/N:1.6 S/N:1.2

(b)

Parameter Level 1 Level 2 Level 3 Level 4

Population size S/N:1.2 S/N:1.5 S/N:1.1 S/N:1.3

Acceleration coefficient S/N:1.4 S/N:1.7 S/N:1.9 S/N:1.2

Inertia weight S/N:1.2 S/N:1.3 S/N:1.4 S/N:1.7

Iteration S/N:1.2 S/N:1.5 S/N:1.3 S/N:1.1

(c)

Parameter Level 1 Level 2 Level 3 Level 4

Population size S/N:1.4 S/N:1.7 S/N:1.2 S/N:1.5

r1 S/N:1.3 S/N:1.6 S/N:1.8 S/N:1.5

r3 S/N:1.4 S/N:1.6 S/N:1.8 S/N:1.4

Iteration S/N:1.4 S/N:1.7 S/N:1.8 S/N:1.9
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Fig. 11.3 Pareto front for MOSCA

Table 11.5 Investigation of
multi-objective algorithms for
the Pareto optimal fronts
obtained

Algorithm IGD SP MS

MOSCA 0.12 0.011 0.72

MOPSO 0.23 0.015 0.64

MOGA 0.29 0.019 0.58

that MOSCA outperformed MOPSO and MOGA. Table 11.6 shows the results of
hybridANNmodels for predicting inflow, and indicated thatANN-MOSCAprovided
a more reasonable estimation for inflow to the reservoir as compared to MOPSO
and MOGA. It is evident that the RMSE and MAE values for ANN-MOSCA were
low, while NSE for this model was high. Results also indicated that ANN-MOPSO
performed better thanMOGA. Figure 11.4 shows the scatterplots for the hybridANN
models. Based on the plots for ANN-MOSCA, it can be seen that ANN-MOSCAwas

Table 11.6 Results of hybrid
ANN models for predicting
inflow

Training period

Model RMSE (MCM) MAE NSE

ANN-MOSCA 0.90 0.33 0.93

ANN-MOPSO 1.12 0.47 0.92

ANN-MOGA 1.19 0.65 0.91

Testing period

ANN-MOSCA 1.24 0.50 0.90

ANN-MOPSO 1.34 0.71 0.89

ANN-MOGA 1.45 0.89 0.87
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Fig. 11.4 Scatter plots for the models for the first example

more accurate than ANN-MOGA and ANN-MOPSO. Figure 11.4 and Table 11.5
showed that the hybrid ANN models had better performance than the standalone
ANN model. The standalone ANN model used the back propagation algorithm for
training level.

Results for the Second Example

Figure 11.5 shows the Pareto optimal front for the second example. The best solution
was selected using the CP method. As observed in Table 11.7, three indexes were
used for comparing multi-objective algorithms. According to Table 11.7, IGD and
SP of MOSCA had the least values. It was concluded from the results in Table 11.7
that MOGA had worse performance than MOSCA and MOPSO. In the case of
the coefficient of variation, it was clear that MOSCA had the lowest value among
other multi-objective algorithms. Among multi-objective algorithms, MOGA had
the highest coefficient of variation.
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Fig. 11.5 Pareto front for the second problem

Table 11.7 Analysis of provided Pareto fronts for the second example

Algorithm Parameter IGD SP MS

MOSCA Worst 0.25 0.019 0.54

best 0.11 0.010 0.67

Average 0.18 0.012 0.59

Coefficient of variation 0.02 0.01 0.02

MOPSO Worst 0.29 0.025 0.45

best 0.18 0.014 0.57

Average 0.20 0.019 0.50

Coefficient of variation 0.05 0.03 0.03

MOGA Worst 0.38 0.029 0.41

best 0.20 0.017 0.52

Average 0.29 0.022 0.48

Coefficient of variation 0.09 0.05 0.04

Figure 11.6 compares the performances of multi-objective algorithms based on
RMSE, MAE, and NSE indices. MOSCA had the best performance, as verified by
the values of indices (i.e., RMSE= 2.12 MCM, MAE=1.1 MCM, and NSE= 0.93).
Results indicated that MOGA had the highest value of RMSE andMAE among other
multi-objective algorithms.

Figure 11.7 shows the performance criteria for different water demands. For
example, for a 50% decrease in water demand, results of reliability indices of
MOSCA, MOPSO, and MOGA were 81, 78, and 70%, respectively. In the case
of reliability criterion, when the water demand of reservoir system increased from
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Fig. 11.6 a Comparison of multi-objective algorithms based on RMSE and MAE indices and
b Comparison of multi-objective algorithms based on NSE index

20 to 100%, the reliability index of MOSCA reduced from 93 to 72%. Overall, the
reliability index of MOGA decreased 23%, when the water demand increased from
20 to 100%.

Figure 11.8 shows the variation of resiliency indices for different water demands.
For instance, for a 50% reduction inwater demand, the resilience indices ofMOSCA,
MOPSO, and MOGA were 69, 65, and 63%. When the water demand was 100%,
the resilience indices were 72, 70, and 59% for MOSCA, MOPSO, and MOGA,
respectively. The high value of resilience index indicated that MOSCA was able to
follow successfully a failure period in comparison to multi-objective MOPSO and
multi-objective MOGA.

Results for the Third Example

The third example considered different inflow scenarios for the second example. The
second example used the reliability index and resilience index as objective functions.
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20 30 40 50 60 70 80 90 100

MOSCA 93 86 84 81 80 79 78 75 72

MOPSO 85 82 81 78 76 75 72 71 70

MOGA 82 80 78 70 67 64 62 60 59
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Fig. 11.7 Variation of reliability index for different water demands

20 30 40 50 60 70 80 90 100

MOSCA 87 80 75 69 68 67 65 66 62

MOPSO 74 71 68 65 62 60 55 52 50

MOGA 71 70 65 63 60 58 52 51 45
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Fig. 11.8 Variation of resilience index for different water demands

Figure 11.9 shows the Pareto front for the third example. The optimal solutions were
selected by the CP method.

As observed in Table 11.8, three indices were used for comparing multi-objective
algorithms. Results indicated that the best Pareto optimal front was obtained by
MOSCA for the second and third scenarios, where the best values of IGD, SP, and
MSwere 0.019, 0.14, and 0.6, respectively, for MOSCA (second scenario), and were
0.020, 0.16, and 0.62, respectively, for MOSCA (third scenario).
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Fig. 11.9 The Pareto front for the third example

Figure 11.10 compares the performances of different models for different inflow
scenarios. Results of the second scenario (SS) were presented by the second example
(normal inflow scenario), and indicated that the multi-objective optimization algo-
rithms that employed the first scenario had the highest RMSE and MAE. This indi-
cated that the first scenario (FS) had a significant effect on the operation of the
reservoir.As observed inFig 11.10, the third scenario (TS) providedbetter conditions.

Thus, decision-makers should consider the effect of uncertainty of different
parameters on the reservoir operation. The climate change condition, such as wet
periods and dry periods, affect stream flow and inflow to the reservoir. Table 11.9
shows the variation of reliability index and resilience index versus different water
demands. For example, for a 50% decrease in water demand, results of reliability
index of MOSCA were 81, 79, and 82% for the second scenario, first scenario, and
third scenario respectively. When the water demand was 100%, the resilience index
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Table 11.8 The Pareto front for the first and third scenarios

First scenario

Algorithm Parameter IGD SP MS

MOSCA Worst 0.27 0.021 0.52

best 0.12 0.011 0.69

Average 0.19 0.014 0.60

Coefficient of variation 0.04 0.020 0.05

MOPSO Worst 0.32 0.027 0.47

best 0.19 0.017 0.58

Average 0.20 0.020 0.52

Coefficient of variation 0.04 0.04 0.04

MOGA Worst 0.39 0.030 0.42

best 0.22 0.018 0.53

Average 0.30 0.023 0.49

Coefficient of variation 0.08 0.07 0.05

best 0.23 0.019 0.54

Average 0.32 0.024 0.50

Coefficient of variation 0.09 0.08 0.06

Third

Algorithm Parameter IGD SP MS

MOSCA Worst 0.25 0.022 0.54

best 0.14 0.012 0.70

Average 0.20 0.016 0.62

Coefficient of variation 0.05 0.040 0.07

MOPSO Worst 0.33 0.028 0.48

best 0.17 0.015 0.59

Average 0.21 0.019 0.53

Coefficient of variation 0.05 0.04 0.05

MOGA Worst 0.40 0.032 0.45

best 0.23 0.019 0.54

Average 0.32 0.024 0.50

Coefficient of variation 0.09 0.08 0.06

of MOSCA was 62, 61, and 63% for the second scenario, first scenario and third
scenario, respectively. In general, results indicated that the multi-objective optimiza-
tion algorithms had better performance in the third scenario than in the first and
second scenarios.
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Fig. 11.10 Comparison of different scenarios for the third example

11.5 Summary

Problems in design, planning, and management of water resources systems can be
solved using multi-objective optimization approaches. In this chapter, three multi-
objective optimization algorithmswere used to solve three complex problems. Firstly,
theMOSCA,MOPSO, andMOGAwere used to train theANNmodels formodelling
inflow. Secondly, the multi-objective optimization algorithms were used to increase
the resiliency index and volumetric reliability index for optimal operation of a reser-
voir. Thirdly, the multi-objective optimization algorithms were used to solve the
second problem using different inflow scenarios. It was observed that the RMSE
and MAE values for ANN-MOSCA were low while NSE for this model was high.
Results also indicated that ANN-MOPSO performed better than MOGA. It was
concluded from the results in the second example that MOGA had worse perfor-
mance than MOSCA and MOPSO. In the case of the coefficient of variation, it was
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Table 11.9 Results of indices for different water demands (Third example)

Water demand 20% 30% 40% 50% 60% 70% 80% 90% 100%

First scenario (Reliability index)

MOSCA 92 85 83 79 78 77 76 65 61

MOPSO 82 81 80 75 74 73 71 51 50

MOGA 81 77 77 68 65 62 60 50 49

Third scenario (Reliability index)

MOSCA 94 87 85 82 82 80 79 77 74

MOPSO 87 84 82 79 77 76 74 73 72

MOGA 83 83 79 71 69 66 64 62 61

First scenario (Resilience index)

MOSCA 86 78 74 67 67 66 64 62 61

MOPSO 72 70 67 63 61 59 54 50 49

MOGA 70 68 64 61 59 57 51 49 44

Third scenario (Resiliency index)

MOSCA 88 81 77 72 69 68 67 66 63

MOPSO 76 73 71 67 63 62 59 54 52

MOGA 72 71 66 65 64 60 59 53 49

clear that MOSCA had the lowest value among other multi-objective algorithms for
the second example. For the third example, for a 50% decrease in water demand,
results of reliability index of MOSCAwere 81, 79, and 82% for the second scenario,
first scenario, and third scenario, respectively. When the water demand was 100%,
the resilience index of MOSCA were 62, 61, and 63% for the second scenario,
first scenario, and third scenario, respectively. Generally, the results indicated that
the new multi-objective optimization algorithm (i.e., SCA) had superior ability for
solving complex and nonlinear problems. However, the multi-objective algorithms
such as SCA require the accurate design of random parameters. Additionally, the
multi criteria decisions should be used to find the best solutions among the other
solutions.
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Chapter 12
Multi-attribute Decision-Making: A View
of the World of Decision-Making

Babak Zolghadr-Asli, Omid Bozorg-Haddad, and Nora van Cauwenbergh

Abstract Water resources planning and management is marked by competing inter-
ests and different values ofmultiple stakeholders. Thus, when it comes tomaking any
decision with regard to water resources, different - and often conflicting - interests
have to be taken into consideration. Multi-attribute decision-making (MADM) is
an umbrella term to describe mathematical frameworks that enable decision-makers
to quantify the desirability of alternative options with respect to a set of evaluation
attributes. As these evaluation attributes represent the multitude of competing inter-
ests, MADM are especially helpful for water resources planning and management.
This chapter aims to shed light on the logic behindMADMmethods, different schools
of thought in MADM, and the characteristics that made these methods crucial for
water resources planning and management.

Keywords Water resources planning and management ·Multi-attribute
decision-making ·Multi-attribute analysis

12.1 Introduction

Decision-making is an inseparable part ofwater resources planningandmanagement.
Arguably, the way in which decision-making is done, will determine the success and
prosperity of a project (e.g., Godinez-Madrigal et al. 2018). Considering the long-
life expectancy of water resources infrastructure, their economic impacts, and so
many other reasons of that nature, the decisions that help shape these projects can
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have profound impacts on society.While the right decisionmay set the community to
flourish, in contrast, a hasty decision could indeed jeopardize the efforts and financial
resources that went into supporting these projects. Thus, in terms of sound decision-
making, what it comes downs to, is to find an answer to the question, “what is a good
project?”

Before exploring the notion of a good choice, one must first define decision-
making. Accordingly, the Oxford dictionary defines this term as “the process of
deciding about something important, especially in a group of people or in an
organization.” From a psychological point-of-view, decision-making is regarded as
the cognitive process resulting in the selection of a belief or a course of action
among several alternative possibilities (Buchanan and O’Connell 2006). Notably,
the end-product of the decision-making process is a final choice, which may or
may not prompt action. Thus, the process of decision-making is merely concerned
with the selection of the alternative options (e.g., in a water resources development
plan), rather than the procedural requirements of implementing the selected set of
alternatives.

Strictly speaking, decision-making is founded on a four-stage analytical process
(Vroom and Jago 1974;Weber and Coskunoglu 1990), which is depicted in Fig. 12.1.
The first stage of the decision-making process is the descriptive analysis. Descriptive
analysis, also known as the positive analytics, is mainly concerned with describing
the observed behavior of the stakeholders through studying their previous choices.
The term stakeholder here refers to any involved parties whose interests are at stake
via the decision-making process (e.g., Reed et al. 2009). The analysis attempts to
understand and describe these choices through behavioral and social psychology,
neurology, or even data sciences (e.g., data mining) to identify the set of motivations

Fig. 12.1 Four stage analytical process of decision-making and its relation with steps in water
resources planning
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that can help describe the course of actions made by the stakeholders as individuals
or a group of decision-makers (Peng et al. 2008; Santos and Rosati 2015). It is worth
noting that data sciences aremainly concernedwith identifying the correlation rather
than the causation; however, they can provide practical hints on how to unravel the
mysteries of decision-making. In water resources planning, this stage is referred to
as situation analysis (Loucks and van Beek 2017), mobilizing a range of methods to
include cause-effect relations and (future) trends in different issues.

Through the predictive analysis, the analyst attempts to quantify the likelihood in
which an outcomewould occur given a specific circumstance. To do so, the statistical
analyst would explore the data sets to determine the probability of an outcome or
the likelihood of a situation’s occurrence (Bell et al. 1988; Kleindorfer et al. 1993).
Note that the application of predictive analysis is limited to the decision-making
under uncertainty; subsequently, not all decision-makingswould consist of predictive
analysis.

The third stage of the decision-making process is the normative analysis. The
term normative generally refers to connecting an item to an evaluative standard
through studying the item’s behavior (Kahneman and Tversky 1984; Tversky and
Kahneman 1986). Hence, normative analysis is mainly concerned with techniques
through which the decision-makers can evaluate the feasible alternatives in a math-
ematical sense (Kleindorfer et al. 1993). In other words, it provides a framework
to see whether alternatives score high or low on a given criteria. One of the main
assumptions in the conventional normative analysis is rationalism, which, loosely
speaking, describes a situation in which decision-makers actively attempt to secure
their interests and goals, which have been identified and described through previous
stages of decision-making (Kørnøv and Thissen 2000). This would mean one selects
the alternative with the highest score. In practice, however, stakeholders do not often
show perfect rationality, which can impose challenges for decision-makers (Nehring
2000). In such cases, either rational choice or the normative analysis is not well or not
uniformly understood; hence, those involved in the decision-making process value
things differently from what has been described mathematically in previous stages.
For instance, when designing a rehabilitation plan for a groundwater system, for
various reasons including limited financial resources or available time, the decision-
makers may not be able to have access to all the datasets that describe the interest
of stakeholders (e.g., the farmers that harness water from the aquifer) (Sharifi and
Rodriguez 2002). In such cases, the stakeholders’ behaviors are to be represented
using bounded rationality, a particular class in which perfect rationality could not be
held. In addition, uncertainty related to different knowledge frames and ambiguity
can complicate the translation of predictions into normative values (e.g., Brugnach
et al. 2008; Godinez-Madrigal et al. 2018).

The final stage of the decision-making process is the prescriptive analysis, through
which the decision-makers would determine which alternatives to consider as the
most desirable solution to the problem at hand (Saad 2001). The analysts, herein,
combine the pieces of information gathered through studying the behavioral patterns
of the stakeholders (descriptive analysis) and the randomness embedded in the
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decision-making process (predictive analysis), which are expressed inmathematical-
oriented frameworks (normative analysis), and obtain the best course of actions
for the decision-makers (prescriptive analysis). Furthermore, decision-makers can
explore the possible options on how to take advantage of the future opportunity or
cope with the future risks, and, eventually, evaluate the implication of each feasible
decision options based on the unique characters of the decision-making problem
(Tzeng and Huang 2011). In water resources planning, these decision making stages
are followedby the operationalizing of the decision in action plans (where governance
mode and funding/financing is agreed upon) and the implementation and monitoring
and evaluation of these plans (see Fig. 12.1).

12.2 Definition and Terms

As stated, the main principle of decision-making is identifying the best choice
(Sahaf 2009). While that may seem a straightforward principle, it poses a chal-
lenging dilemma for decision-makers. Indeed, the concept of a “good choice” may
vary from one decision-maker to another, due to their different preferences, experi-
ence, values, shared knowledge, and backgrounds (Sobel and Clark 2014). In other
words, a universal and unanimous agreement between different decision-makers on
the very notion of goodness does often not exist. Furthermore, the selection proce-
dure between the alternatives may differ from one decision-maker to another, even
when facing the same decision-making problem. Nevertheless, the core idea of sound
decision-making is to opt for a set of solutions that would outperform the other alter-
natives, based on a set of evaluation criteria defined either explicitly or implicitly by
the decision-makers (Zanakis et al. 1998). This is the general idea behind the multi-
criteria decision-making (MCDM).MCDMis a sub-discipline of operations research
and can be further divided into MODM and MADM methods, the latter being the
focus of this chapter. In practice, almost everyone faces anMCDMproblemon a daily
basis, to which most would aggregate their preferences through an intuition-oriented
weighting mechanism.When complexity is higher, andmultiple functions and stake-
holders are involved, however, implementing a systematic MCDM approach is vital
to make an informed and logical decision.

In technical terms, MCDM refers to any procedure in which the decision-maker
explicitly evaluates a set of alternativeswith regard tomultiple and usually competing
criteria (Alinezhad and Khalili 2019; Bozorg-Haddad et al. 2020). Through MCDM
methods, the decision-makers is able to restructure and redefine the decision-making
problem in a mathematical form. Although developing and implementing MCDM
methods are not a novel modern idea per se, there have been undeniable advances
in this field since the blooming era of computational intelligence (CI) during the
early 1960s and 1970s. Computational developments have led to novel and often
hybrid MCDM methods, which particularly facilitate and improve the decision-
making process. Ever since MCDM has been an active area of research, and played
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a crucial role in an array of disciplines, ranging from politics and business to the
environment and energy.

To facilitate studying the systematic approaches to tackle problems in which
the decision-makers attempt to consider multiple evaluation criteria simultane-
ously, Hwang and Yoon (1981) proposed clustering MCDM methods into two main
categories, namely, multi-objective decision-making (MODM), and multi-attribute
decision-making (MADM). Fundamentally, this classification is based on whether
the solutions and the evaluation criteria are defined either explicitly or implicitly
(Mendoza andMartins 2006; Velasquez and Hester 2013). MODMmethods are used
where decision-makers are searching for a set of optimal solutions that would not
only satisfy the constraints surrounding the given problem, but optimize the decision-
makers’ pre-defined objectives as well (Hwang and Yoon 1981). In essence, MODM
is suitable for the design/operation problems, in which the decision-makers aim to
achieve the optimal or aspired goals by considering the various interactions within
the given constraints. For example, a groundwater pumping regime can be opti-
mized within constraints of minimum levels and guarantee of supply (Van Cauwen-
bergh et al. 2008). The decision space of MODM problems can be described as a
multi-dimensional Cartesian space, with each objectives as an axiom, and a set of
constraints that separate the feasible and infeasible solutions. Even though MODM
is conventionally defined with a continuous decision space, problems with discrete
decision spaces can also be solved via MODMmethods, as long as the feasible alter-
natives are mathematically described as an infinite set of entities (Hwang and Yoon
1981). In practice, themain challenges imposed onMODMmethods are the trade-off
and the scale problems. Application of MODMmethods in water resources planning
and management are found in the development of operation policy for reservoirs
(e.g., Aboutalebi et al. 2015), water distribution systems (e.g., Farmani et al. 2006),
and water quality monitoring network (e.g., Aboutalebi et al. 2016) amongst others.
For more information on these challenges and how they can be addressed, the readers
can refer to Alinezhad and Khalili (2019) and Bozorg-Haddad et al. (2020). MADM
methods, on the other hand, are used for situations in which the decision-makers
are to evaluate a finite number of pre-defined alternatives that are explicitly known
to decision-makers. In that case, MADM helps decision-makers to systematically
assess each given alternative via a discrete preference rating mechanism, defined for
each evaluating attribute (Hwang and Yoon 1981). In general, MADM methods are
suited for the evaluation/choosing. In the context of water resources planning and
management, decision-makers are often presented with a set of discretely defined
alternative options, each with their own unique merits and drawbacks. In those cases,
MADMmethods can aid the decision-maker in the process of comparison and choice.
Since the early 1970s, applications of the MADM techniques in this field is on the
rise (Hajkowicz and Collins 2007). Examples of such applications include demand
management (e.g., Banihabib and Shabestari 2017), groundwater management (e.g.,
Barzegar et al. 2019), irrigation and drainage network (e.g., Cetinkaya and Gunacti
2018), supply management (e.g., Goodwin et al. 2019), wastewater management
(e.g., Nawaz and Ali 2018), assessment of water distribution networks (e.g., Islam
et al. 2013), floodmanagement (e.g., Lee et al. 2014), and wastewater treatment (e.g.,
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Table 12.1 the main
characteristics of MODM and
MADM methods (Tzeng and
Huang 2011)

MODM MADM

Criteria are defined by Objectives Attributes

Objectives are defined Explicitly Implicitly

Attributes are defined Implicitly Explicitly

Constraints are defined Explicitly Implicitly

Alternatives are
defined

Implicitly Explicitly

Number of alternatives
are

Infinite Finite

Relative to Design/operation Evaluation/choice

Kim et al. 2013).and water governance (e.g., Vila et al. 2018). Table 12.1 summarizes
the main characteristics of MODM and MADM methods.

In the following sections, this chapter will take a deep dive into the world of
MADM to shed light on why this method can be useful for water resources planning
and management. Before that, however, it is crucial to have a better understanding
of MADM methods’ basic principles and the logic behind these methods.

12.3 Basic Principles and Logics: Different Viewpoints
on MADM

The basic paradigm of MADM is to evaluate a set of feasible attributes with respect
to a set of, often, competing and even conflicting attributes. From the introduction of
the utility theory in the early eighteenth century (Bernoulli 1738) to the era of French
school of thought in decision-making in the 1960s to 1980s [i.e., elimination et Choix
traduisant la realité (ELECTRE) (Benayoun et al. 1966; Roy and Bertier 1971; Roy
1978; Roy and Hugonnard 1982); and preference ranking organization methods for
enrichment evaluation (PROMETHEE) (Brans 1982; Vincke and Brans 1985; Brans
et al. 1986; Mladineo et al. 1987)] to the development of the state-of-the-art methods
such as the best-worst method (BWM) (Rezaei et al. 2015), MADM has managed to
root in, practically, most operational and scientific fields including water resources
planning and management. A chronicle overview of some of the most fundamental
and influential MADM methods is presented in Fig. 12.2.

As can be seen in Fig. 12.2, numerous and seemingly vastly different MADM
methods exist and recent developments have led to novel and often hybrid MADM
methods. What all methods have in common is that they establish mechanisms to
evaluate preferences, assign a mathematical nature to attributes and prescribe how to
handle different viewpoints of participating decision-makers. The particular expres-
sion of these principles could be used to cluster similar MADM methods. Accord-
ingly, different branches ofMADMmethods are identified based on (1) the decision-
makers’ prioritizing system, (2) the mathematical nature of attributes’ values, and (3)
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Fig. 12.2 A choronological overview on some of the most influential MADM methods

Fig. 12.3 Classification/clustering of MADM methods

the number of decision-makers. Figure 12.3 illustrates these different ways to cluster
MADM methods. The following sections explore these concepts and demonstrates
how they can be used to cluster MADM methods.

12.3.1 Clustering by Preference Evaluation Mechanism

Every MADM method requires a preference evaluation mechanism, the main func-
tionality of which would be to reflect the stakeholders’ ideology. These mechanisms
perform as a sort of scale that enables the decision-makers to evaluate the preference
for each alternative. The preference evaluation mechanism can be defined either
explicitly or implicitly. In the explicit valuation, preference values are computed
through a set ofmathematical functions, whereas the implicit valuation, is a reflection
of the decision-makers’ experience, expertise, perception, and instinct.
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Based on the notion of preference evaluation mechanism, a traditional classifica-
tion would divide MADM methods into multi-attribute utility theory (MAUT) and
outranking methods (Mendoza and Martins 2006). Founded on the premise of the
Bernoulli’s utility theory, MAUT methods obtain the decision-makers’ preferences
and represent them as a hierarchical structure by employing a proper utility function.
When using this method, the alternative with the highest utility value emerges as
the solution. Although MAUT-based methods benefit from a solid axiomatic back-
ground, their main criticism is the unrealistic assumption of preferential indepen-
dencies (Tzeng and Huang 2011). In MADM terminology, preferential indepen-
dence refers to a situation in which priorities of the alternatives based on a given
criterion are not influenced by the other criteria. Although this is a sound concept
on paper, it might not be an accurate description of real-world MADM problems
in practice. Alternatively, instead of evaluating the alternatives via complex utility
functions, outranking-based methods provide a paradigm to compare the preference
relations among alternatives to identify the best alternative. Although outranking
methods were proposed to overcome the practical difficulties experienced with the
utility function, they are criticized for lacking an axiomatic foundation and solid
mathematical structural (Tzeng and Huang 2011; Bozorg-Haddad et al. 2020).

Although the previous classification serves to categorize conventional MADM
methods, it may face difficulties categorizing some of the hybrid and novel MADM
methods, which do not fit to either the categories’ descriptions. Eventually, a more
sophisticated classification system was proposed, in which MADM methods are
categorized into three classes, namely, value measurement, goal aspirations, and
outranking methods (Belton and Stewart 2002). In value measurement methods,
numerical scales are implemented to represent the degree to which a feasible alter-
native may be preferred over another. The scores obtained for each alternative are
estimated with respect to each individual evaluation attribute and are then aggre-
gated to estimate the overall preference of the decision-maker. In goal aspirations
methods, however, the decision-maker defines a satisfactory level of achievement
for each criterion. The alternative closest to these defined reference points is then
identified as the solution to the MADM problem. Lastly, the outranking MADM
methods evaluate the alternatives’ relative performances against one another using a
comparison-oriented framework.

12.3.2 Clustering by the Attributes’ Mathematical Nature

From a mathematical perspective, evaluation attributes can be either determin-
istic or non-deterministic and fuzzy or crisp. In a deterministic point-of-view, the
decision-makers are certain about every aspect of the decision-making problem.
In a non-deterministic viewpoint, however, some aspects of the decision-making
paradigm have a stochastic component (Pearl 1996). On the other hand, when the
decision-makers’ preferences cannot be expressed with a single numeric value (i.e.,
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crisp viewing paradigm), a fuzzy set can be employed to express these preferences
(Bellman and Zadeh 1970).

It should be noted however, that the fuzzy-based and the probability-based uncer-
tainty follow two distinctive logics and are not interchangeable per se. When a
decision-maker faces a process which outcome cannot be expressed with absolute
certainty, probability-uncertainty logic is conventionally employed. However, when
the decision-makers are not certain on how to express their preferences, fuzzy logic
is the most conventional perspective to express uncertainty. To recap, while the
probability-uncertainty logic deals with the likelihood in which an event could take
place, the fuzzy logic addressee the degree to which the decision-makers are certain
about their priorities (Bozorg-Haddad et al. 2020).

12.3.3 Clustering by the Number of Decision-Makers

Based on the number of involved individuals, theMADM frameworks could be clus-
tered into twomajor categories, namely single and group decision-making paradigms
(Black 1948). In single MADM paradigms, the opinion of that single individual
would form the preference evaluation mechanism of the decision-making process. In
group decision-making paradigms, at least two decision-makers with different view-
points contribute and influence the decision-making process (Kiesler and Sproull
1992). Though group decision-making paradigms are, in the core, founded based
on single decision-making methods, they would require an additional synthesizing
strategy through which individual decision-makers’ opinions would be aggregated
and integrated to form the final result. Who belongs to the decision-making group
itself has changed, given the consensus in (international) policies and donor regu-
lations that inclusion of stakeholders in water related decisions is a prerequisite for
their success. Decision-making processes have therefore increasingly shifted from
purely top-down or single decision-making to bottom-up and group decision-making
using participatory and collaborative approaches. Messner (2006) gives an overview
of experiences with participatory MADM methods.

12.4 Importance and Necessity: Water-Food-Energy
Security Nexus

Water resources problems are complicated since they are multi-dimensional by
nature. As a result, inmost practical problems,multiple evaluation criteria are consid-
ered to reflect these points. Furthermore, commonly there is more than one stake-
holder involved in anydecision-making required to address these issues,which results
in different preference values to reflect the difference of interest among the involved
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parties. Decision-making under such characteristics, thus, benefits from MADM-
based frameworks. In this section we further explore the importance of MADM
methods and their application in water resources planning and management. We
do so within the scope of water security and the (decisions on) water distribution
between key societal sectors in relation to core elements of the water-food-energy
security nexus: water, energy, food and the environment.

Whereas water is a renewable natural resource that is continuously re-distributed
throughout the planet through the hydrological cycle, its uneven distribution in both
time and space, creates issues with continuous water availability. These issues are at
the core ofmany challenges of water resources planning andmanagement (Zolghadr-
Asli et al. 2017). Population growth and changing living standards as well as growing
environmental concerns and the projected changes in the climate add complexity to
this already complicated problem (Bidoglio et al. 2019; Zolghadr-Asli et al. 2018;
Zolghadr-Asli et al. 2020a, b). Given the crucial role of water in most, if not all
strategic sectors in modern society, a sound decision in water resources requires
addressing these dynamic and complex interactions between different sectors and
multiple dimensions.

The definition ofwater-energy-food-environment (WEFE) security nexus is broad
because the term itself covers a broad realm. Perhaps, as a result, there is no consensus
on the WEFE security nexus definition (Keskinen et al. 2016; Smajgl et al. 2016;
Endo et al. 2017). The basic paradigm of the WEFF security nexus is portrayed in
Fig. 12.4. In general, the nexus notionmerely states that the security of water, energy,
food and the environment are codependent in a way that one cannot truly address
one of the securities without discussing the others (Zhang et al. 2018, 2019). The
attention to sectoral interdependencies and coordination inwater is not new; it is at the
heart of familiar concepts such as integrated water resources management (IWRM).
However, whereas IWRM is mainly aimed at the process, the nexus point-of-view is
goal-oriented and explicitly focuses on the trade-offs In short, the concept of WEFE
security nexus indicates that sustainable water management must be integrated with

Fig. 12.4 Water-energy-
food-environment (WEFE)
security nexus paradigm
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a cross-sector coordinating platform, in which often conflicting attributes reflecting
different stakeholders’ interests are to be considered simultaneously. As the priorities
of one sector are not necessarily in line with others, decision-making with regard
to water resources is quite challenging. It is in this context that MADM provides
a structured and formal platform in which crucial and challenging decisions can
be made. Through MADM-based frameworks, the decision-makers can consider
various, often conflicting attributes, and the emerged solutions from these methods
can potentially promote the WEFE security nexus.

12.5 Methodology: Steps to Conduct MADM

Two schools of thought exist in MADM methods, namely, compensatory and non-
compensatory (Jeffreys 2004). When the MADM method permits compensation of
an alternative’s poor performance with respect to a specific attribute by high perfor-
mance in some other attribute, this method is considered as compensatory. In non-
compensatory methods, however, the significant poor performance of an alternative
with regard to an attribute cannot be compensated, evenwhen the alternative performs
high with respect to all other attributes (Banihabib et al. 2017). Both methods have
their ownmerits and drawbacks and the selection of the method in a specific case will
depend on the decision-making context. The nature of some cases, for instance, does
not permits applying the compensatory methods, as key stakeholders may not be
interested in or willing to accept compensation of an alternative’s low performances
for a given criterion or attribute.

Figure 12.5 shows the basic steps to aMADMmethod. Decision-makers first have
to capture the premise of the decision-making problem in a mathematical context,
which is referred to in technical terms as the decision matrix. Here, the decision-
makers define a set of feasible alternatives as well as a set of evaluation attributes to
assess them. In a second step, the decision-makers set their priorities regarding the
importance of the attributes through a weight assignment mechanism (see Fig. 12.5).
In step 3, the performance of each individual alternative is evaluated with regard to
each of the defined attributes. Finally, the decision-makers are to aggregate these
pieces of information to measure the overall performance of the alternatives, and in

Fig. 12.5 The basic steps to a MADM method
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turn, select the solution in step 4 (Bozorg-Haddad et al. 2020). EachMADMmethod
proposes different approaches to address these steps, with potential differences in
the resulting ranking of alternatives (e.g., Van Cauwenbergh 2008). To avoid that the
result is purely defined by the method chosen and underlying assumptions are not
understood, Myšiak (2006) recommends the use of different methods as well as a
sensitivity analysis to validate the MADM results. For more information on different
MADM methods, the readers can refer to Kallis et al. (2006), Tzeng and Huang
(2011), and Bozorg-Haddad et al. (2020).

12.6 Practical Examples

As stated, in this day-and-age, decision-makers have numerous methods and tech-
niques at their disposal to deal with MADM problems ranging from simple, easy-to-
use approaches to complex, yet structured methods. In this section, we illustrate the
range of available methods with two examples in the context of water resources and
planning and management.

12.6.1 Water Management Plans in Jacuípe River basin,
Brazil Using AHP

The analytic hierarchy process (AHP) is a subjective, compensatoryMADMmethod
that was first theorized by Saaty (1977) and further developed in late 1970s (Saaty
1980). Two mechanisms enable the AHP to cope with MADM problems in a struc-
tured and pragmatic manner; the hierarchy structure and the pairwise compar-
isons. The hierarchy structure of AHP enables the decision-maker to recompile the
MADM problem in smaller and independent units, each of which has a structure of
a single attribute decision-making problem. Using a series of pairwise comparisons,
AHP then taps the decision-makers’ cognitive understanding, expertise, and experi-
ences to gather subjective-based assessments to solve the decision-making problems
depicted in these units. Next, AHP employs a bottom-up approach to aggregate these
assessments and identify the most suitable alternative.

In light of water resources planning and management, AHP is one of the most
popular MADM methods (Hajkowicz and Collins 2007). Srdjevic and Medeiros
(2008), for instance, created a three-level hierarchy structure to select the best long-
termwatermanagement plan for the JacuípeRiver basin, easternBrazil. The decision-
matrix was composed of 3 management alternatives and 24 attributes that covered
a broad range of topics including economic, environmental, political, social, and
technical attributes. Using the AHP method, Srdjevic and Medeiros (2008) were
able to conduct a thorough subjective assessment to find the most desirable solution.
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There is a critical point that needs to be stated at this stage regarding the funda-
mental perspective toward decision-making. Evidence suggests that from time to
time, these methods are being treated as merely number-crunching frameworks;
this is especially troubling when subjective methods, such as AHP, are being used
(Hajkowicz and Collins 2007). Relying solely on a subjective weight assignment
mechanism can act like a double-sided blade. While they can incorporate years of
experience and various viewpoints into the decision-making process, they are one
misstep away from leading to confusing and misleading results. So one should these
methods should be implemented with cautious, and a checking mechanism should
be in place to make sure that decision-makers’ subjective assessment is consistent
and in line with reality.

12.6.2 Water Development Plans in Iran with TOPSIS

The technique for order preferences by similarity to an ideal solution (TOPSIS) is
an objective, compensatory MADM method that is rooted in the basic principles
of reference-dependence theory. Although TOPSIS method was first promoted by
Hwang and Yoon (1981), the method primarily flourished through the works of Yoon
(1987), andHwang et al. (1993). Chiefly, the TOPSISmethod attempts to identify the
alternative, which has the shortest distance from the ideal solution and the farthest
distance from the inferior solution, a characteristic that makes it a suitable risk-
avoidance MADMmethod (Opricovic and Tzeng 2004; Jahan et al. 2012; Aghajani-
Mir et al. 2016).

Due to its objective viewpoint and efficient computational algorithm, TOPSIS has
gained popularity to address MADM problems in various research fields, including
water resources management (Bozorg-Haddad et al. 2020). Afshar et al. (2011), for
instance, applied this method to analyze and, in turn, evaluate the potential of the
feasible water development plans for the Karun River basin, Iran. The decision-
matrix of this particular problem consisted of 7 feasible alternatives that depicted
different development plans which were to be evaluated against 30 evaluation
attributes that cover environmental, socio-economic, and technical topics. Notably,
this study adopted a fuzzy-based perspective to address the uncertainties surrounding
the decision-making process. Through this framework, Afshar et al. (2011) were able
to select the best water development plan for the basin mentioned above. Further-
more, they concluded that this method is suitable to be employed for larger-scale
problems.

It should be noted that uncertainty plays a crucial role in the field of decision-
making. In water resources planning and management, hydrological, economic and
other models can be used to assess the impact of infrastructural and other measures
under uncertainty of climate change, population growth, new technologies, etc. In
addition to uncertain variability in the events, uncertainty can manifest itself as
incomplete knowledge and ambiguity (Dourojeanni 2019).Whereas addressing these
uncertainties is quite vital tomake sound andpragmatic decisions, evidence, however,
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suggests that this notion is commonly being ignored either wholly or partially inmost
water resources related researches (Hajkowicz and Collins 2007), with most of the
focus going to understand and manage variability. To deal with different types of
uncertainty such as deep uncertainty, incomplete knowledge and ambiguity in the
decision-making, frameworks as adaptive management (e.g., Dewulf et al. 2008),
dynamic adaptive policy pathways (Haasnoot et al. 2013) and (participatory) adaptive
planning approaches (Zandvoort et al. 2018; Van Cauwenbergh et al. 2020) can be
used.

12.7 Summary

Decision-making is something we all face on a daily basis. When dealing with
complex and multi-dimensional problems, decision-makers often rely on structured
and formal processes to support the identification of the most viable solutions. In
such cases, the decision-makers would be presented with a set of feasible alterna-
tives, which are to be evaluated using a set of, often, conflicting attributes. MADM
provides a proper mathematical-based paradigm to find the solution to such a ques-
tion. From the introduction of the utility theory in the early eighteenth century to the
hybrid state-of-the-art MADM methods, numerous techniques have been proposed
to ensure a sound and smooth decision-making process.

The nexus role of water further complicates the already challenging process of
decision-making in water management and planning. MADM enables the decision-
makers to not only address the technical aspect of decision-making, but also, the
environmental, socio-economic, and even legal attributes that are involved in water-
related problems. Resultantly, the MADM-oriented studies in the field of water
resources planning and management have dramatically grown in number in recent
years. Two main areas for improvement are these frameworks viewpoint on uncer-
tainties associated with water resources problems and a better underrating toward the
subjectivemechanism embedded in some of theMADMmethods to avoidmisleading
results in the ranking of alternatives.
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Chapter 13
Risk, Uncertainty, and Reliability
in Water Resources Management

Ali Arefinia, Omid Bozorg-Haddad, and Arturo A. Keller

Abstract The real world is full of random phenomena, complicating predictions
of future changes in water resources, hence probabilistic distributions can assist
in understanding their potential effects. Uncertainties could be unintended conse-
quences of intentional changes in accidental phenomena which are part of decision
making and policymaking in water resource management, and their disregard for
decreasing the reliability and risk ofwater resource systems.Uncertainty analysis and
sensitivity analysis are two processes that can be used to simulate unexpected changes
and improve the usefulness of the results of modeling water resource systems. Also,
because water resource systems are always associated with natural phenomena, they
can be analyzed by the aid of the uncertainty and sensitivity analysis to examine
different effects of the phenomena on these systems. In this chapter, the general
components of water resources systems, and the concepts and terminology related
to uncertainty in these systems are presented. furthermore, it has been proposed to
introduce the uncertainty and necessity of its review in water resources systems,
the basic principles of statistical methods and probability, and various methods. The
analysis and evaluation of the failure to solve problems in modeling, simulation,
and optimization of water resources systems have been addressed. In the end, due to
the importance of the performance criteria of water resource systems in evaluating
and analyzing these systems, it introduces common performance criteria in their
performance evaluation.
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13.1 Introduction

Investigating uncertainty and other probabilistic and stochastic parameters is the first
step in risk and reliability studies of water systems. Most mathematical models use
deterministic strategies and methods to examine different processes and systems,
while all real-world issues are uncertain. The nature of atmospheric processes such
as evaporation, rainfall, and temperature may cause uncertainty. Also, the cities’
future population, per capita water consumption, irrigation patterns, and water use
priorities are not certain (Loucks et al. 1981). Loucks (1997) developed an index for
evaluating the sustainability of water resources systems using the three criteria of
reversibility, reliability, and system vulnerability. Jariaj and Vedula (2000) investi-
gated the role of input uncertainty in optimal reservoir utilization in a linear program-
mingmodel.Huang et al. (2009a) examined the uncertainty in the target functions and
the constraints associated with the flow into a reservoir, costs, allocation constraints,
and access to water resources. Stefano et al. (2004) designed a scenario support
decision system that can manage and plan the allocation of water resources under
climatic and hydraulic uncertainties. In their study, the fuzzy two-stage random-
ization method with interval parameters was used for designing the water resources
management system of this region under uncertainty conditions. Stefano et al. (2005)
examined themanagement of water resources under uncertainty using a support deci-
sion system. Webby et al. (2007) assessed the risk and damage caused by changes in
Australia’s Burley Lake due to the uncertainty of input and precipitation flows.Marie
et al. (2009) assessed the uncertainty of climate change on water resource manage-
ment and its effects in the PreobankaRiver Basin. Huang et al. (2009b) researched the
application of planning techniques for the design of water resources systems under
conditions of uncertainty. The research findings showed that this method could be
an effective way to achieve sustainable development. Huang et al. (2008), in a fuzzy
programming study, usesmultistage intervals tomanagewater resources under uncer-
tainty conditions. The results showed that their applied technology could be used for
other resources and environmental management issues that include policy analysis
and system programming under conditions of uncertainty. Zhuang et al. (2009),
designed a water supply system in an assumed area under uncertainty conditions.
They used optimization methods with conservative controller parameters or strong
optimization to apply uncertainty conditions in the model. Yamen et al. (2012), using
quality data, examined the reliability of water quality, flexibility, and vulnerability
of water resources under uncertainty conditions. Chen et al. (2013), using a robust
analysis approach, examined the risk of water allocation under uncertain conditions.
Annika et al. (2015) evaluated cost and profit as well as an uncertainty assessment of
water loss reduction methods. Their case study was the Guttenberg drinking water
distribution system. Safavi et al. (2016) investigated and analyzed the planning and
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management of water resources under uncertainty conditions in the Zayandehrud
river basin. Sarzaeim et al. (2017) estimated the precipitation, temperature, runoff,
and environmental requirements and their uncertainty in climate change conditions.
Sarzaeim et al. (2018) examined the uncertainty of hydroelectric energy production
under various climate change scenarios. Zhuang et al. (2018) studied the effect of
climate change on water resources under uncertainty conditions using simulation
integration and optimization methods. Zhu et al. (2018) evaluated and analyzed the
uncertainty of groundwater. Liu (2019), to optimize the irrigation planning structure,
taking into account the effects of water under unpredictable conditions. Ezbakhe and
Pérez-Foguet (2019), uncertainty Data were analyzed in water resources decision
making. Their case study was in the assessment of water and wastewater supply in
Spain.

13.2 Definitions and Terms

In this section, we will introduce important terms in the discussion of uncertainty:

• Management: a purposeful process in which material and human resources are
efficiently and effectively implemented in the planning, organization, and integra-
tion of resources and tools, and the guidance and control of the system to achieve
a specific organizational purpose or goals.

• Analysis: A comprehensive approach to system issues where it first divides the
system into smaller components and then each component is examined, and
ultimately the final summing up of the entire system takes place.

• Planning: Thinking and organizing various activities, including decision making
about the time and place of the activities, visualizing the desirable situation of the
system in the future, and creating the appropriate tools and methods for achieving
this desirable situation. Program Introduce yourself

• Decision Making: A set of mental processes that can be used to select an option
from among different options.

• Prediction: The process of identifying uncertain amounts of phenomena in the
future.

• Modeling: Describing and simulating natural phenomena via mathematical
relationships.

• Simulation: One of themethods for solving schedulingmodels in situations where
it is not possible to use algebraic analysis methods or real-world testing.

• Optimization: In a variety of disciplines such as management, mathematics,
economics, etc., the best choice is chosen from a set of optimized members.

Calibration: Adjustment of coefficient and parameter values in a model to best
represent measured system conditions and behavior.
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• Validation: A test to determine if the calibration values for the coefficients and
parameters of the model are valid, using measured values that were not employed
in the calibration process.

• Random variable: An indicator that the amount of its changes over time and place
is not predictable.

• Non-deterministic events: The consequences or phenomena whose exact predic-
tion is not possible are risky or uncertain events.

• Uncertainty analysis: A process in which sets of input values or model parameters
are randomly selected using their probabilistic distribution functions, and these
values are used to obtain distributions related to the output value of the model.

• Sensitivity analysis: A process that explores the change in model output based on
the changes in model input values.

• Sensitivity coefficients: One of the sensitivity analyses that are derived from the
derivative of a model output variable relative to a variable or input parameter.

• Fuzzy set: A set in which the membership of a number is not known.
• Membership function: A function that indicates the degree of membership,

different members to a fuzzy set.
• Performance metrics for the water resources System: Indicators that serve to

assess whether a water resources system meets particular goals, in response to
management plans and policies.

• Water resources reliability:Degree towhich awater resources systemwill perform
at an acceptable level (Hashimoto et al. 1982).

• Reversibility of the water resource system: The probability that a system returns
to the desired state after failure (Hashimoto et al. 1982). In the other definition, the
maximum consecutive periods that a system had before returned to be considered
as reversibility or resilience of water resource systems (Moy et al. 1986).

• Water resource vulnerability: Likelihood of severe system failure after a major
change. Loucks et al. (2005) described the vulnerability as the mean of failures,
Hashimoto et al. (1982), the mean of the maximum deficiencies over a succession
of failures in the system, and Menzoda et al. (1997) the likelihood of a shortage
in one or more periods of a certain limit.

• Sustainability Index: Summarizing system performance metrics in a general indi-
cator to facilitate comparison and decision making between different options for
managing and planning water resources (Lane et al. 2014).

13.3 Basics and Logic of the Subject

Risk events are phenomena that can not be accurately predicted. They are called
risky events in the context of the existence of probabilities for different phenomena.
In fact, if these probabilities are not quantitative or the prediction of events is not
possible, the phenomena are considered an uncertain event. Uncertainty arises from
the lack of proper assumptions, the variability of natural processes, and/or insufficient
information. In issues related to water resource management, the uncertainty and
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risk associated with the systems must be determined for the change in inputs and the
values of the parameters.

The effect of input uncertainties on the output uncertainty of a model is one
of the most important issues in the discussion of uncertainty in the modeling of
water resource systems, especially when the modeling conditions are different from
the actual conditions of the system under investigation. There are uncertainties in
the various stages of designing, locating and exploiting systems; this uncertainty,
often due to our low understanding of the phenomena and the events involved in
the problem, includes various types, for example hydraulic, hydrological, hydro-
meteorological, geotechnical, structural, environmental, economic and social. In
issues related to water resources, more attention is diverted to the hydraulic and
hydrological aspects of uncertainty.

Using the uncertainty analysis, the properties of the output parameters of the
model can be obtained as a function of the input parameters. Another advantage of
uncertainty is that designers, by analyzing uncertainty, obtain the effect of each input
parameter on the overall uncertainty of the output of the model, and thus identify
the more effective parameters and pay more attention to their better evaluation by
reducing output uncertainty. For example, uncertainty analysis can be used to forecast
and flood control plans, predicting the water requirement for urban use in designing
water distribution networks, predicting river flow in river engineering designs, deter-
mining the roughness of water channels in water transfer plans and determining the
type of land use in designing irrigation networks. There is also uncertainty in the
operation of the systems. The analysis of economic benefits from the utilization of
the water resources system and the timing of water harvesting from reservoirs are
examples of uncertainties in utilizing water resources systems.

Uncertainty sources are errors and approximations existing in measuring input
data, parameter values, model structure, and algorithms for solving models. There
are many ways to reduce these errors, but they can never be eliminated; therefore, in
issues related to the management of water resource systems, there will be risky and
uncertain conditions and they need to be updated with new data and knowledge.

How people deal with uncertain events, their decisions, and their reaction to
these events is another important issue in the discussion of uncertainty. Although
uncertainty analysis methods do not consider this kind of uncertainty, it is a very
effective parameter in uncertainty analysis. As a result, design and utilization policies
of water resources systems should be flexible enough to this kind of uncertainty,
rather than the system it can perform its task with minimum failure and maximum
efficiency.

Investigating uncertainty and other probabilistic and stochastic parameters is the
first step in risk and reliability studies in water systems. Uncertainty is the occurrence
of quantitative or qualitative changes, which are not controlled by humans. If the
necessary decisions are made in designing and operating water supply systems, due
to different types of uncertainty, the variables that affect them will increase the
reliability of water supply systems. To estimate the quantitative reliability of water
systems, probabilistic and statistical models should be used (Mays and Tung 1992);
therefore, some basic rules of statistics and probabilities are discussed.
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13.3.1 Categorization of Uncertainty Types in Water
Resources

So far, different categories have been presented for types of uncertainties in water
resources, such as:

1. Modeling uncertainty: information uncertainties, algorithmic approximations,
errors, and quantitative approximations.

2. Uncertainties in water resources projects: hydrological uncertainties, hydraulic
uncertainty, instrumental uncertainties, and economic uncertainties.

3. In a general categorization, uncertainty is divided into three groups of natural
variability of phenomena (such as rainfall variability, evapotranspiration, water
consumption, etc.), the uncertainty of knowledge (usually due to lack of adequate
and complete knowledge of phenomena and models) and the uncertainty of
decision making that results from impotence and ignorance of future decisions.

Figure 13.1 shows a schematic of the effect of input data uncertainty on model
output. The output of the model varies over time or place due to the variability and
uncertainty of each input data. Each of the lines indicates the time or spatial variations
in model output due to input changes.

Where x, y, and z ranges represent the maximum range of output variations of the
model due to input changes or uncertainty of inputs; therefore, for each input, the
effect of the input uncertainty can be determined in the model output.

Figure 13.2 shows the upper and lower case curves showing the effect of the
variability and uncertainty of the collection of different inputs on the output results
of the model over time and place.

Fig. 13.1 Model output changes due to the uncertainty of different input data
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Fig. 13.2 Cover curves Model output changes due to the uncertainty of different input data

Where n = the distance between two curves at any time or location and indicates
the domain of the model’s variability due to the variability of the input parameters,
and m= represents the maximum range of output variability due to the uncertainties
of the inputs.

13.3.2 Basic Principles of Probabilities

In the theory of probabilities, the result of an observation is an experiment, and to
all possible states of an experiment is a sample space. One of the scenarios in the
sample space is the event. Events are examined as a set, so the proper functions are
used as community, subscription, and complement. The occurrence of event A or
occurrence B (community A and B) is shown as if the simultaneous occurrence of
events A and B (subscriptions A and B) is represented either in a form (A, B). In
one set, if two occurrences of A and B do not have a common denominator, they are
called two disjoint or incompatible sets that represent it in the form (A, B) = ϕ, and
if the occurrence of occurrence A does not affect the occurrence of event B, these
two events are independent. If the occurrence of event A is related to event B, then A
is a conditional event that is represented as A|B; in this case, the complement of the
event A represents A’. The probability of a quantitative criterion is the probability
of an event occurring. The probability of occurrence of any occurrence, such as
event A, can be calculated in two ways: (1) dependent or late probabilities based on
observations of the occurrence of the incident, and (2) initial or prior probabilities
based on experience and judgment. The basic theorems of probabilities are as follows
(Mays and Tung 1992):

1. The probability of occurrence of any incident is negligible
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2. There is a general theorem that is in shape Pr (S) = 1 And S are in that sample
space.

3. To evaluate the probability of the association, two events A and B are referred to
as Eq. 13.1:

Pr (A ∪ B) = Pr (A) + Pr (B) − Pr (A ∩ B) (13.1)

If we generalize it for K events, we will have the following Eq. 13.2:
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)
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If two incidents are incompatible, their likelihood of association is in the form
Pr (A ∪ B) = Pr (A) + Pr (B) and if we generalize this for K events, then it is an
Eq. 13.3:

Pr (A1 ∪ A2 ∪ . . . ∪ AK ) = Pr

(
K⋃
i=1

Ai

)
=

K∑
i=1

Pr (Ai ) (13.3)

If two events are independent, the probability of their subscription will be as
follows, and the probability of the occurrence of the K event of an independent event
is given by Eqs. 13.4 and 13.5:

Pr (A ∩ B) = Pr (A, B) = Pr (A) × Pr (B) (13.4)

Pr (A1 ∩ A2 ∩ . . . ∩ AK ) = Pr

(
K⋃
i=1

Ai

)
=

K∏
i=1

Pr (Ai ) (13.5)

The probability of a conditional event is called a conditional probability. The
conditional probability is calculated as Eq. (13.6):

Pr (A|B) = Pr (A, B)

Pr (B)
(13.6)

That Pr (A|B) the probability of the occurrence of A provided that event B occurs.
Variables are usually three groups: (1) definitive variables that can be measured at

any location and time without error; (2) probabilistic variables that in some cases are
not known and probabilistic distributions must be used for their definition, and (3)
stochastic variables which must be partly obtained by equations and mathematical
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relations and the other part by probabilities that these variables have uncertainty. To
analyze the statistical properties of the performance of water systems, many efficient
events can be defined based on the related probabilistic variables. In probability
theory, the probability variable is a fundamental concept. The result of a random
event determines the value of the probability variable and cannot determine the
value of the variable before the results are obtained. For example, determining the
amount of rainfall in a given month, or determining the number of times a water level
in a reservoir has fallen below a certain level, are items that depend on future events
and cannot be quantified before they occur. The former example mentioned above,
is a contingent variable, and it can be used to express the values of a continuous
probability set, such as real numbers, to the application, but the latter example is a
discrete probability variable whose expression is to be from a set of discrepancies of
values such as numbers. On a general contract basis, the probabilistic variables are
represented in lowercase Latin letters with uppercase letters and special values that
they can take (Loucks et al. 1981).

Statistics are used to specify a complete set of all possible values for the probability
variable of the population. A subset of the population is a sample. In general, for
describing the statistical properties of probabilistic variables, they use indices that
include the following three groups (Mays and Tung 1992):

• Indicators that indicate the center’s inclination.
• Indicators that indicate the dispersion of the center value.
• Indices that indicate the amount of distribution skewness.

Modeling of some of the probable or probabilistic phenomena is one of the tasks
commonly used in water resources planning. To do this, a probability distribution
function must be fitted to a set of values from the observed variable. These fitted
distributions are used to obtain the possible values of the probabilistic variable. In
probability distributions of the vertical axis, the probability of occurrence and the
horizontal axis of the probability number is shown.

Various probabilistic distributions for the analysis ofwater systems are used. Prob-
abilistic distributions, according to the type of probability variables can be divided
into twogroups of discrete distributions and continuous distributions.Binomial distri-
bution and Poisson distribution are discrete distributions commonly used in water
resource system reliability assay. Normal distributions, normal log, gamma, vibrato,
and exponential are commonly used continuous distributions.

13.3.3 Uncertainty Analysis Methods

The quantities used in the analysis and design of the water systems are dependent on
a large number of variables, some of which lead to uncertainty. If we are to examine
uncertainty in real issues, then we must use the methods to quantify the effect of
that uncertainty so that it can be used in relations. The following is a discussion of
uncertainty testing methods.
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13.3.3.1 Sensitivity Analysis Method

One of the easiest approaches for evaluating the effect of uncertainty on the perfor-
mance of the system is the sensitivity analysis method. In this method, by changing
the values of the parameters or non-deterministic variables (individually or together),
the results of the changes in the model output can be quantified. The sensitivity anal-
ysis method is a method by which one can identify the parameters or variables whose
model output is particularly sensitive to them. This method is easy, but it cannot be
used to determine the effect of the incorrect or unrealistic values of the parameters on
design and operation. Also, this method cannot be used to study all possible scenarios
in discrete situations, especially in large-scale projects, and some combinations and
states of uncertain variables may not be evaluated (Loucks et al. 1981).

13.3.3.2 Random Simulation Method (Sampling)

The other method used to investigate uncertainty is the sampling method, as in the
case of Monte Carlo Simulation (MCS). This method is based on repetition, and
thus, system behaviors are examined based on the effects of various factors changes
(Bao and Mays 1990). The MCS method is a quantitative process for generating
random numbers based on probabilistic distribution. In this method, firstly, uncertain
variables that affect the performance of the network are identified. Then, considering
these variables, and considering their natural variations, they consider a suitable
probability distribution for each of them. In the next step, the distribution parameters
for each variable are determined, and in each repetition, a random number series
is generated for each of the variables is determined in the network. Finally, the
network is simulated using these random numbers. This method is almost as sensitive
as the method of analysis, with the use of this method, more combinations can
be reviewed. In this method, because of the concept of probabilistic distributions
for non-deterministic variables, a more appropriate estimation of uncertainty in the
network is made. In spite of all of the above, for large issues such as a large number
of computations and the time to run this method, the use of the MCS method is
uncommon to investigate the uncertainty in these issues, but in a small case, it is
possible to do a lot of simulations in a short time.

13.3.3.3 Fuzzy Theory

In a fuzzy set, since all the information about this set is described by its membership
function. In fact, the membership function represents the fuzzy amount of a fuzzy
set; in other words, the degree of membership of different members to a fuzzy set is
shown using the numbers 0 and 1. In fuzzy logic optimization problems, in addition
to the objective function, another function is defined that indicates this desirability
function. The fuzzy theory usually applies to issues in which there are several non-
homogeneous target functions. The use of fuzzy logic causes the problem to be out
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of rigidity, making decision making more logical and flexible, but it is not possible
to easily select the best fuzzy function that this function should best capture the
characteristics of their non-deterministic and supreme variables relative to each other.
Give Also, in cases where the degree of influence of non-deterministic variables on
the conditions of the problem is unknown, fuzzy logic cannot be used because in this
method it is necessary to determine the extent and effectiveness of the indeterminate
variables in the problem in determining its final outcome in order to determine the
appropriate degree of desirability for them.

13.3.3.4 First-Order Analysis Method (FOAM)

The first-order analysis method (FOAM) also called the Delta method, is a relatively
simple and useful method for investigating uncertainty. This method applies to many
issues because of its simplicity. The FOAM uses uncertainty analysis in definitive
modeling that includes non-deterministic parameters (parameters that are definitely
not known). This method evaluates and characterizes the effect of uncertainty in the
relations of a model, similar to the conditions used by non-deterministic parameters
in the model (Mays and Tung 1992). In this method, first define the parameter we
want to examine the uncertainty effect of the uncertain variables in it, as a function
of these non-deterministic variables. Then its statistical parameters such as mean
and variance are calculated. It is important to calculate these indices in the FOAM
process. Finally, we calculate the coefficient of variation of the desired parameter,
which allows us to examine the effect of the parameter in question on the uncertainty
of the uncertain variables that affect it.

13.3.3.5 First-Order, Second-Moment Method (FOSM)

The design of water systems usually takes place in natural environments exposed
to external stresses. The durability or resistance of a blue system means that the
system has succeeded in its optimal performance without failing, under tensions
and external loads. The resistance or durability of the systems, as well as the loads
or stresses applied, are usually probable and, as a result, are uncertain because the
resistance of the systems, as well as external stresses, are related to the natural world.
By assessing the interaction between loading and resistance in a system, the degree
of reliability of that system is evaluated. This assurance is that the resistance of the
system is greater or equal to loading. In fact, the risk is the probability that the load
will exceed the resistance of the system. Another method is to assess the reliability
of using the FOSM method. According to this method, reliability is defined as a
performance function for the system, and thus, reliability means that the function is
greater than or equal to zero (Mays and Tung 1992).
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13.3.3.6 First-Order Reliability Method (FORM)

The optimal design of water resource systems is a multi-objective and complex
process that involves creating a balance between cost and system reliability. One
of the ways to calculate system capacity reliability is provided by Xu and Goulter
(1999). In this method, a probabilistic hydraulic model is performed based on the
first-order reliabilitymethod (FORM), and in the case of non-deterministic variables,
a reliability calculation is made. For example, in a water distribution network, relia-
bility is expressed as the need for nodes at the minimum compressive height defined
in the grid, provided that the needs and roughness of the pipes are non-deterministic,
and therefore the reliability of the capacity is related to hydraulic failures. The uncer-
tainty in the need for nodes and the roughness of the tubes causes uncertainty at the
compressive height of the nodes. This relationship can be defined using a proba-
bilistic hydraulic model. In this model, the values of non-deterministic parameters
are replaced by their statistical information such as mean, variance, and probability
distribution functions.

13.3.3.7 Chance-Constrained Models

Since the uncertainties in the variables affecting the design ofwater resources systems
are very important, the researchers have tried to introduce these uncertainties into
the system modeling by using various techniques and by extending the design opti-
mization relationships for these systems. Therefore, non-deterministic variables in
the modeling of water resources systems are considered as probabilistic variables
with the known probabilistic distribution. In this method, we consider the basis for
probabilistic relations in the problem and replace them with their definite state. The
standard deviation of non-deterministic variables in these conditions is an intrinsic
factor for examining the uncertainty in the model.

In the Chance-constrainedmodels, first, they establish the definite relations equiv-
alent to probabilistic hypotheses in the models for optimizing the design of the
water resource system is established. Then the non-deterministic parameters into
the modeling are entered. Finally, using explicit and uncertain relationships, these
parameters are evaluated in the design and operation of the system. Since there are
complex relationships in determiningdefinite equivalents for probabilistic constraints
(especially in non-deterministic conditions), and also because the uncertainty of
probabilistic variables affects the level of reliability, this method cannot be used
for large-scale problems. Also, in many cases, the probability variables of the CDF
relationship are not known, and the problem is investigated for different probability
distribution functions. For this reason, extensive statistical relationships are used, not
mentioning the high amount of time needed.



13 Risk, Uncertainty, and Reliability in Water Resources Management 335

13.3.3.8 Entropy Theory

A new method for examining and quantifying the surplus information of entropy
theories of water systems, in which existing limited information is used. When infor-
mation is obtained, uncertainties will be reduced, and the value of the information
obtained will be equal to the amount of uncertainty. According to Shannon (1948),
events that are more likely to occur give less information, and vice versa; there-
fore, an event with a low probability of occurrence gives more information. In fact,
entropy theory is an indicator to lessen the lack of knowledge and knowledge about
the characteristics of a system. Various types of entropymeasurement indicators used
to analyze information are as follows:

1. Boundary entropy, 2. entropy, 3. conditional entropy, and 4. entropy of
information transmission.

In another division, each of the high entropies is divided into two-dimensional
discrete entropy and continuous entropy.

In discrete entropy, the available information takes into account the interval of
changes in the values of separation (disintegration) and the distribution tables of the
variables, but in continuous entropy, it is assumed that the probability distribution of
the variables follows the normal or logical distribution of variables. In a discrete state,
after calculating the tables, the probability of occurrence in each state is calculated.
Many quantitative and qualitative variables in water resource systems do not follow
the probability distribution function of normal or logarithmic distributions. To correct
this, the discrete entropy theory is applied.

In hydrological problems, this theory is usually used to evaluate the optimality of
the information obtained from measurement at the quantitative or qualitative moni-
toring stations of water resources. If the cost of the monitoring is compared with
the information it provides, the performance of the planned stations is determined
economically. To do this, first, the problem is defined as an optimization problem
to maximize the amount of information, so that the costs have the lowest value.
Entropy theory does not depend on hypotheses such as the linearity or normality of
non-deterministic variables, and Hence, it can be used in large areas with hetero-
geneous data as well as problems with multivariable properties in time and place;
however, this method requires accurate and sufficient data in each region and should
use a probabilistic distribution to determine the time variation of the data. In the
case of normal and logarithmic multivariate distributions, the use of this method will
provide good results.

13.3.4 Analysis of Efficiency and Reliability in Water
Resources Systems

In eachwater resource system, determining the goals and options available is the basis
on which water resource managers can develop appropriate quantitative models. To
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determine the benchmark for good performance, we can use very broad goals such
as public health, individual and national security, economic development, happiness
and well-being, and so on. The answer to the question of how to achieve a bench-
mark or objective usually leads the evaluation process to the benchmark or specific
purpose of the system’s performance and development tools for these criteria, which
are management options available. A fundamental objective is a goal that the only
possible answer to the question “why?” is: “Achieving this goal is what everybody
wants.”

There are several ways to summarize performance time-series data that may be
derived from simulation analyzes. The original time series is placed in an unsatis-
factory condition for a longer time than the inverse time series. However, its highest
failure rate was less than the reversal time series. These properties can be controlled
by reliability, reversibility, and vulnerability criteria. These three criteria are one of
the most widely used performance analysis indicators for water resource systems, as
presented by Loucks (1997).

13.3.4.1 Reliability

A more reliable system is not necessarily better than a less reliable system. Because
of the reliability of how the rate of recovery and return to a satisfactory amount does
not express the badness of an unsatisfactory amount. As shown in Fig. 13.3, the
reliability of the original time series and the inverse time series is equal to 0.7.

Fig. 13.3 Main time series and reverse system operation
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13.3.4.2 Resiliency

The reversibility can be expressed as the probability that if a system is unsatisfactory,
its next state will be satisfactory. This criterion is the probability of having an unsatis-
factory amount in the t + 1 time series for an unsatisfactory amount in each t period.
In fact, the reversibility is equal to the ratio of the number of times a satisfactory
state is returned to after an unsatisfactory state to the total number of times the state
is unsatisfactory.

According to Fig. 13.3, the reciprocity for the original time series is equal to 0.33
for the reverse-time series, which is 0.66.

13.3.4.3 Vulnerability

A vulnerability is a probability of the magnitude of the difference between the
threshold value and the unsatisfactory amount of time series. In fact, the vulnerability
is equal to the ratio of the highest positive deviation between the unsatisfactory states
of the threshold boundary to the total positive deviations of the unsatisfactory states
of the threshold boundary.

According to Fig. 13.3, the vulnerability for the original time series and the
reverse-time series is equal to the following values:

((2.5−2)+(2.5−1)+(2.5−1))
3 = 1.17 Original time series

((2.5−1.2)+(2.5−0.2)+(2.5−2.2))
3 = 1.3 Reverse time series

13.4 Importance and Necessity of the Subject

Investigating uncertainty and other probabilistic and stochastic parameters is the
first case in the discussion of risk and reliability in aqueous systems. Uncertainty is
defined as the occurrence of quantitative or qualitative changes where the changes
are not controlled by humans. If the necessary decisions are made in the design and
operation of water supply systems due to the various types of uncertainty of the
variables affecting them, the reliability of the water supply systems will increase.

In water resources systems, many parameters are used in models to determine
hydraulic, economic, social impacts, etc. These parameters are uncertain. Also, the
work environment of water resource planners is uncertain, and the information they
use varies over time and place and is uncertain; therefore, it is necessary to consider
different types of uncertainty in the design of water resources systems. As a result,
considering the input parameters of the variables used in the models as well as the
known uncertainties, it is possible to reduce the uncertainties of the outputs of the
models so that they can be considered in management and planning. This leads
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to a more comprehensive view of the unpredictable conditions in water resources
systems, and the decisions made are more flexible.

Given that many factors affecting the implementation of water resource systems
are uncertain, so uncertainty exists at all stages, such as planning, development,
exploitation, design, and so on. Measuring variables and parameters or processes in
modeling may lead to uncertainty. Mathematical models use definitive methods to
evaluate the performance of systems, while actual phenomena are usually uncertain.
The discrepancy between the certainty ofmathematicalmodels and the uncertainty of
real phenomena has a strong impact on the reliability of these models. Failure to pay
attention to the uncertain parameters in the performance of the systems reduces the
efficiency of the systems during operation, as well as the useful life of the systems,
and their design, while their implementation and maintenance costs will increase.

Therefore, the study of the effect and intensity of uncertainty on the simulation of
the performance of water resource systems and their consideration is very important.
Otherwise, the reliability of the designs is reduced, and on the other hand, the profits
considered by the planners and managers are not obtained, and the interest Investors
will also suffer financial losses.

13.5 Method of Work and Process

Water resources issues are divided into three categories: modeling issues, simulation
issues, and optimization problems, with random variables and uncertain parameters
in each of them. Due to the importance and purpose of uncertainty analysis in water
resource systems, various methods are used that their principles will vary in each of
the above issues. Figure 13.4 shows the process of performing uncertainty analysis
in a system.

Using the concept of probabilistic distributions for non-deterministic variables
results in better estimation of uncertainty in the system. According to the amount of
probability distribution parameters in each variable, it is possible to determine the
uncertainty level of that variable and analyze its impacts on system performance.

13.6 Practical Example

Suppose we have a water allocation problem with three locations, according to
Fig. 13.5. The profit from the assigned amount of water equal to Ni and the amount
of water allocated in the period t is equal to MIT . The amount of flow allocated in
each period is equal to Qit , which is equal to Qt for each place of consumption (i).

We would like to use the Monte Carlo simulation to determine the probabilistic
distribution of the profits of each location. Assume that the allocation policy for each
location is by Figs. 13.6, 13.7, 13.8 and 13.9.
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Fig. 13.4 The process of implementing the process of failure analysis

Each of the charts represents policies that prioritize each location. We now want
to use the MCS method to obtain probabilistic distributions for allocations.

Todo this, first, the availableflows for each location (Qt) shouldbeplottedbasedon
a probabilistic distribution for the period considered. Then, according to the obtained
distribution, the flow amount is determined, and hence, the amount of allocations
(Mit) is also calculated.

In the next step, concerning the allocation, it reduces its value from the flow of
the river and, as a result, the next allocation is calculated according to the allocation
policy outlined in Figs. 13.6, 13.7, 13.8 and 13.9.
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Fig. 13.5 Allocation of river flow at any time interval t

Fig. 13.6 Allocation policy
for location 1

Fig. 13.7 Allocation policy
for location 2
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Fig. 13.8 Allocation policy
for location 3

Fig. 13.9 Allocation policy
for location 4

Finally, after repetitions, the probability distribution of allocations is determined
for each location.

13.7 Summary

Water resource systems have dimensions with uncertain sources that cannot be
predicted over time.Determining the sources of uncertainty inmodeling and studying
their random dimensions by probabilistic distributions is always part of the program
of managers and policymakers of these systems. Failure to pay attention to the uncer-
tainty of the systems increases risk and reduces reliability. Regardless of how much
effort is being made to quantify and reduce the effect of uncertainties on model
outputs, uncertainty will always remain. Managers and decision-makers who need
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to manage the risk of the systems and those who need to live with the risk of uncer-
tainty require different reports and information on uncertainty. Elimination of these
requirements should lead tomuchmore informed decisions thanwhen it comes down
to neglecting uncertainty. This requires a cost that must be taken into account against
the benefits of having uncertainty information.

Since the important part of the analysis of water resource systems is the simu-
lation or modeling of the system, using the methods of this chapter to introduce
variables uncertainty in the process of system analysis. Doing so, more realistic
and more flexible solutions can be obtained from different issues in the study of
water resource systems. One of the benefits of simulation methods is the involve-
ment of engineering understanding and designer experience in making conceptual
changes in design variables for trial and error testing. However, this method is very
time consuming and may result in a non-optimal or non-economic response. In the
process of optimizing the range of decision variables, the objective function, as well
as the problem constraints, must be implicitly defined for the model. The optimiza-
tion methods for decision type and making changes from one step to the next are
more consistent and more consistent with simulation methods, which is why using
mathematical logic during the solving process.

Considering the performance criteria ofwater resource systems in designing, oper-
ating, and analyzing these systems leads to better performing plans. The definition of
performance criteria is based on the objectives of the plan under consideration. The
selection and application of each performance criterion depend on the characteristics
of the system. Due to the time and place variations of the variables and parameters
affecting the utilization of water resource systems, the performance criteria of the
system are also subject to variability and uncertainty, and the investigation of these
scenarios can be useful in a more accurate analysis of water resource systems. If the
decision is made taking into account the interactions between the economic, tech-
nical, and political objectives of each plan and its performance criteria over time or
place, the utilization of more reliable water supply systems, longer system life and
achieving the set goals for the system will be more convenient.
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