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Numerical Investigation on Heat
Transfer Characteristics of a Triangular
Slotted Pin Fin Heat Sink

Rout Jagannath and Yamala Muralikrishna

Nomenclature

a Size of perforation (mm)
d Diameter of pin fin (mm)
l f Height of fin (mm)
N Number of fins
Np Number of slots
Nu Nusselt number
p Pitch of perforations (m)
Re Reynolds number
Tb Base temperature of model (K)
�p Pressure drop (Pa)
ui Inlet velocity of air (m/s)
η System performance parameter
ρ Density of air (kg/m3)

1 Introduction

Thermal execution of perforated pin fin heat sink relies upon different factors, for
example, the pitch of aperture and size of puncturing, material properties of the heat
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2 R. Jagannath and Y. Muralikrishna

sink. Literature concerning various geometries of heat sinks has been collected, and
the details are furnished below. Shaeri et al. [1] examined, numerically, the liquid
stream, and conjugate conduction-convective heat transfer from rectangular perfo-
rated fins with square windows. The outcomes demonstrate that new perforated fins
have higher absolute heat transfer and extensive weight decrease in correlation with
solid fins. An experimental and numerical study on finned metal foam and metal
foam heat sinks under impinging air jet cooling was carried out by Feng et al. [2].
Fan et al. [3] explored the heat transfer and pressure drop of a novel cylindrical
oblique fin heat sink fitted over cylindrical heat sources. Jeng et al. [4] contemplated
tentatively heat transfer estimation of the cylindrical heat sink with sintered-metal-
bead-layers fins and an implicit motor fan. The study showed that the influence of
sintered-bronze-bead layers is negligible in free convection heat transfer. Kim et al.
[5] analyzed the thermal performance of optimized plate-fin and pin–fin heat sinks
with a vertically situated base plate in natural convection by defining the objective
function. Numerical examination on geometric optimization of PCM-based pin fin
heat sink is done by Pakrouh et al. [6]. The primary objective of the investigation
is to get the designs that augment the heat sink operational time. Singh et al. [7]
investigated the heat transfer attributes of an embossed heat sink having rehashed
impacts on the fin surface exposed to natural convection. The heat dispersal capacity
of the naturally cooled heat sink has been found to be increased by the use of impacts
on the fin body. Sajedi et al. [8] broke down numerically the impact of splitter plate
on the hydrothermal conduct of pin fin heat sink. To stay away from or debilitate the
stream detachment and diminish the pressure drop through the heat sink, a thin plate
is situated on the back of the pin. Damook et al. [9] examined utilizing corresponding
trial and computational fluid dynamics strategies to find the advantages of utilizing
the pin fin heat sinks with different perforations. Li et al. [10] performed numer-
ical examinations on natural convection heat transfer from radial heat sinks with a
perforated ring. Shin et al. [11] broke down numerically the qualities of the heat sink
with the iconic breeze utilizing wire to parallel plate electrodes utilizing Computa-
tional Fluid Dynamics strategy for another cooling gadget of a light-emitting diode.
Li et al. [12] examined tentatively the heat transfer of pin fin heat sinks cooled by
double piezoelectric fans by infrared thermography. The impacts of the phase differ-
ence, the arrangement, the elevation of the piezoelectric fans, and the components
of the heat sinks on the thermal performance of the heat sinks are examined. Al-
Sallami et al. [13] researched numerically the warm wind currents over strip fin heat
sinks utilizing a conjugate heat transfer model; they investigated computationally the
advantages of utilizing strip fin heat sinks. Maji et al. [14] explored the heat transfer
improvement of heat sink utilizing perforated pin fins with the straight and staggered
course of action. Pin fins of different shapeswith various perforation geometries to be
specific roundabout, diamond-shaped and elliptical sort are considered in their inves-
tigation. Their calculations are done by differing inlet speeds, their numerical model
is approved with test studies, and great understanding was watched. Ali et al. [15]
examined tentatively for the optimization of heat transfer in electronic coordinated
circuits utilizing close-packed PCMs filled pin fin heat sinks.
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2 Problem Definition and Method of Solution

The present work is proposed to perform numerical heat transfer simulation over a
rectangular solid and slotted pin fin heat sink for an inline and staggered fin array. The
problem geometry, as shown in Fig. 1, comprises a rectangular base with a fin array
protruded from it. Figure 1a–d shows the heat sink with inline slotted fin array, inline
solid fin array, staggered slotted fin array, and staggered solid fin array, respectively.

Fins are provided with equilateral triangular slots on their lateral surfaces. A
triangular slot offers more surface area than a circular slot for the same cross-section
area of the slot. A heat sink is subjected to constant heat flux at its base, and the air
is the fluid medium. A heat sink is placed in the fluid stream in such a way that the
cross-section of the slot is normal to the direction of flow to ensure that the fluid
passes through it.

The equations used for the simulation purpose are the continuity, momentum, and
energy equations along with the equations for modeling the quantities of turbulence.

(a) Isometric view of Inline triangular 
perforated pin fin heat sink 

(b) Isometric view of Inline solid pin fin heat 
sink. 

(c) Isometric view of Staggered triangular 
perforated pin fin heat sink. 

(d) Isometric view of staggered solid pin fin 
heat sink. 

Fig. 1 Rectangular heat sink with slotted pin fin array
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Fig. 2 Computational domain of pin fin heat sink

The assumptions considered in formulating these equations for the current investiga-
tions are incompressible flow, no viscous dissipation, steady and buoyancy effects.
Standard k- εmodel is utilized for the current simulation among a range of turbulence
models existing in the ANSYS FLUENT.

Figure 2 shows the computational domain of the present problem, along with
the boundary conditions. Airflow passes through the duct inlet, and the heat sink is
placed exactly at the mid location of the duct. A heat sink is placed in such a way that
the slots are normal to the direction of flow. The base of the heat sink is subjected
to constant heat flux, and the remaining walls of the duct are adiabatic and zero heat
flux is applied to the four walls of the duct except at the inlet and outlet of the duct.
The no-slip wall condition is applied to the four walls of the duct. The boundary
condition at the outlet of the duct is applied as pressure outlet conditions.

3 Result and Discussion

3.1 Grid Convergence Test

Grid independence test has been performed on one of the four model models to find
the optimum number of elements for the analysis and to reduce the computation
time. While doing the grid convergence test, the inlet velocity is taken as 4 m/s,
and the applied heat flux is 6000 W/m2. These values of velocity and heat flux are
constant. The test is made by varying the element size by body sizing operation, and
results are obtained for the base temperature of the model. Results show that the base
temperature of the model decreases with an increase of mesh elements initially and
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reaches an asymptotic value for 79,014 number of elements. Therefore, the value is
zoned to 79,014 mesh elements, and the computational analysis is carried out.

3.2 Validation of Results

In order to validate the results, the work performed by Maji et al. [14] is considered.
A. Maji et al. performed the numerical investigation on a circular slotted pin fin
model for both inline and staggered fin array. Convection heat transfer coefficient (h)
is taken as a parameter for validating the results. The results of the present work have
a decent agreement with benchmark results with a maximum deviation of 13.09%.

3.3 Local Temperature Profiles

Figures 3, 4, 5 and 6 show the local temperature profiles of all four geometries of the
heat sink. The present study is made for a fixed input of heat flux, Reynolds number
(Re) as shown in Figure. Figure 6 demonstrates that the temperatures along with the
fin decrease from base to fin and is maximum at the base. It is evident to note that the
local fin temperatures, at any location on the fin, increases in the downstream of flow.
The above is true due to a fresh air stream is in contact with the first row. A similar
pattern of temperature profiles has been observed for all four heat sink geometries.
Further, the local temperatures of the fin, at any given location, for a model with
triangular slotted fins are less than that of a solid pin fin model. This is due to an
increased rate of convection with slots in fins. For a comparison between inline fin
array and staggered fin array, Figs. 3 and 5 show that, the staggered fin array observes

Fig. 3 Temperature
distribution of staggered
triangular slotted pin fin
model
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Fig. 4 Temperature
distribution of solid
staggered pin fin model

Fig. 5 Temperature
distribution of inline
triangular slotted pin fin
model

low-temperature value than an inline array for the identical location of the fin and
on the fin. Because the flow pattern of staggered fin array is more advantageous in
comparison to the flow across an inline fin array. The above study concludes that the
local heat sink temperatures are less for the triangular slotted pin fin model and are
further dropped down by making use of staggered arrangement for fin array.
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Fig. 6 Temperature
distribution of inline solid
pin fin model

3.4 Base Temperature of Heat Sink

The following studies are performed to understand the effect of different variables on
the base temperature of the heat sink. Investigations have been performed to obtain
the results for the base temperature of the heat sink by varying the inlet velocities
from 4 to 12 m/s and by keeping the applied heat flux as constant for all the models.
Figure 7 demonstrates the variation in the base temperature of themodelwith the inlet
velocity of air for the inline and staggered arrangement for both solid and triangular
slotted pin fins. The base temperatures decrease with an increase in velocity due to
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Fig. 7 Base temperature of various models by varying inlet velocity
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an increased rate of convective heat dissipation. At all velocities, results show that
the base temperature for the triangular slotted pin fin model is lower than that of the
solid pin fin model in both the arrangements.

This is due to, an expected, the slots in fins enhances the rate of convective heat
dissipation by providing more surface area of contact between the fin and cooling
medium. For example, at a flow velocity 6 m/s, for an inline arrangement, the base
temperature drops down by 4 °C by providing slots in fins. Further, the base temper-
ature is even tested for two different kinds of fin array, namely (i) inline and (ii)
staggered arrangement. Results disclose that the model with staggered fin array
experiences less base temperature and is clearly obvious from Fig. 7. This is due
to bifurcation of the mainstream at the front leading edge of each pin fin, while, for
inline arrangement, most of the fins are in the wake region of preceding cylinders.

3.5 Nusselt Number

Nusselt number (Nu) is a non-dimensional convective heat flux that depends on
flow properties, fluid properties and flow geometry. The following study has been
made to outline the variation of Nusselt number with flow geometry for different
flow velocities. Figure 8 describes the variation in Nusselt number of the model
with the Reynolds number for an inline and staggered arrangement for both solid
and slotted pin–fin models. For any given geometry, the Reynolds number is varied
from 27,056 to 81,168 by keeping heat flux constant at 6000 W/m2. The Nusselt
number increases with the increase in Reynolds number due to the increased rate
of convective heat transfer. At all Reynolds number, results show that the Nusselt
number for the triangular slotted pin fin model is higher than that of the solid pin fin
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model in both the arrangements. Because, the slots provided in the fins, increase the
apparent surface area for convective heat dissipation. A 35.38% increase in Nusselt
number is observed by replacing an inline solid fin array with a staggered triangular
slotted fin array.

3.6 Pressure Drop Across the Heat Sink

In fluid dynamics, it is equally important to estimate the pressure drop along with
the Nusselt number. Because pressure drop (�p) helps in determining the pumping
power requirement. In most of the ones, the increased convective heat transfer, that
is, increased Nusselt number, is always associated with increased pressure drop
which demands more pumping power. So, in order to estimate the pressure drop
across the heat sink with varying Reynolds number, the results are obtained. Figure 9
demonstrates the variation in pressure drop of the model with the Reynolds number
for an inline and staggered arrangement for both solid and triangular slotted pin
fin models. The pressure drop increases with an increase in Reynolds number and
attains its highest value in the case of solid fins because the solid fins provide more
obstruction to fluid flow than triangular slotted pin fins. At all Reynolds number,
results show that the pressure drop for the solid pin fin model is higher than that of
the triangular slotted pin fin model in both the arrangements. Substantial pressure
drops have been observed by making use of a triangular slotted pin fin heat sink.
For example, the pressure losses are 66.6% lower with an inline triangular slotted
pin–fin arrangement in comparison to that of staggered solid pin fin array.
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Fig. 10 System performance parameter of various models at different Reynolds number

3.7 Thermal Performance of Heat Sink

The thermal performance parameter (η) of the heat sink is defined as the ratio of
the Nusselt number to the skin friction coefficient of the model. It signifies rela-
tive dominance of convective heat dissipation over the associated pressure drop, that
is, pumping power requirements. Figure 10 depicts the variation in thermal perfor-
mance parameter with Reynolds number for an inline and staggered arrangement
for both solid and triangular slotted pin fin model geometries. The thermal perfor-
mance parameter increases with an increase in Reynolds number due to an increased
rate of thermal dissipation. At all Reynolds number, results show that the system
performance parameter for the triangular slotted pin fin model is higher than that of
the solid pin fin model in both the arrangements. This is due to that the slots in fins
increase convection heat transfer in one way and reduces the pressure losses, and
thus the pumping power required on the other way. The thermal performance of the
system was enhanced by 57.9% with a staggered triangular slotted pin–fin arrange-
ment in place of an inline solid pin–fin array. From the above results, it is evident
that the Nusselt number for staggered triangular slotted pin fin model is best, and the
pressure drop for an inline triangular slotted pin fin model is low. So to obtain the
overall best configuration, the system performance parameter is used. In addition,
the graph shows that the staggered triangular slotted pin fin model is best among all
the models.

4 Conclusions

A numerical investigation over a triangular slotted pin fin and solid pin fin model
with inline and staggered arrangement by varying inlet velocities has been made.
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The results are validated for the convective heat transfer coefficient with benchmark
solutions Maji et al. [14] and found to be in decent agreement with a maximum
percentage of deviation of 13.09%. The average heat sink temperature is less for the
triangular slotted pin fin model in comparison with the solid pin fin model and is
further less in staggered arrangement. The maximum temperature of the heat sink,
base temperature, is 9 °C less with a staggered triangular slotted pin–fin arrange-
ment in comparison to that of inline solid pin fin array. The Nusselt number of stag-
gered arrangement is more than that of inline arrangement at any given Reynolds
number. Further, the triangular slotted pin fin model observes a high Nusselt number
in comparison to that of the solid pin finmodel. A 35.38% increase inNusselt number
is observed by replacing an inline solid fin array with a staggered triangular slotted
fin array. The substantial drop in pressure losses has been observed with a triangular
slotted fin. A 66.6% drop in pressure loss is achieved with a triangular slotted pin
fin model in comparison to that of a solid pin fin model. The thermal performance
parameter is 57.9% higher with a staggered triangular slotted pin–fin arrangement
in place of inline solid pin fin array.
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Nomenclature

b Side of an equilateral triangular slot (mm)
d Diameter of the fin (mm)
h Convective heat transfer coefficient (W/m2 K)
l Length of fin (mm)
ṁ Mass flow rate of air (kg/min)
N Number of slots
P Power input (W)
Q Amount of heat transfer (W)
q Heat flux (W/ m2)
T Temperature (K)
T avg Average fin temperature (K)
Tmf Mean film temperature (K)
T amb Ambient temperature (K)
T base Base temperature of fin (K)
Tx Local Fin temperature (K)
x Axial distance along the length of the fin (mm)
ε Effectiveness
η Efficiency
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1 Introduction

Now a day’s electronic components and automobiles are the major parameters in
daily life. Heat generation and removal rate is the major problem faced by these
devices. For the best performance of these devices, heat should be removed and
maintain optimum temperature levels. So for this best way is mount fins and heat
sinks to the heat-generating components. Based on this, so many studies are done to
improve heat transfer characteristics. Naphon et al. [1] studied experimentally heat
transfer characteristics of the inline and staggered taper pin fin heat sink. Reynolds
numbers in 1000–9000 range and heat flux in 0.91–3.64 kW/m2. It was found that the
heat transfer rate increased by staggered configuration than the inline configuration.
Yu et al. [2] conduct an experiment on the radial heat sink, with a horizontal base and
rectangular fins under natural convection condition. The effect of the number of fins,
fin length, height, and heat flux on thermal resistance and heat transfer coefficient
and found optimal values for better performance. Pankaj et al. [3] examine the heat
transfer characteristics of the embossed heat sink, having repeated impressions on
the fin surface subjected to natural convection. The heat transfer characteristics of fin
expressed in terms of Nusselt number improvement and fin effectiveness. Park et al.
[4], by examining the heat transfer characteristics of the radial heat sink having a
hollowcylinder, under natural convection condition, observed that the thermal perfor-
mance of heat sink was improved with the hollow cylinder. Shen et al. [5] performed
numerical simulation on natural convection heat transfer from vertical cylinder heat
sinks with longitudinal fins and found that the average Nusselt number increased
with the increase in the length of the fin. Numerical investigation on natural convec-
tion heat transfer around a radial heat sink with a slotted ring has been performed
by Li et al. [6]. The diameter of the slot, number of slots, length of the slot, and
orientation are examined. It was observed that a radial heat sink with a slotted ring
has better thermal performance than a solid one and is further enhanced with upward
orientation. Baik et al. [7] studied the heat transfer characteristics for chimney type
radial heat sink under natural convection and observed that thermal performance
of chimney-based heat sink is increased by 20% compared with radial heat sink
without a chimney. Numerically and experimentally, an investigation on the thermal
performance of the slotted pin fin heat sink under forced convection was performed
by Tijani et al. [8]. Heat sink improves 1–4% of thermal efficiency to solid pin fin
heat sink. Singh et al. [9] studied the heat transfer characteristics of slotted fin array
and observed that the fin of slots with constant pitch and 4 mm diameter with 45°
geometries dissipates more heat. The array of this finwith 10mm spacing is best for a
horizontal rectangular fin array. Feng et al. [10] conduct an experiment on a cross-fin
heat sink consisting of a series of long fins and a series of perpendicularly arranged
short fins under natural convection. It was demonstrated that fluid flow characteristics
are improved with this cross fin heat sink. Compared to the reference plate-fin heat
sink, the cross-fin heat sink enhanced the overall convective heat transfer coefficients
by 11–15%. Menget al. [11] investigated the heat dissipation performance of a heat
sink with the mounting angle under natural convection condition. It is found that
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the heat sink achieves the highest cooling power when its mounting angle is 900
and is 6.88%, lower than that of 900 for a 15° mounting angle. Chingulpitak et al.
[12] investigated the thermal performance of lateral circular perforated plate-fin heat
sinks (LAP-PFHSs). It is concluded that for all conditions, the LAP-PFHS with a
diameter of the slot, number of perforations 3 mm, and 75 exhibits the highest heat
transfer rate, about 11.6% higher than that of the SFHS.

It is obvious from the thorough literature review that most of the investigations
pertaining to heat sinks and fins are numerically performed. The available experi-
mental investigations for heat transfer over slotted pin fins are fewer and are inade-
quate. By keeping the above facts in mind, the present work deals with experimental
heat transfer analysis from an equilateral triangular slotted pin fin with zero, five,
and seven slots. The above analysis has been carried out at different mass flow rates
of air.

2 Problem Description and Experimental Setup

Present work deals with experimental analysis of heat transfer from an equilateral
triangular slotted pin fin for various heat inputs and at different mass flow rates of
air. The problem geometry consists of an aluminum pin fin of length l = 180 mm
and diameter d = 12.5 mm. Three different pin fin geometries are considered for the
study and are pin fin with zero, five, and seven equilateral triangular slots of side b
= 6 mm, as shown in Fig. 1. Fin is subjected to a constant heat flux at its base. Air is
the cooling. The test is performed for two different heat inputs at various mass flow
rates of air. The results are obtained to test the thermal performance of the slotted
pin fin under various flow conditions and to compare with the solid fin.

The experimental setup as shown in Fig. 2a comprises a suction duct of size
1050 mm length, 150 mm wide, and 100 mm height connected to a centrifugal
blower for air passage. In addition, it consists of a heater section, delivery section,
and test panel. The delivery section is fitted with an orifice plate, to measure the
mass flow rate of air, and a control valve, to regulate the airflow rates. The test panel
consists of a voltmeter, ammeter, multi-channel temperature indicator, and dimmer
stat. The heater section comprises a nichrome film heater wounded around a hollow
cylinder made up of brass. The input to the heater can be regulated by making use

Fig. 1 Schematic of the slotted pin fin
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Fig. 2 a Experimental setup, b Heater and fin section with thermocouples

of dimmer stat. Fin base is inserted in the hollow portion of the heater section. So,
that the heat generated in the film heater first conducts from the outer surface of the
heater section to its inner surface and subsequently conducts along the fin attached
to it. The heater-pin fin assembly is placed horizontally in the suction duct in such a
way that the cross-section of the slots is in the normal direction to the airflow.

Five thermocouples are attached at equal distances along the fin to measure its
temperature, and one more thermocouple is placed in the air stream to measure its
temperature. The arrangement is shown in Fig. 2b. Figure 3 shows the different fin
geometries used in the present study. Figure 3a–c are the three geometries provided
with equilateral triangular slots with the side (b) 6 mm with a number of slots from
(N) 0, 5, and 7, respectively.
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(a) 7 slots (b) 5 slots (c) 0 slots (solid)

Fig. 3 Equilateral triangular slotted pin fins

3 Result and Discussion

The current work deals with heat transfer analysis from an equilateral triangular
slotted pin fin by conducting experiments on three different fin geometries at different
mass flow rates of air and for different heat inputs. An experimental heat transfer
analysis is performed on an equilateral triangular slotted pin fin with 0, 5, and 7 slots
(N). A zero number of slots represent solid fin. Length (l) and diameter (d) of the
fin are 180 mm and 12.5 mm. The side of an equilateral triangular slot (b) is 6 mm.
The thermal conductivity of the fin material (k) is 200 W/mk. The mass flow rate
of the air (ṁ) is varied from 0.285 kg/min to 0.513 kg/min. Results are obtained to
establish the local fin temperature distribution, rate of heat flux (q), fin effectiveness
(ε), fin efficiency (η), and weight reduction factor.

3.1 Local Fin Temperature Profiles

Figure 4a–c describes the local fin temperature profiles for a fin with 0, 5, and 7 slots
for 0.513 kg/min, 0.457 kg/min, and 0.285 kg/min mass flow rate of air, respectively.
The temperature decreases exponentially along the fin for all three geometries at all
mass flow rates of air. It is observed from the above Figure that the local temperatures,
at any location along the fin, decreases with an increasing number of slots. Because
the fin with slots offers more area for heat transfer that increases convective heat
dissipation.
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Fig. 4 a Local temperature distribution at 0.513 kg/min mass flow rate of air, b. Local temperature
distribution at 0.415 kg/min mass flow rate of air, c Local temperature distribution at 0.285 kg/min
mass flow rate of air

Due to the above fact, the thermal performance of a heat sink with slotted pin fins
is better than that of a solid pin fin heat sink. The above said is true for all mass flow
rates of air considered. Further, the impact of slots on local temperature values is
more at the base and is mere at the end of the fin. A similar trend has been observed
at different mass flow rates. For example, with the increase in slots from 0 to 7, the
local temperature at the base is dropped down by 12.5%, 13.8%, and 8.9% at mass
flow rates 0.285, 0.457, and 0.514 kg/min, respectively.

3.2 Variation in Heat Dissipation Rate with the Number
of Slots at Different Mass Flow Rates of Air

It is known that a fin with slots increases the rate of heat dissipation by offering a
more effective area. In order to estimate the increased rate of heat dissipation with
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Fig. 5 Variation of heat flux
at different mass flow rates
and number of slots
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increasing no of slots, the experiment has been conducted at three different mass
flow rates, 0.285, 0.451, and 0.513 kg/min of air. Figure 5 shows an exponential
enhancement in heat dissipation for a change in slots from 0 to 5, and the change is
mere with further increase in slots to 7. A similar trend has been observed at all mass
flow rates of air. As expected, for a given number of slots, the rate of heat dissipation
is more for higher mass flow rates. For example, a 35% enhancement in heat in heat
dissipation is obtained by making use of a fin with seven slots in place of a solid fin
at 0.285 kg/min mass flow rate of air. The change in the mass flow rate of air from
0.285 to 0.513 kg/min increases the heat flux by 17% from a solid fin.

3.3 Effectiveness of Equilateral Triangular Slotted Fin
for Various Mass Flow Rates of Air

Effectiveness is the performance parameter of a fin that defines the ratio of rate heat
transfer with a fin to that of without a fin. Experiments have been carried out to
elucidate the effect of the number of slots on fin effectiveness. Figure 6 demonstrates
the results pertaining to the effectiveness of fin with 0, 5, and 7 slots for a range
of mass flow rates of air from 0.285 to 0.513 kg/min. As discussed in the previous
section, the increased rate of heat dissipation with the number of slots results in
increased effectiveness. In addition, the change in mass flow rates of air from 0.285
to 0.513 kg/min improves the fin effectiveness for any number of slots. The above is
true due to the increasing rate of heat dissipation with increased mass flow rates. The
fin effectiveness is increased by 62%, at 0.513 kg/min mass flow rate of air, with the
change in slots from 0 to 7.
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Fig. 6 Variation in fin
effectiveness with different
number of slots and mass
flow rates of air
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3.4 Weight Reduction Factor of Fin at Different Mass Flow
Rates Air

Providing slots in a fin not only increase the effective surface area for convective
heat dissipation but also decrease the weight of the fin. So for a given rate of heat
dissipation, the weight of the slotted pin fin is less than that of the solid pin fin. Higher
the numbers of slots lower weight of fin. The weight reduction factor signifies the
percentage of reduction in weight by replacing a solid pin fin (0 slots) with a slotted
pin fin for the same rate of heat dissipation. A test is conducted to evaluate the weight
reduction factor for different mass flow rates of air. The above studies performed on
the fin with 0, 5, and 7 slots with a change in mass flow rates of air from 0.285 to
0.513 kg/min. Figure 7 shows the concerning results of the above study. The weight
of the fin required to dissipate the given rate of heat transfer at 0.285 kg/min with 0
slots (solid) is taken as the reference for comparison. Figure 5 demonstrates, for a
givenmass flow rate of air. The weight of the fin decreases with an increasing number

Fig. 7 Percentage of weight
reduction for different mass
flow rates and the number of
slots
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of slots. Further, for a given fin, the weight of the fin reduces with increasing mass
flow rate of air. This is due to increased convective heat dissipation by providing
more number of slots with a high mass flow rate of air. For a given mass flow rate of
0.285 kg/min. The weight of the fin is reduced by 32.70% bymaking use of a fin with
seven slots in place of a solid fin. Also, 10.7% weight reduction is found in a seven
slotted pin fin for a change in the mass flow rate of air from 0.285 to 0.513 kg/min.
So, for a given mandated heat load, the weight of the heat sink is reduced drastically
by making use of slotted pin fins instead of solid pin fin.

4 Conclusions

Experimental analysis on heat transfer from a pin finwith zero (solid), five, and seven
equilateral triangular slots has been made. The results are obtained for three different
mass flow rates ranging from 0.285 to 0.513 kg/min. The thermal performance of
the fin is tested for local temperature distribution, rate of heat flux, effectiveness, and
weight reduction. Further, comparative studies have been performed between slotted
and solid pin fin at two different heat inputs. The local fin temperature of slotted fins
is less in comparison with the solid fin. For example, at the base, for 0.513 kg/min,
the temperature of the fin is reduced by 12.5% by replacing a zero slotted fin with
seven slots. Heat flux from fin is increasing with an increase in the number of slots
and mass flow rate of air. The rate of heat flux from a solid pin fin at 0.285 kg/min is
354 W/m2 and is 479.28 W/m2 for a fin with seven slots at the same mass flow rate
of air. A 35% of increase in the heat flux by replacing a zero slotted fin with seven
slots for 0.285 kg/min of the mass flow rate of air. Heat dissipated per unit surface
area from the fin increases with an increase in the mass flow rate of air and number
of slots owing to increased convection heat transfer coefficient and surface area for
convection. The effectiveness of fin increases to 62% with the change in slots from
zero to seven due to increased heat dissipation. A 36.23% weight reduction has been
observed for a fin with seven slots in comparison to that of a solid fin for the same
rate of heat dissipation.
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Thermo-Fluid Performance Evaluation
of an Elliptical Tube Type Fin-and-Tube
Heat Exchanger Supported withWinglets

S. K. Sarangi and D. P. Mishra

1 Introduction

Fin-and-tube heat exchangers are in general used for the exchange of heat between a
liquid and a gas (or air). The total thermal resistance of the heat exchanger comprises
of airside thermal resistance, tube side convective resistance, and fin side conductive
thermal resistance. Due to the very low heat transfer coefficient of the air, the airside
convective thermal resistance in these heat exchangers is significantly higher. Also,
in these heat exchangers, the wake region behind the tubes is larger where interaction
between the hot and cold fluid isminimum. Thus these thermal and geometrical limits
have encouraged researchers to opt for heat transfer enhancement techniques.

Vortex generation using wing and winglets is a passive heat transfer enhance-
ment technique where these vortex generators are placed near to the surface of the
tubes to guide the flow properly towards the wake region behind the tubes. Chen
et al. [1] examined two to four staggered winglet rows of delta winglet type vortex
generators. Winglets with staggered array were found to provide better heat transfer
effect than the inline placed delta winglets. Biswas et al. [2] performed experiments
with delta winglet vortex generator and found that compared to the plane fin-tube
model, the winglet supported model can enhance heat transfer significantly in the
tubes wake region. Torii et al. [3] proposed a “common flow up” orientation for the
arrangement of winglets and compared the results with the “common flow down”
orientation of delta winglets and found that the former provides greater heat transfer
enhancement with a relatively lower pressure drop penalty [4]. Joardar and Jacobi
[5, 6] performed experiments and numerical simulations by considering a 7-row
fin-and-tube heat exchanger supported with delta winglets, and they confirmed that
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“common flow up” oriented winglet driven accelerated flow causes flow impinge-
ment and boundary layer modification. He et al. [7] performed numerical simula-
tions to assess the performance of a rectangular winglet supported fin-and-tube heat
exchanger. They found that for a seven-row tube geometry, the staggered winglet
array provides heat transfer enhancement as good as the inline winglet array with
further reduction in pressure drop penalty. Hu et al. [8] performed numerical simu-
lations to explore the relationship between secondary flow intensity and the heat
transfer characteristics of the heat transfer surface. Zhou and Feng [9] conducted
experiments to analyze the performance of the punched hole type curved and plain
winglets. They found that in both laminar and turbulent regions, the curved winglet
geometries provided greater enhancement in heat transfer. Li et al. [10] proposed a
symmetrical winglet configuration for heat transfer enhancement in a fin-and-tube
heat transfer surface. They found that their proposed configuration for five-tube rows
performs at par with six tube type wavy fin structure.

In recent years a lot of work has been done to find the optimum winglet location
in fin-and-tube heat exchangers. Arora et al. [11] performed numerical simulations
to optimize the winglet location in the fin-and-tube heat transfer surface with three
inline rows of tubes. They considered the “common flow up” orientation of winglets.
Sarangi and Mishra [12] opted a similar winglet orientation and investigated the
winglet number, attack angle, andwinglet location for best heat transfer performance.
They found that placement of winglet pair over the central tube provides greater
heat transfer enhancement with a relatively lower pressure drop. Similar numerical
investigation but with “common flow down” winglet orientation was presented by
Naik and Tiwari [13]. Sarangi et al. [14, 15] extended their work to five rows of tubes
with plain and wavy rectangular winglets and presented optimum values of design
parameters.

In the existing works of literature of fin-and-tube heat exchangers, most of the
investigations have been performed by considering the circular tube and some with
elliptical tube geometry. However, to the author’s best knowledge, the two tube
geometries have not been studied together. Also, the optimum winglet location for
elliptical tube geometry has not been investigated. In this paper, we have compared
the circular and elliptical tube geometries, and their combined effect on heat transfer
and pressure drop performance have been presented, respectively, in terms of Nu and
f . An enhancement factor η has been presented to summarize the combined effect of
Nu and f .
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2 Mathematical Formulation

2.1 Computational Domain

Figure 1a shows the top view of the fin-and-tube heat transfer surface. Due to the
symmetrical arrangement, the region within the dashed lines as shown in Fig. 1a–c
has been selected as the computational domain.

Rectangular winglet pairs with length equal to the tube diameter and height equal
to fin pitch have been selected as the heat transfer enhancement tool. The winglets
are arranged in a “common flow up” orientation to minimize the wake region and
delay the flow separation. The winglet and fin thickness is the same and is equal to
0.18 mm.

For all the simulations in the present study, a streamwise and spanwise distance
of 0 and 8.6 mm has been considered. For comparative analysis, the length of the
elliptical tube semi-major axis (6.52 mm) and semi-minor axis (4 mm) has been
selected in such a way that its perimeter is equal to the perimeter of the circular
tube. All the solid bodies of the computational domain are assumed to be made up
of aluminum, and air has been selected as the fluid. Air with an inlet temperature
of 310.6 K flows across the inline arranged three rows of tubes having tube wall
temperature of 291.77 K. The tube wall temperature has been assumed constant
owing to the high heat transfer coefficient of fluid flowing inside the tubes and the
high thermal conductivity of aluminum.

Fig. 1 a Side view of the fin-and-tube heat transfer surface supported with winglets, b side view of
computational domain with imposed boundary conditions, and c top view of computational domain
with extended tubes and imposed boundary conditions (all dimensions are in mm)
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2.2 Governing Equation

For a laminar, steady, and incompressible flow following governing equations are
required to be solved:

Continuity equation:

∂

∂xi
(ρui ) = 0 (1)

Momentum equation:

D

Dt
(ρui ) = ∂

∂xi

(
μ

∂uk
∂xi

)
− ∂p

∂xi
(2)

µ is the dynamic viscosity and is assumed constant in the operating temperature
range.

Energy equation:

D

Dt
(ρT ) = ∂

∂xi

(
ka
Cp

∂T

∂xi

)
(3)

2.3 Boundary Conditions and Parameter Definitions

The boundary conditions imposed on the computational domain are shown in Fig. 1b,
c. Uniform velocity and temperature are applied at the inlet. Pressure outlet boundary
condition is imposed at the outlet boundary, and the top, bottom, and side boundaries
are imposed with symmetry boundary conditions.

Parameter Definitions.
Following heat transfer and fluid flow parameters have been computed to access

the performance of the fin-and-tube heat transfer surface [14, 15]:
Total heat transfer

Q = ṁ CP(T o − T in) (4)

LMTD,

�T = (Tw − T in) − (Tw − T o)

ln[(Tw − T in)/(Tw − T o)]
(5)

Hydraulic diameter,
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Dh = 4

(
Amin. L

AT

)
(6)

Reynolds number,

Re = ρuin
μ

Dh (7)

Nusselt number

Nu = hDh

ka
(8)

Heat transfer coefficient,

h = Q

AT .�T
(9)

Friction factor,

f = �p
ρu2in
2

AT
Amin

(10)

Enhancement factor [14, 15],

η =
(
Nu

Nuc

)(
f

fc

)−1/3

(11)

where, the subscript c stands for plain circular tube type heat transfer surface.

2.4 Numerical Method

Computational fluid dynamics code Fluent-18 based on the finite volumemethod has
been used for the simulation process. The entire computational domain is meshed
with structured hexahedral meshing elements. SIMPLE algorithm is used to ensure
pressure–velocity coupling. For the discretization of convective terms appearing in
the momentum equation, a first-order upwind scheme is used. The second-order
upwind scheme changes the results only within 0.5%. The under relaxation factors
for pressure, momentum, and energy were set, respectively, as 0.3, 0.7, and 0.9. The
solution was said to be converged when the residuals for energy equation fall below
10–6 and that for continuity and momentum falls below 10–3.
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Fig. 2 Validation of the
present CFD results with
existing experimental results
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3 Results and Discussions

3.1 Grid Independency Test and Validation of Numerical
Model

To achieve a balance between the computational space and accuracy, a grid density
test has been performed for the fin-and-tube heat transfer surface (without winglet).
At first, a coarse grid system with the corresponding cell number of about 600,000
has been adopted, and then the grid system is subsequently refined to a finer grid
corresponding to the cell number of about 1,200,000. However, the solution becomes
grid-independent beyond the grid size of 1,072,000. Thus for the present study, the
grid system corresponding to a cell number of 1,072,000 has been adopted for grid
generation.

The present numerical model and method are compared with the existing exper-
imental results of Joardar and Jacobi [5] in Fig. 2. The variation of present CFD
results are in close agreement with the experimental results [5], and the deviation
lies within 0.3–10%. Thus the numerical model and adopted method are reliable for
predicting the performance of the fin-and-tube heat transfer surface.

3.2 Performance Analysis of Plain Fin-and-Tube Heat
Transfer Surface

The heat transfer performance of the fin-and-tube heat transfer surface is primarily
decided by the exposed surface area of the tubes. The circular tubes offer a larger
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Fig. 3 Variation of Nusselt
number, friction factor, and
enhancement factor as a
function of the frontal
velocity of air for circular
and elliptical tube geometries

frontal area to the incoming air; however, itswake region contains a thermally isolated
zonewhere themixing is poor. To overcome this situation, an elliptical tube geometry
has been proposed in the present study, and its thermo-fluid performance has been
compared to that of the circular tube geometry. The elliptical tube geometry has been
chosen such that its surface area remains the same as that of the circular tube.

Figure 3 shows the variation of Nusselt number [Eq. (8)] as a function of frontal
velocity. It can be seen from the plot that the elliptical tube geometry offers a relatively
lowerNusselt number [Eq. (8)] compared to the circular tube geometry over the entire
range of frontal velocity considered. The circular tube having a larger frontal area
offers a greater surface for heat transfer compared to the elliptical tube geometry and
thus provides greater heat transfer performance. Figure 3 also shows the variation of
friction factor [Eq. (10)] as a function of frontal velocity. It can be seen from the plot
the friction factor is significantly lower for the elliptical tube geometry comparedwith
the circular one. The larger frontal area of the circular tube covers a greater amount
of fluid and thus results in greater form drag. To summarize the overall performance
of the heat exchanger, an enhancement factor [Eq. (11)] has also been presented in
Fig. 3. The elliptical tube geometry by virtue of its significantly lower pressure drop
penalty, offers an enhancement of 9–11% over the circular tube geometry in terms
of the enhancement factor.

3.3 Performance Analysis of Winglet Supported
Fin-and-Tube Heat Transfer Surface

In the previous section, it was observed that the elliptical tube geometry is more
beneficial in terms of lower pressure drop. However, its heat transfer performance
is slightly lower than the circular tube geometry. In this section, rectangular winglet
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type vortex generator is employed over the elliptical tube geometry to enhance its
heat transfer capability. Thewinglets are arranged in a “common flow up” orientation
to minimize the thermally isolated wake region. The winglets are placed over various
upstream and downstream locations of the central tubes at a nominal attack angle of
10º. The spanwise center–center distance ismaintained at 8.6mm and the streamwise
center–center distance considered are−2, 0, and+2mm. The negative sign indicates
a position upstream with respect to the tube center, and the positive sign indicates a
downstream placed winglet.

Figure 4 shows the variation in Nusselt number [Eq. (8)] of plain circular tube
model and winglet supported elliptical tube models. The plot clearly shows that the
winglet supported fin-and-tube heat transfer surface for all the considered streamwise
winglet positions performed superior to the plain circular tube model. The winglet
pair guides the flow effectively towards the tube wake region and minimizes the
poor heat transfer zone. In addition, the rectangular winglets also form a narrow
converging passagewith the tube for the incoming flow,which then impinges directly
at the surface of the adjacent tube and enhances the local heat transfer performance.
It can also be observed from Fig. 4 when the winglets are placed upstream with
respect to the tube center it provides slightly better heat transfer enhancement.

The temperature contours in Fig. 5 shows that the upstream placed winglet causes
a greater temperature rise in the wake region than that of the downstream placed
winglet, suggesting attainment of greater thermal mixing in the former case. The
friction factor [Eq. (10)] plotted in Fig. 4 also suggests that the modified fin-and-tube
heat transfer surface enhances the heat transfer performance significantly without
additional pressure drop penalty. In fact, the proposed winglet supported models
suffer relatively lesser pressure drop penalty compared to the corresponding plain
circular tube geometry.With the upstream placement of tubes, the angular position of
the winglet with the elliptical tube and forces the flow to pass through a very narrow
constricted passage.When the winglet is advanced downstream, the constricted zone
opens up a little, and the flow sufferers relatively lower pressure drop. In order to
summarize the overall performance of the winglet supported elliptical tube heat

Fig. 4 Variation of Nusselt
number as a function of
streamwise winglet position
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Fig. 5 Temperature
contours (unit: K) over the
fin surface: a �X = +2 mm,
and b �X = −2 mm

Fig. 6 Variation of
enhancement factor as a
function of streamwise
winglet position

transfer surface, an enhancement factor [Eq. (11)] has been presented in Fig. 6.
The downstream placed winglets provide nearly the same heat transfer enhancement
but with significantly lesser pressure drop. Thus, the winglets should be placed more
towards the downstream side of the tube to achieve greater thermo-fluid performance.

4 Conclusions

The present study has been aimed at comparing the thermo-fluid performance of
the plain and winglet supported fin-and-tube heat transfer surfaces having circular
and elliptical tube geometries. The fin-and-tube heat transfer surface with a circular



32 S. K. Sarangi and D. P. Mishra

tube by virtue of its larger frontal area effects more heat transfer than the ellip-
tical tube type heat transfer surface. However, the larger frontal area of the circular
tube also incurs a greater pressure drop penalty. By virtue of its significantly lower
pressure drop penalty and moderate heat transfer performance, the overall perfor-
mance of the elliptical tube heat transfer surface in terms of enhancement factor is
significantly higher than the circular tube type fin-and-tube heat transfer surface. The
heat transfer performance of the elliptical tube type heat transfer surface gets signif-
icantly enhanced when supported with rectangular winglets. The winglets placed
at different streamwise locations were found to outperform the plain circular tube
geometry both in terms of heat transfer and pressure drop penalty. The winglets
streamwise variation does not have a significant effect on heat transfer performance.
However, with the downstream placement of winglets, the pressure drop penalty
reduces significantly. Thus, the enhancement factor is maximum for the downstream
placed winglet supported model.

References

1. Chen Y, Fiebig M, Mitra NK (2000) Heat transfer enhancement of finned oval tubes with
staggered punched longitudinal vortex generators. Int J Heat Mass Transf 43(3):417–435

2. Biswas G, Mitra NK, Fiebig M (1994) Heat transfer enhancement in fin-tube heat exchangers
by winglet type vortex generators. Int J Heat Mass Transf 37(2):283–291

3. Torii K, Kwak KM, Nishino K (2002) Heat transfer enhancement accompanying pressure-loss
reduction with winglet-type vortex generators for fin-tube heat exchangers. Int J Heat Mass
Transf 45(18):3795–3801

4. Kwak KM, Torii K, Nishino K (2005) Simultaneous heat transfer enhancement and pressure
loss reduction for finned-tube bundles with the first or two transverse rows of built-in winglets.
Exp Thermal Fluid Sci 29(5):625–632

5. Joardar A, Jacobi AM (2008) Heat transfer enhancement by winglet-type vortex generator
arrays in compact plain-fin-and-tube heat exchangers. Int J Refrig 31(1):87–97

6. Joardar A, Jacobi AM (2007) A numerical study of flow and heat transfer enhancement using
an array of delta-winglet vortex generators in a fin-and-tube heat exchanger. J Heat Transf
129(9):1156–1167

7. He YL, Chu P, Tao WQ, Zhang YW, Xie T (2013) Analysis of heat transfer and pressure drop
for fin-and-tube heat exchangers with rectangular winglet-type vortex generators. Appl Therm
Eng 61(2):770–783

8. Hu WL, Song KW, Guan Y, Chang LM, Liu S, Wang LB (2013) Secondary flow intensity
determines Nusselt number on the fin surfaces of circle tube bank fin heat exchanger. Int J Heat
Mass Transf 62:620–631

9. Zhou G, Feng Z (2014) Experimental investigations of heat transfer enhancement by plane and
curved winglet type vortex generators with punched holes. Int J Therm Sci 78:26–35

10. Li MJ, Zhou WJ, Jhang JF, Fan JF, He YL, Tao WQ (2014) Heat transfer and pressure perfor-
mance of a plain fin with radiantly arranged winglets around each tube in fin-and-tube heat
transfer surface. Int J Heat Mass Transf 70:734–744

11. Arora A, Subbarao PMV, Agarwal RS (2015) Numerical optimization of location of “common
flow up” delta winglets for inline aligned finned tube heat exchanger. Appl Therm Eng 82:329–
340

12. Sarangi SK, Mishra DP (2017) Effect of winglet location on heat transfer of a fin-and-tube heat
exchanger. Appl Therm Eng 116:528–540



Thermo-Fluid Performance Evaluation … 33

13. Naik H, Tiwari S (2018) Effect of winglet location on performance of fin-tube heat exchangers
with inline tube arrangement. Int J Heat Mass Transf 125:248–261

14. Sarangi SK,Mishra DP,Mishra P (2020) Parametric investigation of wavy rectangular winglets
for heat transfer enhancement in a fin-and-tube heat transfer surface. J Appl Fluid Mech
13(2):615–628

15. Sarangi SK, Mishra DP, Mishra P (2019) Numerical analysis of thermofluid performance of
fin-and-tube heat transfer surface using rectangular winglets. J Heat Transf 141(10):101801



Experimental Analysis of a Crossflow
Heat Exchanger Using Elliptical Shape
Tube for Air Side Heat Recovery

Amruta Sonawane, Neelam S. Gohel, R. S. Jha, and Digvijay Shelar

Nomenclature

Re Reynolds number
Pr Prandtl number
Nu Nusselt number
h Convective heat transfer coefficient (W/m2K)
Qconv Heat transfer by convection (Watt)
Dh Hydraulic diameter (m)
V Velocity of fluid (m/s)
μ Viscosity of fluid (N-s/m2)
ρ Density of fluid (kg/m3)
U Overall heat transfer co-efficient (Watt/m2)
LMTD Logarithmic Mean temperature difference
As Surface area of the tube (m2)

1 Introduction

Crossflow heat exchangers are widely used across the industry for heat recovery.
However, recent industry trends and regulations require more energy-efficient
devices, and a heat exchanger is an important component to help meet these regu-
lations. In this section, briefly recent research work being done on this topic is
described.
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Heat transfer in forced convection is affected by numerous parameters such as
surface area, the shape of tubes, the orientation of tubes, and flow conditions. Many
researchers have explored various aspects affecting these parameters to increase the
heat transfer performance. One of the parameters being investigated recently is the
shape of tubes such as elliptical shape as compared to traditional circular ones.

Characterization of crossflow cooling of air in an inline elliptical tube heat
exchanger, for varying Reynolds number of airside (1 × 104 < Re < 3.3 × 104)
and for waterside (1 × 103 < 3.7 × 103) was considered by Khan et al. [1]. It was
observed that increase in heat transfer rate with Reynolds number in power-law
fashion. It was also reported that for flat elliptical shape tubes, the heat transfer rate
was increased with a higher value of angle of attack. Toolthaisong et al. [2] have also
reported a similar observation using elliptical-shaped tubes. It was found that heat
transfer performance was noticeably higher as compared to a similar setup using the
circular tubes.

Ibrahim [3] investigated thermal performance of elliptical tube bundle (axis ratio
0.25,0.33,0.5,1) experimentally and numerically a flow angles of attack (0–150º) for
Reynolds number in the range of 5600–40,000, the result indicated maximum heat
transfer coefficient, thermal performance at α=0º and worst performance at α=90º at
lowest Reynolds number is achieved. Maximum area of goodness factor at α=0º for
all axis ratio followed by α=30º for a given duty is found. Correlation for Nusselt
number as a function of axis ratio for different angle of attack.

Shelar [4] has used an inline arrangement for elliptical shaped heat exchanger
whenwater flowed through the tubes and air over them. It was reported that up to 32%
enhancement in heat transfer performance could be achieved using elliptical-shaped
tubes with 45° angle of attack.

Zukauskas [5] developed general correlation for circular tube bank for inline and
staggered arrangement in the Reynolds number in the range of 1 to 2 × 106 and
Prandtl number in the range of 0.7 to 104.

Chavhan [6] had reported a similar observation for elliptical tube bank at 45°
angle of attack when the tube arrangement was staggered.

Ala Hasan [7] have performed experimentation on circual randoval tubes in evap-
oratively cooled heat exchanger and found that Colburn Factor for oval tube is 89 %
of that for the circular tube, average friction factor for the oval tube is 46 % of that
of circular tube. Oval tubes shows higher values for the ratio Coulurn factor/friction
factor 1.93–1.96 times for the circular tubes.

An egg-shaped tube [8] has a higher favorable pressure gradient at its front end and
a lower adverse pressure gradient at its back causes delay boundary layer separation;
among the axis ratio 1, 2, 3, 4, 5, the segregation point of the boundary layer moves
backwardwhen the axis ratio increases, segregation area reduces andwake disappears
at axis ratio 4. A pair of vortexes appear in the wake region for the cases of 1, 2,
3, with the size of the vortex gradually becoming smaller. This suggests its varying
characteristics of heat transfer and fluid flow when the air flows around the tube with
different axis ratios. The pressure coefficientCp value is 1 at forward stagnation point;
then, it is decreased along the circumference of the tube to reach a minimum value
and then increases up to the rear stagnation point. Theminimum value ofCp occurs at
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a position angle smaller than 90°, and as the axis ratio decreases, the angle necessary
to provide the minimumCp decreases. At the axis ratio, four higher pressure gradient
in front of the tube and lower pressure gradient at the back of the tube help the flow
to inhibit the separation. The maximum value of skin friction coefficient increases
with the axis ratio decreases. The highest heat transfer performance achieved at axis
ratio 2, and thermal performance decreases as the axis ratio increases due to the thick
development of the boundary layer and larger thermal resistance.

Gharbi [9] developed correlation suggested and insight into the characteristics
of heat transfer and fluid flow in circular, ellipsoidal and wing-shaped tube bundles
arrangements using 2D CFD analysis using ANSYS FLUENT. The result shows
higher (5 × 103 ≤ ReDeq ≤ 2.4 × 104) heat transfer rate, pressure drop in circular
tube bank in staggered arrangement compared to wing shape, elliptical tube shape
for 0º angle of attack.

Objective of the present work is to understand the behavior of a cross flow heat
exchanger with elliptical shaped tubes in inline arrangement with 45º angle of attack.
In this work, we would like to report the heat recovery of air which flows through
the tubes. Hot water at 80 ºC flows over the tubes to maintain a constant temperature
boundary condition. Velocity of air was kept in the range of 2–6 m/s at 38 ºC.

2 Data Reduction

Thermo-physical properties of fluidsmainly depend upon the temperature of the fluid
(air).

Curve fitting equations are used to calculate properties of air at average mean
temperature.

Tavg = Tci + Tco
2

(1)

Heat received by air from hot water is given as

Qair = mCp(Tci − Tco) (2)

where m mass flow rate = ρ Aduct V avg.
The heat transfer rate in the heat exchanger is calculated from the above equation.
The logarithmic mean temperature difference is calculated as

LMTD = �θ1 − �θ2

ln(�θ1/�θ2)
(3)

�θ1 = Thi − Tco,�θ2 = Tho− Tci

Reynolds Number can be calculated using the following equation

Re = ρV Dh

μ
(4)
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Qair = U × As × LMTD, As = π × D × L × Nc × Nr (5)

where Nc is No. of Column, Nr No. of row.
Overall heat transfer coefficient is calculated by Eq. (5)

1

U
= 1

hi
+ 1

ho
(6)

Using the above equation inside heat transfer coefficient of air is found

Nui = hi ∗ Dh/kair (7)

where

Dh = 4 × A/P (8)

where A is the cross-sectional area of the tube and P is the perimeter of the tube

Re = νDh/γ (9)

Pr = μCp

k
(10)

Dittus correlation for circular tube is given by

Nucircular tube = 0.023Re0.8
0.4
Pr (11)

3 Experimental Setup

The crossflow heat exchanger consists of 30 tubes in the three-column inline arrange-
ment. The longitudinal and transverse pitch is 52mm. The tubemajor axis 48m and a
minor axis 23 mm. These elliptical tubes are arranged at 45° angle of attack in cross-
flow. Hot water at 1400 lph is supplied with 0.5 hp pump at 80 °C with a constant
flow rate over the tube bank, and air at 38 °C passes from the tubes using a blower.
Outside of the heat exchanger is insulated with superlon to prevent heat transfer with
the environment. High heat carrying capacity water flows over the tube to maintain a
constant wall boundary condition over the tube. The temperature of air and water at
the inlet and outlet are measured by PT 100 sensor. These sensors are calibrated with
±1.5 °Cwith the standard before every experiment. Thewater flow rate ismaintained
constant at 1400 lph measured with a rotameter. The entire body of the exchanger is
made up of SS304 material with a thickness of about 2.5 mm. The heat exchanger
is covered with superlon insulation. In this experimental setup, the heat exchanger
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Fig. 1 Schematic diagram
of crossflow heat exchanger

and water tank were insulated as their temperature was quite high compared to the
surrounding temperature. Heatx adhesive solution was used to attach insulation on
the exterior part of the heat exchanger andwater heaters to avoid heat losses. Superlon
sheets having 13 mm thickness are used. Elastomeric Nitrile is a 100% closed-cell
Nitrile rubber compound with superior insulating qualities. It is flexible microcel-
lular closed-cell elastomeric Nitrile Foam recommended for a temperature range −
40° to 105°. The velocity of air is measured using an anemometer by taking readings
at four grid points at the outlet of the heat exchanger. Average air velocity is consid-
ered for mass flow rate calculation. Thermo-physical properties mainly depend on
the temperature of the fluid. Curve fitting equations are used to calculate properties
of air at average mean temperature. Pump having a capacity of 0.5 hp with 2800
lph discharge and head ranges from 7 to 30 m, manufactured by FISHER is used.
Rotameter is used as a flow measuring device in the range of 250–2500 lph water
flow rate. The blower is used to supply air to inlet duct with mass flow rate 300
m3/h; pressure head 100 mm water column. Sufficient time was allowed to get the
steady-state condition while performing experimentation, which was observed to be
about 60 min.

Some of the assumptions made during experimentation are.

i. Conduction and radiation effects are negligible.
ii. A fully developed flow is considered inside the tube (Figs. 1 and 2).

Heat transfer augmentation is studied by varying air velocity in the range of
2–8 m/s (Table 1).

4 Results and Discussions

Figure 3 shows that elliptical-shaped tubes can enhance heat transfer considerably
as compared to the one with circular tubes with the same hydraulic diameter. The
reason for this enhancement is the shape of the tube and angle of attack, which
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Fig. 2 Fabricated laser cut
SS304 metal sheet of
crossflow heat exchanger

Table 1 Specification of equipment

S. No. Name of device Specification Quantity

1 Centrifugal blower 300 m3/h 1

2 Water tank 0.75 m × 2 m × 0.40 m 1

4 Centrifugal pump 0.5 hp 1

5 Electric heater 3 KW 4

6 Test section area of crossflow heat
exchanger

0.15 × 0.165 × 1 m3 1

7 Heat exchanger tubes (SS202) Length = 0.15 m
Major axis = 0.048 m
Minor axis = 0.023 m

30

8 Temperature measuring instrument PT-100 RTD 4

9 Anemometer 0–20 m/s 1

10 Rotameter 250–2500 lph 1

generate higher turbulence. Elliptical shape tube has a flat surface that increases the
contact time of fluid which increases skin friction drag as compared to circular tube
and due to these delayed separations of fluid which enhance mixing hence at 45º
angle of attack heat transfer rate from elliptical shape tube bank shows augmentation
compared to circular shape tube bank.

Using the experimental observations, a correlation developed for this configura-
tion of a heat exchanger by excel solver. Figure 4 shows the plot using the developed
correlation. This also includes the Dittus correlation in the plot for a better compar-
ison. It should be noted that Dittus correlation is valid only for circular shaped tubes.
It is clearly seen that correlation found from experimentation for elliptical shape
tube performs better in the range of 14,000–22,000 Reynolds number whereas it is
comparable at higher Reynolds number.

The ratio of experimental Nusselt number and Nusselt number of the circular tube
gives the enhancement ratio. The enhancement ratio of the elliptical tube is between
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Fig. 3 Plot of experimental Nusselt number for Elliptical Tubes (Nu_Exp), Circular tube Nusselt
Number (Nu_ Dittus_circular) against Reynolds Number

Fig. 4 Plot of Nusselt
Number correlation based on
experimental results
(Nu_Exp_Corr), Dittus
correlation (Nu_Exp_Dittus)
against Reynolds Number

1.67 and 1.9. The enhancement ratio decreases with an increase in the Reynolds
number. Figure 5 shows that heat transfer increases as turbulence increases, but after
a certain point, it starts to decrease.

5 Conclusions

At the angle of attack 45°, elliptical tubes are more effective in the heat transfer as
compared to the circular tubes. Nusselt number increases with the Reynolds number
of air. For the same hydraulic diameter, elliptical tubes show higher heat transfer
augmentation than circular tubes.

• Thermal hydraulic performance decreases with an increase in turbulence in the
range of 14,000–24,000 ReDh.

• Thermal hydraulic performance of heat exchanger decreases along with pumping
power
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Fig. 5 Enhancement ratio
versus Reynolds Number

• Elliptical tubes at 45° angle of attack increase vortex formation, which helps in
fluid mixing.

• A general correlation for Nu-Re obtained by curve fitting for 45° configuration
= 0.521 ReD0.542 by experimentation and data analysis through excel solver.
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An Experimental Investigation
of Tube-in-Tube Type Heat Exchanger
to Enhance Heat Transfer Using
Titanium Oxide TiO2-Water Nanofluid

K. Soma Sekhar, P. Vijay Kumar, and B. Kamala Priya

Nomenclature

e Effectiveness
Cp Specific heat (J/kg K)
Re Reynolds number [ρUD/μ]
Pr Prandtl number

[
μCp/k

]

Pe Peclet number [U/αL]
Nu Nusselt number [hD/k]
LMTD Logarithmic Mean Temp Difference
k Thermal conductivity (W/m K)
Di Inner diameter of outer tube (m)
D0 Outer diameter of the outer tube (m)
L Length of the heat exchanger (m)
Ti Inlet temperature of hot fluid (°C)
To Outlet temperature of hot fluid (°C)
U Overall heat transfer coefficient (W/m2)
Tci Inlet temperature of cold fluid (°C)
T co Outlet temperature of cold fluid (°C)
φ Variable volume concentration of nanofluid
di Inner diameter of inner tube (m)
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1 Introduction

The technological advancements in nanotechnology and the distinguishing charac-
teristics of nanomaterials have been attracting researchers around the globe for the
wide use of nanofluids, which emerged as one of the promising and unique capacity
in enhancing the heat transfer rates in heat exchangers used in diverse fields of
engineering applications. Nanofluid means suspension of nanoparticles in the base
fluid (distilled water). Usually, the base fluids mostly used are distilled water, ethy-
lene glycol, etc. However, colloidal solutions are prepared by adding solid particles
to the conventional fluids. These nanoparticles dictate the types of nanofluids and
the distinction between them based on the metal from which these are made. The
nanofluids can cause is a significant enhancement in heat transfer rate due to high
thermal conductivity, viscosity, and specific heat. The application of nanofluids can
be found in heat exchangers, cooling of electronic equipment, and chemical process
plants. In some cases, magnetic fields are also present, which adds to the complexity
of the problems. To address those issues usually, mathematical models are developed
and analytical solutions will be used to analyze the problems and parametric studies
are carried out to simplify the system for getting feasible solutions.

All the heat exchangers, cooling processes, heating, and chemical processes
are involved with heat transfer processes. The ever-existing problem of poor heat
transfer properties of common fluids (such as water, mineral oil, and ethylene glycol)
compared to most solids is a primary obstacle to the effectiveness of heat transfer
processes. However, clogging in the process may be found in the tube when the fluid
with large particles is employed. With awareness of this problem, the nanometer
particle in the fluid (as called nanofluid is an attractive solution that provides not
only enhanced thermal conductivity but also long-term stability and low-pressure
drop [1].

Titanium dioxide (TiO2) is one of the promising materials for heat transfer
enhancement purposes due to its excellent chemical andphysical stability. In addition,
TiO2 particles are cheap and commercially available. TiO2 nanoparticles suspended
in conventional fluids were extensively utilized in various forms of heat exchangers,
including circular tube [2, 3], a double tube [4–7]. The addition of nanoparticles to
the base fluid could increase the heat transfer rate in the air conditioner in a shell and
tube heat exchanger heat transfer rates under turbulent flow is investigated based on
Peclet number, Nusselt number variations and were enhanced by using nanofulid [8].
The convective heat transfer coefficient, inlet temperature, etc., are studied. Based on
the results, enhancement of the effectiveness of silver-water nanofluids was observed
[9]. Pritam et al. investigated the stability of TiO2-water nanofluid various surfac-
tants. It was found that acetic acid, sodium dodecylsulfate improved the stability
of the suspensions [10]. Murshed et al. investigated the stability of nanofluids with
different surfactants such as cetyltrimethylammonium bromide, oleic acid surfactant
results have shown that the stability of suspension improved considerably [11]. In a
shell and tube heat exchanger the experiments have been carried out to find the Peclet
number variations they have investigated with TiO2/water, Al2O3/water nanofluids.
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The results yielded that the Peclet number is enhanced with TiO2/water nanofluid,
which was more compared to Al2O3/water nanofluid case [12]. Godson et al. inves-
tigated the effectiveness of shell and tube heat exchanger by using silver/water
Nanofluid. The experimental results indicate an enhancement of effectiveness with
the increased particle concentration in the base fluid.

The present work deals with the experimental investigations on the characteristics
of heat transfer in a tube in a tube heat exchanger with distilled water as cold fluid in
the first stage and TiO2-water nanofluid as cold fluid in the second stage with variable
volume concentrations 0.05, 0.07, 0.1%. The variations in Nusselt number, heat
transfer coefficient, and Peclet number are observed under turbulent flow condition.
Finally, based on the experimental findings, it was noticed that TiO2-water nanofluid
provides a better heat transfer rate at 0.1% volume concentration.

2 Fabrication of Tube in Tube Heat
exchanger-Photographic View

2.1 Specifications of Heat Exchanger (Tube-in-Tube)

1. Material of Inner Tube Copper
a. Inner diameter of inner tube di = 9.5 mm.
b. Outer diameter of inner tube do = 12.5 mm.
2. Outer Tube Material Galvanized Iron
a. Inner diameter outer tube Di = 28.5 mm.
b. Outer diameter outer tube Do = 32.5 mm.
3. Length of Heat Exchanger L = 1500 mm.
4. Specific Heat of Water Cpw = 4178 J/kg K.
A tube in the tube heat exchanger as shown in Fig. 1 consists of an electric heater to

heat water(act as a hot fluid) to the required temperature, which flows thru the outer
tube. Coldwater is used as the cooling fluid, and it can be admitted at either end,
enabling the same heat exchanger to run in a counter flow/parallel flow mode. This
is achieved by operating different valves provided in the pipeline, the outer tube is
adequately insulated to minimize the heat lost to the surroundings. Thermocouples
are used to measure the inlet, outlet temperatures of the hot and cold fluids. The
flow rates of the cold and hot fluids are measured using a measuring flask or jar.
Submersible water pumps of 15 and 25 W capacity are used to pump the hot and
cold fluids, thus creating the required pumping pressure for a steady flow of cold and
hot fluids through the heat exchanger.
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Fig. 1 Experimental setup-photographic view (tube-in-tube heat exchanger)

2.2 Methodology

A Tube-in-Tube type heat exchanger with copper tube (inner tube) and GI (outer
tube) are considered, and the outer surface of the tube is insulated with the rope,
which prevents convective heat losses. Thermocouples are placed at the inlet and
outlet of cold and hot fluids to measure the inlet and outlet temperatures accurately
after reaching steady-state condition. Firstly, experimentation is conducted using hot
water which passes in the outer tube and distilled water(coolant) which passes in the
inner tube at fixed temperatures (80 °C, 70 °C, 60 °C, and 50 °C) for the variable
mass flow rates 0.025 kg/s, 0.05 kg/s, 0.1 kg/s. The characteristics of heat transfer,
that is, effectiveness, Nusselt number, Peclet number, and coefficient of heat transfer
were calculated.

Secondly, the magnetic stirring and bath sonicator equipment were used for effec-
tive nanoparticles mixing with the distilled water (base fluid), while the magnetic
stirring method was used TiO2-water nanofluids were stirred for four hours and
then transferred into bath sonicator with sonication time up to five hours for each
concentration of nanofluid andTiO2-water nanofluidswere prepared in three different
concentrations (0.05, 0.07, 0.1%).

Thirdly, acetic acid was used as a surfactant, which was added up to 2% for
each concentration of nanofluid at the time of preparation to increase the stability of
nanofluid for a longer time. Experimentation done for using TiO2-water nanofluid
as a coolant using one concentration at a time and different heat transfer parameters
were calculated through the data recorded. The graphs are drawn for comparing
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the performance of tube in the tube heat exchanger for base fluid and TiO2-water
nanofluids based on the variations of effectiveness, Nusselt number, Peclet number,
and coefficient of heat transfer.

3 Results and Discussions

The results and discussion presented in this section for the two cases taken into
consideration, namely.

First stage: cold fluid—distilled water (Inner tube), hot, hot water (outer tube),
Second stage: cold fluid—TiO2-waterNanofluid (Inner tube), hot fluid—hotwater

(outer tube).
Keeping the other data, such as temperature of hot fluid and mass flow rates

constant.
Figure 2 depicts the comparison between effectiveness and Peclet number of

distilled water (cold fluid)at different mass flow rates. It is observed that a linear trend
of the points located on the graph plotted between the temperature and effectiveness.
As Peclet number increased, effectiveness also increased with n effectiveness value
of 0.21 being the highest at 0.1 kg/s. A steady increase in effectiveness is identified
with increasing mass flow rates.

Figure 3 indicates the variation between effectiveness and Peclet number for
different volume concentrations of TiO2–water nanofluid. It can be clearly seen that
as temperature increases, effectiveness also increases, but the linear trend is not seen

Fig. 2 Effectiveness versus Peclet number (Distilled water as a cold fluid)
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Fig. 3 Peclet number versus effectiveness (mass flow rate 0.1 kg/s)

for TiO2–water nanofluidwith 0.07% concentration due to some losses. Therewas no
much variation observed in effectiveness with the change in Peclet number. However,
compared to the effectiveness of water, effectiveness with TiO2–water nanofluid has
reached 0.49,which is very high. The effectiveness is highest at 60,000 Peclet number
as the difference is more at that temperature.

The plot is drawn between LMTD and Peclet number in comparison between the
coefficient of heat transfer (outer surface area) and temperature, for each concentra-
tion are observed that the points closely appear on the plot with not much variation
to one another but maintaining the linearity for all the volume concentrations of the
TiO2–water nanofluid in Fig. 4. The coefficient of heat transfer increases steadily
with temperature for which no irregular trend is observed. The coefficient of heat
transfer is less compared to the coefficient of heat transfer (inside area) as the outer
surface is insulated that prevent the convection losses.

Figure 5 is plotted between Nusselt number, and Peclet number wherein the trend
followed by the points is linear and directly proportional, that is, as temperature
increases, the heat transfer coefficient also increases. All the plotted points on the
graph are closely associated with each other, and the coefficient of heat transfer is
slightly more because copper is the material for the inner tube, which enhances the
conductivity of the cold fluid, that is, TiO2–water nanofluid.

From Fig. 6 it is observed that for the volume concentration of Ø = 0.1%, the
overall heat transfer coefficient has significantly improved for all the values of Peclet
number compared to other volume concentrations. This is mainly due to the perfor-
mance of high thermal conductivity of TiO2–water nanofluid and higher volume
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Fig. 4 LMTD versus Peclet number (mass flow rate 0.1 kg/s)

Fig. 5 Variation of Nusselt number with Peclet number for mass flow rate 0.1 kg/s
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Fig. 6 Variation of overall heat transfer coefficient with Peclet number for a mass flow rate 0.1 kg/s

concentrations. The points located in the graph have shown a steady increase in
the coefficient of heat transfer (overall) with an increase in the Peclet number. The
highest coefficient of heat transfer (overall) registered was 1350 w/m2-k at Pe =
600,000.

4 Conclusions

The performance of a heat exchanger (Tube-in-Tube type)withTiO2–water nanofluid
at variable volume concentrations of Ø = 0.05%, Ø = 0.07%, and Ø = 0.1% has
been experimentally tested at different hot water and cold water temperatures and
mass flow rates.

The following conclusions were drawn based on the observations made through
the experiments.

(i) The characteristics of heat transfer such as Nusselt number, Effectiveness,
LMTD are enhanced with the addition of nanoparticles (TiO2) to the distilled
water (base fluid), due to the increased thermal conductivity of the TiO2–water
nanofluid.

(ii) The performance of heat exchanger (Tube-in-Tube type) was enhanced with
the increased volume concentration of TiO2–water nanofluid. The temperature
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at the outlet of the cold fluid and the effectiveness of the heat exchanger raised
with the percentage volume concentration of TiO2–water nanofluid increased.

(iii) Also the coefficient of heat transfer (overall) is enhancedwith the concentration
of TiO2–water nanofluid increases compared to the base fluid. However, the
temperature at the outlet of the hot fluid decreases when the TiO2 nanofluid
concentration increases.

(iv) Based on the results observed that the variation of the Nusselt number of the
nanofluids is highly influencedby the variable percentagevolumeconcentration
of TiO2 nanoparticles and Peclet number.

(v) The better performance of the tube in the tube heat exchanger was observed at
Ø = 0.1% concentration of TiO2–water nanofluid with a mass flow rate of mf

= 0.1 kg/s.
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Nomenclature

A Surface area
C Specific heat capacity
d Depth of buried pipe
D Diameter
EATHE Earth air tube heat exchanger
f Friction factor
h Convective heat transfer coefficient of air
K Thermal conductivity
l Length
m Mass flow rate
Nu Nusselt number
Pr Prandtl number
PVC Polyvinyl chloride
r Radius of pipe
Re Reynolds number
R Thermal resistance
T Temperature
U Overall heat transfer coefficient
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Greek Letters

ρ Density
ν Kinematic viscosity
μ Dynamic viscosity
ε Effectiveness

Subscript

a Air
c Conduction
i Inner
p Pipe
s Soil
o Outer

1 Introduction

Space conditioning is a remarkable need, and it’s increasing day by day. Most of
the conventional space conditioning system works after consuming electrical energy
that is to be produced by burning fossil fuels (conventional energy) in a power plant.
Since the burning of fossil fuels in power plants emits harmful gases and causes global
warming, climate change, biodiversity loss, water crisis, Economic shortage, etc. The
rise in conventional energy demands and its price, as well as various environmental
threats,motivate the researchers toward the utilization of renewable energy.Hence the
various passive technology and renewable energy sources are a suitable alternative
for space conditioning. One of the best alternatives for space conditioning is an
earth air tube heat exchanger that works on geothermal energy. Geothermal energy
is recognized as renewable energy that is clean, free, and environment friendly. The
earth has a relatively constant temperature at a specified depth and is lower than the
ambient temperature in summer and vice versa in the winter season. This property
of earth is very useful in the installation and implementations of earth air tube heat
exchanger (EATHE), which makes earth as a source in winter for heating and sink in
summer for cooling. In an EATHE system, the pipes of the designed dimension and
materials are covered in the earth at a given fixed depth. The soil releases the thermal
energy to air that flows in the pipe inwinter season for space heatingwhen the outdoor
temperature is lesser than underground temperature and in this way earthwork as a
source, while in summer season for space cooling the soil absorbs thermal energy
from the air through pipe whenever the outdoor ambient temperature is greater than
the underground temperature, and hence earthworks as a sink.Many researchers have
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performed the experimental and analytical analysis of EATHE coupled to building in
order to investigate its performance andpotential to the conditioned space [3, 7–9, 13].
By observing their results, it is clear that EATHE is well suited for cooling/heating
in a given region of the world. Kabashnikov et al. [6] performs the numerical and
analytical study and found that the rise and drop in air temperature increases with
increasing the pipe length. But after some certain length, the heat transfer did not
increase more with increasing the pipe length because increasing its length required
more air travel time and heat removal rate [4]. Ralegaonkar et al. [12] developed a
methodology for designing the length and ducting details of the geothermal cooling
system and compare the results in the view of energy consumption by coupling it
with a case study of the building. They found that a geothermal cooling system saves
90% energy as compared to air conditioners for cooling, whereas it saves 100%water
while comparing this system with evaporative cooling. Misra et al. [10] carried out
an experimental study on the prototype of a model of earth air tube heat exchanger
for predicting the cooling potential and effect of materials used for making it. Their
experiments on the model record 10–15 °C fall in temperature for cooling, and its
performance was not affected by the material used for burying pipe. Yassine et al.
[17] investigate the design features for attaining the thermal comfort of a building
by incorporating it with earth air tube heat exchanger in order to reduce the energy
consumption. Singh [14] evaluated the performance of an EATHE system for space
cooling using a mathematical model. A numerical calculation has been done for
getting the optimum value of dimensions of the tunnel and flow velocity of air inside
the tunnel in order to extract the maximum heat from the room at different values of
required load and environmental conditions. Niu et al. [11] investigated the effect of
inlet temperature on the attainment of earth air tube heat exchanger by developing a
mathematical model. It can be concluded from their results that the higher the inlet
air temperature, more is the rate of decrease in air temperature in the EATHE pipe.
Tiwari et al. [16] designed an Earth air tube heat exchanger for a given dimension
of the room by optimizing the various variables such as length of pipe, buried depth
of pipe, pipe diameter, and a number of air changes. Their optimized result shows
that the outlet air temperature in the summer season decreased by 5–6 °C. Since this
decrement in outlet temperature, the diameter and length were optimized as 0.1 m
and 21 m, respectively. Ahmad and Prakash [2] performed experimental exergetic
analysis of Ground Source Heat Pump System and concluded that the minimum
exergy outlet occurs at Ground heat exchanger. Zhao et al. [18] investigating the
performance and various influencing parameters of the earth air tube heat exchanger
system by experimenting with its model and check its feasibility. Their results show
that the cooling and heating capacities are 21.17 and 21.72 kW, respectively, also the
temperature extraction efficiencies, increase with pipe length and decrease with its
diameter. The present works estimate the required length of the tube in designing the
earth air tube heat exchanger system that is affected by various parameters. To this
point, this paper deals with the parametric study that emphasizing the effect of inlet
temperature and outlet temperature on the length of the tube for the cooling mode
of application. The subsoil thermal saturation in the close vicinity of the buried pipe
reduced when this system uses for a longer period of time or continuous operation.
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So, it may be used for a short period of time or intermittent operation for getting
better thermal performance, but this would be uneconomical. So, for increasing the
thermal properties of soil, the subsoil moisture content was increased by inserting a
necessary arrangement for water impregnation in the close vicinity of buried pipe in
the experimental study of Agrawal et al. [1].

2 Thermodynamic Modeling for Length of EATHE System

The heat transfer from air to the inner surface of the tube is due to the convection
mode of heat transfer while the transfer of heat from the inner surface to the outer
surface of the tube is taken place by the conduction mode of heat transfer and lastly,
the heat transfer from the outer surface of the tube to bounded soil is taken place
by conduction mode of heat transfer. So, we say that in this system, the number of
processes in heat transfer is three while the number of modes of heat transfer is two.
Hence the total thermal resistance will be the sum of a convective resistance and two
conductive resistances.

Thermodynamic modeling of this system can be written on the basis of the
following assumptions.

• The thermal properties of soil are isotropic
• The modeling is done on the basis of steady-state conditions
• A perfect contact exists between the pipe and bounded soil.
• The depth of the buried pipe is constant throughout the whole length.
• The physical properties of the fluid are constant.

Therefore, the convective resistance due to transfer of heat from flowing air to the
inner surface of the pipe may be formulated as

Rc = 1

2πri l ph
(1)

The conductive thermal resistance due to pipe thickness and heat transfer taken
place from the inner surface of the pipe to the outer surface of the pipe may be
formulated as,

Rpipe =
ln

(
ro
ri

)

2πKplp
(2)

The conductive thermal resistance due to transfer of heat from the outer surface
of the pipe to bounded soil is given by Holman and Bhattacharyya [5]

Rsoil =
Cosh− 1

(
d
ro

)

2πl pKs
(3)
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Thus, total thermal resistance would be

Rtotal = Rc + Rp + Rs (4)

Rtotal = 1

2πri l ph
+

ln
(
ro
ri

)

2πKplp
+

Cosh− 1
(

d
ro

)

2πl pKs
(5)

Rtotal = 1

l p

⎛
⎝ 1

2πri h
+

ln
(
ro
ri

)

2πKp
+

Cosh− 1
(

d
ro

)

2πKs

⎞
⎠. (6)

Let us consider

X =
⎛
⎝ 1

2πri h
+

ln
(
ro
ri

)

2πKp
+

Cosh− 1
(

d
ro

)

2πKs

⎞
⎠

Since X has been introduced for simplicity of calculation which gives the result
of different dimensions and properties of parameters.

Rtotal = X

lp
(7)

In the formula of convective resistance, the term convective heat transfer coeffi-
cient (h) may be finding using the Nusselt number and the Nusselt number is given
as

Nu = h × Di

Ka
(8)

Since Nusselt number is the function of Reynolds number and Prandtl number,
that is,

Nu = f (Re,Pr) (9)

We have available empirical relation for the calculation of Nusselt number, For
Laminar flow, that is where the Reynolds number is less than 2300 (Re < 2300)

Nu = 4.36 (10)

For fully developed turbulent flow in the buried pipe where Prandtl number lies
between 0.5 and 2000, and Reynolds number lies between 2300 and 5 × 106, The
given empirical relation for Nusselt number is
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Nu =
(

f
8

)
× (Re− 1000) × Pr

1+ 12.7
(

f
8

) 1
2
(
Pr

2
3 −1

) (11)

Here f is the friction factor and may be calculated as,

f = [0.79× ln(Re) − 1.64]−2 (12)

And Re is the Reynolds number and may be calculated as

Re = ρ × v × Di

μ
(13)

And Pr is the Prandtl number and may be calculated as

Pr = μ × Ca

Ka
(14)

The effectiveness of the system in the form of temperature may be calculated as

ε = Ti − To
Ti − Ts

(15)

However, the effectiveness of system may also be computed by Zukowski and
Topolanska [19]

ε = 1− e−NTU (16)

ε = 1− e
−U A
maCa (17)

Since,

U A = 1

Rtotal
(18)

Now, putting the value of total thermal resistance in Eq. (18), we get

U A = 1

Rtotal
= l p

X
(19)

Hence using Eqs. (15), (17) and (19), we get the value of the length of the pipe
by putting the respective values of used parameters in those equations.
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3 Results and Discussion

In order to calculate the length of the pipe of the EATHE system,which is the function
of the inlet and outlet temperature, a thermal model has been developed in Sect. 2
of this paper. The average ground temperature using experimental measurement at a
depth of 1 m in a hot season was 240 °C. As reported by Tiwari [15], these buried
pipes are at a constant underground temperature equal to the average annual ambient
air temperature at a depth of 4 m. Now, we applied all the developed mathematical
formulas in a Microsoft Excel sheet for calculating the length of the pipe. In this
study, a PVC pipe of thermal conductivity 0.15 W/mK is used with an inner and
outer diameter of 0.05 m and 0.1 m, respectively. Here two cases are taken into
consideration, and in each of the cases, one parameter is varied while keeping all
other parameters constant. Now the calculated result of both the cases using the excel
sheet has been compiled in Tables 1 and 2.

Table 1 indicates the variation of length with inlet temperature with an outlet
temperature remain unchanged, whereas Table 2 shows the results of calculated
length by varying outlet temperature keeping the inlet temperature constant.

In order to explain Fig. 1 that formatted using data from Table 1, which indicates
that, keeping the outlet temperature constant at 26 °C as per increasing the inlet
temperature the calculated length of pipe increases. As per increasing inlet tempera-
ture from 34 to 43 °C (26.4%) the length of pipe has increased from 7.66 to 10.51 m
(37.2%) by keeping outlet the temperature constant at 26 °C.

Also illustrating the Fig. 2 that has been plotted using data from Table 2 which
indicates that decreasing the outlet temperature (cooling need) the calculated length
of pipe going to increase by keeping inlet temperature constant at 36 °C. As per
decreasing outlet temperature from 34 to 25 °C (26.47%) the length of pipe has
increased from 1.38 to 12.03 m that is increased 7.717 times.

Table 1 Variation of length
with an inlet temperature

Outlet temperature = 26 °C

Inlet temperature (°C) Calculated length of pipe (m)

34 7.66

35 8.13

36 8.42

37 9.04

38 9.37

39 9.7

40 10.09

41 10.09

42 10.51

43 10.51
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Table 2 Variation of length
with outlet temperature

Inlet temperature = 36 °C

Outlet temperature (°C) Calculated length of pipe (m)

25 12.03

26 8.42

27 8.42

28 6.62

29 5.28

30 4.13

31 3.28

32 2.56

33 1.9

34 1.38

Fig. 1 Variation of length
with an inlet temperature
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4 Conclusions

This paper deals with the parametric study of the earth air tube heat exchanger.
In this study, a thermodynamic model for estimating the length of buried pipe has
been developed and then inserted in an excel sheet of Microsoft software. The main
purpose of this study is to explain the influence of inlet and outlet temperature on the
length of the pipe by keeping all remaining parameters constant. From this study, it
was concluded that by increasing the inlet temperature of 26.4% with keeping outlet
temperature constant calculated lengthwas increased by 37%whereas, by decreasing
the outlet temperature of 26.47%, the length was increased by 7.717 times. So as per
our need for cooling purposes by keeping the inlet temperature constant more length
will be required.

References

1. Agrawal KK, Misra R, Yadav T, Agrawal GD, Jamuwa DK (2018) Experimental study to
investigate the effect of water impregnation on thermal performance of earth air tunnel heat
exchanger for summer cooling in hot and arid climate. Renew Energy 120:255–265

2. Ahmad SN, Prakash O (2019) Experimental exergy assessment of ground source heat pump
system. Adv Energy Res 6(2):161–172

3. Bisoniya TS, Kumar A, Baredar P (2015) Energy metrics of earth–air heat exchanger system
for hot and dry climatic conditions of India. Energy Build 86:214–221

4. Derbel HBJ, Kanoun O (2010) Investigation of the ground thermal potential in tunisia focused
towards heating and cooling applications. Appl Therm Eng 30:1091–1100

5. Holman JP, Bhattacharyya S (2008) Heat transfer, 10th edn. McGraw-Hill education private
limited, New Delhi

6. Kabashnikov VP, Danilevskii LN, Nekrasov V, Vityaz IP (2002) Analytical and numerical
investigation of the characteristics of a soil heat exchanger for ventilation systems. Int J Heat
Mass Transf 45:2407–2418

7. Khabbaz M, Benhamou B, Limam K, Hollmuller P, Hamdi H, Bennouna (2016) Experimental
and numerical study of an earth-to-air heat exchanger for air cooling in a residential building
in hot semi-arid climate. Energy Build 125:109–121

8. MehdidCE,BenchabneA,RougA,MoummiN,MelheguegMA,BenabdiMA,BrimaA (2018)
Thermal design of earth-to-air heat exchanger. Part II a new transient semi-analytical model
and experimental validation for estimating air temperature. J Cleaner Prod 198:1536–1544

9. Menhoudj S,Mokhtari AM, BenzaamaMH,Maalouf C, LachiM,MakhloufM (2018) Study of
the energy performance of an Earth air tube heat exchanger for refreshing buildings in Algeria.
Energy Build 158:1602–1612

10. Misra AK, Gupta M, Lather M, Garg G (2015) Design and performance evaluation of low-cost
earth to air heat exchanger model suitable for small buildings in arid and semi-arid regions.
KSCE J Civ Eng 19(4):853–856

11. Niu F, Yu Y, Yu D, Li H (2015) Heat and Mass transfer performance analysis and cooling
capacity prediction of earth to air heat exchanger. Appl Energy 137:211–221

12. Ralegaonkar A, Kamath MV, Dakwale VA (2014) Design and development of geothermal
cooling system for composite climatic zone in India. J Inst Eng India Ser A 95(3):179–183

13. Ramirez-Davila L, Xaman J, Arce J, Alvarez G, Hernandez-Parez I (2014) Numerical study of
earth-to-air heat exchanger for three different climates. Energy Build 76:238–248

14. Singh SP (1994) Optimization of earth air tunnel system for space cooling. Energy Convers
Manage 35(8):721–725



62 S. N. Ahmad and O. Prakash

15. Tiwari GN (2006) Solar energy fundamentals, design, modeling and applications, 1st edn.
Narosa Pub. House, New Delhi, pp 452–487

16. Tiwari GN, Singh V, Joshi P, Shyam Deo A, Prabhakant, Gupta A (2014) Design of an Earth
air tube heat exchanger (EAHE) for climatic condition of Chennai, India. Open Environ Sci
8:24–34

17. Yassine B, Ghali K, Ghaddar N, Chehab G, Srour I (2014) Effectiveness of the earth tube heat
exchanger system coupled to a space model in achieving thermal comfort in rural areas. Int J
Sustain Energ 33(3):567–586

18. Zhao Y, Li R, Ji C, Huan C, Zhang B, Liu L (2019) Parametric study and design of an earth-air
heat exchanger using model experiment for memorial heating and cooling. Appl Therm Eng
148:838–845

19. Zukowski M, Topolanska J (2018) Comparison of thermal performance between tube and plate
ground air heat exchangers. Renew Energy 115:697–710



Natural Convection in a Square Porous
Enclosure with a Pair of Fluid-Pockets

Jayesh Subhash Chordiya and Ram Vinoy Sharma

1 Introduction

Thermal analysis of porous medium has been studied widely by numerous authors
over the past few decades. The studies reported can be extensively categorized based
on geometry, numerical scheme, flow assumptions, type of model, etc. The research
in natural convection within a porous media is now steering more towards finding
ways to enhance and/or attenuate the heat transfer rate. For example, the works
related to porous media and non-Newtonian fluids like Casson fluids, Nano-fluids,
etc., are gaining ground rapidly for enhancement of heat transfer, while attenuation
of heat transfer rate is usually encountered in thermal insulation, geophysics, thermal
heat storage, packed bed reactors, etc. In the latter case, partitioning the enclosure
comes in handy that yields useful and productive results. This paper investigates the
effect of employing small-sized fluid pockets within a differentially heated porous
enclosure, with a view of reducing the rate of heat transfer and fluid flow across it.

Earlier work by references [1–4] showed how introducing obstructions can reduce
the heat transfer in a porous media. Similarly, reference [5] numerically predicted
natural convection in a square enclosurewith partition; references [6, 7] usedLattice–
Boltzmann technique to numerically analyze the effect of partitions attached to its
cold walls on heat transfer in an inclined square enclosure; reference [8] studied the
influence of internal heat generation in differentially heated and partially divided
square cavities; reference [9] investigated the effect on the position of partitions
on natural convection flow in square-shaped enclosures; reference [10] reported the
effect of multiple internal partitions within a porous enclosure by varying their size
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and position; references [11, 12] examined the natural convection flow in triangular-
shaped porous enclosures and on diagonally divided square enclosure respectively.
Recent work by reference [13] reported the effect of a pair of solid partitions within
the porous enclosure, while [14, 15] reported the influence of thick-square-wave
partition and comparison of various wavy partitions respectively in porous medium.

In all intents and purposes, the majority of the work undertaken for studying the
influence of partition or obstructions in a natural convection flow within a porous
medium consisted of a solid obstruction. In view of this, the authors are encouraged
to examine the effect of a fluid obstruction, its position, and orientation within a
differentially heated porous enclosurewith a viewof obtaining a substantial reduction
in heat transfer rate.

2 Mathematical Formulation

A square porous enclosure of side H, has right and left wall at cold and hot temper-
atures Tc and Th, respectively. The top and bottom walls are insulated. Two fluid
pockets of the same horizontal and vertical dimensions h and l, respectively, are
placed at a distance of cx from the nearest vertical wall and cy from the nearest
horizontal wall, respectively, as shown in Fig. 1.

The flow is assumed to be incompressible, steady, 2D, and laminar. The enclosure
is filled with a homogeneous, isotropic, and fluid-saturated porous medium having
local thermal equilibrium with the solid matrix. The fluid pockets are assumed to be
filled with air. The fluid pockets and porous domain are separated with an infinitesi-
mally thin impermeable diathermal wall. All thermophysical properties are assumed
to be constant accept density in themomentumequation (Boussinesq approximation).
Viscous and radiation effects are ignored in the energy conservation equation. Since
the primary purpose is to access the effect of fluid-pockets within a differentially

Fig. 1 Schematic diagram
and coordinate system
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heated porous enclosure, Darcy flow model is used. The dimensionless governing
equations for porous domain thus takes the following form.

Porous Region:

∂2ψp

∂X2
+ ∂2ψp

∂Y 2
= −RaDa

∂θp

∂X
(1)

∂ψp

∂Y
· ∂θp

∂X
− ∂ψp

∂X
· ∂θp

∂Y
= ∂2θp

∂X2
+ ∂2θp

∂Y 2
(2)

Fluid Region:

∂2ψ f

∂X2
+∂2ψ f

∂Y 2
= � f (3)

∂ψ f

∂Y
· ∂� f

∂X
− ∂ψ f

∂X
· ∂� f

∂Y
= Pr

(
∂2� f

∂X2
+ ∂2� f

∂Y 2

)
+ RaPr

∂θ f

∂X
(4)

∂ψ f

∂Y
· ∂θ f

∂X
− ∂ψ f

∂X
· ∂θ f

∂Y
= ∂2θ f

∂X2
+ ∂2θ f

∂Y 2
(5)

Here,

X,Y = x, y

H
;U, V = u, v

α/H
; θ = T − Tc

Th − Tc
;Ra = gβ(Th − Tc)H 3

αν
;Da = K

H 2
;Pr = υ

α

Equations (2–5) are subjected to the following boundary conditions,

ψ = 0, θ = 1,� = −∂2ψ

∂X2
. . . X = 0, 0 ≤ Y ≤ 1

ψ = 0, θ = 0,� = −∂2ψ

∂X2
. . . X = 1, 0 ≤ Y ≤ 1

ψ = 0,
∂θ

∂Y
= 0,� = −∂2ψ

∂Y 2
. . . Y = 0 and 1, 0 ≤ X ≤ 1 (6)

Appropriate conditions at the walls of fluid pockets are set as,

ψ = 0,
∂θ

∂N

∣∣∣∣
−

p

= ∂θ

∂N

∣∣∣∣
+

f

(7)

Here, N is the normal direction of heat flow, which can be X for vertical walls
and Y in case of horizontal walls. Heat transfer is evaluated by calculating local and
average Nusselt number, which is the ratio of convection to conduction heat transfer
rate.
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Case I (VV Type)              Case II (HH Type)        Case III (HV Type)        Case IV (VH Type)

Fig. 2 Type of configurations under study

NuL = − ∂θ

∂X

∣∣∣∣
X=0,1

(8)

Nu = 1∫
0
NuL(Y )dY (9)

In the current study, four types of configurations are under study, namely VV, HH
HV, and VH type. These four types are obtained by changing the dimensions of the
fluid-pockets within the porous enclosure, as shown in Fig. 2.

3 Numerical Method

The partial differential equation Eqs. (2–5), corresponding boundary conditions,
and appropriate matching condition at fluid-pocket walls are discretized using an
overall II order finite difference scheme with central differencing for interior nodes
and forward, backward differencing for boundary nodes and nodes at partition.
The discretization process converts the differential form into the algebraic form of
equations, which are solved using the Successive Accelerated Replacement scheme,
whose applicability has been demonstrated by various researchers like [16–19]. The
basic approach of this scheme is to approximate a profile that satisfies the boundary
conditions for each transport property. Let the error in the equation at (i,j) of nth
iteration be σ̃ n

i j . The (n + 1)th approximation to the variable σ is obtained as,

σ n+1
i j = σ n

i j − ω
σ̃ n
i j

∂σ̃ n
i j/∂σ n

i j

(10)

Here, i and j vary from 1 to imax and 1 to jmax, respectively. The convergence
criteria is,
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∑i max−1
i=2

∑ j max−1
j=2

∣∣∣σ n+1
i j − σ n

i j

∣∣∣
∑i max−1

i=2

∑ j max−1
j=2

∣∣∣σ n+1
i j

∣∣∣ < ε (11)

Here, ε is a small tolerance value and ω is the acceleration factor. Nusselt number
is calculated locally at every node along the hot and cold wall. These values are
further numerically integrated by Simpson’s 1/3rd scheme to obtain the average
Nusselt number.

4 Results and Discussion

4.1 Validation of Numerical Model

A grid sensitivity test is performed to ensure the solution independent of grid size. A
uniform structured squaremesh ranging from 60× 60 to 100× 100 is checked forRa
= 100 and 1000. Additionally, the results reported in the literature are also compared
with the present solution to validate the code for classical natural convection problem
of differentially heated porous enclosure without obstructions. Table 1 shows the test
and validation performed for the aforementioned values. It is evident from the table
that a grid size of 80×80 is deemed sufficient enough for an accurate solution keeping
in mind the computational cost and time. It can be stated from the validations that the
current code yields satisfactory results as compared to those reported in the literature,
and hence it can be used with greater assurance for the problem addressed in this
paper.

In the present study, numerical analysis of natural convection heat transfer and
fluid flow is performed for a differentially heated porous enclosure embedded with
two fluid pockets. The parameters under consideration are Rayleigh number (Ra =
104–105), Darcy number (Da = 10–2), Prandtl number (Pr = 0.71), horizontal and
vertical fluid-pocket distance (0.2 ≤ cx, cy ≤ 0.8), and dimensions of rectangular
fluid-pocket as (h,l = 0.3, 0.1) depending upon the case. The value of acceleration

Table 1 Grid sensitivity test and code validation with previously reported results

Ra Grid size Nuh Nuc Iterations [20] [21]

100 60 × 60 3.273 3.273 1238 4.2 3.141

80 × 80 3.146 3.148 1699

100 × 100 3.144 3.143 2208

1000 60 × 60 16.135 16.135 6141 15.8 13.45

80 × 80 15.63 15.62 8001

100 × 100 15.61 15.62 8676
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factor ω is 0.9 to optimize the number of iterations without affecting the accuracy
and stability of the solution.

Figure 3 illustrates streamlines and isotherms in all configurations of fluid pockets
understudy for Ra = 104; Da = 10–2; Pr = 0.71; h, l = 0.1, 0.3. The horizontal
distance of fluid pockets from the nearest vertical wall, cx is fixed to 0.2; while the
vertical distance, cy is symmetrically changed to 0.2, 0.5, and 0.8. Thus, the effect of
the vertical position of fluid pockets can be manifested from this contour diagram.
In case of a porous enclosure without any obstruction or fluid pockets, the value of
Nusselt number (Nu) and maximum absolute stream function (|ψ |max) is about 3.15
and 4.7, respectively. It can be noticed from Fig. 3a, the value of |ψ|max is reduced
to approximately 2.5, 2.9, 2.7, and 2.7 for case I, II, III, and VI, respectively, while
Nu has dropped to 1.7, 1.9, 1.8, and 1.8, respectively. This decrease is almost around
50%, which may be seen as a substantial drop. This reduction in heat transfer rate
is comparable to the centrally located straight vertical diathermal partition inserted
within the porous enclosure and can serve as an alternative to it. The reduction in
the strength of flow and rate of heat transfer may be attributed to the presence and
positioning of fluid-pockets. The isotherms, in the southwest and northeast regions
of the enclosure, can be seen to be occurring in a bunch and steep in nature. This
indicates a high rate of heat transferring in these particular regions. Case-I yields the
maximum reduction because the vertical orientation of the fluid pockets in Case-I
is predominantly in these locations. This results in effective obstruction of flow and
engaging the flow of heat into the fluid-pockets in the regions of high-temperature
gradients.

However, Fig. 3b reveals a further decrease in the values of Nu and |ψ|max. This is
because, in this case, the fluid-pockets not only affect the high-temperature gradient
regions but also interfere with the inner stagnant portion of streamlines. It can be
clearly noticed that the size of the inner circular portion of streamlines is relatively
Fig. 3b as compared to that in Fig. 3a. Convincingly, in Fig. 3c, since the fluid pockets
are positioned away from the high-temperature gradient regions, the drop in Nu and
|ψ|max is not very significant. Figure 4 demonstrates the values of Nu for all possible
positions of fluid pockets within the porous enclosure estimated for all the four
configurations. Dark blue colored regions signify the locations where maximum
reduction has been obtained, while the red-colored regions indicate the locations
with minimum reduction in the values of Nu. For almost all the configurations,
the region of maximum reduction falls approximately at the same location, that is,
centrally positioned in the horizontal direction (cx = 0.5) and quarterly positioned
in the vertical direction (cy = 0.3 and 0.7) from the nearest horizontal wall. It can
be attributed to the fact that these are the positions where maximum obstruction in
the fluid and heat transfer flow is obtained. Similar predictions can be made from
Fig. 5a, b. For cy = 0.3, centrally positioned fluid-pocket (cx ~ 0.5) in horizontal
direction yields the least value of Nu for all types of configurations. Whereas for
cx = 0.5, quarterly positioned fluid-pocket (cy ~ 0.5) in vertical direction yields the
least value of Nu for all types of configurations. Figure 5c shows the effect of fluid-
pockets within a porous enclosure for the optimized location and compared with
that of a porous enclosure without fluid pockets. The decrease in Nu can be seen to
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       CASE I                       CASE II             CASE III                  CASE IV 

a. cx = cy = 0.2 (Ra = 104; Da = 10-2; Pr = 0.71; h, l= 0.1, 0.3) 

b. cx = 0.2; cy = 0.5 (Ra = 104; Da = 10-2; Pr = 0.71; h, l= 0.1, 0.3) 

Fig. 3 Streamlines and isotherms for all configurations
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c. cx = 0.2; cy = 0.8 (Ra = 104; Da = 10-2; Pr = 0.71; h, l= 0.1, 0.3) 

Fig. 3 (continued)

   CASE I                 CASE II                  CASE III                     CASE IV

Fig. 4 Values of Nu at all combinations of cx and cy for all type of fluid-pockets

be approximately 50% for each case, with the highest drop for VV-Type (case-I) of
fluid-pocket configuration. This comparison justifies the importance of the current
investigation.
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Fig. 5 Comparison of all cases relative to: a vertical location and b horizontal location cOptimized
location (Ra = 104; Da = 10–2; Pr = 0.71)

5 Conclusions

The present numerical investigation examines the natural convection flow developed
within a differentially heated porous enclosure with fluid-pockets. The position and
configuration of fluid pockets are estimated for maximum reduction in heat transfer
rate. The heat and fluid flow has been observed for four different types of configu-
ration based on dimensions of fluid-pockets using streamlines and isotherms. Heat
transfer results have been evaluated by calculating Nu for all fluid-pocket locations
of each configuration and finally compared it with the Nu value of porous enclosure
without any fluid-pocket to estimate the degree of reduction. Following conclusions
may be drawn from the current numerical investigations:

• The presence of fluid-pockets substantially reduces the rate of heat transfer across
a differentially heated porous enclosure.

• The position and dimensions of the fluid pocket play an important role in the
degree of reduction in values of Nu and |ψ|max.

• For two-fluid pockets, centrally located in a horizontal direction and quarterly
located in vertical direction yields the maximum reduction in heat transfer rate.

• In addition, the highest drop in the heat transfer rate is obtained when both the
fluid pockets are vertically oriented.
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Numerical Analysis of Natural
Convection in a Partially Open Square
Cavity with Multiple Heat Sources
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Nomenclature

g Acceleration due to gravity m/s2

H Height of the enclosure m
L Length of the enclosure m
P Dimensionless pressure
p Pressure Pa
q Heat flux W/m2

U Dimensionless velocity in x direction
u Velocity in x direction m/s
V Dimensionless velocity in y direction
v Velocity in y direction m/s
X Dimensionless horizontal distance
x Horizontal distance m
Y Dimensionless vertical distance
y Vertical distance m
T Temperature K
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Symbols

ρ Density kg/m3

ν Kinematic viscosity m2/s
β Thermal expansion coefficient 1/K

1 Introduction

Natural convection heat transfer in the enclosure has been a topic of many exper-
imental and numerical studies. From the technical and practical point of views, it
has gained many applications, which consists of solar energy collectors, heating and
cooling of houses, energy drying processes, etc. Most of the works that were done
earlier consist of a single heat source but work related to a number of heat sources are
very less. In electronic systems generally, the chips are embedded in circuit boards,
which are the primary sources of heat generation. Along with the increase in elec-
tronic miniaturization, the electronic density is also increasing. So an investigation
has been carried out to know the effect of the presence of a number of heat sources
on the heat transfer rate.

Many research works had been done to analyze the heat transfer inside an enclo-
sure, which has many practical applications in day-to-day life. Some of the earlier
experiments and their analysis are given below for a better understanding of the
natural convection heat transfer inside an enclosure. Du and Bilgen [1] studied the
coupling effect of the conduction in solid wall and convection in fluid flow for the
various parameters such as the conductivity ratio, aspect ratio, Rayleigh number, and
solid wall thickness. They considered the simple two-dimensional domains with the
constant heat flux applied to the solid vertical wall, and the opposite wall is assumed
to be insulated. Aydin and Yang [2] numerically investigated the natural connec-
tion of air in a vertical square cavity with localized isothermal heating from below
and symmetrical cooling from sidewalls. Deng et al. [3] numerically studied a two-
dimensional laminar natural convection in a rectangular enclosure with discrete heat
sources on walls in the unsteady regime. Ampofo and Karayiannis [4] conducted
an experimental study of low-level turbulence natural convection in an air-filled
vertical square cavity. Mixed convection heat transfer in a two-dimensional rectan-
gular cavity with constant heat flux from a partially heated bottom wall, while the
isothermal sidewalls are moving in the vertical direction, is studied numerically by
[5].

Bilgen and Ozotop [6] carried out a numerical study on natural convection heat
transfer in a partially opened square cavity which is inclined at some angle. Incropera
[7] has discussed the efficient path for heat removal from electronic devices. Mustafa
et al. [8] performed an experiment on natural convection in a trapezoidal enclosure
with partial heating frombelow and symmetrical cooling from the sides. Nardini et al.
[9] analyzed the influence of the heating source, which is positioned in the lateral
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walls of the square cavity. Fontana et al. [10] investigated the natural and mixed
convection in partially open cavities with internal heat sources using a transient three-
dimensional model. Habiba [11] investigated unsteady natural convection laminar
flows in a square cavity formed by insulated bottom and top walls, uniformly heated
left wall, and cooled right wall.

2 Problem Description

The physicalmodel of the present analysis is shown in Fig. 1, alongwith the boundary
conditions. Analyses have been done in two dimensional systems. It consists of a
rectangular enclosure of dimensions, L X H. The side walls are maintained at a
constant temperature of Tc. The bottomwalls at the point of insertion of heat sources
are uniformly given constant heat flux q, and the remaining parts of the bottom
wall and the entire portion of the upper walls are adiabatic. In the present study,
six different dimensionless spacing between the heat sources, different opening size
and opening location are taken for the analysis. The heat source material is taken as
aluminum because of its high thermal conductivity.

Tc Tc

Adiabatic wall

L

H

g

x

y

q q q q

Tc Tc

Adiabatic wall

L

H

g

x

y

q q q q

(a) Computational domain without opening (b) computational domain with opening

Fig. 1 Schematic diagram of computational domain
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3 Mathematical Modeling

The basic assumptions of this flow model are that the fluid is Newtonian and the
flow is steady and laminar. All the thermos-physical properties are assumed to be
constant except the density, which is not constant and appears in the momentum
equation and signifies the body force term. So to relate the density changes with
respect to the change in temperature, Boussinesq approximation is considered. Here
viscous dissipation is assumed to be negligible.

The governing equation for steady laminar natural convection can be written as:
Continuity equation:
The continuity equation is

∂u

∂x
+ ∂v

∂y
= 0 (1)

Momentum equation:
The corresponding x-momentum and y-momentum are given below

u
∂u

∂x
+ v

∂u

∂y
= − 1

ρ

∂p

∂x
+ ν

(
∂2u

∂x2
+ ∂2u

∂y2

)
(2)

u
∂v

∂x
+ v

∂v

∂y
= − 1

ρ

∂p

∂y
+ ν

(
∂2v

∂x2
+ ∂2v

∂y2

)
+ gβ(T − TC) (3)

Energy equation:
The energy equation is

u
∂T

∂x
+ v

∂T

∂y
= α

(
∂2T

∂x2
+ ∂2T

∂y2

)
(4)

Boundary condition:
For the existent problem the boundary conditions are defined as follows:
No slip velocity condition:

U (X, 0) = U (X, 1) = U (0,Y ),U (1,Y ) = 0

V (X, 0) = V (X, 1) = V (0,Y ) = V (1,Y ) = 0

At the top wall: ∂θ
∂Y (X, 1) = 0

Left wall: θ(0,Y ) = 0
Right wall: θ(1,Y ) = 0
Bottom wall except at the insertion of heat source: ∂θ

∂Y (X, 0) = 0

The average heat transfer coefficient: h = 1
L

∫ L
0 hxdx

The average Nusselt number can be designed as: Nu = hL
k
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4 Numerical Procedure

A set of algebraic equations were obtained by discretizing the governing differen-
tial equations and then integrating it over a control volume with the help of finite
volume techniques. With the help of a multigrid solver of FLUENT 15, the algebraic
equations were solved iteratively by imposing the boundary conditions. For pressure
discretization, a body force weighted scheme was used. For the discretization of
the convective terms of the momentum and energy equations, second-order upwind
(SOU) scheme was used in order to have better accuracy. The diffusion terms in
the momentum and energy equations were discretized by using a central difference
scheme (CDS). For coupling the velocity and pressure terms in the pressure correc-
tion equation, the SIMPLE (Semi Implicit Method for Pressure Linked Equation)
algorithm was used. The relative criterion of convergence for energy equation was
restricted to 10−6.

For validating the present work, the work of Guo and Sharrif [5] has been consid-
ered. Figure 2 shows the comparison of local Nusselt number along with the heat
source for a given Reynolds number and Richardson number. The present work
is matched with their work. The present computational result agrees well with the
computational result as obtained by them, as shown in Fig. 2. Grid refinement work
was done in a rectangular cavity with aspect ratio= 1 and Rayleigh number= 104 in
order to know the effect of grid size on the heat transfer rate. It is observed that after
the grid size of 81 × 81, there is very little variation in the average Nusselt number.
So grid independency is achieved with 81 × 81 grid size. So all the computations
are carried out with this grid size.

Fig. 2 Variation of local
Nusselt number along the
surface of heat source
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5 Result and Discussion

The results for various input parameters are presented for differentRayleigh numbers.

5.1 Effect of s* on Average Nusselt Number

The effect of dimensionless spacing (s*) ratio between the source as a function of
average Nusselt number (Nu) and Rayleigh number (Ra) is shown in Fig. 3. The
dimensionless spacing ratio is varied from 0.03 to 0.25. The dimensionless spacing
ratio (s*) and the number of heat source are inversely proportional to each other, that
is, if the s* decreases, then the number of heat source will increase and vice versa. It
can be observed from Fig. 3 that the Nusselt number increases up to a maximum at
around s*= 0.2, and after that, it further decreases for any value of Rayleigh number
(Fig. 3).

Figure 4 shows the temperature plume across the heat sources for different dimen-

Fig. 3 Variation of average
Nusselt number with
dimensionless spacing for
different Rayleigh number

S*=0.05 S*=0.2 S*=0.25 

Fig. 4 Temperature plume with varying S*
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Fig. 5 Variation of average Nusselt number with opening size for different Rayleigh number

sionless spacing ratio. The maximum heat is concentrated at the center of the enclo-
sure because it is surrounded by the heat sources on both sides. As we go away from
the center the temperature goes on decreasing because, toward the wall, the heat
transfer takes place between the heat source and the cold wall.

5.2 Effect of the Size of Opening on Average Nusselt Number

The effect of the size of the opening of the rectangular cavity with an aspect ratio
of 1 on the average Nusselt number is shown in Fig. 5. When the Rayleigh number
is large, the average Nusselt number increases with the increase of the size of the
opening of the cavity because the finiteness of the cavity increases, which helps to
remove the heat dissipated from the inserted heat source. This graph shows that the
convection strength is a strong function of the Rayleigh number. When the Rayleigh
number is low, the heat cannot easily get out of the cavity because the recirculation
intensity is less.

6 Conclusion

The simulation has been carried for the range of Ra= 102 to 106. The averageNusselt
number becomesmaximumwhen the non-dimensional spacing between heat sources
in an enclosure becomes 0.2. The Nusselt number also increases with the increase
in Rayleigh number. The average Nusselt number increases with opening size at a
lower Rayleigh number. However, at a low Rayleigh number, the Nusselt number
does not increase significantly with opening size.
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Simulation Studies of Heat Transfer
by Natural Convection
from an Isothermal Rectangular
Cylinder Using ANSYS Fluent

M. Naveen, B. Venkata Sai Raghu Vamsi, M. R. Ch. Sastry,
and T. Siva Krishna

Nomenclature

TS Inner cylinder surface temperature (°C)
a Vertical dimension of the inner cylinder
b Horizontal dimensional of the inner cylinder
a/b Aspect ratio
g Gravitational acceleration m s−2

k Thermal conductivity W m−1 K−1

γ Kinematic viscosity m2 s−1

β Thermal expansion coefficient K−1

Pr Prandtl number
h Average heat transfer coefficient W m−2 K−1

1 Introduction

Convection is a surface phenomenon and is a combination of both conduction and
advection, playing a dominant role in the energy transfer in many engineering appli-
cations. It is influenced by parameters such as fluid properties, material, geometry,
and orientation of the physical structure and the boundary conditions.

At, the surface of the structure, during the energy transfer movement in the fluid,
is observed either due to difference in densities (buoyancy effect), termed as natural
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convection, or due to the driving force created by external agencies, such as fans,
blowers, and pumps, etc., termed as forced convection. An experimental study is
performed to study thewall effect on heat transfer from a confined isothermal circular
cylinder in natural convection by Marcel Novomestský [1] for maximum Rayleigh
number 105. Results conclude that the correlation developed betweenNusselt number
andRayleighnumberwith the inclusionof confinement ratio helps to study the natural
convection phenomenon better than without confinement proposed by Incropera.
Samy et al. [2] developed a computer program to analyze the natural convection
from a horizontal square cylinder numerically by varying Rayleigh number from 103

to 106 under laminar flow conditions. The numerical results obtained are observed
as well in agreement with those in the literature.

An elaborated review of the energy transfer due to natural convection from hori-
zontal, and vertical heated cylinders, which included the experimental, numerical,
and analytical contributions, are presented by Anu nair et al. [3]. Clemes et al. [4]
conducted experiments on long horizontal cylinders to study the heat transfer to air
under isothermal conditionswith the variation ofRayleigh number from103 to 109 for
both non-circular and circular sections. Correlations are developed relating toNusselt
number, Rayleigh number, conduction shape factor, and blending coefficient. Ali [5]
reported the effect of duct aspect ratio, Grashoff number, and heat flux on the rate
of heat transfer, the total and average heat transfer coefficient, and Nusselt number
by conducting experiments with a uniform heat flux in natural convection. Corre-
lations are developed using a modified Rayleigh number and compared the results
with those existing in the literature. Calcagni et al. [6] analyzed the heat transfer in
a square enclosure containing cold vertical walls with the bottom surface having a
discrete heat supply, numerically, and experimentally. The effect of the length of the
hot surface on the heating surface is studied, with the variation of Rayleigh number.

Jawad et al. [7] studied the free convection heat transfer from an isothermal
hemispherical cavity under laminar flow conditions in unlimited space. They had
developed correlations for analytical, experimental, and theoretical results indepen-
dently. Nader et al. [8] reported the heat transfer in a 2-D enclosure, with heating
from the bottom surface with a simultaneous cooling from the top subject to various
boundary conditions. Chang et al. [9] studied the streamline patterns and temperature
distributions in natural convection heat transfer from a concentrically placed square
cylinder in a horizontal circular enclosure using the finite element modeling under
fixed Prandtl number 0.708, using Galerkin approach. Aspect ratio is varied from 0.2
to 0.4, Rayleigh number from 103 to 5x105. Experiments are conducted for aspect
ratio 0.4 to validate the results. Smoke visualization technique is adopted to identify
the streamlines experimentally.

Thiswork dealswith the study of the effect of aspect ratio on the natural convection
heat transfer from an isothermal rectangular cylinder. The main objective of the
present research is to determine the distribution of parameters such as velocity, static
pressure, and temperature.
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Fig. 1 Geometry (All
dimensions are in mm)

2 Problem Definition

In this work, a rectangular cylinder enclosed in a square duct of fixed dimension is
considered, as shown in Fig. 1. The duct and cylinder are assumed to be horizontal
and concentric to each other, with air-filled between them. The entire inner cylinder is
assumed to be having a uniform temperature. Hence the temperature gradient along
the length (z-direction) of the cylinder is zero, whereas in the two lateral directions (x
and y), the temperature gradient at the surface is non-zero. ∂T

∂x �= 0, ∂T
∂y �= 0, ∂T

∂z = 0
Since the inner cylinder is completely enclosed by the outer cylinder, it is fully

confined, and the heated air cannot escape. Along the length of the cylinder, the same
is observed, and hence, the problem is solved by considering it as a two-dimensional
problem.

3 Simulation in ANSYS Fluent

The problem ismodeled and analyzed numerically using theCFD toolANSYSfluent.
The duct dimensions are fixed, and the aspect ratio of the inner cylinder is varied.
The center to center distance of the duct and inner cylinder is fixed as zero for all the
cases.

3.1 Optimality of Mesh

Optimization of the mesh improves the accuracy of the solution. In this work, a grid
independence study is performed to optimize the size of themesh, and the dependence
of accuracy in maximum static pressure on the mesh size is presented in Fig. 2.
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Fig. 2 Grid independence
study

Grid Independence Study

Number of elements
0 1000 2000 3000 4000 5000 6000 7000 8000

St
at

ic
 p

re
ss

ur
e 

(p
a)

0.014

0.016

0.018

0.020

0.022

0.024

0.026

0.028

It has been observed that an increase in the number of elements beyond 4800
has no effect on the parameters, such as maximum velocity, temperature, and static
pressure. Hence, it is taken as an optimum mesh.

3.2 Boundary Conditions

The surface temperature of the inner cylinder is varied from 100 to 200 °C with
an increment of 50 °C, keeping the duct temperature constant at 30 °C. The initial
temperature of the air is taken as 30 °C. Prandtl number is assumed to be constant as
0.7. Laminar flowconditions aremaintained in the duct, and to attain the convergence,
the tolerable value of residuals is set as 10−6.

4 Results and Discussion

For the study of natural convection, the following non-dimensional numbers are
calculated for all the cases.

Grashoff number,

Gr = gβL3
c�T

γ 2
. (1)

Rayleigh number,

Ra = Gr · Pr (2)
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For constant Prandtl number 0.7, Nusselt number is calculated using the relation
proposed by Samy et al. [2] the

Nu = 0.384 × (Gr)0.252. (3)

Also, average heat transfer coefficient is directly related to the Nusselt number as

Nu = hLc

k
(4)

Simulation results of velocity distributions, streamline visualization, static pres-
sure, and temperature distributions for the aspect ratios 0.5, 1.0, and 1.5 for all
temperatures are presented below.

4.1 Velocity Distribution

4.2 Stream Line Patterns

4.3 Temperature Distribution

The streamlines indicate that the fluid, around the square and rectangular cylinder
and far from it, is entrained toward the cylinder and forced to flow vertically upward
above the cylinder. FromFigs. 3, 4 and 5, at low aspect ratios of 0.5 and 0.75, one large
counter-clockwise vortex and another relatively small clockwise vortex formation at
the left and right sides of the inner cylinder has been observed. Because of this, the
plume generated is asymmetrical and is shifted toward the right vertical face. With
an increase in the aspect ratio, both the vortices attained similar shapes resulting in
a symmetrical plume on the top surface. This pattern is observed the same for the
aspect ratios 1.0–1.5.

Also, the isotherms in Fig. 6 around the cylinder show a vertical narrow plume.
It is cooled by the top and sidewalls of the duct and then again circulated to flow
over then hot inner wall surfaces. In addition to the pressure contours, it has been
observed that the maximum static pressure is observed at the top surface of the inner
cylinder.

Increasing the Rayleigh number speeds up the flow toward the cylinder, and the
plume becomes thinner. For the same case, the isotherms shrink around the cylinder,
as Ra was increased. Also, due to confinement around the inner cylinder, it has been
observed that the hot air is flown away from the inner cylinder and towards the inner
surface of the outer duct. The hot air is getting cooled resulting in an increase of
density, thereby creating a density gradient across the hot inner surface and duct
inner surface. This results in the recirculation of the hot air and the formation of
vortices is also observed. At the center of the vortex, the pressure is less and hence
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(a) Aspect ratio – 0.5, Gr: 5676.37       (b) Aspect ratio: 0.75, Gr: 19191.51

(c) Aspect ratio: 1.0, Gr: 45490.99 (d) Aspect ratio: 1.25, Gr: 88849.58

Fig. 3 Velocity distributions for temperature, TS = 373 K

it creates the pressure gradient leading to the acceleration of flow around the inner
cylinder. These pressure and velocity gradients are increasing with the increase of
inner cylinder surface temperature. Also, the number of vortices formed and their
size is observed to be increasing with the increase in the surface temperature of the
inner cylinder.

A small aspect ratios, the plume flowing in an upward direction is formed away
from the center of the top face leading toward the right vertical face of the cylinder.
As the aspect ratio increases, the plume formation shifted to the middle of the top
surface. This indicates that the aspect ratio has a great influence on the pattern of the
plume formed here. An increase in the vertical height of the inner cylinder produces
a symmetrical distribution of plume, leading to uniform heat transfer; otherwise,
non-uniform heat transfer takes place.

From Fig. 7, the maximum velocity of the plume is observed to be increasing up
to an increase in aspect ratio 1.0, and beyond that decreased up to ratio 1.25 and
then again increasing beyond that. The same trend is observed for all the surface
temperatures, and the maximum velocity is observed for the highest temperature
473 K. This is due to the decrease of viscosity at elevated temperatures, leading to
the decrease of viscous force and increasing the fluidity of the air. Also, at a higher
temperature, the gravity force also decreases, and the overall effect is an increase
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(a) Aspect ratio: 0.5, Gr: 7207.12 (b) Aspect atio: 0.75, Gr: 24324.02

 (c) Aspect ratio: 1.0, Gr: 57656.94    (d) Aspect ratio: 1.25, Gr:112611.22 

Fig. 4 Velocity distributions for Temperature, TS= 473 K

in the Grashoff number with an increase in surface temperature, as shown in Fig. 7.
The results indicate that the rate of decrease in gravity and viscous force leading to
the rapid increase in the Grashoff number depends significantly on the aspect ratio.
An increase in aspect ratio resulted in an exponential increase in Grashoff number,
as shown in Fig. 8.

It has been observed that the maximum static pressure is increasing with an
increase of aspect ratio as well as an increase in surface temperature from Fig. 9.

Figures 10 and 11 show the variation of average Nusselt number (Nu) for natural
convection with respect to aspect ratio and Grashoff number, respectively. As shown
in thefigures, the averageNusselt number increases as theGrashoff number increases.
An increase in the aspect ratio also results in the increase of Nusselt number due to
the mixing motion of air particles within the confined region. This led to an increase
in heat transfer from the inner cylinder to the surrounding air. Hence the vertical
dimension of the inner cylinder plays amajor role in affecting the rate of heat transfer.
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(a) Aspect ratio: 0.5, Gr: 5676.37 (b) Aspect ratio: 1.0, Gr: 45490.99

(c) Aspect ratio: 1.5, Gr: 153532.08 (d)Aspect ratio: 0.5, Gr number: 6937.21

(e) Aspect ratio: 1.0, Gr: 55497.68   (f) Aspect ratio: 1.5, Gr: 187304.67 

(g) Aspect ratio: 1.0, Gr: 57656.94 (h) Aspect ratio: 1.5, Gr: 194592.19

Fig. 5 Streamline Distributions
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(a) Aspectratio:0.5,Gr:5676.37 (b) Aspectratio:1.0,Gr:45490.99

(c) Aspectratio:1.5, Gr: 153532.08 (d) Aspectratio:0.5,Gr:6937.21

(e) Aspectratio:0.75,Gr:23413.08 (f) Aspectratio:1.0,Gr:55497.68

(g) Aspectratio:1.5,Gr:187304.67 (h) Aspectratio:0.5,Gr:7207.12 

Fig. 6 Temperature Distributions
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(i) Aspect ratio: 1.0, Gr: 57656.94   (j) Aspect ratio: 1.5, Gr: 194592.19 

Fig. 6 (continued)

Fig. 7 Effect of aspect ratio
on maximum velocity and
Grashoff number,
respectively
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Fig. 9 Effect of Aspect ratio
on maximum pressure

Variation of Maximum Static Pressure
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ratio

Variation of Nusselt Number
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Fig. 11 Grashoff Number
versus Nusselt Number
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5 Conclusions

Simulation studies are performed to study the effect of aspect ratio on the
maximum static pressure, velocity, temperature distributions, and Grashoff number
and Nusselt number in natural convection using ANSYS Fluent at different hot
surface temperatures. With an increase in aspect ratio, the following conclusions are
drawn:

• Static pressure is increasing, with the maximum occurring at 473 K.
• Maximum velocity increases up to aspect ratio 1.0 and then decreases, up to ratio

1.25 and then increasing with maximum occurring at 473 K.
• Grashoff number increases, but the rate of increase is larger at 473 K.
• Nusselt number also increases with maximum values recorded at 473 K.
• The formation of recirculation and vortices is observed, and this trend resulted in

an increase in heat transfer.
• The vertical dimension of the inner cylinder has a significant effect on the rate of

heat transfer in natural convection.
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Forced Convective Wake Dynamics Past
a Semicircular Cylinder at Incidence
with a Downstream Circular Cylinder
in Crossflow

Chitrak Mondal, Sandip Sarkar, and Nirmal Kumar Manna

Nomenclature

Cd Coefficient of drag
Cl Coefficient of lift
Cp Specific heat (J/kg K)
Re Reynolds number[ρUD/μ]
Pr Prandtl number

[
μCp/k

]

St Strouhal number [ f D/U∞]
Nu Nusselt number [hD/k]
f Frequency of vortex shedding (Hz)
k Thermal conductivity (W/m K)
μ Viscosity of fluid
ρ Density of fluid (kg/m3)

θ Dimensionless temperature
(
T−T∞
T−Tw

)

D Diameter of the circle and the semicircle
u, v Dimensionless velocity
T∞ Free stream temperature
Tw Temperature of the cylinders wall
x, y Dimensionless coordinate axes
U, V Velocity in x and y directions
t Dimensionless time
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φ Angle of incidence
p Dimensionless pressure

1 Introduction

The flow past the bluff body is a topic of great importance for several decades [1–6].
The research persists in this area as it finds several applications from engineering
perspectives, starting from aerodynamics to marine and irrigation engineering. Some
of the specific areas of applications are: flow through a heat exchanger, flow around
chimney stack, offshore structures, and electronic chips, etc. Recently in the field of
sports, the analysis of similar flow dynamics is also being used. The basic observation
of this kind of flow is that, up to Re = 5, a non-separating creeping flow exists.
Whereas, in the range of 5 < Re < 40, a fixed pair of vortices is created. For 40 < Re <
200, a laminar two-dimensional vortex street appears, and subsequently, a turbulent
transition is observed. For Re > 300, the development of a turbulent wake takes
place. These phenomena are well established experimentally as well as numerically.
However, the transition points of the Re are very much dependent on the boundary
conditions and the presence of any other object near the target object. Furthermore,
the interaction of vortices (between two or more objects in the flow field) gives rise
to a more complex flow situation.

In the real world, there can be many cylinders in the vicinity; their arrangement
plays an important role in the flow dynamics, and accordingly, the design should
be made. In the earlier research works have been considered some arrangements
considering two or more bluff-bodies of different shapes and different fluids [1, 2,
6–8]. Bharti et al. [9] carried out numerical simulation for fluid with 0.7 < Pr < 400
and flowwith 10 < Re < 45. Dhiman et al. [10] performed numerical investigation for
the flow field and heat transfer characteristics of a square cylinder placed in cross-
stream for 1 < Re < 45 and 0.7 < Pr < 4000. The flow over a row of square cylinders
have been investigated by Sewatkar et al. [11] with 30 < Re < 140. They found the
effect of the gap ratio on the flow transition and wake dynamics. Sisodia et al. [12]
investigated numerically the mixed convective flow past a semicircular cylinder with
a square cylinder in tandem with 10 < Re < 45 and 0 < Ri < 2, and the incidence
angle of the semicircular cylinder as 0–180°. They tried to capture the effect of the
orientation of the front cylinder over the flow dynamics.

Though there are many numerical works available in the literature, for a semicir-
cular cylinder and a circular one placed in tandem is yet to appear in the literature.
There is an effect of the shape change of the downstream cylinder, so here a region of
Re is consideredwhere the flow is changing from a stable region to an unstable region.
The values of Reynolds number considered are 60,100, and 140, and the angle of
incidence of the upstream semicircular cylinder is 0, 45, and 90°. The forced convec-
tion is considered, and the Pr value of the working fluid is taken as 0.73 (air) with
fixed density, thermal conductivity, and heat capacity.
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2 Physical Problem Description and Numerical Model

Figure 1 depicts the schematic of the flow domain where the two cylinders are placed
one after another in tandem. The upstream one is semicircular, and the downstream
is circular in shape. Both cylinders are stationary. The slip boundary, along with
the no-heat flux condition, is applied at the top and the bottom walls. The velocity
is taken as a uniform in the inlet. The constant pressure boundary is applied at the
outlet. The boundary conditions on the cylinder surfaces are taken as no-slip and
isothermally heated with temperature Tw (> T ∞, the ambient temperature).

The flow is assumed to be unsteady, incompressible, and laminar. The dimension-
less governing equations are:

∂u

∂x
+ ∂v

∂y
= 0 (1)

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
= −∂p

∂x
+ 1

Re

(
∂2u

∂x2
+ ∂2u

∂y2

)
(2)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
= −∂p

∂y
+ 1

Re

(
∂2v

∂x2
+ ∂2v

∂y2

)
(3)

∂

∂t
+ u

∂

∂x
+ v

∂

∂y
= 1

Re.Pr

(
∂2

∂x2
+ ∂2

∂y2

)
(4)

where the non-dimensional parameters (u, v, x, y, p, θ, t, Re, Pr ) are: velocity
components of u = U/U∞ and v = V/U∞, coordinates of x = X/D and
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Fig. 1 Schematic of the numerical domain with the boundary conditions
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y = Y/D, pressure p = P/ρU 2∞ and temperature θ = (T − T∞)/(Tw − T∞), time
t = τU∞/D, Reynolds number Re = ρU∞D/μ and Prandtl number Pr = μCp/k.
Here,D is the diameter of the cylinders and the length scale; andU∞ is a free stream
velocity at the inlet and the velocity scale.

The boundary conditions are as follows:

(i) At the inlet, uniform flow velocity along the x-direction with fixed temperature.

u = 1, v = 0, θ = 0 (5)

(ii) At the outlet, the flow is being fully developed with a zero-heat flux along the
x-direction.

(ii) At the outlet, the flow is being fully developed with a zero-heat flux along the
x-direction.

∂u

∂x
= ∂v

∂x
= ∂θ

∂x
= 0 (6)

(iii) At the sidewalls, the upper and lower boundaries are adiabatic and follow
slip-condition.

∂θ

∂y
= 0 = v, u = 1 (7)

(iv) The walls of the cylinders have no-slip condition and constant temperature.

u = 0, v = 0, θ = 1 (8)

(v) The initial conditions of flow in the domain are written at t = 0 as

u = 1, v = 0, θ = 0 (9)

To solve the equations of continuity, momentum, and energy, the finite volume
method is used. The decoupling of pressure and velocity has beenmade by employing
the SIMPLE (Semi-Implicit Method for Pressure Linked Equations) algorithm. For
discretization of the convective terms of momentum as well as the energy equations,
a third-order upwind scheme, QUICK is used. The final solutions are achieved when
the unsteady solution reaches the dynamic steady-state, and the corresponding curve
of the lift coefficient becomes periodic (indicating saturation).
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3 Result and Discussion

3.1 Streamline, Vorticity Contour, and Isotherm

The flow topology in the computational domain is described with the contours of
streamlines, isotherms, and vorticity. The streamlines and the vorticity contours
describe the flow field, and the isotherms give an indication of temperature distribu-
tion.Here, the incidence angle (φ) of the semicircular cylinder is changed to configure
different flow situations. The different values of Re indicate the different velocity of
fluid flow. The overall observation is that as the incidence angle (φ) increases, the
transition of the Re-value becomes larger and larger. As seen clearly from the plots
of streamlines indicated in Fig. 2, for the zero-incidence, the flow separates, and the
shedding of vortices starts at Re 60 and continues as Re increase; the wake behind the
circular cylinder changes in shape, and the wavelength increases with the different
values of increased Re. For the incidence of 45° at Re 60, the shedding is not present;
however, at Re 100 the vortex shedding is observed. Therefore, the critical Re lays
in-between 60 and 100. Furthermore, as Re increases the wake length decreases. For
the incidence of 90°, the vortex shedding is almost missing up to Re = 100. For this
incidence angle of the upstream semicircular cylinder, the critical Re lies in between
Re = 100 and Re = 140.

Figure 3 presents the vorticity structures for the afore-said streamlines and gives
a visualization of the rotationality of the flow field. In the figure, the dashed-lines
indicate the negative vorticity and the solid-lines reflect the positive vorticity. Thus,
the upper portion of the vorticity is negative in magnitude, and the lower portion

Fig. 2 Instantaneous contours of streamlines

Fig. 3 Instantaneous contours of vorticity
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Fig. 4 Instantaneous contours of isotherms

is positive, where the anticlockwise rotation is taken to be positive. These plots of
vorticity contours also indicate which flow passes through the critical Re value for
the vortex shedding.

Finally, the plots of isotherm contours are shown in Fig. 4 for the present case.
The presence of vortex shedding influences the distribution of the isotherms. The
region of the wake motion is indicated by the wavy isotherms.

3.2 Force Coefficients, Nusselt Number and Strouhal
Number

Due to the presence of the viscosity, there is a shear force acting parallel to the
boundaries of both the cylinders. There also acts a normal pressure force. Combining
these two forces yields the net resultant force acting on the bodies. When this net
force is resolved along the flow direction and in the perpendicular to that, these
components are drag and lift force. The drag force tries to pull the body backward,
while the lift force gives a lateral force on the cylinders. Here in the unsteady flow
as the dynamic steady state is reached, the periodic values of the force coefficients
occur. In the work, the values are presented in Figs. 5, 6, 7 and 8, are the integral
value averaged over a cycle.

Figure 5a shows the variation in the drag coefficient (Cd) of the semicircular
cylinder with varying incidence angle (φ) for various values of Re. For Re = 60, the
drag coefficient increases gradually with the angle; however, for other values of Re,
the drag coefficient increases up to 45° and then decreases. The drag coefficient is
dependent on the Re and the relative position of the front cylinder. This is because
with increasing Re, the flow velocity increases, and as a consequence, the friction
drag enhances. On the other hand, the increase in incidence angle restricts the flow
rate of the streaming fluid; this eventually results in a separation delay and there-
fore corresponding enhancement in the form drag. The overall effect culminates in
augmenting the drag coefficient. The change in the position of the separation point
causes a decrease in the wake width compared to the base condition of the incidence
angle of 0°. This causes small suction in the downstream of the semicircular cylinder
that reduces the drag coefficient. Figure 5b describes Cd versus incidence angle φ

for different Re values. The drag reduces with increasing angle of incidence for Re
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Fig. 5 Drag coefficient (Cd ) against φ for a semicircular cylinder and b circular cylinder

Fig. 6 Lift coefficient (Cl) against φ for a semicircular cylinder and b circular cylinder

100 and 140; while, for Re = 60, the Cd reaches a minimum value near 45°, and then
Cd increases and achieves almost the same value at other Re values.

In Fig. 6a, the lift coefficient variation is shown with the incidence angle φ at
various Re. As Re increases, the lift coefficient increases. The difference between
the coefficients is found maximum at φ = 45°. However, as the angle of incidence
increases the difference decreases. From the streamlines, it is evident that behind the
semicircular cylinder, a pair of anti-symmetric vortices is created with the increase
in Re value. Due to this anti-symmetry lift coefficients increasing with Re value for
the same incidence angle. In Fig. 6b, the lift coefficient for the circular cylinder
is described with respect to the angle of incidence. The maximum lift coefficient
is achieved at φ = 45°; then, the lift coefficient decreases to zero value. For the
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Fig. 7 The average Nu against φ for a semicircular cylinder and b circular cylinder

Fig. 8 The variation of
Strouhal number (St) against
incidence angle (φ)

incidence angle of 90°, the lift coefficients are found to be almost zero. It is because
the corresponding Strouhal number (St) value is very near to zero. Thus, the state of
flow becomes almost steady.

For the characterization of heat transfer, Nusselt number (Nu) is taken as the
parameter of consideration. Here, the average Nusselt number (Nu) is computed as
the time, and the surface-area averaged Nu. Figure 7a describes the average Nusselt
number with respect to the angle of incidence. The value of Nu is low in the case of
low values ofRe. In anyRe case, theNu value decreases with respect to the angle. The
decrease in Nu is due to less recirculation regime in the vicinity of the semicircular
cylinder, which causes the thickening of the thermal boundary layer. Figure 7b shows
the variation of Nu at the circular cylinder with respect to the incidence angle of the
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semicircle. In this case also, Nu decreases with the increase in incidence angle, and
Nu value is low at low Re. The circular cylinder shows a similar kind of heat transfer
characteristics such as the semicircular cylinder due to the presence of vortices. For
all the situations, the heat transfer from the semicircular cylinder is greater than that
of the circular cylinder. This may be attributed to the flow separation and intense
mixing of fluid behind the semicircular cylinder.

Figure 8 describes the variation of Strouhal number (St) with respect to the inci-
dence angle (φ) of the upstream semicircular cylinder. As incidence angle increases,
the Strouhal number decreases, and at the angle of 90°, the value of St becomes 0
for all the Re values except 140. It signifies that the flow does not cross the critical
limit. At a small incidence angle, the transition readily occurs; however, as the angle
increases, the transition is delayed.

4 Conclusions

The work investigates a case of crossflow over bluff bodies consisting of hot semcir-
cular and circular cylinders in tandem. Both fluid dynamics and heat transfer char-
acteristics are studied by varying the incidence angle of the upstream semicircular
cylinder under forced convection. The analysis is carried out for different Reynolds
numbers and incidence angles using streamlines, isotherms, vorticity, averageNusselt
number, and Strouhal number. The dynamics of wake generation at different inci-
dence angles and Reynolds number are captured. The values of critical Reynolds
number for flow transition are identified for the chosen configuration of semicircular
and circular cylinders in tandem. The critical Reynolds number is found increasing
with the increase in the incidence angle. The heat transfer from the upstream semi-
circular cylinder is found more than the downstream circular cylinder irrespective of
the values of Reynolds numbers and incidence angles. However, as Re increases, Nu
decreases. The flow transition is also examined using the Strouhal number, which
indicates that the increase in incidence angle at lower Re leads to transition delays.
As Re increases, the flow separation takes place.
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Nomenclature

C Dimensionless injection parameter
E Dimensionless electric field
G Gravitational acceleration m/s2

Gr Grashof number
H Cavity height m
L Cavity length m
M Mobility parameter
Nu Average Nusselt number
p Pressure Pa
P Dimensionless pressure
Pr Prandtl number
Q Dimensionless charge density
R Electrical Reynolds number
Ra Rayleigh number
T Temperature K
T Electrical parameter
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u, v Dimensional velocities m/s
U, V Dimensionless velocities
x, y Cartesian co-ordinates m
X, Y Dimensionless co-ordinates

Greek Symbols

α Thermal diffusivity m2/s
β Thermal expansion coefficient K−1

ψ Stream function
θ Non-dimensional temperature
ν Kinematic viscosity m2/s
ρ Fluid density kg/m3

κ Electrical conductivity µS/cm
Φ Dimensionless electric potential
ε Permittivity

Subscripts

c. h Cooling heating

1 Introduction

For the past several decades, the fastest growth in various processing industries aswell
as emerging technologies, to topic electrohydrodynamics (EHD) finds widespread
application. EHD essentially indicates the induced secondary flows across a layer
of dielectric fluid—when it is subjected to an external electric field. Such an EHD
effect improves thermal convection and resulting heat transfer enhancement. This
phenomenon is essentially attractive for improving the thermo-convective heat
transfer of fluid (which is less conducting) passing through a constricted passage,
where the conventional passive cooling technique is neither effective nor easy [1].
Heat transfer augments by means electrical energy input has unique advantages—as
no involvement of moving mechanical parts. Such a mechanism is very attractive
for rapid and smart control of heat and mass transfer, lowering noise as well as
power consumption [2]. A detailed account of the review on the above subject is
well documented in ref. [3, 4].

When electrical charge injection occurs at one electrode, it is called unipolar
injection. Traoré et al. [5] numerically studied the combined effects of the electrical
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field and applied temperature gradient to the horizontal layer of dielectric fluid.
This results in complex thermo-physical phenomena in the fluid flow. Using the
same numerical solver, Koulova et al. [6] studied the electrical effect on heat transfer
enhancement in a 2D cavity and found that heat transfer rate is substantially improved
by theCoulomb force,whereasNusselt number is almost independent of theRayleigh
number. Electrohydrodynamic effects on three-dimensional natural convection of
dielectric liquid studied by Luo et al. [7]. They found that at a lower Rayleigh
number, electrical effect is more prominent for enhancing heat transfer. Lacroix
et al. [8] performed a non-linear stability analysis of electroconvection through a
layer of dielectric liquid under the influence of unipolar injection. On the other
hand, electrothermoconvection (ETHD) through a dielectric liquid confined between
two parallel plates is investigated by Wu and Traoré [9] under unipolar injection.
In other class of work, electrothermoconvection patterns, as well as heat transfer
augmentation unipolar injection, has been investigated as in ref. [10–12]. Recently,
Lu et al. [13] investigated electrothermoconvective flow and associated heat transfer
through the dielectric fluid filled in a square cavity. It is found that the electric field
enhances the convective heat transfer for higher Prandtl number fluid and relatively
at lower Rayleigh number.

From the foregoing literature survey, it is noted that electrothermoconvection
(ETHD) is not investigated adequately. The objective of the presentwork is to explore
the underneath physics of electrothermoconvection in a differentially heated square
cavity filled with a dielectric liquid. The effects of various pertinent parameters on
the thermal behavior are assessed thoroughly and explained in great detail. Such a
problem is a fundamental configuration of electrothermoconvection problems.

2 Problem Description and Mathematical Modeling Aspect

The graphical diagram of the ETHD problem geometry is basically a two-
dimensional square cavity (L = H), and it is presented in Fig. 1. The vertical walls
are made of metal, which acts as electrodes under constant electric potential and
subjected to a fixed temperature. The left electrode is at a higher temperature (Th),
and it releases electric charges (at potential V 0), whereas the right electrode is at a
lower temperature (Tc) and collects the electric charges (at potential V 1). The hori-
zontal walls of the enclosure are insulated. The confined space of the cavity is filled
with a dielectric liquid. For understanding and analyzing the evolved flow physics,
it is assumed that the fluid flow is laminar, incompressible, steady, and Newtonian
flow within the validity of Boussinesq approximation. For simplifying the analysis
induced magnetic field, the charge diffusion process, viscous dissipation work, Hall
effect, and Joule heating are neglected [5]. Evolved governing equations include
conservation of mass-momentum equation including electrical effect, energy equa-
tion, Poisson equation (Gauss theorem) for electric potential V, equation for the ion
charge transport, and the co-relation for the electric field from the electric potential.
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Fig. 1 Physical description
of the problem geometry,
including boundary
conditions
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Considering the above assumptions, the governing equations for theETHDsystem
in the dimensionless form can be expressed as

∇ · u = 0 (1)

(u · ∇)u = −∇P + ∇2u + RTCqE + Ra

Pr
θe (2)

u · ∇θ = 1

Pr
∇2θ (3)

∇ · {Q(u + RE)} = 0 (4)

∇2Φ = −Cq (5)

E = −∇Φ (6)

Above, dimensionless equations are obtained by utilizing the following variables

(X,Y ) = (x, y)/H ; (U, V ) = (u, v)L/α; θ = (T − Tc)/(Th − Tc);
P = (p − pa)L

2/ρα2; Φ = V/(V0 − V1); E = EL/(V0 − V1); Q = q/q0;∫
Ra = gβ(Th − Tc)L

3 Pr /ν2; Pr = ν/α; T = ε0�V

β0να0
;

C = q0L2

ε0�V
; M = 1

α0

(
ε0

ρ0

)0.5

; R = T
M2

; (7)
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where the dimensionless parameters: X and Y are Cartesian co-ordinates; U and
V are velocity components; P and θ are pressure and temperature; T is an electric
parameter;C is the injection strength;M is the mobility parameter; R is the electrical
Reynolds number; Pr is the Prandtl number.

The boundary conditions are specified as

X = 0 : U = V = 0, θ = 1, Φ = 1, Q = 1

X = 1 : U = V = 0, θ = 0, Φ = 0, ∂Q/∂X = 0

Y = 0, U = V = 0, ∂θ/∂Y = 0, ∂Q/∂Y = 0, ∂Φ/∂Y = 0

Y = 1, U = V = 0, ∂θ/∂Y = 0, ∂Q/∂Y = 0, ∂Φ/∂Y = 0 (8)

The contours of streamlines (ψ), isotherms (θ ) are used for the visualization plot;
whereas for averageNusselt number (Nu) is utilized for presenting global parameters.
The Nu (at the active wall) is computed using the solved temperature field as

Nu =
1∫

0

(
− ∂θ

∂X

∣∣∣∣
X=0,1

)
dY (9)

3 Numerical Aspect

For the computation of the problemofETHD, the set of the coupled partial differential
Eqs. (1)–(6) along with initial and boundary conditions as in Eq. (8) are solved
numerically in an iterative way using a developed in-house CFD code based on
the finite volume approach of discretization and SIMPLE algorithm [14]. For the
diffusion and advection terms, the second-order differencing scheme is implemented.
When the maximum residuals and the mass-defect is < 10−7 and 10−9, the converged
solutions are taken. The same code has already been used for simulating different
flow situations with the appropriate validations, as presented in many works earlier
onmixed [15, 16] aswell as natural [17–19] convection.Of course, before conducting
the extensive simulation, the grid independency test is carried out, and finally, mesh
having 160 × 160 non-uniform grids is used as the best grid size. Corresponding
grid independence test results are not incorporated here for brevity.

4 Results and Discussion

To assess electrothermohydrodynamics (ETHD) behavior of dielectric liquid in a
confined cavity, the thermal performance of the non-ETHD system is analyzed
first. For exploring the underneath physics, the extensive numerical simulation is
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conducted for different parametric conditions. The results are represented using
contours of streamlines (ψ), isotherms (θ ), and average Nusselt number (Nu). The
range of pertinent parameters studied: Rayleigh number (Ra = 103, 104, 105 and
106), and electric parameter (T = 0–800), keeping fixed value of injection parameter
C = 10, mobility parameters M = 10, Prandtl number Pr = 1.

4.1 Effect of Rayleigh Number (Ra)

For easy understanding of the ETHD effect on the flow structure, temperature distri-
bution, and the heat transfer characteristic at different Rayleigh numbers, the case of
non-ETHD is simulated first (as a base case) and illustrated in Fig. 2 using contours
of streamlines (first row), isotherms (second row), for Ra = 103, 104 and 106. When
Rayleigh number is substantially low (Ra = 103), as expected from differential
heating of the cavity (heating at the left wall and cooling at the right wall), the hot
fluid (adjacent to the left heated wall) rises upward along the left wall of the enclo-
sure and descends along the cold sidewall. Results, the formation of single circulation
cell—rotating in CW direction (as in Fig. 2a). Thus the working fluid carries the heat
energy from the heated wall to the cooled wall of the cavity. Corresponding isotherm
lines distributed from left to right wall of the enclosure. So it clearly shows thermo-
convective phenomena in the enclosure. At this lower Ra value, fluid circulation
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Fig. 2 Effect of varying Rayleigh number (Ra) on streamlines and isotherms without EHD
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velocity is weaker; thus the heat transport mechanism from the heated source is
mainly dominated by the conduction mode.

AsRa increases from103 to 104 and then 106, the relative dominance of convection
over conduction gradually appears, which is clearly observed from the streamline
contour value. Of course, at Ra = 106, the strength of circulating vortex increases
considerably. Instead of one core, there appear multiple circulation cells around mid-
horizontal plane and surroundings of which a single circulating cell rotates in CW
direction. Corresponding isotherm lines (connected in between the top and bottom
adiabaticwalls) are clusterednear the active sidewalls (indicating a sharp temperature
variation) and stretched almost horizontally inside the cavity.

Now, the combination of imposed temperature gradient and electrical field with
higher strength unipolar injection on the fluid-structure, temperature distribution, and
associated heat transfer characteristic at different Ra values are illustrated in Fig. 3
(with ETHD) in terms of contours of streamlines (first row), isotherms (second row),
forRa=103, 104 and106 keepingT =400,M =10,C=10fixed.Compared to earlier
non-ETHD cases, marked changes in streamlines, as well as isotherm patterns, are
observed. Thus, it is clear that, with ETHD, circulating fluid velocity is rather higher
(by noting streamline value) and substantial changes in the temperature distribution,
and this should result in improved heat transfer rate. Resulting increment in average
Nusselt number (Nu) estimated at the cold wall (Eq. 9)—as mentioned below, the
contour plot. It is found that, for fixed value of T = 400, M = 10, C = 10 heat
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Fig. 3 Effect of varying Rayleigh number (Ra) on streamlines and isotherms with EHD at M =
10, T = 400
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(a) (b)

Fig. 4 Variation of mid-plane a vertical velocity (V ) and b temperature (θ) with and without ETHD
atM = 10, T = 400

transfer enhancement is in the range of 55.2% (for Ra = 103), 12.81% (for Ra =
104), 1.18% (for Ra = 105) and 0.11% (for Ra = 106), respectively.

For further clarity, Fig. 4a shows the variation of vertical velocity (V ) component
(for different Ra) with varying X at the mid horizontal plane (at Y = 0.5) with
and without ETHD. It is obvious that with ETHD magnitude of vertical velocity
increases, and this increase is more at lower Ra ≤ 105. As the magnitude of the
velocity is more, it boosts thermal convection; as a result, more amount of thermal
energy is transferred from the heated wall to the cooled wall. Thus average Nusselt
number increases with ETHD compared to the non-ETHD case, which is clearly
reflected in the Nu value (as indicated below the isotherm contours).

Also, the dimensionless mid-plane temperature (θ ) with X for different Ra is
presented in Fig. 4b for both ETHD (firm line) and non-ETHD (dashed line) cases. It
shows that the magnitude of temperature is significantly lower with the ETHD effect
compared to the non-ETHD effect. It is clear that the ETHD enhances the convection
process in an enclosure, resulting in better heat transfer from the cavity and lesser
temperature rise. Of course, as the Rayleigh number increases beyond Ra = 105, the
heat transfer improvement becomes less significant. Such findings are also reported
by Yan et al. [11]. However, it is to be noted that at lower Ra value the buoyancy
force is comparatively weaker than that of the ETHD force. Resulting, the significant
influence of ETHD on thermal performance as well as enhanced heat transfer. Of
course, at higherRa, the resultant force of buoyancy andETHD reduced substantially.
This results in lowering the improvement in heat transfer with ETHD compared to
non-ETHD. So it is pertinent that imposed electric field or electro thermo-convection
is only beneficial for enhancing natural convection at lower Rayleigh number (Ra ≤
105).
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4.2 Effect of Electric Parameter T

The impact of the varying electric parameter (T) on the fluid flow structure, tempera-
ture distribution, and associated heat transfer characteristics are demonstrated using
streamlines (first row), isotherms (second row), and average Nu, respectively, in
Fig. 5 for a fixed value of Ra = 105, M = 10. At a lower value of T = 100, the
fluid flow pattern indicates the presence of multiple vortexes around the mid hori-
zontal plane of the cavity and inside a large outer circulation cell (rotating in CW
direction), whereas multiple vortexes disappear with increasing T. Also, the location
of the circulating vortex shifts upward. Interestingly, the circulating vortex strength
increases (as indicated by the magnitude of streamlines) with increasing T. This
fact clearly indicates the enhanced thermal convection, which is obvious from the
increasing Nusselt number. Corresponding isotherms are distributed between two
active side walls flowing distorted path.

Further to the above, the average Nusselt number (Nu) with increasing electric
parameter (T) is plotted in Fig. 6 varying the Rayleigh numbers. From the figure,
it is clearly observed that Nu increases markedly with increasing T for Ra ≤ 104.
However, the increment of Nu with T is insignificant for Ra = 105 and 106.
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Fig. 5 Effect of electric parameter T on streamlines and isotherms atM = 10, Ra = 105
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Fig. 6 Variation of average
Nusselt number (Nu) with
electric parameter T at M =
10, Ra = 105

5 Conclusions

In this work, electrothermal convection phenomena of a dielectric fluid-filled in a
2D square enclosure heated differentially under the actions of electric fields are
investigated numerically. The flow structures and temperature field are characterized
by the streamlines, isotherms, respectively, and the heat transfer indicated using
Nusselt number under various parametric conditions. With the variation of range of
pertinent flow parameters such as Rayleigh number, and electric parameter, for the
fixed value of injection parameter,mobility parameters, followingmajor observations
come out:

(a) It is found that the ETHD effect improves overall thermal performance substan-
tially over the non-ETHD case. For the fixed value of T, M and C the heat
transfer enhancement with ETHD is in the range of 55.2% (for Ra = 103),
12.81% (for Ra = 104), 1.18% (for Ra = 105) and 0.11% (for Ra = 106)
respectively compared to non-ETHD.

(b) The magnitude of enhanced heat transfer strongly depends on the Rayleigh
number. At relatively lower Rayleigh number, the effect of ETHD is significant,
whereas at higher Rayleigh number ETHD effect is insignificant.

(c) For the same injection parameter and mobility parameter, an increase in electric
parameter enhances heat transfer.

As an application, such electrothermoconvection is beneficial for enhanced heat
transfer, and buoyancy convection is weak.
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Numerical Investigation of Aspect Ratio
Effect on Biomimetic Heat Sink Model
with Two Inlet-Outlet Pairs, for Cooling
Rectangular Shaped Electronic Circuits

K. Kandassamy and B. Prabu

1 Introduction

Multicore rectangular-shaped processors require similarly shaped heat sinks to dissi-
pate high heat fluxes for their reliable operation. The straight microchannels arrays
offer highheat transfer rates in the developing region and lower values as the hydraulic
boundary layer develops [1, 2]. Straight microchannel heat sinks have decreasing
temperature gradient in the flow direction due to saturation of the fluid thermal
capacity, with higher heat transfer rates in the entrance and reduced values near the
exit. One way to increase heat transfer is to introduce interruptions in the boundary
layer and redevelopment of flow in the flow direction. Interruptions in boundary layer
formation are achieved by the usage of porous substrates, pin fins, wavy and corru-
gatedmicrochannels, dimples and grooved surfaces, ribs, and cavities [3]. A problem
in parallel microchannel arrays is the maldistribution of fluids due to the variation
of hydraulic resistances in individual microchannels due to their locational positions
between the inlet and outlet manifolds. This maldistribution causes local hot spots
and accompanying thermal stresses. This maldistribution is rectified by variously
shaped headers or manifold designs, multiple inlet-outlet ports, the relative location
of inlet andoutlet in theflowfield, compartmentalization of portions of heat sinkswith
separate inlet-outlets for each compartment, and variation of channel aspect ratios in
microchannel arrays [4–7]. A way to strike a balance between heat transfer and pres-
sure drop is to mimic biological flow distribution systems as is proposed in the heat
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sink models. Split-flow arrangements [8–10] are recommended for reduction in flow
length, pressure drop reduction (�P), and heat transfer coefficient (h) enhancement.
Most of the bio-inspired flow fields encountered in literature have found application
in the field of Proton ExchangeMembrane fuel cells [11, 12]. Lung and leaf-inspired
models have shorter path lengths, uniform species, and velocity distribution for a
large number of parallel and higher aspect ratio channels than regular microchannel
arrays with longer pathways. Tree type branching with reduced hydraulic diameter
(Dh) passages and branching at different angles have been found in literature surveys,
known as constructal networks, and these have many levels of diameter reduction
with associated manufacturing difficulties [12, 13]. Parallel micro-channel networks
with biomimetic inlet and outlet manifolds [9] are found to have more surface area
(A), lower �P, higher heat evacuation performance, and temperature (T ) uniformity
for a given pumping power (Wp). They are also easy to manufacture compared to
constructal networks. The angle of the branching channels with the axis of the main
supply and collecting manifolds is maintained at 90° as the lower angle branching
channels (ch) are not able to achieve uniform flow in the flow field. The supply and
collecting channel are similar, and their angles are determined by trial and error
to minimize the base (b) surface temperature. From the survey of the literature, it
is obvious that the application of bio-inspired rectangular flow fields is not exper-
imented or analyzed for application in the field of high heat flux (q) heat sinking,
although square-shaped heat sinking has been pursued recently [8, 9]. Hence this
numerical study is conducted to identify an aspect ratio for the promising flow field
pattern in rectangular shaped models. The performance is compared against litera-
ture, and applicability of the new bio-inspired flow fields is gauged by their ability
to decrease �P across the flow field, uniformity of surface temperature (UST), Rhy,

and Thermal resistance (Rth) at constant pumping power of 2.275 W for comparison
with benchmark literature [1].

2 Boundary Conditions and Methodology

The assumptions and boundary conditions are as follows: Laminar, incompress-
ible, steady, and single-phase flow. Buoyancy force due to temperature changes are
considered by the inclusion of volumetric source term in themomentum equation. All
external surfaces outside the heat sink are adiabatic except the bottom plate, where
a constant heat flux of 7.9 MW/m2 is applied Heat input to the fluid is the sum of
convection from the base plate and lateral fin surfaces. The �P for the flow fields is
maintained between 0.187 and 0.285 MPa. The Re in this analysis does not undergo
transition. The analyzed model’s aspect ratios are fixed at 6.4, 8.6, 12.9, and 14 by
variation of channel height. The inlet flow field temperature is maintained at 283 K
for the analyzed models. The non-slip boundary condition is considered for fluid
flow, and radiation heat transfer is neglected. The general schematic and geometric
parameters for the proposed models are given in Fig. 1. For the biomimetic heat
sinks, the basic package dimensions are fixed as per [8, 9]. The channel width and
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Fig. 1 Basic dimensions of the model taken for study

the wall thickness of the individual microchannel is fixed at 50 μm. The aspect ratio
is varied by variation in channel height. The inlet and outlet manifold dimensions
are fixed by trial and error for achieving a lower, maximum base temperature. The
models are analyzed at different α, constant fin pitch and inlet pressure conditions
satisfying the constant pumping power criteria. This is done to study the effect of α on
Rth and Rhy. All the material properties used in the proposed models are as suggested
in [14]. Liquid water, Crystalline Silicon, and Poly-dimethyl-siloxane (PDMS) top
cover insulation are the materials used in the models.

3 Governing Equations and Data Reduction

The following are the governing equations applicable to the proposedmodels investi-
gated, as suggested in [15]. The continuity equation is givenbyEq. (1) andmomentum
is given by Eq. (2).

ρ∇ · (u) = 0 (1)
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ρ(u.∇)u = ∇ · [−pI + μ
(∇u + (∇u)T

)] + F (2)

F = −g ∗ �ρ (3)

where F is the body force term given by Eq. (3), and �ρ-represents the change in
density due to thermal heating. The pin fin heat sinks are oriented towards the positive
Z direction. The fluid and solid energy are computed using Eqs. (4–5). Where Q is
the heat sinking value per unit volume of the heat sink,W/m3. The conduction Eq. (5)
is applicable to solid and fluid regions. The overall Nu and inlet Re are calculated
using Eqs. (6–7) based on the inlet Dh–in. Where havg is the overall heat transfer
coefficient calculated based on the inlet to outlet temperature change of the coolant
fluid. The channel Re is calculated by evaluating the mid-plane averaged velocity
and kinematic viscosity obtained from the simulation results at mid-channel height
(in the Z-axis direction) and Dh–ch. The Rth and Rhy for the models are calculated
using Eqs. (8–11). In Eq. (8), Tmax is the maximum base plate temperature near the
outlet and Tmin is the inlet fluid temperature. The overall heat transfer coefficient is
calculated using Eq. (12). Where Qhy is the volumetric flow rate, n is the number
of inlets, Ain is the inlet area, qb is the heat flux applied to the base plate. The
total heat flux magnitude is calculated using Eq. (13). The uniformity of the base
surface temperature and pumping power is calculated using Eq. (14–15). A numerical
performance index PF with units 1/K is defined similar to [16] as the ratio of heat-
sinking to the pumping work. The temperature difference is included to factor in
the effect of its non-uniformity in Eq. (16). The Poiseuille number (Po) for the
various flow-fields is calculated using the correlation developed by Shah andLondon,
Eq. (17). The channel friction factor-fr is evaluated using Eq. (18).

ρCPu · ∇T + ∇ · q = Q (4)

q = −k∇T (5)

Nu = havgDh−in

k f
(6)

Rein = ρuDh−ch

μ
(7)

Rth = Tmax − Tmin

Qth
(8)

where

Qth = qb ∗ Ab (9)
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Rhy = P

Qhy
(10)

where

Qhy = n ∗ uin ∗ Ain (11)

havg = qb
Tmax − Tmin

(12)

Qbase and fin services = Qconvection + Qconduction (13)

UST% = Tmax − Tmin

Tavg
∗ 100 (14)

wp = uin ∗ Ain ∗ �pavg (15)

PF = Qth(
Tb,max − Tb,min

) ∗ Wp
(16)

Po = 24

(
1 − 1.3553

α
+ 1.9467

α2
− 1.7012

α3
+ 0.9564

α4
− 0.2537

α5

)
(17)

fr = Po

Rech
(18)

4 Numerical Analysis

The computational domain is a quadrant section of the three-dimensional model,
selected for optimizing computational resources. An unstructured mesh with
elemental composition, 75% Tetrahedral, and 25% prismatic elements, having an
average element quality (skewness) of 0.6, is used. A multigrid, segregated, iterative
solver utilizing GMRES (Generalized minimal residual method) is used for running
the simulation. The base temperature parameters are evaluated at Z = 0 as it is the
first plane of contact of the fluid with the heat flux, and the flow field parameters are
evaluated at mid plane, where umax is achieved for a fully developed flow. The grid
independence test is done for all the models by increasing the grid density until the
change in the maximum temperature of the base plate- (Ti–Ti–1)/Ti % is less than
1%.
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Table 1 Validation of the heat sink models by heat balance at constant pumping power

�P α Qin T avg-out-theo T avg-out-act Error

285.55 6.4 1264 322.08 322.84 -0.226

236.56 8.6 1264 315.61 316.78 -0.370

196.15 12.9 1264 310.67 310.77 -0.032

188.2 14 1264 307.94 309.80 -0.603

5 Results and Discussion

5.1 Validation

As the biomimetic models proposed in this work are novel, similar models to be
used as reference benchmarks are currently unavailable in the literature. Hence the
validation of the simulation is done by energy balance. The average temperature of
the outlet fluid calculated using the energy balance Eq. (19), and the results of the
actual simulation results are tabulated in Table 1.

ρ f ∗ uin ∗ Ain ∗ Cpf ∗ (
Tavg - out - theo − Tavg - in

) = Qth (19)

where T avg-in-283 K and T avg-out-theo is calculated. The Cpf value is assumed as
4.18 kJ/kgK in the operating temperature range. Theweighted average outlet temper-
ature at the outlet obtained by simulation-T avg-out-act is given by Eq. (20), where, n-
normal vector; T-Temperature; A-Area, u-velocity perpendicular to the outlet plane.
The comparison between the calculated value (T avg-out-theo) and the weighted average
outlet temperature (T avg-out-act) in Table 3 shows negligible error. Numerical valida-
tion is done by simulating the experimental results of Bhattacharya et al. [17] for
a single microchannel, keeping the same input parameters, as shown in Fig. 3. The
average element quality is 0.611 with 76,387 elements consisting of 75% Tetrahedra
and 25%prismatic elements. Themaximumbase temperature 306.392K is compared
to 307.8K in the reference yielding an error of 0.457%,which is negligible, and hence
a similar procedure is followed in simulating the proposed heat sink models.

Tavg - out - simulation = ∫A T u · nd A
∫A u · nd A (20)

5.2 Thermal Characteristics

The analyzed models are tested with a heat flux of 7.9 MW/m2. The maximum base
temperature occurs near the outlet for the given flow field at all aspect ratios. In the
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Fig. 2 Temperature
contours in K, at the base
plane Z = 0 μm for aspect
ratio 12.9

models shown in Fig. 2, the temperature rise reaches the maximum value at the outlet
manifolds due to adverse temperature gradient. The base temperature is lower in the
inlet manifold due to the prevention of boundary layer formation as the fluid cross-
section is gradually reduced as it is supplied to microchannel arrays and the 90° bend
in the microchannels creates mixing in the fluid due to change in direction, inducing
high heat transfer rates. Another area of high heat transfer is the starting point of the
outlet manifold where two streams converge, creating mixing of fluid as is shown in
Fig. 3. The UST value is roughly 23.42% on an average basis for all the models. The
UST value of the current models is higher than [1] by 9.45% as the inlet temperature
is nearly 10 K lower than [1]. For the same geometric parameters, an increase in inlet
pressure and α gives nearly constant UST at constant pumping power conditions.
The lowest UST obtained in this paper is 22.99%, as shown in Table 2. The total
local heat flux at inlet and outlet regions of the microchannels is three times higher
than the base heat flux 0.88*107 W/m2 as shown in Fig. 3. The variation in heat flux
is minimal in individual microchannels due to the nearly uniform flow in individual
microchannels except in the 90° bend regions. The Rth is the basis for comparing
heat transfer performance of heat sinks, as shown in Table 3. An increase in α and
inlet pressure decreases Rth. Due to constant pumping power conditions applied at
the inlet to the flow fields, the Rth remains constant at 0.070 K/W for all aspect
ratios. The Rth value of the proposed model is lower than [1] by 22.05%. Similar
values are found in [18], for comparison an Rth value of 0.054 K/W is achieved at an
aspect ratio of 15 (channel width 50 μm) andWp-7.5 W [19]. Generally, for models
with lower Rth, the PF decreases with an increase in α, indicating that higher Wp

is necessary. The models in this analysis showed higher values of PF-7.175 on an
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Fig. 3 Total heat flux
contours in at the base plane
for aspect ratio 12.9

Table 2 UST values for the proposed flow fields at constant pumping power

Model α �P Tmax Tmin T avg UST

[1] 6.4 206.84 367 296 331.5 21.4

Bio-inspired heat sink 6.4 285.55 371.77 294.16 334.50 23.20

8.6 236.56 369.45 293.34 331.02 22.99

12.9 196.15 372.01 294.03 326.67 23.87

14 187.67 372.15 294.24 329.67 23.63

average basis compared to [1], yielding a 46.72% increase in performance. The inlet
averaged Nuin-avg increases with α as the heat transfer area increases.

5.3 Hydraulic Characteristics

The �P decreases for the analyzed models as the aspect ratio increases at constant
pumping power, even as higher aspect ratio models require higher pumping power
to circulate fluid at the same velocity [4]. The models with aspect ratios 12.9 and 14
have reduced Rhy than [1]. The 12.9 aspect ratio model is selected as optimum due
to the lower aspect ratio and the inlet pressure is just below the reference value of
206.84 kPa, as shown in Table 3.Wp is the product of volume flow rate and applied
�P. With branching, �P increases due to secondary flows and increase in surface
area, but shorter path lengths negate this effect of higher branching in flows. Higher
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Table 3 Results of Rth and Rhy for the proposed flow fields studied at constant pumping power

Model α Dh–ch �P Rth Rhy *1010 Rech fr PF Nuin-avg

Bio-inspired
heat sink

6.4 86.48 290.82 0.070 3.721 458.87 0.0434 7.15 54.66

8.6 89.58 242.17 0.068 2.575 384.29 0.0541 7.30 66.58

12.9 92.80 196.15 0.070 1.691 304.73 0.0713 7.12 78.92

14 93.33 187.67 0.070 1.548 280.88 0.0779 7.13 81.62

[1] 6.4 98.6 206.84 0.0898 1.88 730 0.030 4.89 16.88

α for the same pitch is a reason for an increase in Wp, but the branching lowers the
hydraulic resistances; hence lower pressure drops for bio-inspired models, as shown
in Table 3. Also, the channel Re decreases with an increase in aspect ratio due to
the maintenance of constant pumping power condition at the inlet; this is the reason
for the lowering of pressure drop at the inlet. Even the lower flow rate in individual
channels is sufficient for heat sinking as the increase in surface area, and higher
fluid flow due to the marginal increase in channel hydraulic diameter is sufficient to
accomplish the task. The convergent inlets act as a nozzle, increasing the velocity,
while the divergent outlet acts as a diffuser, improving pressure recovery at the exit
to the flow field, as is evidenced by the pressure contours of the heat sink models.
The pressure at the central regions of the heat sinks is higher than at the inlet due to
the stagnation pressure rise and reduction in fluid velocities as it comes into contact
with the heat transfer surfaces, as shown in Fig. 4. The velocity reduction in the
inlet manifolds, and the velocity increase in the outlet manifold, follows a parabolic
profile as is seen in the velocity contour graphs in Fig. 5. This gradual reduction and
increase in velocities ensure nearly constant velocities in the branchingmicrochannel
arrays. As is seen in Table 3, the channel Re of the proposed models is lower than

Fig. 4 Pressure distribution
in Pa, for the heat sinks at
mid-channel height for
aspect ratio 12.9



124 K. Kandassamy and B. Prabu

Fig. 5 Velocity distribution
for the heat sink models at
mid-channel height for
aspect ratio 12.9

[1]. This gives scope for increasing the Re in the microchannels without leaving the
laminar flow regime and consequentially increases heat transfer. The friction factor
decreases with an increase in Rech, as given in Table 3.

6 Conclusion

The following conclusions are delivered based on the numerical analysis carried out
in the present work. The proposed flow fields show a 9.45% higher chip surface
temperature variation (UST) than the benchmark conventional flow field of Tuck-
erman et al., due to higher heat flux dissipation and lower coolant inlet temperature.
At constant pumping power condition, Rth value of 0.070 K/W for the proposed
model is 44.37% lower than the benchmark. Proposed flow fields with aspect ratios
12.9 and 14 have lower �P’s for a similar pumping power of 2.275 W. At constant
pumping power, the proposed flow fields with aspect ratio 12.9 and 14 show 10.05
and 17.66% lower Rhy, respectively, when compared to the benchmark, due to flow
uniformity and higher fluid flow for a given �P. Aspect ratio (α) has an insignif-
icant impact on the thermal characteristics of microchannel heat sinks at constant
pumping power inlet condition. In contrast, the hydraulic characteristics improve
with aspect ratio. Higher inlet pressure reduces the maximum base temperature and
UST (%) value. A higher aspect ratio increases Nu due to the higher heat transfer
area. Biomimetic coolant fluid distribution of the proposed heat sink reduces Rhy and
Rth considerably, making this a basis for future contribution in the field of heat sink
development.
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Effect of Filling Ratio on Performance
of Two Loop Pulsating Heat Pipe

Est Dev Patel and Subrata Kumar

1 Introduction

The emerging techniques of micro-fabrication in electronic devices require a single
or multi-phase flow to achieve heat dissipation or spreading [1]. This transport of
heat energy leads to better control and efficiency. Among the multi-phase cooling
systems, heat pipes are capable of handling the heat dissipated from the chips and
other electronic components. The pulsating/oscillating (PHP/OHP) heat pipe has
a thermally driven motion of working fluid to encourage the passive heat transfer
for heat management. Oscillating slug-plug and annular flow dominate the flow
pattern in a closed-loop wickless system. The liquid slugs entrapped between the
vapor plugs travels in oscillatory fashion by the pumping action of bubbles generated
in the evaporator. The temperature gradient between the evaporator and condenser
creates temporal and spatial pressure disturbances due to simultaneous evaporation
and condensation. The sustained flow of working fluid amounts for sensible along
with latent heat transfer in the PHPs.

Smaller and faster is the better trend of electronics by 2020 will lead the devel-
opment in the heat flux density 190 W/cm2. In the purview of cooling techniques,
Mudawar [1] investigated and developed the capabilities of dissipating the high heat
fluxes in electronics. He focuses on natural, forced convection, phase change cooling
techniques, and recommends that the CHF plays a vital role in the design of phase
change cooling. The modernization and improvement of electronic devices day by
day lead to explore the enhanced techniques of heat dissipation, which are reliable,
cost-effective, high heat dissipation potential, and compact. The CHF is a defining
parameter that can be used to predict the performance of any heat dissipating device.

E. D. Patel (B) · S. Kumar
Indian Institute of Technology Patna, Patna, Bihar 801103, India
e-mail: dev.pme17@iitp.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
M. Palanisamy et al. (eds.), Theoretical, Computational, and Experimental Solutions
to Thermo-Fluid Systems, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-33-4165-4_13

127

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4165-4_13&domain=pdf
mailto:dev.pme17@iitp.ac.in
https://doi.org/10.1007/978-981-33-4165-4_13


128 E. D. Patel and S. Kumar

The cooling method is selected based on the estimation of parameters, such as heat,
space, passive or active cooling, etc. Khandekar et al. [2] investigated a single loop
pulsating heat pipe of a total length of 190 mm made of glass and copper with
ethanol as a working fluid. They realized that the performance would depend on
the flow pattern of the working fluid inside the tube. A heat pipe stops working
when a complete stopover in the motion happens. The phase change of working fluid
and energy exchange follows the p–h diagram, which has been explained about the
working of the pulsating heat pipe. A continuous rise in the evaporator temperature
can be seen if the net motion does not happen. A review on reliability by Song and
Wang [3] for the power electronic systems, focused on reliability assessment, reli-
ability improvement of an existing system, and reliability-oriented design solution.
They discussed metrics for the evaluation of power electronic systems comprised of
reliability, failure rate, mean time to failure, mean time to repair, and availability.
Themethods to improve all the metrics are thermal management, fault diagnosis, and
improvement in design. Rao et al. [4] conducted a unit cell experiment using a glass
tube with working fluid FC-72 and a single bubble to understand the hydrodynamics
of the working fluid. The tube sized bubble oscillated between the condenser and
evaporator section. The role of evaporation and condensation heat transfer from the
thin film discussed, and vapor temperature varies much because of it. The liquid slug
performs sluggishly to the temperature variations than the vapor plug.

The vast testing of multi-loop closed pulsating heat pipe of copper tube Mameli
et al. [5] found the effects of input heat flux, filling ratio, inclination angle using the
working fluid FC-72. The internal diameter of the tube kept lesser, which offers a
high surface tension force. The horizontal setup fails to start, but the vertical one
stops only at the critical heat flux. In a study of single turn pulsating heat pipe
conducted by Saha et al. [6] it was found that the diameter of 4 mm fails to give a
stablemotion to theworking fluid. So lesser diameter recommended byBond number
relation is suitable to perform the pulsating heat pipe experiments. The continuous
rise in temperature does not happen like other heat pipes in PHPs Cui et al. [7,
8]. The stagnant heat transfer occurs before the start of the oscillation motion on a
small scale. The five loop setup made from 2 mm internal diameter copper tubes
contains water, methanol, ethanol, and acetone 20–80 filling ratio as a working fluid.
They noticed that a critical start-up heat flux and optimum filling ratio exist for the
maximum thermal performance.

In one study, they conducted experiments with the binary mixture to find that the
low filling ratio is performing well, and the only benefit is that this delay the dry-out
phenomena.

The applications of the heat pipe are extensive in electronic devices, mechanical
system, space, etc. The power electronics is onewhich utilizes this ideamuch than the
others. Kearney et al. [9] conducted a study of the open-loop pulsating heat pipe of 44
channel for two independent dielectric working fluids NovecTM 649 and NovecTM
774; the earlier was performing better. The working fluid with lower pressure oper-
ation and low global warming potential are desired for heat pipe applications. They
used the pulsating heat pipe as a heat spreading device and identified a range of
optimum operating conditions. The heat transfer performance of two single loop
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heat pipes connected parallel was found lesser than the single two-loop heat pipe by
Kim et al. [10]. They used ethanol and water for a fixed filling ratio and different heat
inputs. In this setup, a copper tube of 2.2 mm with working fluid ethanol performs
better because of high-pressure change for a small temperature variation.

The non-condensable gasses offer some resistance in heat transfer, so the rate of
evaporation and condensation are affected. The evacuation pressure role was verified
by Sun et al. [11] using working fluid water and HFE-7000 in a copper tube heat pipe
of 8 parallel channel of 2.4 and 1.6 mm diameter. The solubility of non-condensable
gasses inwater depreciates the start-up performance than theHFE-7000. Theworking
fluid characteristics affect the performance of the heat pipe [12]. The properties such
as surface tension, pressure change for a given temperature change, latent heat, and
presence of non-condensable gasses are some essential points to be considered. The
water is readily available having high latent heat is useful, but at the same time, high
surface tension makes it vulnerable to start a heat pipe functioning.

The present study deals with a two-loop pulsating heat pipe of 2 mm internal
diameter. There are very few experiments carried out at low filling ratio, low heat
input at the evaporator in a two-loop pulsating heat pipe. The distilled water as a
working fluid and air cooling at the condenser are rare to find in literature. The single
loop pulsating heat pipe does not performwhile multi-turn does quite well because of
uniform pressure distribution. Therefore, a two-loop system would be a great choice
between the single and multi-turn to make a compact and reliable heat pipe for low
heat dissipating devices.

2 Test Setup and Measurement

The test setup of the pulsating heat pipe, as shown in Fig. 1 includes instrumentation
and a model of the pulsating heat pipe installed on a rotatable mount. The PHP has
1 mmwall thickness, 2 mm internal diameter copper tube evaporator, and condenser
sections height of 25 and 35 mm, respectively. The quartz glass tube of 202 mm
made an adiabatic section. The setup is filled with filling ratios of 5, 30, 40, and
70% with pure degassed water after evacuation to 650 mmHg by a vacuum pump.
The bend radius of the copper tube was 10 mm so that it should not collapse to
make the U connector to complete the loop. Joule heating to heat the evaporator
is achieved through a 32 SWG nichrome wire enfolded around the copper tube
and insulation over it. A DC source of accuracy ± 0.5% + 2, KEYSIGHT make
model N5751A supplies electrical power to the heater. National Instrument (NI)
make NI cDAQ-9189 acquires the signal from temperature and pressure sensors by
modules NI9213 and NI9205, respectively. The temperature and pressure transducer
read by control software LabVIEW on a computer. Honeywell makes TJE Precision
Absolute Pressure Transducer of accuracy 0.1%with internal amplificationmeasures
the absolute pressure in this setup while working and degassing.

The Tarson make rocker 300 model 110 mmHg absolute vacuum pump evacuates
the pre-filled setup. The temperature of the pulsating heat pipe evaporator, condenser,
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Fig. 1 Test facility of pulsating heat pipe

adiabatic section and cooling air to judge the thermal performance are recorded with
calibrated TEMPSENS make T-type thermocouples of 0.5 mm diameter. The proper
thermocouple contact with the surface of the heat pipe to avoid the contact thermal
resistance is made with a thermal paste. The Swagelok make needle valves, adapters,
tubes assembled to make the filling and vacuum port. The condenser section kept in a
duct that has a facility that air is axially forced via HICOOLmake compact fanmodel
12A230HSAC axial fan of 120× 120 mm2 with an airflow of 95 cfm. The degassed
Millipore water from a custom degassing facility is filled with a syringe pump post
evacuation of PHP. The presence of air in the system acts as non-condensable gas
that interrupts the evaporation and condensation process of working fluid.

3 Performance Calculation

Theoverall thermal resistance and thermal conductivity estimate the performance [7],
[8], and [11] performance of pulsating heat pipe. The heat supplied to the evaporator
section is found by Joule heating of the nichrome resistance heater. The heat loss
to the ambient doesn’t affect the order of thermal resistance and due to heavy glass
wool insulation, we have ignored it.

Q = V × I (1)

The Fourier’s Law of heat conduction provides effective thermal conductivity,
using average evaporator Te and condenser Tc temperature.
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keff = Q × Leff

A × (Te − Tc)
(2)

Here the effective length of the pulsating heat pipe Leff is the distance between
the evaporator and condenser section.

Leff = 1

2
(Le + Lc) + La (3)

where A is the cross-section area of the pulsating heat pipe. The lengths of the
evaporator, condenser, and adiabatic section are Le, Lc, and La , respectively.

A = n × π × d2

4
(4)

where n is the number, and d is the internal or hydraulic diameter of channels. The
thermal resistance is obtained from electrical analogy,

Rth = Te − Tc
Q

(5)

4 Results and Discussion

The temporal temperature variations are the main parameters that we required to
evaluate the performance of the pulsating heat pipe. The effective thermal conduc-
tivity and thermal resistance are evaluated. The effects of different parameters are
summarized in the sections below.

4.1 Start-up of the Pulsating Heat Pipe

The working fluid inside the tubes distributes itself in the form of plug-slug due to
its surface tension. At ambient condition, the vapor inside the tube is in a saturated
state. The plug-slug is unevenly distributed in the parallel channels creating different
frictional forces for the directional motion when the working fluid receives heat. The
formation of tube size or small bubbles occurs with a rise in temperature. Simul-
taneous heat dissipation at the condenser section makes the low-pressure zone and
vapor volume decrease. Being an isochoric device same vapor generated at the evap-
orator section makes condition favorable to move the working fluid. This random
volume or pressure distribution is responsible for moving the working fluid inside
the tube [2]. After the start-up, the temperature of the evaporator falls eventually
and remains below the maximum value in oscillating mode while operating. The
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peak temperature and continuous rise due to heat input increment can be observed
in Fig. 2 and Fig. 3. When working with low filling ratios, only chugging motion at
the evaporator site happens; no resultant motion of slug-plug train happens, resulting
in a continuous rise in temperature. As shown in Fig. 4, at the filling ratio, 70%
oscillatory flow occurs once oscillation starts.

Fig. 2 Temperature
variation operating at very
low filling ratio 5%

Fig. 3 Temperature
variation operating at
medium filling ratio 30%
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Fig. 4 Average evaporator
temperatures at heat input
10 W operating at different
filling ratios

4.2 Effect of the Filling Ratio

The evacuated tubes of the pulsating heat pipe are filled with the distilled water with a
syringe and a one-way valve to a determined filling ratio. The motion of the working
fluid is the only reason behind the heat transfer performance of the heat pipe. Proper
optimization of parameters needs to be done under which the desired temperature of
the electronic equipment can be maintained.

The low filling ratios lead to dry-out phenomena at the evaporator while at high
filling ratios performs well, as it has also been discussed by Cui et al. [8]. Due to
sudden motion, a fall in the evaporator temperature happens, and it rises when the
working fluid is not enough in the evaporator. The working fluid filling ratio 5, 30,
and 40% remains deficient, and no oscillatory flow happens, failing the operation,
as shown in Fig. 4 at a heat input of 10 W.

4.3 Effect of the Heat Input

A threshold value of input heat flux exists at which the working of pulsating heat pipe
starts. The boiling of working fluid starts at saturated condition, which initiates small
or tube-size bubble formation. The failure of an electronic device might happen if
the heat transfer equipment does not remove the heat. So the threshold value of the
heat input should be lower than the minimum designed heat dissipated. Kumar et al.
[12] also conducted experiments to look after the effect of input heat at the thermal
performance of the heat pipe. The effective performance of the pulsating heat pipe
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Fig. 5 Temperature
variations at the individual
turn for heat input 10 W

found to be increasing with the increase in input power because of the more intense
motion of the working fluid inside the tube. The desired performance depends on the
type of movement, and the circular motion of the working fluid is found best in the
literature.

5 Thermal Performance Comparison

The performance in terms of thermal resistance of the present work has been
compared, as shown in Fig. 6. Cui et al. [8] conducted experiments with five turns
pulsating heat pipe with distilled water with the filling ratios 45 and 70%. Therefore,
the performance of the present study was not approaching that level but comparable
to their results. The evacuation pressure also affects the rate of heat transfer and
the maximum evaporator temperature. In the study conducted by Kumar et al. [12]
with two turns pulsating heat pipe, the performance was lower than the present study
working also with the distilled water. The repeatability test of the setup shows very
similar performance, as shown in Fig. 4 for different evacuation pressures. The filling
ratios 30 and 40% perform very identical and follow the same temperature profile.
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Fig. 6 Thermal
performance comparison

6 Conclusion

The experiments conducted to study the pulsating heat pipe for the application like
heat dissipation or to spread it over a large area. Low heat input levels evaluate a
two-loop semi-transparent pulsating heat pipe performance under different filling
ratios. The working fluid in the tube remains saturated. The translating-oscillating
motion due to heat addition and rejection makes the pulsating heat pipe an excellent
passive cooling device. At low filling ratios (5, 30, and 40%), the heat pipe does not
function well, the temperature and pressure piles up in the evaporator, while at 70%,
the temperature starts to fall after a threshold value. The heat input of 10W is enough
to start the motion in the vertical orientation. This heat transfer device offers lower
thermal resistance has higher heat spreading or dissipating capacity; thus, the more
uniform temperature in an electronic device can be maintained.
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Optimization of Process Parameters
of Sintered Copper Wick Heat Pipe
Using Response Surface Methodology

B. Ch Nookaraju, P. S. V. Kurmarao, and S. Nagasarada

1 Introduction

The field of electronics is the fast-developing science in the present scenario, and
its contribution to technology is growing rapidly. Continuous usage of these devices
generates high heat. This induces thermal stresses in the electronic circuits, leading to
the failure in the components. Thegenerated largeheat flux is not removed effectively;
it leads to deterioration in the effective functioning of the electronic devices. Also,
effective thermal management becomes one of the major serious challenges in many
technologies because of constant demands for faster speed and continuous reduction
of device dimensions. The heat pipe is a special type of heat exchanging device
that transfers a large amount of heat due to the effect of capillary action and phase
change heat transfer principle shown in Fig. 1 Verma et al. [1]. It is a simple device
with no moving parts that can transfer large quantities of heat over fairly large
distances without requiring any power input. Heat pipes can be used extensively in
electronics and electrical equipments, energy systems, aerospace and avionics, heat
exchangers, gas turbine engines and automotive industries, production tools, ovens
and furnaces, manufacturing, transportation systems, and de-icing. Depending on
the wick structure, there are different types of heat pipes, such as sintered wick,
thermosiphon, and grooved wick heat pipes. Basically, a heat pipe is a sealed slender
tube containing awick structure lined on the inner surface and a small amount of fluid,
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Fig. 1 The principle of
operation of the heat pipe

such as methanol at the saturated state. The length of the heat pipe can be divided
into three parts viz. evaporator section, adiabatic section, and condenser section.

When the evaporator end of the heat pipe is brought into contact with a hot
surface or placed into a hot environment, working fluid absorbs heat and becomes
vapor, which causes a rise in vapor pressure. This pressure difference drives the vapor
through the core of the heat pipe from the evaporator to the condenser section. At
the condenser section, condensation takes place by releasing the latent heat to the
coolant, and vapor becomes liquid. The liquid then returns to the evaporator end
of the heat pipe through the wick as a result of capillary action, and the cycle is
completed, and it repeats. As a result, the heat is absorbed in one end of the heat pipe
and is rejected at the other end, with the fluid inside serving as a transport medium
for heat.

So far, most of the research work was carried out using only helical grooved
heat pipe so sintered wick heat pipe was selected, in the present study which is
having very less weight, high performance in gravity-assisted condition and with
the minimum drop in radial temperature drop Mozumderet.al [2–4]. Till date, very
little research work has been done related to the prediction of thermal performance
using empirical relationships incorporating process parameters. Moreover, there is
no literature available on establishing the relationship between thermal performance
and process parameters of the heat pipe. The development of such relationships will
also be useful to select optimum parameters that optimize the thermal performance
of heat pipe. Hence the present work has been focused on developing a quantita-
tive relationship between the operating parameters of the heat pipe and the response
of heat transfer coefficient and on developing empirical relationships to predict the
thermal performance of sintered copper wick heat pipe in terms of heat transfer coef-
ficient. Statistical tools such as the design of experiments (DOE), analysis of variance
(ANOVA), and response surface methodology (RSM) were used incorporating some
of the important heat pipe process parameters, that is, the mass flow rate of coolant
(m), the inclination angle of the heat pipe (θ ) and heat input (Q) to the heat pipe.
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In addition, an elaborate work was also carried out to provide the experimental
data on how the Performance of Sintered wick heat pipe varies with varying param-
eters like Evaporator Fluid (water, methanol), Heat input, Mass flow rate of cooling
medium, Orientation of Heat Pipe.

2 Experimental Setup and Procedure

The specifications of the heat pipe are given in Table 1. Heat input is applied at
the evaporator section using an electric strip attached to it with proper electrical
insulation, and the heater is energized with AC current through a variac. The desired
heat input is supplied to the evaporator end of the heat pipe by adjusting the variac
(see Fig. 2). The water jacket is used at the condenser end to remove the heat from the
pipe. The heat pipe has the ability to transfer the heat through the internal structure.
As a result, a sudden rise in wall temperature occurs; this will damage the heat pipe,
if the heat produced is not released at the condenser properly. Therefore, before
heat is supplied to the evaporator, the cooling water is first recirculated through the
condenser jacket. The power input is gradually raised to the desired power level. The
temperature of the evaporator and condenser were recorded after the steady-state is
reached. Once a steady-state is reached, the input power is turned off, and cooling
water is allowed to flow through the condenser to cool the heat pipe and to make it
ready for further experiments. Then the power is increased to the next level, and the
heat pipe is tested for its performance.

The experimental procedure is repeated for different flow rates, and different
inclinations of pipe observations are recorded.

Table 1 Specifications of
sintered copper wick heat
pipe

S. No. Properties Specifications

1 Total Length of heat pipe 565 mm

2 Evaporator length 200 mm

3 Adiabatic length 165 mm

4 Condenser length 200 mm

5 Heat pipe material Copper

6 Outer diameter of heat
pipe

15.88 mm

7 Inner diameter of heat
pipe

14 mm

8 Working fluid Methanol, water

9 Mass flow rate 0.01,0.02,0.03 kg/s

10 Inclination angle 30°,60° and 90°

12 Heat input 100, 150, 200, 250 and
300 W
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Fig. 2 Experimental set up

Table 2 Heat pipe parameters and their levels

S.No Factor Units Notations Levels

−1 0 1

1 Mass flow rate kg/s M 0.01 0.02 0.03

2 Inclination angle Deg θ 30 60 90

3 Heat input W Q 100 200 300

According to the experimental setup shown in (Fig. 2). Only mass flow rate, angle
of inclination, and heat input were considered in this study. The working range was
fixed according to the physical constraints. Table 2 shows the working range and
levels of input parameters. The mass flow rate, heat input, and angle of heat pipe
were varied in the step of 0.01 kg/s, 50 watts, and 30°, respectively.

3 Results and Discussion

The heat transfer coefficient of Sintered wick heat pipe with two different working
fluids (DI Water and Methanol) was calculated and compared for all three positions
(30°, 60°, 90°). The thermal performance of the heat pipe is quantified in terms of
the heat transfer coefficient. The heat transfer coefficient of the heat pipe depends
on heat input, the surface area of the evaporator section, and the temperature differ-
ence between evaporator and condenser. Overall, the heat transfer coefficient was
calculated by using below two Eqs. (1) and (2).

h = Q

As(Te − Tc)
(1)

As = πdoLe (2)
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Rth = Q

(Te − Tc)
(3)

Here h is heat transfer coefficient (W/m2k), as condenser/evaporator surface area
(m2), Te evaporator temperature (°C), Tc is condenser temperature (°C), Le length
of condenser/evaporator and do is the diameter of a heat pipe.

3.1 Heat Transfer Coefficient of Water (H)

FromFigs. 3, 4 and 5, the heat transfer coefficient variationwith heat input at different
flow rates and various inclinations of the heat pipes were explained when Sintered
wick heat pipe with DI water as working fluid is used. It is clear that with an increase
in heat energy at the evaporator end, working fluid boils inside, and vapor pressure
drives the heat at the condenser end by cooling. This is becausewater boiling capacity
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increases at higher latent heat transfer rates, which enhances the faster cooling rate in
the condenser jacket. From the results, it is observed that, as the evaporator section is
moving towards the ground, the heat transporting ability of the heat pipe is increasing
from 0° to 60° inclinations. The increase in heat transfer coefficient of heat pipe(See
in Figs. 3 and 4) is because the condensed liquid returns to the evaporator section
easily as the evaporator section moves towards the ground with the assistance of
gravitational forces in favor of capillary forces. Whereas from 60° to 90° inclinations
of the pipe, there is a decrease in heat transfer coefficient because the gravitational
forces will oppose the movement of evaporated fluid from the evaporator section to
the condenser section.

For different flow rates, that is, 0.01–0.03 kg/s with an increase in flow rate, more
cooling fluid will meet the hot surface of the condenser due to which heat dissipation
increases.

3.2 Heat Transfer Coefficient of Methonol (H)

The sinteredwick heat pipewithmethanol as working fluid, showing the heat transfer
coefficient variation with heat input at different flow rates and various inclinations
of the heat pipes are shown in Figs. 6, 7 and 8. There is a remarkable increase in heat
transfer coefficient from lower heat input (100W) to higher heat input (300W) owing
to the augmentation of heat transfer rate by the evaporation and condensation process
inside the heat pipe at a 50% flow ratio. For the same inputs (300 W), heat transfer
coefficients for methanol is 3690W/m2K, whereas, for water, it is 4250W/m2K. The
performance of heat pipe with methanol is good heat dissipation at lower heat inputs
only as compared with water as a working fluid, which is good at higher heat inputs
also.
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3.3 Comparison of Heat Pipe Working Fluids: (Water Versus
Methanol)

Experimental heat transfer coefficient of sintered copper wick heat pipe was calcu-
lated, and a comparison of variation of heat transfer coefficient of heat pipe at different
heat inputs and mass flow rates are shown (See in Fig. 9). It is proved from the
results that water has the highest latent heat of evaporation of 4900 W/m2k at higher
heat inputs at 60° heat pipe inclination. But when methanol as a working fluid was
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Fig. 10 Variation of heat transfer co-efficient with heat input and inclination for methanol as
working fluid

used, the highest latent heat of evaporation was 3600 W/m2 only for the same heat
inputs. Hence it can be concluded that for the same heat inputs, water has better heat
absorbing and dissipation capacity than methanol. Water serves as good heat dissi-
pation at higher heat inputs also whereas methanol serves as good heat dissipation
at lower heat inputs only.

4 Optimization of Process Parameters by Response Surface
Methodology (RSM)

Response surface methodology (RSM) is a collection of mathematical and statistical
techniques for empirical model building. By careful design of experiments, we can
optimize a response (output variable) which is influenced by several independent
variables (input variables). In experiments, there is a series of tests, called runs, in
which changes are made in the input variables to identify the reasons for changes in
the output response. In the present investigation, RSM was applied for developing
empirical relationships in the form of multiple regression equations for the heat
transfer coefficient of heat pipes. In applying the response surface methodology, the
independent variablewas viewed as a surface towhich amathematicalmodel is fitted.
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Finally, the application of RSM is aimed to obtain the optimized process parameter
to achieve the maximum performance of any process.

Development of empirical relationship is a customary approach to the recently
developedprocess to reveal the effect of eachprocess parameter against the responses,
and it is evident from the studies of SenthilKumar et al. [12],whodeveloped an empir-
ical relationship usingResponseSurfaceMethodology (RSM) topredict andoptimize
the operating parameters. The predominant factors having a significant influence on
the thermal performance (in terms of heat transfer coefficient and thermal resis-
tance) are (i) Heat input, (ii) Mass flow rate, (iii) Angle of inclination, (iv) Working
fluid inside the heat pipe, (v) Dimensions of heat pipe, and (vi) Heat pipe material.
According to the experimental setup, only mass flow rate, angle of inclination, and
heat input were considered in this investigation.

The working range was fixed according to the physical constraints. Table 2 shows
the working range and levels of input parameters. The mass flow rate, heat input, and
angle of heat pipewere varied in the step of 0.01 kg/s, 100W, and 30°, respectively.As
threewere factors involved in this investigation and the range is notmuchwide, three-
factor three levels CCD matrix was considered. It consists of 20 sets of conditions;
comprising a full replication 3 factors factorial design of 8 points, 6 star points and 6
center points. The upper and lower limits of the parameters were coded as+1 and−
1, respectively. The coded values of any intermediate levels can be calculated from
Eq. (3)

Xi = 2X − (Xmax + Xmin)

Xmax − Xmin
(4)

where Xmax is upper limit of range, Xmin is lower limit of range
By using Response Surface Methodology in Design of Expert software, the

optimum values of sintered wick heat pipe with methanol and water as working
fluids are worked out. The optimum condition for methanol as working fluid at an
inclination of 67.03°, the mass flow rate of cooling water is 0.0202 kg/s at heat input
240.12Wwith heat transfer coefficient of 3805.15W/m2K as shown (See in Fig. 11).
Whereas the optimum values of DI Water as working fluid at inclination of 63.52°,
mass flow rate of coolingwater is 0.029 kg/s at heat input 252.61Wwith heat transfer
coefficient of 4890.08 W/m2K (Fig. 10).

5 Conclusion

In the present study, the optimization of process parameters using RSM and compar-
ison of two different working fluids, water, and methanol, to maximize the heat
transfer coefficient has been done. The following conclusions were drawn. The heat
transfer coefficient for DI water is more when compared with the methanol for the
same heat inputs. Methanol serves as good heat dissipation at lower heat inputs only,
whereaswater serves as good heat dissipation at higher heat inputs also. The optimum
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Fig. 11 Variation of heat transfer co-efficient with heat input and inclination water as fluid

condition for methanol as a working fluid at an inclination of 67.03°, at a flow rate of
0.0202 kg/s and heat input of 240.12 W, and the value is 3805.15 W/m2k. Optimum
condition for DI water as a working fluid at 63.52° inclination, 0.029 kg/s flow rate
and 252.61 W and the value is 4890.08 W/m2k. The heat transfer coefficient was
found to increase with the increase in heat input in both cases.
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A Numerical Study on the Flapping
Dynamics of a Heaving Flexible Foil
in a Uniform Flow

Kuntal Patel, K. Supradeepan, and P. S. Gurugubelli

1 Introduction

Flapping dynamics of a flexible foil is an active area of research because of its
direct relevance to the development of energy harvesters and bio-inspired locomo-
tion. However, there exists a fundamental difference between energy harvester and
flexible-foil propellers in terms of the direction of energy transfer. Energy harvesters
draw energy from the fluid flow while flexible-foil propellers impart energy to the
fluid via thrust generation [1]. Hence, propellers exhibit reverse Karman Vortex
Street. In this section, we will outline some major studies related to the flapping
dynamics of a flexible foil. In the first part, flapping dynamics from the perspective
of propellers are discussed and then in the context of energy harvesters in the second
part.

Flapping dynamics with application to propellers: One of the early theories
explaining the swimming of a slender fish was given by Lighthill [2], where swim-
ming movements were restricted to the direction perpendicular to the direction of
locomotion. For a slender body to swim at a certain desired speed, it has to generate
a bending wave at a speed of 25% higher than that of desired swimming speed [2].
More recently, Quinn et al. [3] proposed scaling laws for the propulsive performance
of heaving foils based on an experimental study. It was shown that the increase in
heaving frequency leads to an increase in the thrust coefficient. Also, for a given
heaving amplitude, the thrust coefficient depends on the Strouhal number. Later,
universal scaling laws for the transition to the reverse Karman vortex street (i.e.,
drag-to-thrust wake transition) were given by Lagopoulos et al. [4]. Different cases
of pure pitching, pure heaving, and the combination of pitching and heaving motion
were studied using 2D numerical simulations in [4]. They considered a modified

K. Patel · K. Supradeepan · P. S. Gurugubelli (B)
Birla Institute of Technology and Science-Pilani, Hyderabad Campus, Hyderabad, India
e-mail: pardhasg@hyderabad.bits-pilani.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
M. Palanisamy et al. (eds.), Theoretical, Computational, and Experimental Solutions
to Thermo-Fluid Systems, Lecture Notes in Mechanical Engineering,
https://doi.org/10.1007/978-981-33-4165-4_15

149

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4165-4_15&domain=pdf
mailto:pardhasg@hyderabad.bits-pilani.ac.in
https://doi.org/10.1007/978-981-33-4165-4_15


150 K. Patel et al.

Strouhal number based on the motion of the chord-line of the foil over a cycle, and
it was hypothesized that the onset of reverse Karman Vortex Street takes place when
modified Strouhal number approaches unity. The existence of resonant peaks for the
thrust power was reported by Alben [5], when plotted against various values of fin
rigidity for a given pitching frequency. This resonant peak for the thrust power hits
the maximum value when the trailing edge is positioned upwards in a one-quarter-
wavelength mode of deflection [5]. Further details on swimming performance and
associated vortex dynamics during undulatory and oscillatory motion can be found
in [6].

Flapping dynamics with application to energy harvesters: The possibility of
harnessing energy through the flow-induced vibrations of a flexible bodywas demon-
strated by Allen and Smits [7] for the first time. Fluid-elastic instability can trigger
the self-sustained flapping of a flexible body, and hence capacitive buildup can be
achieved by attaching a layer of a piezoelectric patch to a foil undergoing flapping
motion.With thismotivation, several researchers have explored the flapping dynamic
of a flexible foil for different configurations, which mainly includes (1) flexible foil
fixed at the leading edge (ordinary flag) and (2) flexible foil fixed at the trailing edge
(inverted flag). Flapping dynamics of a flexible foil is governed by mass-ratio (m*),
non-dimensional flexural rigidity (KB), and Reynolds number (Re); given as

m∗ = ρsh

ρ f L
KB = E I

ρ f U 2
0 L

3
Re = ρ f U 2

0 L

μ f
(1)

where fluid denotes the density of the solid, density of fluid, dynamic viscosity,
Young’s modulus, and area moment of inertia, respectively. Equation (1) represents
the foil thickness of foil, length of foil, and free stream velocity. Connell and Yue [8]
presented a detailed numerical study (using a coupled fluid–structure direct simula-
tions) on flapping dynamics of a one-dimensional flag, placed in a two-dimensional
flow. Dispersion relation obtained in [8] (from the equation governing flag motion)
suggested that a decrease in either mass-ratio or Reynolds number and increase
in bending rigidity leads to the stabilizing effect. Further, three different flapping
modes were identified in [8], namely fixed-point stability, limit cycle flapping, and
chaotic flapping. Detailed review on theoretical, numerical, and experimental studies
on flag-flapping can be found in Shelley and Zhang [9]. Inverted flag configuration
was studied experientially by Kim et al. [10]. Inverted flag configuration is more
promising than an ordinary flag because of the generation of a large amount of strain
energy compared to that of ordinary flag configuration [10]. Gurugubelli and Jaiman
[11] presented three different stability regimes of an inverted flag: fixed-point stable,
deformed steady, and unsteady flapping state. Moreover, unsteady flapping can exist
in the form of inverted limit-cycle flapping, deformed flapping, or flipped flapping
[11]. They characterized the transition from deformed steady-state to the unsteady
flapping state as a consequenceof theflowseparation at the free leading edge.A recent
study from our group (Gurugubelli and Jaiman [12]) on numerical simulations of
large-amplitude flapping (LAF) of an inverted foil at Reynolds number Re = 30,000
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using variational fluid–solid formulation based large-eddy simulation revealed that
LAF of an inverted foil is not driven by classical vortex-induced vibrations rather it
originates from the complex interplay of unsteady leading-edge vortex shedding, the
inertia of foil and flexibility induced elastic recoil.

The focus of the present numerical work is to study the similarity and differences
between the flapping dynamics of a heaving flexible-foil (for different amplitude-
frequency combination) and a flexible-foil with a clamped leading-edge. The rest
of the paper is organized as follows: In Sect. 2, equations governing fluid and solid
dynamics along with the formulation of the present quasi-monolithic fluid–structure
solver are discussed. The verification of numerical methodology is presented in
Sect. 3. Results obtained from present numerical simulations are discussed in Sect. 4.

2 Governing Equations and Numerical Methodology

Governing equations for fluid and solid dynamics along with the numerical method-
ology are briefly discussed in this section. The Navier–Stokes equations in ALE
reference frame for incompressible flow are given as

∇ · u f = 0 on � f (t) (2)

ρ f ∂u f

∂t
+ ρ f (u f − w).∇u f = ∇ · σ f + f f on � f (t) (3)

where ρ f ,u f ,w, and f f are fluid density, fluid velocity, mesh velocity, and volu-
metric forces acting on fluid, respectively. Further, Cauchy stress tensor σ f can be
written as

σ f = −pI + μ f
(
∇u f + (∇u f

)T)
(4)

where p is fluid pressure, I is second-order identity tensor and μ f represents
dynamics viscosity. The equation for the structural dynamics is

ρs ∂u
s

∂t
= ∇ · σs + f s in�s (5)

where, us, f f , andσs denote solid velocity, volumetric forces acting on solid and
Piola–Kirchhoff stress tensor, respectively. In this work, Saint Venant–Kirchhoff
model is used to compute structural stresses.Kinematic anddynamic boundary condi-
tions along the fluid–solid interface� are realized by imposing interface velocity and
traction continuity conditions; which are given as

u f
(
ϕs(z, t), t

) = us(z, t) ∀z ∈ � (6)
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∫

ϕs (γ,t)

σ f (x, t) · n f d� +
∫

γ

σs(z, t) · nsd� = 0 ∀γ ∈ � (7)

where n f and ns represent the outward normal vectors to the fluid and solid inter-
face boundaries, respectively. φs is the position mapping function that maps each
structural node in the deformed state at a given time t to its initial position z.

In the present work, Combined Field with Explicit Interface (CFEI) advancing
formulation (Liu et al. [13]) is employed.CFEI formulation is implemented in an arbi-
trary Lagrangian–Eulerian (ALE) reference frame using the Finite Element Method
(FEM). This scheme is proved to be stable and second-order accurate in time. The
applicability of the solver for problems involving the flapping phenomenon can be
found in [14].

3 Verification

Computational set-up for the problem of heaving flexible foil is shown in Fig. 1 with
boundary conditions. A flexible foil is placed in a uniform free-streamwith a velocity
U0. The leading-edge of the flexible foil is heaved with a certain non-dimensional
amplitude A and frequency f . Before we perform a systematic parametric analysis,
the solver has been verified and is done by simulating the flapping dynamics of
a flexible foil with a fixed leading edge. This verification is done using the mesh
obtained from the grid independence test, which consists of 29,549 fluid-nodes,
1071 solid-nodes, 14,657 fluid, and 472 solid second-order triangular elements. Non-
dimensional parameters selected for the verification study arem*=0.1,KB =0.0001,
and Re = 1000. Trailing edge displacement obtained from the present numerical
simulation is then compared with the numerical result of [8]—shown in Fig. 3.
The value of the flapping Strouhal number obtained in the present simulation is

Fig. 1 Computation domain set-up for a heaving flexible foil along with boundary conditions
considered for the simulations
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Fig. 2 Comparison of the trailing edge transverse displacement time history with the numerical
simulations of [8]

0.2434, while the value of the flapping Strouhal number reported in [8] is 0.2318.
The difference between both the values of flapping Strouhal number is within the
acceptable limit (Fig. 2).

4 Results and Discussion

Flapping dynamics of a flexible foil—subjected to a heavingmotion—is discussed in
this section. The heaving motion of a foil is realized by imposing a sinusoidal motion
(with a certain amplitude and frequency) at the leading edge (L.E.). Non-dimensional
amplitude-frequency combinations corresponding to (A, f ) = {(0.05, 0.25), (0.05,
0.50), (0.10, 0.25), (0.10, 0.50), (0.15, 0.25), (0.15, 0.50)} are numerically inves-
tigated. Fluid–solid dynamics arising from these combinations are explained by
comparing it with the flapping dynamics of a flexible foil with a fixed L.E., that
is, A = 0. In order to quantify the consequences of a heaving motion, transverse
displacement and phase portrait for the trailing edge (T.E.) alongwith the fast Fourier
transform are investigated. Further, the vortex structures are presented to understand
the similarity and differences in the dynamics as compared to its fixed L.E. counter-
part. The parametric simulations have been carried out for m* = 0.1, KB = 0.0004,
and Re = 1000 (for all amplitude-frequency combinations).

Figure 3 summarizes L.E. and T.E displacement time histories in the transverse
direction. Figure 3a presents the time history for the case of fixed L.E., wherein
the T.E. exhibits regularized sinusoidal motion. However, this T.E. displacement
response gets altered for the non-zero value of heaving amplitude and frequency.
In the case of non-zero leading heaving amplitudes, T.E. displacement response
exhibits multiple frequencies, except for the amplitude-frequency combination of
(A, f ) = (0.15, 0.50) (see Fig. 3g). The qualitative trend of T.E. displacement for (A,
f ) = (0.15, 0.50) and fixed leading edge case is identical. In order to separate the
combinations of frequency and amplitude associated with the trailing edge plots in
Fig. 3, fast Fourier transform (FFT) is performed. The outcome of FFT for all the
simulations is shown in Fig. 4.
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Fig. 3 Time history of the trailing and leading edge cross-stream displacements for A =
{0,0.05,0.1,0.15} and f = {0.25, 0.5}

With the exception of FFT plots corresponding to the cases fixed L.E. and (A, f )
= (0.15, 0.50) cases, all other simulation cases have exhibit two distinct transverse
trailing displacement frequencies. Even though both fixed L.E. and (A, f ) = (0.15,
0.50) cases exhibit a single peak frequency, the peak frequency in the case of the fixed
L.E. corresponds to passive flapping motion. On the other hand, the peak frequency
for (A, f ) = (0.15, 0.50) is equal to the heaving frequency of the L.E. For the cases
where the trailing edge exhibit multiple frequencies, the first peak, that is, 0.5 in FFT
plots for (A, f ) = (0.05, 0.25), (0.10, 0.25), and (0.15, 0.25) represents the bending
wave generated by the heaving motion, while the second peak corresponds to the
passive flapping frequency due to the fluid-elastic instability. Due to the existence of
two bending waves, the flapping amplitude strongly depends on the synchronization,
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Fig. 4 Fast Fourier transform of signal plots for a transverse displacement of the trailing edge
displacements shown in Fig. 3

that is, constructive or destructive interactionbetween these twowaves andmagnitude
of energy these waves carrying with them. As a result of this, the amplitude of the
primary peak (corresponding to the heaving frequency) increaseswhile the amplitude
of the secondary peak (corresponding to the frequency of bending wave generated
from thefluid–solid interaction) decreases as heaving amplitude is increased.This can
be clearly observed by looking at the FFT plots corresponding to (A, f )= (0.10,0.50)
and (A, f ) = (0.05,0.50).

After discussing the transverse displacement of T.E. and their FFT, we can now
introduce phase portraits for T.E. position. Phase portraits containing the time history
of T.E position are shown in Fig. 5, for all the cases. As depicted in Fig. 5a, for a fixed
leading age case, T.E. traverses on a fixed cyclic path once the dynamic equilibrium
is achieved. Likewise, for case (A, f ) = (0.15, 0.50) also, T.E. travels on a certain
fixed cyclic trajectory. The shape of the phase portrait for both the cases is similar,
except it is enlarged in the case of (A, f )= (0.15, 0.50) because of the higher flapping
amplitude. For all the cases with heaving frequency f = 0.25, the maximum distance
traveled by T.E. in both X and Y direction increases with an increase in heaving
amplitude (because of the occasional superposition of existing bending waves). This
results in the enlargement of the phase portrait. For higher heaving frequency, f =
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Fig. 5 Phase portraits illustrating traversal of the trailing edge during the flapping motion of a
heaving foil

0.5, T.E. trajectories start collapsing with the increase in heaving amplitude and
ultimately results in a figure-of-eight trajectory (see Fig. 5g).

Finally, the foil response kinematics (which implicitly represents the fluid
dynamics since foil kinematics is a result of feedback forces from fluid) and fluid
flow features are illustrated in Fig. 6. For all the cases with frequency f = 0.25,
vortex street contains the signature of the heaving motion of the foil, which leads to
the undulation of the vortex street. However, it should be noted that vortex shedding
frequency for these cases is similar to that of a fixed L.E. case (see Fig. 6). This
is the indication of the fact that the second peak from the FFT plots of these cases
(Fig. 4b, d, f) is responsible for the sinusoidal pattern of the vortex street while the
primary peak is responsible for the vortex shedding. In other words, the bending
wave generated from the heaving motion does not have any influence on the mech-
anism leading to the detachment of the vortex; otherwise, it would have resulted in
a different vortex shedding frequency along with the change in a vortex structure.
For high-frequency cases (f = 0.5), the interaction between the bending waves alters
the vortex modes (compared to what is observed for fixed L.E. case). Cases with
A = 0.05 and 0.10 at f = 0.50 show chaotic vortex street which may be attributed
to the existence of two equally dominate bending waves. A periodic vortex wake is
observed for all the cases where there exists a single dominant bending wave. Note
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Fig. 6 Effect of heaving motion on the vortex modes generated

that similarity in heaving Strouhal number does not ensure the similarity in flapping
dynamics even if they have the identical value of m*, KB, and Re (see Fig. 6c, d).

5 Conclusions

Numerical simulations corresponding to non-dimensional amplitude-frequency
combinations of (A, f ) = {(0.05,0.25), (0.05,0.50), (0.10,0.25), (0.10,0.50),
(0.15,0.25), (0.15,0.50)}, and for m* = 0.1, KB = 0.0004, Re = 1000, have been
carried out to study the influence of heaving motion on the flapping dynamics of a
flexible foil. For the cases with f = 0.25, fast Fourier transform of the cross-stream
position of the trailing edge showed the existence of two different bending waves,
one originated from the heaving motion at the L.E., and another generated from the
fluid-elastic instability at the T.E. Further, the vortex shedding pattern in these cases
is similar to that of observed in the absence of heaving motion, but with the periodic
undulation of the vortex street in the transverse direction because of the heaving
motion.
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Effect of Heat Shields on Performance
of Rolls Integrated with Internal Heaters
and Its Simulation

Nalla Shivaprasad and U. S. Jyothi

1 Introduction

Engineering steels have varied to concede for the required properties from ENIA
(230M07)—EN41 (905M39), that is, EN1A, EN3B, EN8, EN16, EN19, EN24,
EN32, EN36, EN40B, EN41. Rolls of packing machine are manufactured with En8
steel, which has better properties compared to mild steel. Surface processing plays
a significant role in having reduced thermal conductivity in order to have low heat
transfer from the surface of the rolls, in turn, low heat dissipation.

By flame and induction hardening process, EN8 steel is heat-treated to provide
good surface hardness and moderate wear resistance and with the knowledge of
slashing interplay between deformation and grain microstructure size. It is Probable
to anticipate the behavior of steel when subjected to assorted working conditions [1,
2]. It was studied that the surface boronizing via sandblasting will decrease thermal
conductivity because of reduced grain size and increased the volume fraction of
equilibrium grain boundaries [3]. In contrast to metals, usually, Ceramics are more
resistant to oxidation, corrosion, and wear, as well as being better thermal insula-
tors; these are widely used for thermal barrier coatings like YSZ, PSZ, etc. [4]. It
was ascertained that liquid Nanoceramic coatings will create infinitesimal cellular
ceramic microspheres, which decreases the thermal conductivity is around 0.001–
0.003 W/m K because of the formation of vacuum-hollow balls on high temperature
melted ceramic [5]. In the current context, research is targeted to use simulation tools
on many aspects such as varying injection pressure, timing, combustion chamber
configuration for different fuels in IC engines for temperature variation, and heat
flux analysis in heat transfer applications [6].
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Heat shields protect structures from extreme temperatures and thermal gradients
by two primary mechanisms, such as thermal insulation and radiative cooling. These
relatively isolate the underlying structure from high external surface temperature
while emitting heat outwards through thermal radiation. For heat shield applications,
low thermal conductivity materials are essential, and stainless steel 316Ti can be
chosen for analysis based on its composition and properties for the suitability of heat
shield [7, 8]. TIG welding technique is compatible with respect to process and also
to retain the shield strength for the fastening of the heat shield in the desired shape of
the roll [9, 10]. By inserting the stainless steel in high-temperature molten Li2BeF4
(FLiBe) salt, it was reported that the corrosion resistance for the stainless steel will
be more [11]. Further, it was concluded with experiments on stainless steel to study
the effect of oxidation in supercritical water and reported that the stainless steel is
less susceptible to oxidation [12]. The researcher’s studies elaborated the methods
of surface alloying and surface coating to the stainless steel to increase the wear
resistance and to reduce the overall thermal conductivity [13, 14].

From the above discussions, heats shields are most conceding and economical to
increase the performance of rolls. Stainless steel 316Ti is decided as heat shielding
material because of hierarchical properties such as low thermal conductivity, high
resistance to corrosion, and pitting at high temperatures than other conventional
chromium-nickel austenitic stainless steels. Heat shield, stainless steel 316Ti are
fabricated in the form as the superficial surface of rolls and cladded them to rolls as
an interference fit manually.

2 Materials and Methodology

2.1 Materials Used

As per the specifications of the packing machine, the EN8 material is used for the
fabrication of rolls. In this study, based on the availability and suitable properties, a
stainless steel 316Ti heat shield used to shield on the surface of the rolls to reduce
heat transfer and power input to the heater. The composition of the rolls (EN8) and
stainless steel 316Ti is shown in Table 1.

Table 1 Composition of EN8 and stainless steel 316Ti

Composition (%) Cr Mo Ni Mn S Si N C Ti Fe P

Stainless steel 316Ti 17 1.5 12 1.5 0.03 0.75 0.1 0.08 0.7 63.34 –

EN8 Steel – – – 0.8 0.005 0.3 0.4 – 98.3 0.05
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2.2 Experimental Setup

The experiments were conducted on the Packing machine of single cutting-edge
rolls integrated with internal heater is used as shown in Fig. 1 and specification are
listed in Table 2. The heating element is made up of brass and Nichrome wires and
the specification of the setup is shown in Table 1 for analysis purpose; the packing
material thickness is adapted for experimentation is 80 gauge polypropylenematerial
and for which the required temperature on rolls of packing is 175 °C. Initially by
switching on the power to the heater experiments were conducted on rolls without

Fig. 1 Packing machine with roll. (1) Power switch (2) motor switch (3) ammeter reading (4)
vertical temperature controller (5) horizontal temperature controller (6) polypropylene cover (7)
chute for cover (8) horizontal rolls (9) oil supply (10) crompton 0.5 HP induction motor (11) 30:1
gear box (11) series of spur gears (12) bevel gear to H-rolls

Table 2 Specifications of the
packing machine

Parameter Specification

Motor power 0.5 HP

Gear box 30:1 worm wheel

Heater 220 V

Speed of motor 1500 RPM

Rolls EN8

Temperature controller PID
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heat shield for evaluating the of power input required to attain the temperature of
requirement. Then the same procedure is repeated with the rolls, which are covered
with the heat shield of stainless steel 316Ti for the same temperature of 175 °C for
the rolls. Heaters of the horizontal and vertical rolls are connected to the temperature
controller, which has the control loop feedback mechanism to regulate the surface
temperature of the rolls at the cutting edges. Because of the availability of PID
controller, once the desired surface temperature is achieved it automatically cuts off
the current supply to the heaters. Further, as time passes, heat from the surface of
the rolls will get dissipated, and then the temperature controller will come into effect
and switch on the current supply to the heaters to maintain the required surface
temperature for packing. The required surface temperature depends on the cover
micron we used, that is, for higher thickness, we need high surface temperatures at
the cutting edge of the rolls. The standard roll with heat shield (stainless steel 316Ti)
of 0.7 mm thickness, as shown in Figs. 2 and 3.

Fig. 2 Standard rolls

Fig. 3 Rolls with heat shield



Effect of Heat Shields on Performance of Rolls Integrated … 163

2.3 Simulation

In order to evaluate the effect of heat shields for different material and variation of
any operating/design parameters, instead of wasting the material and lead time for
fabrication, an attempt is being done using Simulation techniques. Simulation is done
for the rolls with heat shield and without heat shield in ANSYS with steady-state
thermal analysiswith relevant boundary conditions ascertained from the experiments.
Domain size is selected for the numerical solution based on the dimension of rolls of
the packing machine, which plays a vital role in terms of saving power by reducing
heat transfer to the environment with the aid of heat shields. The images of model of
rolls with and without heat shields for simulation analysis are shown in Figs. 5 and
6.

Meshing is the tool used in the software design to divide the entire components into
a finite number of small elements as required. Themagnitude of the split components
must be as tiny as necessary, so that the full number of split components must be
as big as necessary, making the findings precise. Meshing for the roll is done by
making 32,001 nodes and 18,579 elements for the precise evaluation of results and
meshing is shown in Fig. 4 Grid Independence is follows as the meshing type is
changing from coarse mesh to fine mesh the results are in favour with respect to
experimental results. The boundary condition for the rolls without shield is 465 kJ
of heat at the slot of diameter 18 mm and for the roll with shield is 400 kJ to attain a
steady temperature of 175 °C.

Fig. 4 Meshing of rolls
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Fig. 5 Model of roll without shield

Fig. 6 Model of roll with shield
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3 Results and Discussion

3.1 Experimental Results

The variation in temperature for different heat inputs to the heater integrated to Rolls
with and without heat shield is shown in Fig. 7. It is observed that there is an increase
in temperature with an increase in heat input for two cases of with and without the
shield. Due to low thermal conductivity and high reflectivity of heat shield covered
over the surface of the roll, the rate of increase in temperature is more in case of
shielded roll compared to without shield. The hierarchical properties of 316Ti lead
to 14.2% decrease in heat input as compared with standard rolls.

From Fig. 8, with and without a heat shield, the distinction in time to attain the
required temperature is presented. The time required to reach the temperature of
175 °C, which is suitable for a packing material thickness of 80 microns is 28% less
than without a heat shield roll. The rate of decrease in time is almost uniform till
150 °C, after there is a drastic reduction rate is noticed up to 175 °C. This is because
of a decrease in thermal conductivity and heat transfer coefficient between the heat
shield and environment at that temperature.

After reaching a steady surface temperature current is cut-off by the temperature
controller to the heater; as time passes, heat will be dissipated from the surface of
rolls and heat shields. So as to maintain constant surface temperature, T-controller
again switches current to the heater. After achieving the desired temperature, let
1750c current to the heaters will be cut-off by the T-controller. Calculation of heat

Fig. 7 Heat input versus
temperature
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Fig. 8 Time versus
temperature
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supply for one hour is done to with heat shield and without a heat shield. In an hour,
there are current supply 5 amps for 1350 secs for with heat shield and for without
heat shield supply 5 amps for 2000 secs. Per hour there is saving 198 W with heat
shield after reaching a steady temperature. As per the electricity board, one unit of
current is equal to 1 KWH (i.e., 1000 W per hour). It results, in one hour, there is a
saving of 198 W. Therefore, there is a saving of 0.19 units of electricity in one hour.

3.2 Simulation Results

3.2.1 Heat Flux

Simulation analysis is done for the rolls with and without heat shield rolls using
ANSYS with property values of EN8, stainless steel 316Ti, and obtained boundary
conditions from the experiments. Heat input is given in the slot where the heater
is placed, and heat is distributed in the entire roll according to the geometry. Heat
flux distribution is shown in Fig. 9 for without shield and Fig. 10 for with shield.
Simulation is done by taking ambient at a constant temperature for both rolls of with
and without shield.
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Fig. 9 Heat flux variation without shield

Fig. 10 Heat flux variation with shield
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Fig. 11 Temperature simulation with shield

3.2.2 Temperature

Because of heat supply at slot, temperature distribution took place in the entire roll
of with and without a heat shield. To reach a minimum temperature of 175 °C, a
heat input of 930 kJ of heat is supplied at the slot for the standard roll, and 800 kJ of
heat is supplied for the shielded roll. Figure 11 shows the temperature distribution
of standard roll in the simulation where the minimum temperature goes up to 181 °C
and Fig. 12 shows the temperature distribution of shielded roll in the simulation
where the minimum temperature goes up to 183 °C. Because of the ideal condition
in simulation, the temperature goes beyond the experimental values.

Figure 13 shows how temperature is varying in simulation for the given heat
inputs to the rolls with and without heat shield which are obtained from the experi-
ment. Graph justifies experimental results that, as the temperature is increasing, heat
supplied to the shielded roll is decreasing when compared to standard roll. Further,
for a casewithout shielded roll, the slope is streak andmore in comparison to shielded
roll slope.

4 Conclusions

This paper reports the role of heat shield on the surface of rolls to increase the
performance of roll by decreasing heat input and reducing heat dissipation to the
environment.



Effect of Heat Shields on Performance of Rolls Integrated … 169

Fig. 12 Temperature simulation without shield
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Fig. 13 Heat input versus temperature in simulation

• Shielded rolls are consuming 13.9% less heat and 14.2% less power in contrast
to standard rolls.

• After attaining the required temperature for both rolls, shielded rolls are saving
0.19 units of electricity per hour.

• Shielded rolls took 28% less time in comparison to standard rolls to attain the
required temperature.
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Influence of Geometric and Operating
Parameters on the Heat Transfer
Enhancement of Synthetic Jet

Aswini Kumar Khuntia, Pandaba Patro, and Sanjoy Ghoshal

1 Introduction

Nowadays, the human dependency on electronic gadgets and components increased
drastically, which has resulted in quick development in VLSI technology. This leads
to the use of high power, high speed, and high-density microchips. The increase in
power levels with the reduction in feature size of the electronics components results
in continuously increasing heat fluxes of electronic devices. Mainly, the failures
of the electronic components are due to overheating or thermal failure. The heat
generated inside the electronics devices during the operation should be effectively
dissipated within the specific time for the proper functioning of the device. Therefore
a highly efficient and compact cooling solution is essential to keep the consistency
of electronic devices, and this need is expected to develop constantly in the near
future. A number of cooling methods have been developed in the last few decades
for the extraction of heat excess produced in the device. In general, either active or
passive cooling can be employed, but active cooling is more suitable as compared
to passive cooling in case of limited availability of space. Active cooling using a
synthetic jet can be useful to small systems. The use of Synthetic Jet has a lot of
advantages over the other methods that are low cost, lightweight, simple structure,
and easy installation.
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2 Synthetic Jet

A synthetic is produced by the time-periodic motion of an oscillating diaphragm at
one end inside a sealed cavity with an orifice opening at the other end. The synthetic
jet operating cycle is divided into the suction and ejection cycle. During the suction,
the diaphragm is moving outward from the cavity (Fig. 1), drawing in a fluid to fill
the cavity, which increases the volume of fluid in the cavity. In the ejection cycle, the
diaphragm move towards the orifice; this produces a large amount of force on the
fluid in the cavity. Synthetic jet does not require continuous fluid flow as compared
with the conventional continuous jet. A synthetic jet has the ability to transfer the
linear momentum to the surrounding without the inevitability of a net mass flux,
which is the primary advantage of a synthetic jet as compared with the ordinary
steady jet.

The performance of a synthetic jet mainly depends upon actuator geometrical
constraints: orifice diameter (Do), orifice depth (h), cavity diameter (Dc), and cavity
depth (H); two actuator operating parameters: oscillation amplitude (�) and oscilla-
tion frequency (f ); and also three fluid constraints: temperature (T ), density (ρ), and
viscosity (μ).

Synthetic jet does not require continuous fluid flow as compared with the conven-
tional continuous jets. Close to the exit plane, the speed decreases continuously, but
the local mean velocity is increasing [1]. As synthetic jets are formed totally from

Fig. 1 Schematic of a synthetic jet
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Fig. 2 Synthetic jet

the working fluids of the flow system, they can only transfer momentum with no net
mass flow across the flow boundary [2]. The continuous movement of the diaphragm
produces a sequence of vortex rings, which make up the body of the synthetic jet
and whose presence produces an average velocity along the jet axis away from
the orifice. Thus, a synthetic jet is deemed a zero-net mass flux device capable of
inducing non-zero momentum along the jet direction [3]. The fluid volume is driven
from the cavity in the forward stroke, and the same comes back into the cavity in the
succeeding suction stroke. Due to a lot of advantages of a synthetic jet, it has been
used in many applications.

A circular synthetic jet actuator, as shown in Fig. 1, consists of three main parts,
that is, diaphragm, cavity, and the orifice. The vibrating diaphragm is located at the
bottom of the cavity, on the top of which is a round orifice. The diaphragm oscillates
up and down with a sine or cosine waveform. Synthetic jets are developed with the
periodic movement of the diaphragm inside the cavity, which usually produces an
oscillating flow leave into a large volume. Figure 2 shows the oscillatory motion of
the diaphragm inside the cavity and flow of fluid through the orifice.

Apart from the heat transfer enhancement application, synthetic jets are used
in various fields such as for controlling airflow in aircraft to reduce the noise and
enhance the lift, provides thrust for underwater vehicles.

3 Basic Theory and Numerical Procedure

The strength of the synthetic jet mainly depends on the jet velocity, which is derived
from the amplitude of vibration of the diaphragm. According to the theory of plate
[4], the deformation of the diaphragm is
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where

δ Relative deflection of the diaphragm towards the neutral position
r Radial distance from the center of the diaphragm
rc Diaphragm radius
f Frequency of oscillation of the diaphragm
� Amplitude of vibration

Differentiating Eq. (1) with respect to time, we got the speed of oscillation of the
vibrating membrane
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The maximum velocity at the exit of the orifice is given by

Umax = π
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The mean velocity over the complete cycle is given by
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where, T is the period of oscillation of the membrane (Fig. 3).

Fig. 3 Computational domain of synthetic jet
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The Reynolds number is given by Re = Ud
ν

The Stokes Number is given by S =
√

ωd2

ν

where U is the maximum instantaneous velocity that is max(u), ω is the oscillation
frequency in radian/sec, d is the diameter of the opening and υ is the kinematic
viscosity of the fluid.

The computational domain of a synthetic jet is shown in Fig. 3. Axisymmetric
2D model was used for the numerical simulations. In the present study, the flow
characteristics of a synthetic jet are analyzed using the computational fluid dynamics
solver Ansys FLUENT. Similar to the experimental set up by Mane et al. [5] and
Jain et al. [6], a numerical model was developed to satisfy the jet formation criterion.
The dimensions used for the analysis are: orifice diameter D0 = 0.00367 m, orifice
lengthH0 = 0.0016 m, cavity diameterDc = 0.03 m, cavity heightHc = 0.00955 m.

The numerical model is validated with the existing experimental data [6]. The
number of cells chosen initially was 10,000 cells (CoarseMesh) then the grid density
was increased to two other meshes having 30,000 (MediumMesh) and 65,000 (Fine
Mesh) cells to get the grid-independent solution. From Fig. 4, it was clear that
the computational domain with 30,000 cells can be used to get grid-independent
solutions.

Figures 5 and 6 show the variation of absolute velocity with respect to t/T for one
cycle at two different frequencies 32 and 50 Hz. The x-axis represents the normalized
time, and y-axis represents the absolute velocity, and also the results are compared
with the previously available experimental as well as numerical results. The present

Fig. 4 Variation of absolute velocity with normalized time at 32 Hz frequency
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Fig. 5 Variation of absolute velocity with normalized time at 32 Hz frequency

Fig. 6 Variation of absolute velocity with normalized time at 50 Hz frequency
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Fig. 7 Radial Variation of velocity at different axial positions at frequency = 100 Hz

simulation results concur very well with experimental data with an error of less than
10%.

The velocity distribution along the radial direction for different axial distance
is compared. Figure 7 shows the velocity magnitude at t/T = 1. The x-coordinate
represents the radial distance from the center line along the length of the heated
plate. The result clearly shows that the velocity increases initially with the increase
in distance for a particular distance and further increases the velocity decreases.

At first, the surface heat transfer coefficients at a different axial distance from the
orifice are compared. Figures 8 and 9 shows the surface heat transfer coefficients
initially increases and then decreases with the distance .

Figure 10 describes the comparison between the synthetic jet with the equivalent
continuous jet and shows that the synthetic jet gives the better result as compared
with the continuous jet.

Figures 11 and 12 shows the prediction of velocity and heat transfer coefficient
at different frequency of oscillation of the diaphragm. The result showed that the
surface heat transfer coefficient and the velocitymagnitude increaseswith an increase
in frequency.
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Fig. 8 Variation of surface heat transfer coefficient with axial distance at frequency = 100 Hz

Fig. 9 Variation of surface heat transfer coefficient normalized axial distance at frequency= 100Hz
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Fig. 10 Variation of surface heat transfer coefficient normalized axial distance at frequency =
100 Hz and z = 30 mm

4 Conclusion

Two-dimensional, axisymmetric simulations were performed to study the synthetic
jet with a circular orifice at a different frequency of vibration of the diaphragm.
A velocity boundary condition was included for a more accurate study by using a
user-defined function (UDF). A continuous jet was considered for the comparison
with the same boundary condition as that of the synthetic jet. Comparisons were
made between a synthetic jet and continuous jet for the prediction of surface heat
transfer coefficient. It was found that the computational result agreed well with the
previously available experimental as well as numerical results. The synthetic jet
gives a better result for heat transfer as compared with that of the continuous jet.
Five different models of the synthetic jet were tested by placing the heated plate at
a different distance from the orifice, and it was found that the surface heat transfer
coefficient gives a good result for a small distance. Finally, the result showed that
with the increase in the frequency of vibration, surface heat transfer coefficient, and
the velocity magnitude increases. This indicates the strong flow field of the synthetic
jet. So, the performance of the synthetic jet is better as compared to the continuous
jet.With this advantage, a synthetic jet will be recommendedwhere high exit velocity
is required.



180 A. K. Khuntia et al.

Fig. 11 Variation of velocity magnitude normalized axial distance at z = 30 mm

Fig. 12 Variation of surface heat transfer coefficient normalized radial distance at z = 30 mm
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A Numerical Investigation of Effect
of Shape of Orifice on the Heat Transfer
Characteristics of a Synthetic Jet

Aswini Kumar Khuntia, Pandaba Patro, and Sanjoy Ghoshal

1 Introduction

In recent years, the improvements to the cooling of electronics components are highly
essential as the life of the electronic device depends on the working temperature. As
power levels increase with the reduction in feature size of the electronics components
results in constantly increasing heat fluxes of electric components, which increases
the temperature of the devices reducing the life period of the device. At the time of
working, these devices produce a higher amount of heat that needs to be continuously
dissipated to avoid the thermal failure. Therefore, a highly efficient and compact
cooling method is essential to keep the consistency of electronic devices. In general,
either active or passive cooling can be employed, but active cooling is more suitable
as compared to passive cooling. In case of small systems, active cooling using a
synthetic jet is more useful as compared to the other techniques. A synthetic jet is
produced by the time-periodic motion of an oscillating diaphragm at one end inside
a sealed cavity with an orifice opening at other end. The synthetic jet operating cycle
is divided into the suction and ejection cycle. During the suction, the diaphragm is
moving outward from the cavity drawing in the fluid to fill the cavity, which increases
the volume of fluid in the cavity. In the ejection cycle, the diaphragm moves toward
the orifice; this produces a large amount of force on the fluid in the cavity. Synthetic jet
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does not require continuous fluid flow as compared with the conventional continuous
jet. Synthetic jet has the ability to transfer the linear momentum to the surrounding
without the inevitability of a net mass flux is the primary advantage of the synthetic
jet as compared with the ordinary steady jet.

2 Literature Review

In the recent years, the flow characteristics of synthetic jet have been extensively
investigated. The scientific and technical literature documents dealing with synthetic
jets are available for the last three decades. Lv et al. [1] numerically investigated
the effect of geometric parameters like cavity depth, diameter as well as orifice
thickness, diameter, and excitation frequency of the actuator. They demonstrated
that the output velocity could be increased if the cavity acoustic resonance frequency
coincides with the diaphragm excitation frequency. Liu and Chang [2] showed that a
synthetic jet through a diffusion shaped orifice achieved a heat transfer enhancement
30% as compared with the round orifice at an opening angle of 60°, and when the
opening angle increased to 90°, heat transfer enhancement was decreased because of
increased flow circulation and reduced ejection flow velocity. Zhang and Jun et al.
[3] reviewed the development of zero net mass flux jet (ZNMF) and its application
in the separation flow control. They studied the vortex ring and slow structure of the
ZNMF in the quiescent fluid, as well as the effect of different key parameters on
the fluid flow. Cook and Sadri [4] experimentally investigated the use of synthetic
jet by placing it just upstream, and the boundary layer was tripped 40° with either
side from the separation line. Surface flow visualization demonstrated to measure
the effect on the time-averaged separation line due to the synthetic jet around the
cylinder at the downstream of the orifice. Tuckerman and Pease [5] investigated
liquid cooling for the integrated circuits. They were considered the heat transfer
coefficient between the surfaces of the circuit to the coolant, channel width, and
high aspect ratio channels that increase the surface area to design new water-cooled
system for the electronic circuits. Ziade et al. [6] compared the numerical result
with the experimental data and concluded that the synthetic jet nozzle exit property
depends upon the internal cavity parameters. They considered three types of cavity
geometries, that is, cylindrical, conical and 5th order polynomial contraction for the
analysis and found that the cylindrical nozzle transmitsmoremomentumas compared
to the others. This was noted that the internal sharp edge plays an important role as
the shape changes from the sharper cylindrical cavity changes to the contraction; the
momentum flux decreases to 50%. In the cavity, a vortex ringmoves downstream due
to the prior section stroke, persists the upward motion of the diaphragm in case of all
type of cavities. The blockage was more for the conical and contraction cavity, which
decreases the momentum flux at the exit of the nozzle. Miro et al. [7] investigated the
heat transfer characteristic of a synthetic jet which was enclosed by two isothermal
thermal parallel plates with a temperature difference. For this numerical study, the
unsteady 3D Navier Stoke equations were solved for a range of Reynolds number



A Numerical Investigation of Effect … 185

from 50 to 1000. It was found out that the heat transfer at the hot wall and the outlet
temperature correlated to the Reynolds number.

3 Modeling Parameters of Synthetic Jet

A circular synthetic jet actuator, as shown in Figs. 1 and 2, consists of three main
parts, that is the diaphragm, cavity, and orifice. The vibrating diaphragm is located
at the left side of the cavity on the right of which is a round orifice. The diaphragm
oscillates forward and backward with a sine or cosine waveform. Synthetic jets are

Fig. 1 Schematic of a synthetic jet

Fig. 2 Computational domain of synthetic jet
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Fig. 3 Grid Independence at 32 Hz frequency

developed with the periodic movement of the diaphragm inside the cavity, which
usually produces an oscillating flow leave into a large volume.

The performance of a synthetic jet mainly depends upon actuator geometrical
constraints: orifice diameter (Do), orifice depth (h), cavity diameter (Dc), and cavity
depth (H); two actuator operating parameters: oscillation amplitude (�) and oscilla-
tion frequency (f ); and also three fluid constraints: temperature (T ), density (ρ) and
viscosity (μ).

Synthetic jet can be measured by mainly two dimensionless parameters that are
the Reynolds number and the stroke length. The stroke length depends on the diam-
eter of the synthetic jet nozzle. As the velocity profile at the exit of the nozzle is
depends on the diameter of the nozzle that is the shape of the nozzle [8]. They were
chosen different types of nozzles (sharp-edged with a circular hole, all other were
a combination of rounded lips), as well as nozzle plate, sited a little inward to the
main nozzle

4 Basic Theory, Numerical Procedure, and Validation

The strength of the synthetic jet mainly depends on the jet velocity, which is derived
from the amplitude of vibration of the diaphragm. According to the theory of plate
[9], the deformation of the diaphragm is
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where

δ Relative deflection of the diaphragm toward the neutral position
r Radial distance from the center of the diaphragm
rc Diaphragm radius
f Frequency of oscillation of the diaphragm
� Amplitude of vibration

Differentiating Eq. (1) with respect to time, we got the speed of oscillation of the
vibrating membrane.
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Differentiating Eq. (1) with respect to time, we got the speed of oscillation of the
vibrating membrane. The maximum velocity at the exit of the orifice is given by
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The mean velocity over the complete cycle is given by
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The Stroke length L0 is defined by

L0 =
T/2∫
0

u0(t)dt

where,T is the period of oscillation of themembrane, u0 is the instantaneous velocity.
The Reynolds number is given by Re = Ud

ν

The Stokes number is given by S =
√

ωd2

ν

where U is the maximum instantaneous velocity, that is max(u), ω is the oscillation
frequency in radian/sec, d is the diameter of the opening, and υ is the kinematic
viscosity of the fluid.
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The relation between these parameters is as follows: Re = UoDn
ν

, Lo
Dn

= Uo
f Dn

In this numerical study, the flow and heat transfer characteristics of a synthetic
jet impinging on a heated vertical plate that is parallel to the orifice is performed
using FLUENT. The synthetic jet was considered here is similar to that of Mane
et al. [10] for the model validation. The air was taken as the working fluid with an
initial temperature at 300 K and considered incompressible throughout the operation.
Other than the heated wall, all other boundaries are adiabatic. The temperature of the
heated isothermal wall was taken at 360 K, which is like the surface of an electronics
component. As the diaphragm vibrates within the cavity, the jet flows through the
orifice in an oscillatory motion in the defined region. The k-epsilon RNG turbulence
model was preferred for the perfect illustration of the turbulent synthetic jet model.
The periodic motion of the diaphragm was simulated using a user-defined function
(UDF) alongwith a dynamicmeshing technique. Second-order discretizationmethod
was adopted for pressure, momentum, turbulent kinetic energy, turbulent dissipation
rate, and energy. For pressure velocity coupling, SIMPLE algorithm was used. The
validation of the numerical model was done by considering orifice diameter D0 =
0.00367m; orifice lengthH0 = 0.0016m, cavity diameterDc = 0.03m, cavity height
Hc = 0.00955 m, the amplitude of the diaphragm A = 0.000365 m, and for the two
vales of frequency of vibration of the diaphragm that is f = 32 Hz and f = 50 Hz.
The simulation results are compared with those of Mane et al. [10] for the effect of
various cavity parameters as well as the cavity shapes on the synthetic jet flow.

The grid dependency of the present validation work was tested by studying
the variation of the absolute velocity in the solution domain for the different grid
sizes considering three different grid size: 10,000 cells (Coarse Mesh), 30,000 cells
(Medium Mesh) and 65,000 cells (Fine Mesh) cells to get the best available solu-
tion as shown in the Fig. 3. The present simulation results were predicted with the
medium mesh. The comparison result shows that the present result is very similar to
that of the experimental results with an error of less than 3% as observed in Figs. 4
and 5.

A similar continuous jet was recognized for the comparison with the equiva-
lent synthetic jet. A separate model was prepared by removing the diaphragm and
the cavity whereas keeping the rest of the geometry and using the same boundary
conditions as like synthetic jet analysis. By matching the Reynolds number of the
continuous jet and the synthetic jet, the discharge velocity of the continuous jet was
calculated and applied at the orifice inlet.

Figure 6 shows the velocity plots of the continuous jet as well as the synthetic jet
at the Reynolds number of 660. From simulation, it is perceived that synthetic jet
velocity is high near the centerline area, which can help in more localized cooling.
Figure 7 presents the variation of the centreline velocities with Reynolds number
for both synthetic jet and continuous jet is plotted versus the non-dimensional axial
coordinate x/D0. In case of a synthetic jet, the velocity begins to sharp decrease from
the exit value after x/D0 = 5, while this does not occur after x/D0 = 10. The synthetic
jets consistently lie above the continuous jets, indicating that the synthetic jets are
consistently better than equivalent continuous jets.
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Fig. 4 Validation at 32 Hz frequency

Fig. 5 Validation at 50 Hz frequency
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Fig. 6 Velocity versus y/D0 curve at Re = 660 at an axial distance of a 40 mm and b 60 mm
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Fig. 7 Centerline velocity variation along the axis at Re = 660

Different nozzle or orifice shape was considered to investigate its effect on the
performance of synthetic jets.

Nozzle 1: simple cylindrical with a sharp edge.
Nozzle 2: simple cylindrical round edge.
Nozzle 3: cylindrical and divergent with round edge.
Nozzle 4: Cylindrical with both sides round.
Nozzle 5: Assembled of all types of nozzles but the outer nozzle positioned little
outside the downstream (shown in Fig. 8).

Figure 9 signifies the axial velocity as well as the surface heat transfer coefficient
with the non-dimensional distance. The highest value of the surface heat transfer
coefficient and the axial velocity are attained for the nozzles with cylindrical and
divergent shape.

5 Conclusion

In the present research work, numerical simulations were performed for synthetic
jets using Ansys Fluent by considering five different shapes of nozzles or orifices.
The nozzles are considered from the simple cylindrical with a sharp edge to the
addition of a round edge. The next type of nozzle had cylindrical and divergent with
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Fig. 8 Computational domain with nozzle -5

a round edge then the both side round. The last nozzle was assembled of all the
type of nozzles, but the outer nozzle positioned little outside the downstream. It was
found that the jet with cylindrical and divergent nozzles gives a better result for heat
transfer as compared to the others. The flow velocity for the nozzles with cylindrical
and divergent nozzles is higher than that of the round orifice because of the pressure
drop in the ejection. As a consequence, the surface heat transfer is also higher in the
case of nozzles with cylindrical and divergent nozzles.
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Fig. 9 a Axial velocity versus non-dimensional radial distance b surface heat transfer coefficient
versus length of the heated plate for the different type of nozzles
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Atomization Characteristics of a Porous
Injector

M. Jegan and M. Vadivukkarasan

List of symbols

Dl Diameter of the liquid at the tip of the nozzle (mm)
Dn Summation of all 1 mm diameter porous hole of the injector (mm)
lb Breakup length (mm)
li Jet impact length from the tip of the nozzle (mm)
M Momentum flux ratio
Rel Liquid based Reynolds number
Ua and U l Velocity of air and liquid (m/s)
Wee Aerodynamic gas based Weber number
θ Spray angle (°)
ν l Kinematic viscosity of the liquid (m2/s)
ρa and ρ l Density of air and liquid (kg/m3)
σ Surface tension (N/m)

1 Introduction

The present study focuses on the preliminary investigation on the atomization charac-
teristics of a newly developed nozzle called air-assisted porous injector. This injector
ejectsmultiple circular liquid jetswhile airstream is allowed to interactwith it radially
via multiple holes located at its circumference. Although the analysis was conducted
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using a simple set of experiments and simple design, the quantitative description
observed gives us high confidence to apply to a wide range of applications, especially
cryogenic engines to achieve better and stable combustion.

The stages of atomization can be classified into (a) a bulk liquid forming into a
cylindrical jet or sheet and (b) those cylindrical jet breaking up into several ligaments
and drops of different sizes [1]. The former is referred to as primary atomization and
the latter as secondary atomization. The different mechanism of interaction of liquid
and air with its exchange of momentum determines the dominant instabilities, spray
angle, penetration length, distribution, and size of the drops. Depending upon this
interaction, the injector or atomizer can be classified into three categories, namely, (i)
coaxial atomizer [2], (ii) air-assist atomizer [3] and (iii) airblast atomizer [4]. These
are the traditional injectors that rely on the interaction between the liquid and air in
the axial direction to enhance the atomization processes. It is well documented that
depending upon the values of relative velocities between the liquid and airstream
atomizing characteristics falls in one of the above three categories. From the above
mentioned existing literature, it is well known that the key ingredient to obtain the
smaller drops is to operate an injector at lower liquid velocity and higher air velocity.
These smaller drops play a crucial role in the further downstream process in the
combustion application for evaporation and reaction. In contrast to these atomizers, a
porous injector was introduced for the combustion application to reduce the throttling
capability [5–10]. The porous injector relies on the interaction of the airstream in the
radial direction.

Typically, coaxial porous injector comprises of two classes. (i) parallel shower-
head configuration and (ii) coaxial injector with the porous recessed region. The first
class of injector consists of a porous faceplate for the injection of the fuel and a
large number of small diameter ports for the injection of the oxidant. These ports are
arranged in a non-interacting fashion. The liquid and gas interface undergo interac-
tion immediately after injection. A large number of the small diameter of liquid ports
emanates a jet in an oxidant significantly increases the surface area between the fuel
and oxidant compared to typical shear coaxial injectors. The basic configuration of
the second class of coaxial-porous injector is similar to that of the conventional shear
flow coaxial injector. The fuel (liquid) is injected into the combustion chamber in
a similar fashion; however, the introduction of oxidant (gas) is different from one
another. Due to this, two kinds of forces act on the interface, the shear force and
radial force. The atomization is caused due to the transfer of energy by the radial
flow of gas to the liquid column as well as the shear force from the axial developed
gas. This process would lead to a significant increase in mixing.

In addition, both the classes of porous coaxial injector supplement other advan-
tages such as uniform mixing of spray in the axial as well as radial direction, and
the pressure drop can be adjusted by changing the porous size and overcome certain
disadvantages that occur in coaxial injectors, in general. However, both the class of
coaxial porous injectors were found to be promising candidates for a proper injection
system over a conventional coaxial injector. However, these atomizers have received
scarce attention from its initial days. Most of the previous studies have been focused
on characterizing the combustion process and have not explored the characteristics



Atomization Characteristics of a Porous Injector 197

of atomization in any detail. In this paper, the merits of the above-discussed injec-
tors are exploited and developed a novel design. The design is also based on the
theoretical concept by Vadivukkarasan and Panchagnula [11, 12], where this work
emphasizes the radial motion destabilization is much more effective than the axial
motion. The global parameters or themacroscopic characteristics such as spray angle
and breakup length were investigated with the simple experimental setup. To explore
the characteristics of the atomizer, the spray imaging techniques have been utilized,
the images of near-field spray structure have been acquired. The obtained images
have been used to measure the spray angle and breakup length.

2 Experimental Investigation

Theprimary goal of the current study is to test the newly developed air-assisted porous
injector and observe the global parameters such as breakup length and the spray angle.
These parameters can be observed using visualization techniques. Henceforth, a test
facility is constructed to capture the relevant parameters and it is described below in
detail.

2.1 Background for Injector Design

Four kinds of injectorswere chosen for this study initially, although this study empha-
sizes mainly the air-assisted porous injector. All the injectors that have been used for
this investigation were designed by using a 3D modeling software called Catia V5
and fabricated through 3D printing.

The four injectors are (a) coaxial injector as depicted in Fig. 1a, where the liquid
and gas enter into the injector through the different passage and interacts with each
other in the axial direction nearer to the exit of the injector. Secondly, (b) porous
injector, similar to the former as shown in Fig. 1b, but the liquid enters in the axial
direction, and the air enters in the radial directionviamultiple holes and interacts at the
exit of the injector. It is to believe that the breakupmechanism and the spray structures
are vastly different between the coaxial and porous injector. Thirdly, as shown in
Fig. 1c, the parallel showerhead type injector, similar to the coaxial injector, but the
liquid is ejected through multiple holes before interacting with the air. This helps to
enhance the surface area interaction in the multifold. As previously mentioned, the
coaxial injector was explored in detail, while the literature on the porous injector
and parallel showerhead type is very scarce. We have explored these two injectors in
brief, limited to the operating conditions chosen. With the insights gained from these
three injectors with our pilot experiments, we developed a new design as shown in
Fig. 1d.

As can be seen that this injector is the combination of a porous and parallel
showerhead type injector. In a nutshell, the motivation of a newly designed novel
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Fig. 1 Cross-sectional view of the injectors. a Shear coaxial injector, b coaxial porous injector,
c parallel – showerhead injector and d air-assisted porous injector. The blue arrows indicate the
pathway of a liquid, whereas the orange arrows indicate the pathway of the gas (air)

air-assisted porous injector arises from the existing design of a porous and parallel
showerhead to exploit the advantages of these two.With this,wedeveloped an injector
which is the combination of these two, in other words, an atomizer that consists of
multiple circular holes for the flow of liquid (parallel showerhead type) along the
centerline of the injector, and the air is allowed to interact with liquid in the radial
direction (porous injector), again through multiple holes.

Themotivation to design such a nozzle is (i) to increase the surface area interaction
between the thin circular jet and the air and (ii) to break up those jets via a radial
motion of air. It is confirmed that without the presence of air, the atomizer ejects
7 circular jets similar to the single circular jet in the coaxial atomizer. Intuitively
speaking, the air which enters in the radial direction in the air-assisted porous injector
occupies the space in between themultiple liquid jets and pushes the liquid outwards,
thus altering the behavior of spray characteristics. This concept is much different
from the jet in a crossflow, wherein a jet in crossflow, the air is allowed to pass
from one direction to the other, whereas in the air-assisted porous injector, the air is
allowed to strike the liquid jet uniformly in the radial direction. Therefore, it is of
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our interest to understand the atomization characteristics of such an injector and find
its applicability in the rocket engines.

2.2 Experimental Setup

A brief schematic diagram of the experimental setup is shown in Fig. 2, and its
geometric details are displayed in Table 1. For the investigation of these four atom-
izers, the experimental setup was built-up with the injector, air compressed cylinder,

Fig. 2 Schematic diagram of the experimental setup

Table 1 Configuration details of the injector geometry

Parameter Description Values (in mm)

D1 Diameter of the liquid passage(s) at the exit 1

D2 Initial diameter the liquid passage 5

D3 Outer diameter of the gas passage 9

D4 Diameter of the air passage(s) at the exit 1

t1 Thickness of the primary cylindrical portion 2

T ag Gas annular gap 2

t2 Thickness of the secondary cylindrical portion 3
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liquid tank, control valves, flow meters, and pressure gauges. The test of investiga-
tion at different operating conditions was captured by Nikon D3400 DSLR camera
using a shadowgraph photography method by positioning the camera in front of the
injector spray and diffuser sheet at the backside followed by LED light source. The
measuring instrument had been used to fix the operating range to run the test. Since
it is a preliminary study and the objective is to capture only a breakup length and
spray angle in a steady spray, the camera which we used is sufficient. However, if
one needs to capture the frequency of oscillation of the liquid jet or instabilities
associated with the destabilization of liquid jet or the morphology of the breakup
mechanism, the high-speed camera that will be operated on the several thousand
frames per second is required. We again emphasize the experimental setup chosen
in this study is sufficient to capture the two of the global parameters and that will be
discussed in the later section

2.3 Operating Conditions

As mentioned earlier, the present work focuses on the two global parameters, spray
angle (θ ) and breakup length (lb) of an air-assisted porous injector. The dimensionless
quantities that govern these parameters are: (i) the liquid-based Reynolds number,
Rel =U lDl/νl, where the competition is between the inertial force and viscous force,
(ii) the aerodynamic gas-based Weber number, Wea = ρa(Ua- U l)2Dl/σ , where the
competition is between the inertial force and the surface tension force, and (iii)
momentum flux ratio, M = ρaU2

a/ρ lU2
l represents the competition between air and

liquid momentum flux. It is also otherwise referred to as a dynamic pressure ratio.
Here, a and l denote air and liquid, respectively, U represents the velocity, ν and σ

indicate kinematic viscosity and surface tension, respectively. The density of air and
the liquid under the atmospheric conditions are assumed to be 1 and 1000 kg/m3,
respectively. These preliminary experiments were operated for a range of Reynolds
number, Rel = 1050 – 3150, Weber number, Wea = 0–20, and the Momentum flux
ratio, M = 1–4. Note that the Wea is chosen less compared to the real operating
condition due to the few practical constrains of having a limited size of compressor
that can be operated only on the not-so-high air velocity. It should be mentioned to
conduct the test on the real operating conditions and it is an expensive and very chal-
lenging task. Nevertheless,M appears to be in the range of real operating conditions
and it is due to the choice of Rel.

The preliminary cold flow test of the air assisted porous injector is investigated
for a wide range of operating conditions. The preliminary investigation on all the
four injectors was performed to understand the atomization performance of each
one. Similar to the air-assisted porous injector, the shear-coaxial injector, the show-
erhead injector and coaxial porous injector were also been tested with the same
operating conditions to compare the atomization characteristics. However, the result
was presented here is only for newly modified air-assisted injectors owing reason
that the other injectors are already tested by a few authors, at least at a preliminary
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level. The effect of breakup length (lb) and the spray angle (θ ) on the momentum
flux ratio (M) for an air-assisted porous injector will be discussed in the next section.

2.4 Air-Assisted Porous Injector Versus Other Injectors

Initially, all the four injectors were operated, and the results were obtained. In a
visualization inspection, it was found out that the increase in the airflow rate for a
constant liquid flow rate results in accelerating the process alone, and it does not
result in altering either the breakup length and spray angle for the coaxial injector
and the parallel showerhead injector. This could be also due to the limitation of the
operating conditions chosen. However, the porous injector and the air-assisted porous
injector showed a significant change in the breakup length and the spray angle for
the same operating conditions (even with the same limitation of the flow conditions).
This is because of the reason due to the fact that the air interacts with the water in
the radial direction that results in vastly different spray characteristics. In these two
porous injectors, the air which enters in the radial direction occupies the space in
between the single ormultiple liquid jets and pushes the liquid outwards, thus altering
the behavior of breakup length and spray angle. Since the porous injector (with a
single hole at the centerline) can be treated as a special case of the newly developed
air-assisted porous injector, we here present only the results of the air-assisted porous
injector.

2.5 Spray Imaging

The collage of the near field images of the air-assisted porous injector is captured
and has been displayed in Fig. 3. It can be seen that those visualization images
clearly show the effect of breakup length and spray angle for a limited range of
operating conditions. Although the raw images are presented here, the values of
breakup length and the spray angle is calculated from themean of the images obtained
at the different instants for each injector at different operating conditions. The value
of these two parameters was obtained from the instantaneous images by using the
in-house MATLAB code. Recall that the increase in Ua and the decrease in the U l

increases the value ofM according to the definition followed in this study. The value
of the Weber number and Reynolds number can be calculated based on the values
of Ua and U l. From these raw images, it can be observed that for the case of Ua =
0, the increase in the U l has no significant effect in either the lb or θ. On the other
hand, for a constant U l (see the first column of the collage), the increase in the Ua

has a significant effect. It can be observed that the increase inUa decreases the lb and
increases the value of θ. Consider the second column, where the U l is maintained as
constant while Ua is increased. As can be seen, an increase in Ua decreases the lb
and increases the spray angle (θ ). But notice that there is no effect from increasing
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Velocity (m/s) Ul= 0.15 m/s Ul= 0.3 m/s Ul= 0.45 m/s

Ua= 0 m/s

Ua= 4.5 m/s

Ua= 9 m/s

Ua= 14.5 m/s

Fig. 3 Instantaneous (representive) images of an air-assisted porous injector at different operating
conditions. The arrow mark indicates the cone-angle detection

the Ua from 0 to 4.5 m/s. It is due to the fact that the quantity of air that interacts
with air is less than the sufficient to destabilize the liquid jet. Further increase in Ua

from 4.5 m/s to higher values, the effect of Ua is pronounced. Likewise, for the case
of U l = 0.45 m/s, only Ua = 9 and 14.5 m/s show a little effect on the lb and θ. It
is an obvious fact that for a particular amount of liquid, a required amount of air is
necessary to show a significant effect.
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In other words, ρaU2
a should be always greater than ρ lU2

l , that is, M should be
preferred such that it should be always greater than 1. As a closing remark, as an
increase in the value of momentum flux ratio (or the dynamic ratio) between the air
and the liquid, it was observed that the penetration length decreases and the spray
angle increases. In general, it is due to the fact that the breakup length decreases and
the spray angle increases because due to the higher the dynamic pressure difference
between the liquid and the air accelerates the process and in turn increases the inter-
action area between the liquid and air interface, causing the instabilities in both the
axial and radial directions This is the artifact of enhancement of the shear via axial
and radial motion.

Consequently, this behavior is the indicationof yielding the smaller size of droplets
along the downstream process as one increases the value ofM. As mentioned earlier,
all the experiments were performed under atmospheric pressure and temperature.
The results could significantly vary if the same experiments were conducted in the
elevated pressure and temperatures. The above-discussed inferences can be seen
through the plots, which are discussed in the next section.

3 Results and Discussion

In this section, the result is presented in the form of graphs for the breakup length (lb)
and spray angle (θ ) with respect to the momentum flux ratio (M) alone, though it can
be plotted with respect to varying Reynolds number and Weber number, otherwise.
It is well known that the global parameters such as lb and θ are of practical interest
and used to characterize any kind of spray. Remember that the behavior of these
two parameters occurring on the course of the primary atomization process causes
a significant difference during the further downstream processes such as secondary
atomization, evaporation, and reaction.

The experiments were performed for M = 1–4 for a limited Wea = 0–20. The
reason is attributed to the limitation of the experimental conditions, that is, beyond
Wea = 0–20, the breakup morphology differs, and the liquid jet tends to oscillate
with high frequency, thus altering the breakup mechanism. Therefore, we limit our
scope of this study to the Wea = 0–20 and varying M = 1–4.

3.1 Breakup Length

The distance from the nozzle tip to a point in the vertical direction along the spray
direction at which the liquid jet passes through the nozzle tip is referred to be breakup
length. It is confirmed that the measurement was taken up the distance where the
liquid is intact and before the liquid is atomized into droplets. In this subsection, the
lb is captured for a limited range ofM. Here, lb represents the average breakup length
obtained by the sequence of images of the steady spray. Also, lb is li/Dn, where li
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Fig. 4 Effect of a breakup length (lb) and b spray angle (θ) for different values of momentum ratio
(M). The symbol ‘circle’ indicates the Ul = 0.15 m/s for the different values of Ua. Likewise, the
symbols ‘square’ and ‘diamond’ denote the U l = 0.3 and 0.45, respectively. These spray patterns
for these three flow conditions are also shown in Fig. 3 via shadowgraphic images. As can be seen,
lb ~M−0.25 and θ ~M

represents jet intact length from the tip of the nozzle to the point before it atomize,
and Dn indicates the summation of all the porous hole diameter of the injector. In
general, from the previous works on the injector, it is well known that the breakup
length will decrease if the momentum flux ratio is increased, and the same is also
observed in our study. Figure 4a depicts the behavior of lb for different values ofM.
From this plot, and it can be observed that for a particular velocity of the liquid, an
increase in the air velocity decreases the breakup length. At the same time, it was
also observed that for a particular velocity of the liquid, the value of the velocity
of air should be greater such that M > 1 for the breakup to occur. In general, as the
existing literatures point out, we also observed lb decreases as M increases and lb
scales asM−0.25. Here, the variation in the breakup length with respect toM indicates
the corresponding variation in the size of the droplet and its distribution downstream
of the injector.

3.2 Spray Angle

Following the breakup length, the spray angle is the utmost parameter to be known.
The measurement of the angular deviation of the liquid jet ejected out the tip of the
injector with respect to the vertical axis is referred to as a spray angle. The spray
angle, herein, is referred to as the angle between two straight lines drawn along the jet
from the injector exit. The spray angle can be controlled by the operating conditions
as well as the internal geometry of the injector. Figure 4b shows the variation of the
spray angle for the different values ofM. As can be seen, as theM increases, the spray
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angle also increases. The results are consistent with the existing literatures. Again
here, the variation in the spray angle with respect to momentum ratio indicates the
corresponding variation in the size of the droplet and its distribution downstream of
the injector.

4 Conclusion

Anewly developed air-assisted porous injector was characterized by thewater and air
as a working fluid for a limited range of operating conditions for Reynolds number,
Rel = 1050–3150, Weber number, Wea = 0–20 and the Momentum flux ratio,M =
1–4. The present study focuses on exploring the applicability of the newly developed
injector with the help of visualization techniques. The results showed the effect of
breakup length and spray angle on the momentum flux ratio is consistent with the
existing literature. From the results discussed, it could be concluded that our novel
design of air-assisted porous injector will be efficient in atomizing, and it appears
to be a promising candidate for the application of the rocket engines where the
water and the air are replaced by the aviation fuel and the liquid oxidizer. With
these promising results, this study can be extended to high-speed imaging that can
further provide much more insights about the quality of the spray characteristics.
Further comprehensive and rigorous investigations may unravel the morphology of
the primary and secondary atomization process.
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Numerical Simulation of PCM-Based
Heat Sink with Plate Fins for Thermal
Management of Electronic Components

Anuj Kumar, Rohit Kothari, Pushpanjay K. Singh, M. P. Paulraj,
Santosh K. Sahu, and Shailesh I. Kundalwal

1 Introduction

The demand of advanced features, functionality, higher processing speed, and
compactness of portable electronic devices leads to higher heat generation, which in
turn increases the operating temperature of the electronic devices. Higher processing
speed and highly dense electronic circuitry are the two key factors of gener-
ating higher heat flux in electronic devices, such as mobile microprocessor, LEDs,
computer CPU, and missile control systems. If the rise in temperature of the elec-
tronic devices exceeds the allowable temperature, their efficiency and performance
get affected or even they become the key reasons for their failure [1, 2]. Conven-
tional heat exchange techniques such as air and water jet cooling system transfers
higher heat flux at the expanse of increased power consumption, space, and extra
maintenances.

Therefore the development of novel cooling technology is a prime need to main-
tain the recommended operating temperature of the electronic devices with reduced
power consumption, less space, and lower cost. Latent heating thermal energy storage
system (LHTESS) using phase change material (PCM) is very prominent to reserve
the thermal energy released by electronic circuitry due to its higher energy storage
density and ideally isothermal solid–liquid phase transformation. PCM consumes
the waste heat released by electronic components during its working in the form of
latent heat, gets liquefied and releases this heat to the ambient when the device is in
off mode. PCM utilizes latent heat of fusion which is thermal energy stored during
the melting process to achieve the required cooling effect. PCM possesses amicable
thermophysical and chemical properties namely, high latent heat, high specific heat,
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high energy density on volumetric basis, good thermal stability, congruent melting,
non-toxicity, and non-corrosiveness [3, 4], whichmakes it an idealmaterial to employ
it in LHTESS. However, the major concern with PCM is its thermal conductivity.
PCMpossesses very low thermal conductivity which enables slowmelting and solid-
ification of PCM. In order to increase its melting rate, various thermal conductivity
enhancers (TCEs) [5–7] such as metallic fins, metallic nanoparticle and metallic
foams can be integrated.

Various experimental and numerical investigations [8–14] have been carried out
in recent years to better understand the heat transfer and fluid flow phenomena during
PCM melting and solidification. Arci et al. [8] carried out numerical investigation
on melting of paraffin wax integrated with Al2O3 at numerous volume fractions
in a rectangular enclosure with partially active walls. It was reported that integra-
tion of Al2O3 in pure PCM improves the thermophysical properties of PCM and
orientation of the wall significantly affects the melting rate and stored energy in
the PCM. Effect of TCEs on melting and solidification of PCM for solar chimney
applications was performed out by Yongcai et al. [9]. They studied four different
configurations of TCEs such as horizontal plate fins, vertical fin, honeycomb struc-
ture and square cell structure experimentally. It was reported that melting time of
PCM reduces by 8, 12, 14.5, and 16% for vertical fin, horizontal fin, honeycomb
structure, and squre cell structure, respectively as compared to pure PCM sample.
Both experimental and numerical studies were carried out by Dhaidan et al. [10] on
melting of PCM/nanoparticle suspension in a square container subjected to constant
power input. They concluded that optimal concentration of nanoparticle in pure PCM
has enough capacity to improve the traditional thermal energy system. Bondareva
et al. [11] simulated 3-D natural convection melting in a cubical cavity subjected to
constant temperature from bottomwall. They analyzed the effect of Rayleigh number
and dimensionless time for Prandtl and Stefan numbers on streamline, isotherm
profile of temperature and velocity aswell asmeanNusselt number at the heat source.
Experimental investigation of the heat transfer through a vertical stack of rectangular
cavities filled with PCM was carried out by Soares et al. [12]. They concluded that
conduction mode of heat transfer is dominant during charging of PCM without any
thermal stratification. Chenzhen et al. [13] carried out numerical investigation on
PCM heat transfer inside the PCM-based rectangular thermal energy system. Heater
is placed on sidewalls and RT 42 is taken as PCM. Different orientation of fins
was studied numerically. Stritih [14] performed experimental investigation on heat
transfer characteristics with finned surface to study the melting and solidification
processes of PCM. A correlation between Nusselt number and Rayleigh number was
proposed.

It is evident from literature that, significant work has been reported on melting
and solidification of PCM with internal fins experimentally. However, limited study
is found on numerical investigation of variation of number of fins in heat sink for
thermal management of electronic components. Moreover, a closed PCM system
using the VOFmodel to characterize the PCM-air gap problem is scarcely discussed.
Therefore in the present study 2-D numerical model for melting of PCM in a finned
heat sink filled with PCM is developed. Heat sink and fins are made up of aluminum
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and paraffin wax is taken as PCM. Numerical simulations are performed to study the
effect of number of fins on the melting of PCM.

2 Physical Model

The 3-D model of PCM filled finned heat sink for thermal management system
reduced into 2-D geometric model for simplified numerical simulations. The
schematics diagram of different heat sinks filled with PCM are presented in Fig. 1a–
c. The plate fin made up of aluminum is vertically placed on the aluminum heat sink.
The overall dimension of heat sink is taken as constant for each case (110×110×25
mm3). The depth of heat sink cavity is taken as 20 mm. A gap of 2 mm is left unfilled
to facilitate the volume expansion of the PCMuponmelting. The heater is considered
on the bottom surface of the heat sink. A constant input heat flux such as 1.00 kW/m2,
1.50 kW/m2 and 2.00 kW/m2, respectively is supplied from the bottom surface of
the heat sink. Top and sidewall of the heat sink is considered to be adiabatic. The
detailed dimension of each heat sink design is depicted in Fig. 2. The thickness of

Fig. 1 PCM-based heat sink a without fin, b one plate fin, and c two plate fins

Fig. 2 Dimensions of heat sink design: a without fin b one plate fin and c two plate fins
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Table 1 Thermophysical properties of paraffin wax and aluminum

Property Paraffin wax Aluminum Air

Solidus/Liquids Temperature (°C) 58/62 – –

Density (solid) (kg/m3) 900 2719 1.225

Thermal conductivity (W/m K) 0.21 202.4 0.024

Dynamic viscosity (Pa s) 0.0127 – 1.8e-5

Specific heat (J/kg.K) 2890 871 1006

Heat of fusion (J/kg) 194,200 – –

Thermal expansion coefficient (K−1) 0.0001 – –

fins is taken as 5 mm for each heat sink design. A commercially available paraffin
wax, from Sigma Aldrich USA is selected as PCM for thermal energy storage. Ther-
mophysical properties of PCM, aluminum heat sink and air are described in Table 1
[15].

3 Assumptions and Governing Equation

Here, enthalpy porosity model [16] approach is employed for modeling the solid-
liquid phase change during the PCM melting process. In this approach, the whole
computational domain is considered as porous zone and porosity of each cell is
associated with melt fraction varying from 0 to 1. The melt fractions are obtained
at different time interval. Various assumptions are accounted while developing the
numerical model and are illustrated below.

(a) Flow of liquid PCM and air are considered to be laminar, incompressible, and
Newtonian.

(b) Unsteady and two-dimensional.
(c) Constant thermophysical properties.
(d) Radiation heat transfer is neglected.
(e) The side wall and top edge of heat sink are considered as adiabatic.

Boussinesq approximation is employed to incorporate the effect of natural
convection of PCM melting, which is valid for density variation of buoyancy force:

ρ = ρl

(β(T − Tl) + 1)
(1)

With the above methodologies and assumptions Ansys Fluent software is utilized
to solve the following conservation equation for PCM-filled finned heat sink.

Continuity equation:

∂αn

∂t
+ ui

∂αn

∂xi
= 0 (2)
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Momentum equation:

∂(ρui )

∂t
+ ∂

∂x j

(
ρu jui

) = μ
∂2ui

∂x j∂x j
− ∂p

∂xi
+ ρgi + Si (3)

Energy equation:

∂

∂t
(ρh) + ∂

∂xi
(ρuih) = ∂

∂xi

(
k
∂T

∂xi

)
(4)

where, αn nth fluids fluid’s volume fraction in the computational cell, component, xi
is the Cartesian coordinate, ui is the velocity,ρ, k,µ are the density, thermal conduc-
tivity and, dynamic viscosity respectively. Si is the momentum source term and h is
the specific enthalpy which is defined as the sum of sensible and latent heat enthalpy:

h = href +
(

T∫
Tref

CpdT

)
+ γ L . Where, href is the reference enthalpy, Tref is the refer-

ence temperature,Cp is the specific heat, L is the specific enthalpy ofmelting, and γ is
the melt fraction during solid-liquid phase change over a temperature of Ts < T < Tl
and is defined by following relations.

If T < Tsγ = 0, If T > TL γ = 1, If Ts < T < TL γ = T − Ts
TL − Ts

(5)

The source term in momentum equation is given by Si = A(∅)ui. Here, A(∅)

is the “porosity function” defined by Brent et al. [17] to make the momentum
equation mimic Karman-Kozeny equations for flow in porous media: A(∅) =
Cmush

(
1 − ∅2

)
/
(∅3 + ε

)
where Cmush is mushy zone constant which reflects the

behavior of PCMmelting and is set to be 105 in this study. ε is the small computational
constant and used to avoid division by zero and set to be 0.001 in this study.

4 Numerical Solution and Validation

Conservation equations such as mass, momentum, and energy are solved by
employing finite volume method (FVM), using Ansys Fluent software. In order
to describe the PCM-air gap with a moving internal interface but without interpen-
etration of the two-fluid VOF model has been utilized. The SIMPLE algorithm is
employed for pressure-velocity coupling and Presto! Scheme is selected for pres-
sure correction equation. The momentum and energy equations are discretized using
second-order upwind scheme. The convergence is checked at each time step, with
convergence criterion of 10–5 for continuity, 10–6 for momentum and 10–8 for energy
equation. The time step and grid size independent test have been carried out, to avoid
their effects on numerical accuracy. By careful comparisons, the mesh with 21,923
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Fig. 3 Validation of present
model with experimental
result of Hosseinizadeh et al.
[18]
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cells and time step of 0.7 s are taken in this study. All the meshes are generated in
quadrilateral cells.

Tovalidate the present numericalmodel, the result of the present study is compared
with the experimental results of Hosseinizadeh et al. [18] and presented in Fig. 3.
The current validation is based on heat sink with three fins subjected to 45W of input
heat from the bottom of the heat sink. The temperature profile with time is obtained
and compared. It is found that maximum differences between experimental and
numerical data are lower than 12%. This discrepancy in experimental and numerical
results might be due to the variation in PCM properties with temperature in the
experimentation, whereas in numerical investigation, PCM properties are assumed
to be independent of temperature. In general, the present developed numerical model
agrees well with the experimental result and can be devoted for the phase change
simulation.

5 Results and Discussion

5.1 Effect of Heat Flux on Heat Sink Configuration

Performance of PCM-based finned heat sink is evaluated at various heat flux values
such as 1.00 kW/m2, 1.50 kW/m2 and 2.00 kW/m2. Figure 4a–b presents the effect
of heat flux on the thermal performance of plain and one fin heat sink filled with
PCM. A closer look to Fig. 4a reveals that at 1.0 kW/m2, the phase change begins
after 4130 s, while for heat flux of 1.50 kw/m2 and 2.00 kW/m2 value it starts after
2730 s and 1960 s, respectively. It can also be seen that latent heating phase duration
decreases with an increase in heat flux values. Similar results were obtained by [18]
in their experimental investigation.
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Fig. 4 Effect of heat flux a unfinned heat sink b Heat sink with one fin

5.2 Enhancement of PCM Melting with Addition of Fins

Melt fraction (γ ) of PCM during melting process is defined as:

γ =
¨

S[T 58 ◦C]

S[Intial]
dxdy (6)

Here, S[T>58 ◦C] represents area of the melted PCM if their temperature is more
than 58 °C and S[Intial] represents area of PCM initially in solid state. Figure 5a–b
presents the variation of melt fraction of PCM with respect to time at different heat
flux values, for heat sink with one and two fins. From Fig. 5, it can be seen that as
the heat flux values increase the melting rate of PCM increases. It can be noted that
for heat sink with one fin, time taken by the PCM for complete melting are 6300 s
at 1.00 kW/m2 whereas, it takes 4500 s and 3500 s at heat flux of 1.50 kW/m2 and
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Fig. 6 Time temperature variation of different heat sink design at various heat fluxes a 1.00 kw/m2

b 1.50 kW/m2

2.00 kW/m2 respectively. The variation of melt fraction with time after initiation
of melting is almost linear. Before melting starts the heat transfer mode is mainly
conduction whereas when temperature reaches beyond the melting point of PCM,
heat transfer mode is convection dominant.

5.3 Effect of Heat Sink Configuration

Figures 6a–b present the effect of number of fins on the heat transfer ability of PCM-
based heat sink at various input heat flux values (1.00 and 1.5 kW/m2). Temperature
at the center of base of the heat sink is used to represent the transient temperature
variation. It is observed that heat sink with two fins performs better than the heat sink
with one fin and heat sink with no fin irrespective of the heat flux. This is because
uniformity in temperature increases with increasing the number of fins. The increase
in temperature uniformity is due to the increase in thermal diffusivity of the TCE
(fins). Increasing the number of fins inside the heat sink causes the heat from the base
of the heat sink to diffuse more rapidly and thus, preventing the local overheating of
base of the heat sink. In addition to this, the melting of PCM starts from several sides
in case of finned heat sink instead of only from the bottom for heat sink in case of
heat sink without fins. However, increasing the number of fins reduces the amount of
PCM inside the heat sink. The effect of which can be seen in post melting process.
Temperature at the base of heat sink after post melting of PCM increases sharply for
heat sink with two fins compared to the heat sink with one fin and heat sink with no
fin. This is because of reduction in amount of PCM due to insertion of fins. For heat
sink with no fin amount of PCM is higher, hence its latent heating duration is also
higher. Therefore there exists an optimum distribution of PCM and TCE for better
thermal management.
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5.4 Enhancement in Operation Time to Reach Set Point
Temperature (SPT)

Figure 7 presents the effect of fins in enhancing the operation time to reach a crit-
ical set point temperature at various heat flux values. Critical SPT represents the
maximum temperature beyond which electronic components are not functioning
efficiently. Here, SPT of 65 °C (338 K) is selected. It is evident from Fig. 7 that as
the input heat flux increases, the operating time decreases linearly for a specific set
point temperature. It can be noted that two finned heat sink takes more time to reach
the SPT of 65 °C compared to one fin and unfinned heat sink at various heat fluxes
values.

6 Conclusion

In the present study, 2-D numerical model is developed to model the plate finned
heat sink filled with PCM. Heat flux is varied from 1.00 to 2.00 kW/m2. To simulate
the melting process of PCM in the heat sink enthalpy-porosity model is employed.
The result shows that increase in the value of heat flux increases the corresponding
melting rate and base temperature. It can be concluded that increase in the number
of fins inside the heat sink enhances the performance of heat sink by decreasing its
base temperature. However, this happens only up to the melting of PCM. After the
melting of PCM, base temperature of heat sink with no fin is lower than finned heat
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sink. This is because heat sink with no fin contains more PCM than finned heat sink.
Therefore there exist an optimum number of fins and amount of PCM that needs to
be investigated.
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Mixed Convective Power-Law Fluid Flow
and Heat Transfer Characteristics Past
a Semi-circular Cylinder Mounted
with a Splitter Plate

Souparna Banerjee, Samrat Banik, Chitrak Mondal, Sandip Sarkar,
and Nirmal Kumar Manna

1 Introduction

In recent years, considerable research efforts have been devoted in studying the
momentum and heat transfer characteristics past bluff bodies of various geomet-
rical configurations, viz. circular, square, semi-circular, etc. The flow of fluids past
the bluff bodies represents an idealisation in many industrial applications like heat
exchanger systems, cooling towers, agricultural products, oil and gas cooling towers,
cooling of electronic components, etc. Despite the fact that two-dimensional and
three-dimensional vortical instabilities are of great interest to engineers as well as
scientists, a complete understanding of the flow over bluff bodies poses a great chal-
lenge. Bluff body wakes are complex as they involve the interaction of three shear
layers in the same problem, namely, boundary layer, separating free shear layer and
a wake [1]. The knowledge of the flow is also an important aspect in wind and civil
engineering. Aerodynamic actions such as vortex shredding has a great impact on
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the design of tall buildings [2], or else it may cause structural damage due to periodic
surface loading which increases drag, and thereby shortens life.

In the last decade, research in the field of steady flow control has shown that a
splitter plate attached to the bluff body, reduces drag andmay inhibit vortex shredding
[3, 4]. In general, initially two wakes are formed at the rear end of the cylinder. The
size of these wakes depends on the Reynolds number (Re), i.e., for low Re, the wakes
are small and for higher Re, not only the size of the wakes increases but also the
instability. At about 90 < Re < 200, oscillatory wakes are formed, and for 250 < Re <
2×105, vortex shredding occurs, which is known as the Von-Karman vortex street.
The Von-Karman vortex instability for a bluff body is characterised by the vortex
shredding frequency (f ), and in the non-dimensional form it is written as the Strouhal
number (St), where St = fD/U∞, where U∞ and D, are the freestream velocity and
diameter of the cylinder respectively. This causes fluctuating drag and lifts forces to
act on the body caused due to periodic pressure fluctuations. Various flow separations
devices were used to control vortex shredding, but because of its simplicity, a single
splitter plate is used as an effective measure to control vortex shredding past any
bluff body [5]. Splitter plates have been termed as wake stabilizers and are used in
the downstream of the cylinder. In a circular cylinder the flow separation depends
on the Reynolds number (Re), whereas in case of a semi-circular cylinder, the flow
separation points are the sharp edges [5, 6]. Fluid particles separated at the sharp
edges travel a larger distance downstream to form the separation bubble. Hence, the
effectiveness of the splitter plate is different for circular and semi-circular geometries
[7].

As far as known to us, there is no prior study on mixed convective flow of power-
law fluids over semi-circular cylinder mounted with a splitter plate. The objective
of the present study is to extend the understanding of mixed convection and to
investigate the flow separation control mechanism using a splitter plate at the rear
end of a semi-circular cylinder at lowReynolds number flow (Re= 100). In this study,
the effect of splitter on vortex shredding and some of the flow characteristics like
drag and lift co-efficient were numerically investigated in a two-dimensional regime.
Generally, for a real flow the vortex shredding is formed in three-dimensional, but the
two-dimensional model covers the flow pattern and serves the purpose. The above
assumption has been used by many researchers in their study of flow past a circular
cylinder [8].

2 Grid Generation and Boundary Conditions

The Computational domain for the present work is shown in Fig. 1. Computations
were performed for a semi-circular cylinder of diameterD, with which awake splitter
plate of length L equal to the diameter D (L = D) and of small thickness (= 0.01 D)
is attached. The following boundary conditions were used. The inlet is at a distance
8 D from the centre of the semi-circular cylinder where Uo = 1 and V o = 0. The
Reynolds number was constant and had a value Re = 100. The thickness of the wake
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Fig. 1 Computational domain for studying the flow past the semi-circular cylinder with a splitter
plate

splitter plate was assumed to be 0.02 D so that the pressure drag of the splitter plate is
negligible. In the present study, a non-uniform mesh, with finer around the cylinder
and coarse towards the far domain is adopted. A total 240 grid points were used to
define the semi-circular cylinder. The fluid enters the channel at a fully developed
condition with velocity Uo (= 1) and at a constant temperature T o = 300 K. The
walls of the channel are at a constant temperature Tw. The non-Newtonian power
model (m, n) is independent of the temperature.

3 Governing Equations and Numerical Methodology

In this study, the incompressible continuity equation, the Navier-Stokes and energy
equation in the Cartesian Co-ordinate system form the governing equations for
the flow. The buoyancy-driven flow from the heated surface interacts with the
laminar flow to yield mixed convection conditions. The continuity, momentum and
thermal energy equations are written in their dimensionless form with Boussinesq
approximation:

∂u

∂x
+ ∂v

∂y
= 0 (1)
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+ u

∂u
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∂θ
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∂x
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∂θ
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= 1
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(
∂2θ

∂ y2
+ ∂2θ

∂ y2

)
(4)

where, Ri = Gr/Re2, Gr = g/U2, is the Richardson number, g is the acceleration due
to gravity and Re is the Reynolds number. For Ri= 0, the situation corresponds to the
thermofluidic characteristics of forced convection. The length and velocity scales that
are used to non-dimensionalise the governing equations are the cylinder diameter (D)
and the average velocity (Uo), respectively. Thus, the pressure is non-dimensionalised
by diving by ρU 2

o , and the stress components are non-dimensionalised using the
factor m (Uo/D)ˆn. The non-dimensional temperature θ is defined as [(T − Tw)/(Tw

− T o)]. The Reynolds number is given by Re = ρU 2−n
0 Dn/m where n is the power-

law index and m is the flow consistency index. The Prandtl number is given by
Pr = mC/kUn−1

o . Clearly, n = 1 shows the Newtonian behaviour, n < 1 shows shear
thinning behaviour and n > 1 shows the shear thickening behaviour.

The domain length is chosen long enough so that the thermal boundary layer
is fully developed before the outlet. Finally, the continuity, momentum and energy
equations along with the boundary conditions map the flow domain and local and
global flow quantities are obtained, e.g.: local and average Nusselt number, drag
coefficient, lift coefficient, etc. The following quantities are defined as:

Nusselt number: Nul = hD/k = qwD/k(Tw − Tb)
Lift Coefficient: Cl = Fl/

(
1/2 ρU 2

0

)
Drag Coefficient: Cd = Fd/

(
1/2 ρU 2

0

)
here, h is the convective heat transfer coefficient, qw is the wall heat flux, T b is

the bulk temperature, Fl is the lift force and Fd is the drag force as defined. The bulk
mean temperature is defined as (where C is the specific heat of the fluid):

Tb =
˜

ρUCT dA˜
ρUC dA

4 Results and Discussions

The time-averaged field is obtained by making an average of the instantaneous
velocity and temperature over consecutive vortex shredding cycles. The time-
averaged contours of isotherms, vorticity and streamlines are shown below for
different ranges of the Richardson number (Ri) and the power-law index (n). The
plot of the drag and lift coefficients and the average Nusselt number for the cylinder
as well as the splitter plate are also shown in (Fig. 2).

From the above results, it is clear that the region where most of the isotherms
cluster around the cylinder or plate is the location of a high temperature. The regions
away from it are of gradually decreasing temperature. The time-averaged contours
of isotherms show symmetric distributions about the line of symmetry. On the other
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Fig. 2 Time-averaged contours of isotherms a Ri = 1; n = 0.6 b Ri = −1; n = 0.6 c Ri = −1; n =
1.6 d Ri = 1; n = 1.6

hand, the time-averaged vorticity contours consists of two strands of oppositely
signed vortices formed at the rear end of the cylinder. Due to the presence of the
splitter plate the separation time for the vortices increase. It is observed that as the
value of the power-law index (n) increases, the separation time also increases, and is
greatest for n = 1.6. For a constant Reynolds number (Re = 100), with the increase
in time, the wakes become more unstable and shredding occurs. The instantaneous
contours of streamlines do not yield symmetrical distribution. It is observed that the
lower half of the cylinder shoulder shows more curvature than that of the upper half.
Hence, it can be concluded that the lower half of the cylinder will experience more
fluid dynamic forces than the upper half (Figs. 3, 4, 5 and 6).

5 Conclusions

Anumerical investigation is carried out to analyse themixed convective flow and heat
transfer characteristics of a power-law fluid past a semi-circular cylinder mounted
with a splitter plate. The power-law indices are taken to be 0.6, 1.0 and 1.6, thus
covering both the shear thinning and shear thickening purpose. The Richardson
number (Ri) is taken to be as−1, 0 and−1. The contours of the isotherms, vorticities
and streamlines are shown and have been analysed in detail. From the results, it may
be concluded that

• At regions near to the cylinder, there is a cluster of isotherms and hence the
temperature is high at such regions. Away from the bluff body, the temperature
gradually decreases.
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Fig. 3 Time-averaged contours of vorticity a Ri = 0; n = 1.0 b Ri = 0; n = 0.6 c Ri = −1; n =
1.6 d Ri = 1; n = 0.6 e Ri = 1; n = 1.6

• The time-averaged isotherms are symmetrical about the channel centerline, which
indicates that the temperature distribution on the upper and lower half of the bluff
body is uniform.

• Due to the presence of the splitter plate, the separation time for thewakes increases.
The separation time increases as the value of the power-law index increases and
is highest for n = 1.6.

• The streamlines do not appear to be symmetrical, but the curvature is more on
the lower half than on the upper half, hence the lower half will experience more
hydrodynamic forces.

• From the lift coefficient plot, it is observed that the lift force decreases with an
increase in power-law index (n).
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Fig. 4 Instanteneous contours of streamlines after t = 75 s a Ri = 1; n = 0.6 b Ri = 0; n = 1 c Ri
= −1; n = 0.6 d Ri = −1; n = 1.6 e Ri = 1; n = 1.6
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and n
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Design and Analysis of Cold Box
for Helium Liquefier/Refrigerator

Kamlesh Kumar, Sandip Pal, and Murugan Sivalingam

1 Introduction

The Helium Refrigerator/Liquefier (HRL) system comprises of the following sub-
Systems:- Helium Cycle Compressors, Oil removal module (ORM), Cold box,
Liquid Helium (LHe) Dewar, Valve Box, Purification System, Helium Storage Tanks
(Buffer), Programmable Logic Controller (PLC). The losses associated with this
system degrade the performance and liquefaction rate. Here, the main loss associ-
ated with the system is the pressure loss and the heat in-leak from ambient to the
equipment maintained at cryogenic temperature. This interaction can be conduc-
tion through solid materials, molecular conduction of gases, and radiation. The pres-
sure loss can be reduced by minimizing the number of bends, elbows, length of the
pipes, etc. This leads to developing a compact cold box but makes the system difficult
to fabricate. The leakage of heat from the system to ambient can also be minimized
by using proper design. Actually, it is not possible to stop leakage of heat from
outside to the system but by using an optimized design, losses can be minimized [1].
To visualize the internal part of the cold-box [2], a 3-D model is developed by using
Solid Works software.

The optimized placement of different components inside the cold box is planned
based on their temperature distribution from 300 K to cryogenic temperature [3].
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The requirement of refrigeration at 4.5 K for superconducting cyclotron (SCC)
of Variable Energy Cyclotron Centre (VECC) is met by any of the two helium
liquefiers/refrigerators (Air Liquide, France make). The liquefaction capacity of the
two liquefiers are 50 L/h and 85 L/h, respectively, without liquid nitrogen (LN2)
precooling. At the refrigeration mode, the refrigeration capacity of the two liquefiers
are 250 watts and 415 watts at 4.5 K, respectively without LN2 precooling. After
the liquefaction, the liquid helium (LHe) is stored in dewars having the capacity of
1000 L. From dewars, LHe is supplied to the SCC through valve box, which is used
to switch among the two liquefiers, for cooling of magnet section and cryopanels.

As the 50 L/h capacity helium liquefier is almost 20 years old, there is a need to
develop a liquefier of capacity 50 l/h without LN2 precooling for that cold box design
is under process. The new helium liquefier system consists of six heat exchangers,
among them E401 and E404 are three stream exchangers, E402, E403, E405 and
E406 are two stream exchangers. Their process connections are shown in Fig. 1a and
its corresponding temperature distribution in the T-S diagram is shown in Fig. 1b.
There are two turboexpanders—warm and cold. The outlet of the cold turboexpander
passes through the heat exchanger cold return stream results in decrease in JT valve
inlet temperature following the Joule–Thomson effect or Joule–Kelvin effect or

Fig. 1 a Helium liquefier b T-S Diagram of Helium liquifier
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Kelvin–Joule effect [4], while the valve is insulated from the surroundings. Through
this process, a decrease in temperaturewill be possible in helium, neon and hydrogen,
while inlet temperature is lower than the JT inversion temperature. Hence precooling
is required for all these three gases in the liquefaction process.

As per overall dimension of the cold box, complete modeling has been done
by using solid works software to visualize the components inside the system. The
complete layout inside the cold box is shown in Fig. 2. The layout of the inner
part of the cold box is the one of the most important things in designing the whole
system. The major components used inside the system are six heat exchangers (E-1,
E-2/3, E-4, E-5/6), two turbo expanders (hot and cold), J–T valves, liquid nitrogen
precooling section, two adsorbers, two filters, and complete piping systems. Besides
the main equipment, pressure transducers, temperature measuring devices, and other

Fig. 2 Proposed cold box of Helium liquefier system
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instrumentation are installed. But these components cannot be arranged haphazardly,
because wrong positioning reduces the overall efficiency. Therefore, the positioning
of different equipments inside the system must be carefully done. In actual practice,
in order to reduce the space inside the cold box, heat exchangers E402 and E403
are geometrically attached as E-2/3 and placed vertically E402 on top of E403 and
similarly E405 and E406 as E-5/6.

2 Analysis and Discussion

2.1 Analysis of Complete System

Modelling of inner part of the cold box has been done, as shown in Fig. 2, by using
SOLID WORKS and conduction heat transfer through the support system has been
analysed by using ANSYS software. It is very much important to know about the
stress-induced on the support of the system. To know about the conduction effect
from the support system, all the piping has been neglected inside the system, and
only support has been taken for the analysis as shown in Fig. 3.

Here the meshed view of the system (Fig. 3.) is shown in Fig. 4. Meshing has
been done in ANSYS fluent in creating nodes throughout the system. In ANSYS,
the calculation is always done at the nodal points. Hence it can be inferred that
more the nodal points more will be the computation load, and analysis will be more
complicated. But this makes the result better. Assumptions made for this analysis
are:

Fig. 3 Model of heat exchangers with support
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Fig. 4 Meshed view of heat exchangers with support

• The cover plate is taken at a temperature of 300 K (ambient temperature).
• The system neglects the conduction through all the piping systems. The study has

been done on the conduction effect inside our system and neglected molecular
conduction and radiation effect throughout the system.

• Inlet temperature and outlet temperatures have been fed as input to the heat
exchangers, to introduce boundary conditions.

2.2 Analysis of Heat Exchangers

Offset strip plate-fin heat exchangers have been used in the cold box, as shown in
Fig. 5 [5]. For the simulation in ANSYS (Fluent), it is complicated to analyze only

Fig. 5 The solid portion of the Offset strip plate-fin heat exchanger



232 K. Kumar et al.

the solid portion. Hence for simplification, fluid portion flowing inside offset strip
fin with parting sheet has been drawn, as shown in Fig. 6, by using Solid works
software. Thermal analysis is too complex due to its complex geometry; hence the
smallest part of it is taken for our study, as shown in Fig. 7. Heat exchangers used in
cryogenic applications need to have very high effectiveness to preserve the produced
refrigerating effect [6]. Normally the heat exchangers used in cryogenic refrigerators
and liquefiers should have effectiveness of the order of 0.95 or higher [7]. If the
effectiveness of the heat exchangers falls below the design value, there may not be
any liquid yield. In this system, the offset strip plate-fin heat exchanger is used for
higher effectiveness [8]. An offset path creates turbulence and due to this turbulence,
the heat transfer rate will be better.

Fluid 1-Low pressure cold helium gas (fin height-3 mm)
Fluid 2-High pressure warm helium gas (fin height-8.8 mm)

Fig. 6 The fluid portion of offset strip plate-fin heat exchanger with parting sheet

Fig. 7 Part of flowing fluid inside the heat exchanger
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Fig. 8 Temperature contour of the system (Heat exchangers with support)

Fluid 3-Liquid nitrogen (fin height-8.8 mm).

3 Results

3.1 Temperature Distribution in Heat Exchangers

In the model, only conduction effect of solid supports has been considered, neither
radiation nor gaseous molecular conduction. Along with this, the piping system is
removed from the system. The temperature distribution on all heat exchangers with
support system and cover part has been obtained, as shown in Fig. 8.

3.2 Comparison of the Temperature Distribution in All Heat
Exchangers and Support System

The temperature distribution curve with the position for all heat exchangers along the
length has been obtained, as shown in Fig. 9, and temperature distribution along the
length of the support system has been obtained, as shown in Fig. 10. The temperature
of the first heat exchanger varies from the minimum temperature of 100 K to the
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Fig. 9 Variation of temperature (K) with position for all heat exchangers along the length (m)

Fig. 10 Variation of temperature (K) on support along position (m)
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Fig. 11 Temperature distribution of flowing fluid inside heat exchanger

maximum temperature of 240 K. This large temperature gradient is due to the Liquid
nitrogenprecooling at 77K.This liquid nitrogenprecooling enhances the liquefaction
rate. The liquid nitrogen can also be used as a thermal shield to reduce the radiation
effect from the 300 K (ambient) environment to the internal system. Hence, it is
beneficial to use liquid nitrogen precooling in the system. The important thing is,
an 80 K adsorber is attached to trap all the nitrogen, oxygen, and remaining water
molecules from this heat exchanger. Hence, a temperature lower than 80 K is needed
at this portion. It can be seen that the temperature of E-2/3 varies from 25 to 70 K.
The temperature of E-4 varies from 8 to 13 K. Because of this, a 20 K adsorber is
attached so that it removes the remaining gases like Argon, Neon, etc. After passing
from this 20 K adsorber, some part of the gas passes from the warm turbine for
expansion to provide a cooling effect to the high-pressure line. The temperature of
E-5/6 varies from the minimum temperature of 5 K to the maximum temperature of
6.5 K approx. After reaching the minimum temperature, fluid passes through the J–T
valve for liquefaction.

3.3 The Fluid Inside the Offset Strip Fin

A portion of the fluid section has been used for simulation, and variation of tempera-
ture and fluid direction inside the heat exchanger has been obtained after simulation,
as shown in Fig. 11. From this result, the pattern of fluid flowing inside the strip of
the heat exchanger can be obtained.

3.4 Temperature Distribution in Fluid in the Heat Exchanger

The temperature distribution for liquid nitrogen with respect to the position has
been acquired, and it varies from 77 to 85.9 K as shown in Fig. 12. Because of
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Fig. 12 Temperature distributions inside heat exchanger E401 for LN2

LN2 precooling, the performance, as well as the productivity of the system, will be
improved. As the cost of the liquid Nitrogen is very less, it is also used as a thermal
shield in the cryogenic system frequently.

The temperature distribution of high-pressure liquid (warm helium) with the posi-
tion is acquired and it varies from 300 to 80 K, as shown in Fig. 13. This output
temperature is achieved by using liquid nitrogen bath and passage of low-pressure
cold helium in the adjacent channel of the heat exchanger, as shown in Fig. 11.

The temperature distribution for low-pressure cold helium is acquired, and it
varies from 100 to 240 K, as shown in Fig. 14. This Helium is using to decrease
in temperature of upcoming helium in the next channel. With the help of these
results, thermal stress on fin and plates can be easily calculated. With the help of this
temperature variation, the thickness of the thermal shield and fin can be improved to
achieve higher effectiveness of the system.

Fig. 13 Temperature distributions for high-pressure warm helium
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Fig. 14 Temperature distributions for low pressure cold helium

4 Conclusion

• The components should be arranged in such away that proper temperature gradient
can be maintained. That means there must be proper segregation of hotter as well
as colder parts.

• The arrangements should be such that the warmer parts would be installed at the
top portion and the colder parts at the lower portion inside the cold box. Therefore,
colder regions are hanged from the top flange of the cold box.

• The material, having very low thermal conductivity, should be used as a separator
in horizontal and vertical support systems. This arrangement will be useful to
maintain a higher temperature gradient in horizontal and vertical support systems.

• This 3-D modeling has been done for proper visualization by using Solid-Works
software, which shows all the components within the system including heat
exchangers, valves, the piping systems with turbines and adsorbers. This will
help to segregate all the parts.

• After modeling, the conduction effect has been analyzed. From this result, it
can be concluded that most of the heat loss from the support system is through
conduction heat transfer.
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Effect of Porosity on the Performance
of an GM-Type DIPTR Using CFD

Pankaj Kumar, Ajay Kumar Gupta, Sanjay Kumar Gupta, and R. K. Sahoo

1 Introduction

The first report on pulse tube with a difference of pressure profile wave at lower
frequency in early 1960s [1], which is called as pulse tube refrigeration (PTR).
After that in 1964 Gifford-McMahon describe the development in PTR. Numerous
progresses in such area have been described, whereas GM-type cryocooler is used
for higher cooling [2–4]. The important arguments, need of examining a pulse tube
is still a question mark or requirement, remains debatable. There is still requirement
to understand the phenomena of Pulse tube for the desired phenomenon. Therefore,
it is necessary to establish a new methodology using CFD software [5]. So the basics
requirement is to establish new research on the basis of earlier literature. From the
aforementioned literature review can be decided that 3D problem analysis of PTR is
a basic important need that has not been described in detail till now a day. Depending
upon the acoustic still, there is an absence of work in this field of thermoacoustic. So,
the present work focus on satisfactory effort from the prescience of industrial design.
This paper underlines a process for optimizing the value of porosity in GM-type PTR
that will afford the maximum probable cooling capacity for a stable compressor.
Achieving this goal requires an analysis of the loss mechanisms in the PTR system.
For the pastmanyyears, variousTechniques and approaches have been followed at the
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Cryogenic field to develop a highly efficient pulse tube refrigerator system and also to
understand the physicalmechanisms that help to find out its better performance [6]. In
recent times, numerous literatures explain the potential of CFD in analysing inertance
pulse tube refrigerator [7–9]. This proved us to establish robust numerical method
to estimate the cooling capacity of a GM pulse tube. However, due to geometrical
complexity, it is still a challenge for researchers. In present extensive numerical
investigation, the operating and geometrical properties of an GMPTR, taken from
literature [10], have been analyzed to attain the lowest cooling temperature at cold
heat exchangers. To start with, the excellence in GMPTR has been absorbed and a
numerical technique has been used. On different issues in CFD investigations have
been reported in detail. However, the reference has beenmade to achieve steady-state
condition with low computational time.

2 CFD

The heat transfer and flow simulation model integrate the fluid dynamic equa-
tions of energy in the fluid and porous medium, continuity equation and Navier-
Stokes equation [11]. The various regenerator and heat exchangers are modeled as
porousmedium through correspondingmaterial properties of the heat exchangers and
regenerator. It is the responsibility of a regenerator to transfer a particular acoustic
power to the cold end from the compressor in such a way that it would contain
minimum losses. The governing equations for energy, mass, and momentum [12, 13]
corresponding to porous media have been solved concurrently with the gas-phase
equations corresponding to an PTR.

2.1 Essential Boundary Conditions with Important
Assumptions

From latest literature review, it can be observed that the simulation analysis of GM-
type PTR in computational fluid dynamics (CFD) still carry as a hard task for research
scholars of relevant area due to computational timing overhead. The present extended
part of numerical investigation attempts to resolve such matter in detail. The compu-
tational fluid dynamics of the GM pulse tube refrigerator has been investigated in
ANSYS/Fluent® platform for a given dimension [14]. ANSYS meshing module is
performing finite element discretization. Number of nodes can be reduced by drop-
ping themid-side node. Fluid flowproblem can be solved by boundary layermeshing.
A pressure profile of very large amplitude such as 5 bar on the operating pressure of
16bar is produced in the current situation. So that the effect of the boundary layer (BL)
is minimized due to oscillation to reduce the computational time overhead. Firstly, in
the numerical simulation analysis, the behavior of temperature in the system has been
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Table 1 Dimension and thermal boundary conditions of GM-type PTR

S.N. Components Radius (m) Length (m) Thermal BCs

a. Transfer line 0.0053 0.1150 Isothermal

b. After cooler 0.022 0.020 Isothermal

c. Regenerator 0.020 0.21 Adiabatic

d. CHX 0.015 0.18 Adiabatic

e. Pulse tube 0.015 0.25 Adiabatic

f. HHX 0.022 0.020 Isothermal

g. Reservoir 0.10 0.30 Isothermal

constant that assumed to be at 293 K. Table 1 shows the essential thermal boundary
conditions on all nine components, equivalent to the executed experiment [15]. The
numerical simulation has been taking place using some assumptions given below:

• The computational time overhead is depending upon the number of elements as
well as nodes. Furthermore, the motion of piston simulation done by applying
dynamic meshing which adds more significantly on the computational overhead.

• The minimization of computational overload for parametric optimization is
possible by the help of symmetric section analysis on the simulation.

• In the numerical simulation, ideal gas model is considered by solving different
equation like energy, momentum, Navier-Strokes continuity equations with click
on (k − ε) turbulent model in fluent to simulate the behavior of flow into the
porous material.

• Considered 16 bar operating pressure and 2 Hz frequency of compressor piston
arrangement motion in GM-type PTR [15].

• In real-time investigation [15], the after cooler (AFT), regenerator (REGEN), cold
heat exchanger (CHX), and hot heat exchanger (HHX) have been ready with the
help of fine-wire meshes, i.e., Copper (Cu) wire of 110 mesh size). In numerical
simulation, some components out of nine have been created as porous material
media applying equivalent viscous resistance (1.085e9 1/m2), inertial resistance
(5750 1/ m) and porosity (0.69), following empirical models [16].

• The equations of conduction w.r.t porous material model have been resolved with
the help of steel as material away from CHX, by taking Cu.

3 3D-Axisymmetric Analysis of GM-Type Pulse Tube
Refrigerator

The stability and reliability of the proposed model, can be justified by taking litera-
ture review of a GM-type PTR, has been experimentally examined [17]. The dimen-
sion of all the components of GM-type PTR has been tabulated in Table 1. The
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Fig. 1 Geometry of the
GM-type PTR under
analysis; a 3D geometry, and
b sectional geometry

a

b

Fig. 2 Meshing of 3D-axisymmetric parts of an GM-type PTR

detailed research has been carried out to determine the complexities i.e. the neces-
sity of preferred meshing, proper node contact between two-part, different boundary
conditions (BCs), solver formations, and implementation of User Defined Functions
(UDF) used in numerical simulation to find out the desired results. Figure 1 shows
the complex geometry of the GM-type pulse tube refrigerator for investigation. To
save the computational overhead time, only take axis-symmetric sectional geometry
has been simulated during CFD (Fig. 2).

4 Governing Equation

Subsequent paragraphs, however, are indented. All over the system, continuum-
based conservation equations can be implemented. The energy, mass andmomentum
equations explained by fluent (CFD) are as follows [18]:
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One point is very important, i.e., all the properties are valid only when we take
helium as a working fluid. All the above equation is relevant except four compo-
nents, i.e., after cooler, regenerator, HHX, and CHX. Behaviour of these four compo-
nents such as after cooler, regenerator, HHX, and CHX working as a porous media.
During porous media model, resistance of gas flow behavior is solving by some addi-
tional source term like momentum to the standard fluid flow equations. An additional
pressure drop term is work as source term due to concept of porous media come in
picture. Source term can be divided into two different parts: first one is an inertial
loss term and other is a viscous loss term. The source term for homogeneous porous
media is [5].

Si = −
(

μ

α
v̄ + C2

1

2
ρf|v̄|v̄

)
(5)

where, C2 and α are the inertial resistance factor and the permeability, respectively.
Thus, the energy, mass, and momentum equations for the porous components can be
expressed as [19]
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where ‘φ’ is Porosity of the porous components; kf and ks is ‘Thermal conductivity’ of
fluid structure and solid structure, respectively. For the solid component fix the axial
thermal conductivity up to be 10% of the screen material by the thermal resistance
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contact between the layer of screen [20]. During the porous media, the following
1-D empirical equations are considered for the pressure gradient [19]:

∂p

∂x
= − fF

2ρfv
2

dh
(9)

where f F is shows fanning friction factor on steady state flow correlation and
expressed are as follows:

fF = nφdh
2

4lβ

33.6

Reh
+ 0.337

nφdh
4β2

, Reh = ρfvdh
μ

(10)

Putting the value of Eq. (10) into the Eq. (9) after that in the porousmedia, pressure
gradient becomes

∂p

∂x
= −33.6nφvμ

2lβ
− 0.337

nφ2ρfv
2

2β2
(11)

where ‘l’ is known asmesh distance; ‘β’ is known as the ratio of screen opening area;
‘dh’ is known as the hydraulic diameter, ‘n’ is the number of packed screens/length;
‘μ’ is known as viscosity. Comparison of Eq. (11) with Eq. (5) tends to

D = 1

α
= 33.6nφ

2lβ
;C2 = 0.337nφ2

β2
(12)

For a perfect square type mesh screen during which no inclination causes by the
weaving of the wires and separation of screen layers are not done, φ and β can be
calculated with the help of given formula [21]

φ = 1 − π

4xt
, xt = 0.0254

dwm
, β = (xt − 1)2/xt

2 (13)

where, ‘m’ is mesh/inch; ‘dw’ is screen wire diameter (m). Porous medium of regen-
erator, 200 mesh of 304SS wire mesh size and for another heat exchangers (HE)
copper wire mesh of 100 mesh size is used during the numerical simulation.

5 Numerical Optimization

Till now, it has been observed that the numerical simulation needs computational
optimization to decrease the computational time overheads. The present research
has planned to reduce the computational overheads. In general, the piston simulation
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can be carried out by implementing the dynamic meshing and motion of a piston
[16]. First, a user-defined function (UDF) of pressure has been implemented at inlet
(inlet of transfer line) to simulate the piston oscillation, mentioned below [22].

As the number of nodes and elements are increase, the computation overhead
time for each iteration is high. It should also be noticed that the GM pulse tube runs
generally less than 5 Hz and in the present case it is 2 Hz. So the simulation time
in transient analysis is high. In order to reduce the computational time, an initial
temperature profile has been applied on regenerator to pulse tube.

In order to remove aforementioned numerical error, next, a sinusoidal temperature
profile UDF has been applied on regenerator and pulse tube. From current literature
review, it can be noticed that the temperature along the axial direction of the pulse
tube and regenerator varies very closely to a quarter wavelength sine wave.

By observing the above work we can say that implementation of pressures UDF to
solve the piston and transient model simulation by steady-state solution using sinu-
soidal profile temperature reduces the computational time. In line with this proposed
method, the GM type PT has been explored. From experiment data, it has been
detected that the lowest temperature, at CHX in steady state is 64.7 K.

Therefore, the steady-state temperature is assumed to be 95 K at CHX for simu-
lation. The consistent cooling temperature profile curve for 25 s with a time-step of
0.0015 s has been given in Fig. 3, overlapped with experimental result [17]. Figure 3
shows that the minimum temperature at CHX reach is very near to 64.7 K.

For comprehensive information, the contour diagram of pressure, temperature and
density configuration have been take out and which is display in Fig. 4. From contour
diagram, it has been clearly understood that the temperature variation distribution
progressively decreases in regenerator (REGEN) but in pulse tube (PT) it behavior is
not that steady. The observed axial temperature over GM pulse tube has been shown
in Figs. 5 and 6.
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Fig. 3 Profile for cooling
curve at CHX, validation
with experimental data

Fig. 4 Pressure, temperature
and density contour of the
GMPTR
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Fig. 5 Temperature profile of steady-state at the axis of the GM-type pulse tube

6 Porosity Effect on GM-Type Diptr

Regenerator is themost precious part ofGM-typePTR.Effectiveness of regenerator is
one of the most important parameters on which performance of the PTR is depended.
The GM pulse tube refrigerator is in general used in a situation where cryogenic
temperature is required with high capacity. In other words, such cryocooler is mostly
used to produce liquid nitrogen, etc. However, the performance of GM-type PTR
depends upon the Porosity. So the major challenge is to estimate the optimal value
of porosity which in general used to be done by changing the value of porosity in
different number of case studies (Tables 2 and 3).

In this paper, a different type of case study has been conducted to find out the value
of porosity through which it will get a better cooling performance at the end of cold
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Fig. 6 Profile of Mass flow versus temperature at Mid portion of HHX, PT, CHX and REGEN

Table 2 Variation in porosity [23]

Case-A Case-B Case-C Case-D Case-E Case-F

0.4 0.5 0.6 0.7 0.8 0.9

Table 3 Estimated steady-state temperature at CHX corresponding to variation in porosity

Case-A Case-B Case-C Case-D Case-E Case-F

56.55 K 59.79 K 45.6 K 40.89 K 66.84 K 69.6 K
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Fig. 7 Cooling curve at
CHX over time

end of the pulse tube. From the CFD analysis, it was establish that the 0.6 porosity
value gives the optimal result found comparative to different value of porosity which
is shown in Fig. 7.

In order to demonstrate the porosity variation in a GMpulse tube, the temperature,
pressure, and density of the contour plot have been retrieved and describe in Fig. 8. A
detailed investigation has been done by extracting the temperature andmass flow rate
versus temperature (m–T) profile at mid-point of regenerator, cold heat exchanger,
PT and hot heat exchanger at steady state. The curves have been shown in Fig. 9.
The observed phase angle at mid of CHX, REGEN, HHX and PT are 73.02, 131.36,
151.23 and 62.72°, respectively. Comparing with experimental data observation, the
phase angle decreased at CHX, PT and increased at HHX, REGEN. Moreover, from
m–T curves, it can be inferred that the bounded area has been increased at CHX,
REGEN and decreased at HHX, PT.

7 Conclusions

The following results can be encapsulated as mentioned below:

• GM-type pulse tube, which had been experimentally investigated, has been taken
for numerical investigation, where the demonstrated numerical result agrees to
experimental result adequately.

• The investigations of current numerical simulation to found the robust numer-
ical study of a GM pulse tube, however, applying suggested methodology such
as implementing UDFs for eradicating the necessity of simulating piston and
initialization of transient simulation from a steady state.
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Fig. 8 Pressure, temperature
and density contour of the
optimized GMPTR

Fig. 9 Mass Flow versus temperature (MF-T) profile at mid-point of REGEN, CHX, PT and HHX
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• The proposedmethod such as introducing a porosity inGM-type pulse tube refrig-
erator, the efficiency of the present system has been improved significantly. The
lowest temperature atCHXhas been observed at 45.6K,which is quite impressive.
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Numerical Analysis of Pulse Tube
Cryocooler and Optimization Using
Taguchi Method

Ajay Kumar Gupta, Pankaj Kumar, and R. K. Sahoo

1 Introduction

The Coefficient of Performance (COP) of pulse tube cryocooler mostly depends
on the dimensional parameter that is the length and diameter of pulse tube and
regenerative. By taking all the data, the optimum COP of Pulse tube refrigerator has
been found out bymaking software inMATLABand then optimized inMINITAB. So
themain objective of the project is to evaluate the actualCOP (cryogenic temperature)
of a pulse tube cryo-cooler through numerical and optimized the parameters effecting
the PTR inMATLAB andMINITAB software and the process parameters are cooling
capacity, cold end temperature, effectiveness, ineffectiveness, diameter and length
of pulse tube and regenerator, mass flow rate in PT, volume of the compressor of the
PTR.

The first report was generated on pulse tube with a difference of pressure profile
at low frequency wave in early 1960s [1], which is known as pulse tube refrigeration
(PTR). In 1964Gifford–McMahon explain the development inPTR.Somanynumber
of progresses in the cryogenics area have been described, whereas different types
of cryocooler are used for higher cooling performance [2–4]. The computational
overhead time is the one of reason which may stop so many research scholars to
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solve in 3D. So the complexity during meshing needs to find out adequately with
certain level of meshing quantification. The possibilities in reducing the number of
nodes need to be examined [5].

Computational fluid dynamics (CFD) software package has been used by Barrett
et al. [6] to model the oscillating fluid flow under a pulse tube refrigerator (PTR).
Sources for modelling of pulse tube refrigerator by CFD are donewith some different
case studies and the results described. Yarbrough et al. [7] have done another compu-
tational fluid dynamics modelling related to pressure drop in the regenerator with
different wire mesh geometry. They have investigated the three different types of
regenerator models by using CFD software. Anjun et al. [8] have investigate the
combined both the study like experimental as well as numerical to find out the
heat transfer effect of cryogens i.e. (He) gasses with thermo physical properties
which is temperature dependent in a miniature tube. They have found that the heat
transfer characteristics of cryogenic gas with temperature-dependent thermophys-
ical properties (TDTP) are very different from those in the atmospheric condition
with constant thermophysical properties. Cha et al. [9] have modeled the two iner-
tance tube pulse tube refrigerator (ITPTR) systems operating under a various thermal
boundary conditions using a computational fluid dynamics (CFD) code.

An artificial neural network (ANN)-based process model is proposed to establish
a relation between input parameters and the responses. The model provides an inex-
pensive and time-saving substitute to study the performance of ITPTR. The model
can be used for selecting ideal process states to improve ITPTR performance [10].

Xiao et al. [11] has done the computational fluid dynamic (CFD) simulation of an
inter-phasing pulse tube cryocooler (IPPTC). Due to a reduction in turbulence, this
IPPTC provides improved performance compared with single OPTR. An approxi-
mate numerical simulation analysis is conducted with obtaining approximate numer-
ical solutions for predicting the behaviour of cooling capacity ofOPTRwhile keeping
reasonable bounds on errors [12]. Banjare et al. have performed the CFD simulations
for OPTR [13] and ITPTR [14] respectively at different frequency by using a dual
opposed piston compressor. Roach et al. [15] has performed the theoretical analysis
of the behaviour of a typical pulse tube regenerator. deWaele [16] have discussed the
dynamic behaviour of the temperature distribution in the regenerator and in the gas
near the hot and cold ends of the pulse tube.With some simplifying assumptions done
on the analysis, the basic properties of the temperature profile or distribution in the
regenerator and in the tube are understood. The research on pulse tube cryocoolers
has undertaken in the Los Alamos National Laboratory by Wheatley [17] who used
a thermo-acoustic pressure wave generator instead of a mechanical wave generator.
Jin et al. [18] has developed the single-stage co-axial pulse tube refrigerator (PTR)
driven by a standing wave thermo-acoustic primemover and aminimum temperature
of 117.6 K is achieved in the tube.
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2 Methodology

The present work uses formulations from the different papers on PTR and applied for
developing codes on MATLAB. Validation of developed code with the references.
Optimization of various parameters of pulse tube cryocooler such as cooling capacity,
power required, dimension, etc., using MINITAB-based Taguchi method.

The goal of the research is to develop a reliable and scalable design tool for
pulse tube refrigerators. To achieve the objective, we are developing a Matlab code
following the flow chart and data below (Table 1).

Themethods define the correlation factor and response affecting the process called
DOE or Design of experiments. It can also find out the cause and effect correlation.
In order to optimize the response, it is necessary to manage the output.

DOE abilities offer a technique for instantaneously exploring the properties of
multiple variables on a response (output variable). These investigations contain a
series of experiments or runs, tests, in which attentive changes are made to the
variables in input or factors, and data are collected at each run. It helps to maximize
the result (Fig. 1).

Table 1 Design data for PTR
models

Components Parameters

Compressor Dead volume
Swept volume

Regenerator Length, Lrg = 0.3 m
Dia., drg = 0.032 m
Porosity = 0.7
Void volume, Vdrg = 0.00015
m3

Hydraulic diameter, dh =
0.04 mm

Pulse tube Length, Lt = 0.8 m
Dia., dt = 0.02 m

Cold end block Dead volume, Vdcx = 0.00002
m3

Hot end block Dead volume, Vdhx = 0.00002
m3

Cold end temp 100 k

Hot end temp 300 k

Orifice and DI valve Diameters = 1 mm for both

Helium gas at 16 bar and
300 K temperature

Viscosity (Dynamic), μ = 15.21
× 10–6 N s/m2

ρ = 2.389 kg/m3

Cp = 5193.0 J/kg K
R = 2074.6 J/kg K, γ = 1.67
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Fig. 1 Flow diagram of the
Taguchi method [20]

3 Theoretical Study on Ptr—Adiabatic Gas Behaviour

3.1 Formula Used

1. Change in compressor volume:

dpcp
dt

= k

Vcp
[−mcpRTcp − Pcp

dVcp

dt
]

2. Pressure variation at pulse tube:

dPt

dt
= R

(
mcp − mdt

) − Th
Tc

(m0 − mdt )R − Vac
Th

dPcp

dt

[ Vdrg

Trg
+ Vdcx

Tc
+ Vt

kT c
+ Vdnx

Tc
]

3. Pressure variation at buffer/reservoir:

dPt

dt
= 1

Vt
(−m0RTh)

4. Mass flow through regeneration:

mrg = ρπD2
rgD2

h∅
3

4× 150Lrgμ(1− ∅)2
(�P) = Crg(Pcp − Pt )

where,

Crg=
ρπD2

rgD2
h∅

3

4× 150Lrgμ(1− ∅)2
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5. Mass flow through orifice:

m0 = Cd A0

√√√√2
k

k − 1

Pt
Vt

[(
Pr
Pt

) 2
k

−
(
Pr
Pt

) k+1
k

]

where , Pt > Pr

m0 = −Cd A0

√√√
√2

k

k − 1

Pr
Vt

[(
Pt
Pr

) 2
k

−
(
Pt
Pr

) k+1
k

]

where, Pt < PrCd is constant.

putting V = RT

P
for ideal gas

m0 = −Cd A0

√√√
√2

k

k − 1

P2
t

RT h

[(
Pr
Pt

) 2
k

−
(
Pr
Pt

) k+1
k

]

where , Pt < Pr

6. Mass flow through double inlet valve

mdt = −Cdt Adt

√√√√2
k

k − 1

P2
cd

RT h

[(
Pt
Pcd

) 2
k

−
(

Pt
Pcd

) k+1
k

]

where , Pcp > Pt

mdl = −Cdl Adl

√√√
√2

k

k − 1

P2
t

RT h

[(
Pcp
Pt

) 2
k

−
(
Pcp
Pt

) k+1
k

]

where, Pcp < PtCdl = constant . . .

3.1.1 Operating Condition of Adiabatic Model

Temperature Cold end = 100 K
Temperature Hot end = 300 K
Frequency = 2 Hz
Average pressure = 10 bar.

3.1.2 Fluid Data for Adiabatic Model

Helium gas at 200 K and 10 bar temperature have the following values:

μ = 15.21 * 10−6 N s/m2

R = 2074.6 J/Kg K
ρ = 2.389 kg/m3

Cp = 5193.0 J/Kg K
K = 1.67.
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Table 2 Design data for
adiabatic mode

Components Parameters

Compressor Dead volume = VQ = 0.13 ×
lO"3 m3

Swept volume = V = = O.S x
lO"3 m3

Regenerator Length = Lˆ, = 0.21 m
Diameter = dr3 = O.Q2rn
Porosity = O.T”
Hydraulic diameter = dr, =
0.04 mm

Pulse tube Length = L- = U.25 m
Diameter = dt = O.OISm

Cold end block Dead volume = VdCK =
0.00002 m2

Hot end block Dead volume = Vdtix =
O.QQQQ2m3

Orifice Diameter = 1 mm

DI valve Diameter = 1 mm

Reservoir Volume = O.Slftre

Average pressure 16 bar

Frequency 2 Hz

Cold end temperature lOOK

Hot end temperature 300 K

Helium gas At 16 bar and
300 K temperature

Dynamic viscosity = p =
15.21 × 10"= IMs/m£

p = 2.3S9 ikg/rrr
cp = 5193.0 J/kg K
R = 207A - &3 J kgi - K
r = 1.67

Design Data for Adiabatic Model

See Table 2.

4 Result and Discussion

Model prepared in MATLAB gives the dimension parameters which are optimized
in MINITAB based on Taguchi Method. Results of this section are obtained using
the equations as provided in Sect. 3 (Fig. 3).
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Fig. 2 Cover of software
created in MATLAB [19]

4.1 Modelling

4.1.1 Model Prepared in MATLAB

See Fig. 2.

4.1.2 Representation of Figure

Figure 4 represents (A) Pressure at compressor, regenerator and pulse tube versus
Time. (B) Mass flow rate through the hot end section, Double inlet valve, orifice
versus Time. (C) Mass flow rate at cold end section, Dynamic pressure at pulse tube
versus Time (D) Mass flow rate through the regenerator, Double inlet valve, orifice
versus Time.

In our numerical experiments, we considered sinusoidal and step-function pres-
sure variations shown in Fig. 5 and Fig. 6 represents the variation between mass flow
rate at cold end section and the Dynamic pressure at Pulse Tube Time.

Figure 7 represent the graph between Mass flow rates through the regenerator,
orifice, Double Inlet Valve versus Time and Fig. 8 represents the Mass flow rate
through the hot end section, Double inlet valve, orifice versus Time (Fig. 9).

4.1.3 Data Interpretation and Analysis of Results

From the developed GUI inMatlab as shown in Fig. 10. The data has collected which
is being used for optimization in the Tagughi method using MINITAB as shown in
Fig. 10.

From Fig. 11 that is main effect plot for Signal Noise Ratios shows that optimum
value of COP (Larger is better, that value is taken) is coming Regenerative length
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Fig. 3 Graph between pressure versus time [19]

Fig. 4 Pressure at
compressor, regenerator and
pulse tube versus time [19]

Fig. 5 Mass flow rate (PT)
versus time [19]
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Fig. 6 Mass flow rate (Reg.)
versus time [19]

Fig. 7 Mass flow rate of hot
end section versus time [19]

Fig. 8 Calculation for
power and COP [19]
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Fig. 9 Parameter
optimization done in
MINITAB [20]

Fig. 10 Parameter
optimization done in
MINITAB [20]

(RGL) has the most effect on COP of PTR and the corresponding value of Regen-
erative diameter (RGD) has less effect than the RGL. The Pulse tube length and
diameter have the least effect on COP of PTR. Thus the optimized value of COP is
0.11986 and the corresponding dimension parameters that are RGL, RGD, PTL and
PTD are 70, 40, 70 and 20 respectively or 70, 40, 50 and 10. All the dimensions are
in mm. The best performances of the pulse tube refrigerator are in these dimension
parameters are then verified from the numerical analysis.

5 Conclusion

A one-dimensional model has been developed for simulating the oscillatory gas flow
in the tube section of a PTR. In this model, the two factors length and diameter of the
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Fig. 11 Main effects plot
for SN ratio [20]

Pulse tube and regenerator are considered to be the most detrimental factor which
affect the behaviour of PTR. The present method turns out to be more accurate and
versatile for calculating the size of pulse tube and regenerator before implementing
in the physical model.

Pressure variation of pulse tube has been determined at different orifice opening.
Pressure variation at regenerator inlet, pulse tube and reservoir has been shown
assuming constant average pressure of the reservoir.

A comparison between theoretical pressure variation at regenerator inlet, pulse
tube and reservoir has been made with the experimental result. A fairly good
qualitative agreement has been observed.
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VAHT Vapour absorption heat transformer
COP Co-efficient of performance
p Pressure
t Temperature
CR Circulation ratio
ṁ Mass flow rate
GTL Gross Temperature Lift
Ṡ Entropy generation
X Solution concentration
Q̇ Heat transfer rate
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Suffix

A Absorber
E Evaporator
G Generator
C Condenser
ws Weak solution
ss Strong solution
r Refrigerant
gen Generation
SHX Solution heat exchanger

1 Introduction

Several systems use heat energy for converting into power, processes, etc. Most
of these systems reject waste heat into the atmosphere. 72% of the global primary
energy is lost after conversion [1]. This not only wastes energy but also pollutes the
environment. If some of the heat energy is upgraded and used for useful purposes
efficient use of resources will improve. It is not only important to save energy for
economical, also to reduce CO2 for environment protection [2]. Recovering such
waste heat can provide power, heat or cooling output without extra energy input.
This increases the energy utilizing efficiency and is considered to be a significant
“technology wedge” with the potential to contribute a particular figure for emission
reduction [3]. Up to 50% of the waste heat may typically be recovered [4].

The Intergovernmental Panel on Climate Change (IPCC) finds industrial waste
heat recovery as one of the tools forCO2 mitigation [5]. By increasing the temperature
of these sources economically, i.e., upgrading the waste heat from any industry and
energy sources like solar and geothermal energy, they can be utilized for the processes
which need relatively higher temperature heat energy for their operations. This option
is an attractive one, as the use of fossil fuels is reduced, and global warming is
decreased. Heat transformers are thermally operated systems used for upgrading any
low-temperature waste heat or solar or geothermal energy. With growing interest in
waste heat recovery, absorption technology is experiencing resurgence [6]. Growing
energy demand can be tackled by the exploitation of low-temperature waste heat with
improvement in efficiency and reduction in cost and emissions.Waste heat utilization
is becoming important and use of heat operated absorption heat transformers is
experiencing a resurgence. The absorption heat transformer is a type II heat pump.
In type I heat pump, low temperature heat is upgraded to higher temperature heat by
the application of a heat input at a temperature higher than the output from the heat
pump, whereas in type II heat pump, a medium temperature heat source is upgraded
to higher temperature as shown in Fig. 1.
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Fig. 1 Type I and type II absorption heat pumps

Thermodynamic analysis and improvement of power systems have two options,
energy or first law based analysis and second law or exergy based analysis. First
law analysis is based on quantitative analysis, where energy efficiency is calculated
whereas in second lawanalysis qualitative analysis is carried out [7].Recently, second
law based methods have become very attractive [8]. Several models such as exergy
analysis [9], irreversibility analysis [10], and entropy balance method [11] are avail-
able and some of these have been applied for absorption systems. Entropy generation
is another method of second law analysis, which will indicate where and how, there
are losses due to irreversibilities. Entropy generation analysis has been carried out for
several thermal applications, namely thermoelectric systems for electronic cooling
[12], evaporator inmicroscale refrigeration cycle [13], desalination [14], supercritical
water reactor [15], falling film type plate-fin condenser/re-boilers [16], etc. Though
entropy generation principle is applied for vapour absorption systems such as energy
and entropy-based optimization for a single-stage refrigeration [17], entropy gener-
ation based thermodynamic analysis of absorption refrigeration system [18], second
law analysis and entropy generation minimization of an absorption chiller [19], etc.,
entropy generation and minimization studies for vapour absorption heat transformer
have not been found in the literature. So, in this work, an attempt has been made
to analyze the vapour absorption heat transformer for entropy generation and mini-
mization. A mathematical model has been developed and the results are presented
in graphical form.

2 Working Principle

A VAHT works with two pressure and three temperature levels has a generator, a
condenser, an evaporator, an absorber and a solution heat exchanger. Figure 2 shows
a simple sketch of the VAHT. Waste heat at an intermediate temperature is added
to the generator which vaporizes the working fluid (refrigerant), from the weak salt



268 S. Sekar et al.

Fig. 2 Vapour absorption
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solution containing a low concentration of absorbent. The vaporized refrigerant flows
to the condenser where it is condensed by cooling water and delivers some amount of
heat at low-temperature level. The liquid refrigerant from the condenser is pumped to
the evaporator. At the evaporator, the refrigerant is evaporated by the waste heat. The
vaporized refrigerant then flows to the absorber,where the strong salt solution coming
from the generator absorbs the vapour and heat is delivered at a usable temperature
level.

Absorption of refrigerant vapour into solution is an exothermic reaction and gener-
ates useful heat at the highest temperature in the absorber. The absorption of refrig-
erant vapour into a strong solution makes it weak in absorbent. This weak solution
from the absorber is fed to the generator. To increase the performance of the VAHT,
a solution heat exchanger is provided between the generator and absorber.

3 Mathematical Modeling

3.1 Assumptions Used in the Analysis

The analysis has been carried out with the following assumptions:

1. The flow through the components is under steady state.
2. The working fluid at the exit of the generator and the absorber, the condenser

and the evaporator are all assumed to be saturated.
3. The heat losses and gains through the various components and piping are

neglected.
4. The pressure drops through the components are neglected.
5. Pure refrigerant vapour is liberated at the generator as the difference between

the boiling point of lithium bromide (1265 °C) and water is very high.
6. The effectiveness of solution heat exchanger is 0.7.
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7. Gross temperature lift is 20 °C.
8. The analysis is carried out for a generator heat input of 5 kW.
9. Refrigerant expansion is isenthalpic.
10. Pumping work is neglected.

Pressures in the main components,

pc = pg < pe = pa (1)

Temperatures of the main components,

tc < tg = tc < ta (2)

Circulation ratio (CR) is an important parameter used to design and optimize
the vapour absorption transformer as is directly related to the size and cost of the
components of the system. It is defined as the ratio of themass flow rate of the solution
leaving the absorber to the generator (ṁ4) to the mass flow rate of the working fluid
(ṁ7).

CR, f = ṁws

ṁr
= ṁ4

ṁ7
(3)

The difference between the solution concentrations at the generator outlet and the
absorber outlet is concentration differential,

dX = Xss − Xws

Xss
(100) (4)

Mass balance,

ṁws = ṁss + ṁr (5)

Also, Mass balance is

ṁ6 = ṁ1 + ṁ7 (6)

Coefficient of Performance,

COP = Q̇ A

Q̇G + Q̇E
(7)

Gross Temperature Lift,

GTL = TA − TG (8)

Entropy generation in the absorber,
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ṠgenA =
(∑

Ṡout −
∑

Ṡin
)
A

(9)

=
(
Q̇ A

TA
+ Ṡ4

)
− (

Ṡ10 + Ṡ3
)

(10)

Entropy generation in the generator,

ṠgenG =
(∑

Ṡout −
∑

Ṡin
)
G

(11)

= (
Ṡ1 + Ṡ7

) −
(
Ṡ6 + Q̇G

TG

)
(12)

Entropy generation in the condenser,

ṠgenC =
(∑

Ṡout −
∑

Ṡin
)
C

(13)

=
(
Q̇C

TC
+ Ṡ8

)
− Ṡ7 (14)

Entropy generation in the evaporator,

ṠgenE =
(∑

Ṡout −
∑

Ṡin
)
E

(15)

= (
Ṡ10

) −
(
Ṡ9 + Q̇E

TE

)
(16)

Entropy generation in the solution heat exchanger,

ṠgenSH X =
(∑

Ṡout −
∑

Ṡin
)
SH X

(17)

= (
Ṡ3 + Ṡ5

) − (
Ṡ2 + Ṡ4

)
(18)

Total entropy generation of all the components,

Ṡgen = ṠgenA + ṠgenG + ṠgenC + ṠgenE + ṠgenSH X (19)

In the thermodynamic mathematical modelling, the properties of water and steam
are taken from standard steam tables and properties of lithium bromide solutions
are calculated from the equations provided by Kaita [20]. Typical property values
at various points of the cycle at generator and evaporator temperature of 60 °C,
condenser temperature of 30 °C, GTL and solution heat exchanger effectiveness of
0.7 are presented in Table 1.
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Table 1 Typical thermodynamic properties of each state point

State
point

Chemical
composition

Temperature
(°C)

X (%) ṁ (kg/s) h (kJ/kg) s (kJ/kg K)

1 Strong
solution

60 54.34 0.011 134 0.3488

2 Strong
solution

60 54.34 0.011 134 0.3488

3 Strong
solution

74 54.34 0.011 165.67 0.4276

4 Weak solution 80 45.67 0.0131 172 0.607

5 Weak solution 66 45.67 0.0131 145.4 0.513

6 Weak solution 66 45.67 0.0131 145.4 0.513

7 Water vapour 60 – 0.002 2607.11 7.908

8 Liquid water 30 – 0.002 125.7 0.297

9 Liquid water 30 – 0.002 125.7 0.297

10 Water vapour 60 – 0.002 2610.3 7.92

4 Results and Discussion

Simulations were carried by varying operating temperatures such as condenser
temperature from 20 to 40 °C, heat source temperature or generator temperature
from 60 to 80 °C with gross temperature lift of 20 °C and solution heat exchanger
effectiveness of 0.7.

4.1 Effect of Heat Source Temperature

The effect of the heat source temperature on the COP at a condenser temperature of
20 °C, GTL of 20 °C and a solution heat exchanger effectiveness of 0.7, is presented
in Fig. 3. The CR decreases with an increase in the heat source temperature. The
decrease in theCR causes the increase in concentration ratio, which in turn leadsCOP
to increase. Figure 4 depicts the variation of entropy generation with a heat source
or generator temperature. When the generator temperature increases, the entropy
generation rates at absorber and evaporator almost remain the same, whereas the
entropy generation and total entropy generation values increase. This is due to the fact
that the condenser is most affected by the generator temperature and corresponding
pressure. As the entropy generation rates of evaporator and absorber are almost
constant, the entropy generation of the condenser and total entropy generation show
the same trend of variation.
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Fig. 3 Variation of COP
with generator temperature
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Fig. 4 Variation of entropy
generation with generator
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4.2 Effect of Condenser Temperature

The influence of the condenser temperature on the COP is presented in Fig. 5, at a
fixed generator and evaporator temperatures of 60 °C, theGTLof 20 °C and a solution
heat exchanger effectiveness of 0.7. The condenser temperature was varied from 20
to 40 °C. With increasing Tc, the circulation ratio increases and the concentration
differential decreases. This decrease in concentrationdifferential lowers theCOP.The
decrease in COP is at a high rate after condenser temperature of 35 °C. The operation
of vapour absorption heat transformer above this temperature will obviously lower
the COP. Figure 6 shows the variation of entropy generation by varying the condenser
temperature at a constant generator temperature of 60 °C, GTL of 20 °C and solution
exchanger effectiveness of 0.7. Similar to the sudden change in the value ofCOP, after
the condenser temperature of 35 °C, there is rapid change in the entropy generation
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Fig. 5 Variation of COP
with condenser temperature
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Fig. 6 Variation of entropy
generation with condenser
temperature
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values. Entropy generation at the absorber increases to a large value causing an
increase in the total entropy generation. This is again caused by the increase in
circulation ratio at higher condenser temperatures.

5 Conclusion

Second law analysis with entropy generation at the components of vapour absorption
heat transformer operating with lithium bromide working fluid has been performed.
A mathematical was developed and the results have been presented. Among the
working conditions considered,minimumentropy generation has arrived at generator
temperature of 65 °C and condenser temperature of 40 °C, maximum COP has been
obtained at generator temperature of 70 °C and condenser temperature of 35 °C and
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that is also best combination with lower entropy generation and higher COP. From
the analysis, it is concluded that entropy generation analysis is a useful tool to find
the qualitative performance of thermal systems and is suitable for optimizing the
working condition for the best performance of the system.
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Symbols

LPH Liters per hour
ν Humidity ratio
H Heat supplied/absorbed
χ Exergy
� Exergy destroyed
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Subscripts

hw Hot water
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sp1, sp2 Hot water absorbed in humidifier1, humidifier2
ds1, ds2 Desalinated water from dehumidifier1, dehumidifier2

1 Introduction

The scarcity of fresh water due to natural and unnatural actions is imminent. Water is
a primary resource which is used in occupations of huge and varying spectrum.Water
is a necessary resource for humans and is taken for granted since Earth seems to have
it in excess. Desalination is a process of removing the salts and certain minerals from
the seawatermaking the product of the process usable. There are differentmethods of
performing desalination. Here, the principle of humidification and dehumidification
is used to obtain desalinatedwater. This project aimson conducting an exergy analysis
on two-stage HDH desalination system with an integrated cooling system.

The irreversibility analysis is applied to HDH desalination system to identify the
irreversibility prone areas. This observation was further used to improve cycles and
components individually. The system can lead to peak performance by diminishing
the specific irreversibility [1]. Thermodynamic studies by applying second law to
evaluate minimum work requirement for dehumidification process in HDH desali-
nation cycle assuming the dead state as dry ambient and final state as to be saturated
air. At constant air temperature, rise in relative humidity by 10% can lead to incre-
ment inwork by 2.4–32%based on the air temperatures. Similarly, at constant relative
humidity, as the air temperature rises, minimumwork required to condense the humid
air increases [2]. The effect of different operating conditions and design parameters
on HDH desalination system operating with solar water heater was studied and iden-
tified that the productivity rises with mass flow rate of air up to an optimal value then
drops. The study depicts that double pass heater is better than single pass solar air
heater and effect the performance of system as it increased the productivity of system
by 10%. Rate of airflow also affects the productivity of system, with the increase in
flow rate by 200% productivity rises to 400% increment [3]. The characteristics of
HDH desalination system as a function of flow rate of water and air, temperature of
hot water and temperature of cooling water were studied [4]. The study reveals water
temperature plays amajor role in output water production and highwater yield can be
achieved by increase of air flow rate and reduced cooling fluid temperature. A source
and sink HDH desalination model to identify the exergy losses was developed by
[5]. Study reveals that the highest irreversibility was determined in the heater, further
the investigation tells that for a HDH process, exergy destruction of system is not
affected by phenomena of mass transfer. Higher temperature part of system plays an
immense role in exergy destruction.

A two-stage HDH desalination system with cooling system integration was
designed, developed and carried out experiments by [6–11]. They carried out ther-
modynamic, simulation and experimental studies for the maximization of energy
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utilization. Studies reveal that the degree of humidification depends on the effective-
ness humidifier, first lawefficiency andhotwater inlet temperature.Desalinatedwater
yield depends on the temperature of coolingwater circulated in dehumidifier.Approx-
imately 1.5 LPH of fresh water and 150–200 W of cooling effect with an EUF of
0.33 and 0.58 was observed for plant and cycle respectively. Exergy analysis on solar
multi-effect HDH desalination process was carried out by [12] and studies reveal that
the solar collector hasminimum exergy efficiency. To enhance freshwater output, the
energy and exergy efficiency should be improved and rejected water should be reused
to obtain fresh water. Thermodynamic analysis of various psychrometric processes
was carried out and was concluded that second law efficiency is a function of mass
flow rate, temperature and relative humidity of air [13]. Experimental studies were
carried out to enhance the productivity of desalinated water by using various type of
inserts in the air pre heater and different packing materials in the humidifier. Energy
and exergy analysis was conducted to determine the EUF and compare the various
changes been made in components. The improved system was able to develop 45%
increase in water yield when compared to conventional system. It was observed that
exergy efficiency increases with higher turbulence. Using twisted tape in air heater
and gunny bags in the humidifier resulted in maximum obtained efficiency. In the
modified system energy efficiency jumped from 20 to 44% and exergy efficiency
from 15 to 38% [14].

The effect of various operating conditions on the performance of solar HDH
desalination system was investigated experimentally. The results that by increasing
the feed water mass flow rate, productivity of the system can be increased. However,
airmass flow rate does not have anymajor effect on the productivity of the system and
double pass solar air heater plays a key role and productivity was decreased by 15%
without solar air heater [15]. Energy and exergy analysis was carried out on a HDH
solar desalination system and found that maximum energy and exergy efficiency was
obtained as 31.54% and 1.87% respectively with fresh water production of 1.11 kg/h
[16]. Various methods of exploiting exergy as an influential tool for the generation
of better energy strategy for various applications were described [17]. Different
thermodynamic studies on HDH cycle was studied to improve the performance.
These include vapour compression cycles,multi-extraction cycles andmulti-pressure
cycles. On the basis of study, the use of novel air heater to increase the efficiency
and usage of vacuum operations was recommended [18].

Exergy analysis is generally carried out to make the thermal system more
economic in terms of available energy. The losses in exergy flow also known as
exergy destruction is responsible for irreversibility occurrence associated with heat
addition processes and finite temperature variations. Thus, this analysis of available
energy or exergy plays an inevitable role in determination of losses in energy system
and later in refining the outputs in components.
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2 Methodology

The line diagramof the proposed integrated plant with different components is shown
in Fig. 1. A rotameter is provided at the inlets of the components to verify the flowrate
is near the supposed value or not. Rotameter is used to measure the flowrates of hot
water to air preheater (APH)s, circulating water and chilled water to dehumidifiers
and constant flow rates of 1150, 300 and 125 L/h is maintained to the respective
devices. Similarly, air flow rate was kept constant at 15 m3/h. As this a study for
determining the variation in the exergetic and performance parameters with respect
to varying hot water supply rate as well as inlet water temperature to the humidifiers
in the systems, rotameters were utilized to maintain the flow rates at 100, 125, 150
and 200 L/h at different instances of time to humidifiers. The inlet temperatures
considered are at 46, 48 and 51 ˚C.

Figure 1 emphasizes on the experimental setup. The water is heated using solar
flat plate collector. The heated water is supplied to APHs and humidifier for obvious
purposes. The heated water flow rate for both the preheaters are kept constant and is
kept variable for both the humidifiers. The air from the atmosphere is passed to APH
with the help of a blower in order to maintain a constant air flow rate. The air flowing
through preheater undergoes sensible heating i.e. rise in temperature of air without
any changes in specific humidity. This decreases the heating load for humidifier. The
hot water is sprayed from the top side of the humidifier while preheated air enters
from below. This increases the humidity of air. The humidified air is then passed
through water cooled dehumidifier. This leads to the end of first stage of the HDH
system. Similar procedure is followed as above in second stage except it uses chilled
water from a water cooler. After going through the second dehumidifier, distilled
water is obtained at the bottom of dehumidifier and the chilled air can be used for
centralized air conditioning in hotter environment.

The following formulae were used to evaluate different parameters. Mass of dry
air is to be considered for exergy balancing of components. The estimation of mass
of dry air can be done by the following equation:

Fig. 1 Two Stage HDH system with cooling effect
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mdry_air = matm

1+ ν
(1)

The air flows through the annular tube heat exchanger APH and gains heat via
conduction and forced convection from the hot water coming heated up by solar flat
plat collector but there is mass exchange involved in this process as it is indirect
heat exchanging process. So, inlet and outlet mass flow rate of dry air in the APH is
similar.

The mass of water vapour absorbed in the humidifiers by the air stream is as
follows:

msp1 = mdry_air(ν4 − ν3) (2)

msp2 = mdry_air(ν7 − ν6) (3)

The addition of water vapour leads to change in the humidity ratio of the air stream
passing out of the humidifier as well as the mass of the stream.

mds1 = mdry_air(ν6 − ν7) (4)

mds2 = mdry_air (ν8 − ν7) (5)

The above equations are used to obtain the mass of condensate in each stage. The
motive of preheater is to increase the absorption capacity of air before undergoing
the humidification. The air stream undergoes only sensible heating, hence there is
no change in the humidity ratio of the air leaving the preheater.

Haph1 = mhw1Cp_hw�Ta1−b1 (6)

Haph2 = mhw1Cp_hw�Ta3−b2 (7)

The above equations signify the heat transferred by the hot stream from the
collector to the atmospheric air passing through the APHs.

The heating of air in humidifiers can be negligible. The cooling offered by the
cooling water in respective dehumidifiers can be given below.

Hdehum1 = mcwCp_cw�Te1−d1 (8)

Hdehum2 = mchwCp_cw�Te2−d2 (9)

Exergy is the maximum amount of usable energy in a stream with reference to
the environment as the dead state, that is, available energy. The specific exergy of a
stream at a given point, neglecting the mechanical and chemical oriented terms can
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be expressed as below:

χ = � − �0 − T0(κ − κ0) (10)

The following equations are used in determining the irreversibility of each
component from each stage of the desalination system:

�aph1 = mdry_air(�χ3−2
dry_air) + mhw1(�χa1−b1

hw1 ) (11)

�aph2 = mdry_air (�χ5−6
dry_air ) + mhw1(�χa3−b2

hw1 ) (12)

�hum1 = mdry_air (�χ3−4
dry_air ) + mhw2(�χa2−c1

hw1 ) (13)

�hum2 = mdry_air(�χ6−7
dry_air) + mhw2(�χa4−c2

hw1 ) (14)

�dehum1 = mdry_air(�χ4−5
dry_air) + mcw(�χd1−e1

cw ) (15)

�dehum2 = mdry_air(�χ7−8
dry_air) + mcw(�χd2−e2

cw ) (16)

Exergy Efficiency is an entity that can be used to demonstrate the degree of
efficiency of a transformation process of a type of energy to another. In order to
determine such efficiencies, the following equations were used [17]:

∏

aph

= 1− �aph

mdry_airχ
in
dry_air + mhw1χ

in
hw1

(17)

∏

hum

= 1− �hum

mdry_airχ
in
dry_air + mhw2χ

in
hw2

(18)

∏

dehum1

= mcw(�χcw)

mdry_air(�χdry_air)
(19)

∏

dehum2

= mchw(�χchw)

mdry_air(�χdry_air)
(20)

Gained Output Ratio (GOR) a commonly used performance parameter for
evaluating a desalination system is expressed by;

GOR = mdsωds

Qin
(21)
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The GOR of each stage of the HDH system can be estimated from the above
equation is used to compare the performance of each dehumidifier. Effect of cooling
is seen via this performance parameter.

3 Results and Discussion

Exergy destruction, exergy efficiency, stage-wise GOR comparison and total yield
comparison among the stages of the system are estimated in this study. Highest
irreversibility was observed during sensible heating process, while humidification
and dehumidification process had lowest, and humidification being the least. Hence
exergy destruction for APHs at various configurations was studied.

Figure 2 show the exergy destruction in APHs for two stages has similar trend
except for 100 LPH and 48 ˚C. The exergy destruction increases linearly with raise
in inlet water temperature for 100 and 150 LPH flowrate, while for 200 LPH it
decreases. This would be due to increased heat loss to ambient.

The variation of exergy efficiency of 1st and 2nd stage humidifiers is shown in
Fig. 3. It is observed that efficiency of humidifier 1st stage remains constant but
tends to slightly increase at higher inlet temperature of hot water except for 150 LPH
configuration. In humidifier 2nd stage exergy efficiency increases with inlet water
temperature having lowest for 100 LPH. However, decreasing trend was observed
for 125 LPH. It can be concluded that exergy efficiency of humidifier increases
with increase in temperature and flow rate of water with 2nd stage acquiring higher
exergetic efficiency than 1st stage humidifier. It is observed that highest efficiency
of 80 and 90% was observed at 200 LPH flow rate and 51 ˚C inlet temperature of
water.

Fig. 2 Variation of exergy
destroyed in 1st and 2nd
stage air preheaters
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Fig. 3 Exergy efficiency variation in 1st and 2nd stage humidifier

Variation of exergy efficiency of 1st and 2nd stage dehumidifiers at different inlet
hot water temperature is shown in Fig. 4. Exergetic efficiency decrease with increase
in inlet hot water temperature and decrease as hot water flowrate increase. However,
at dehumidifier second stage, efficiency increases with hot water inlet temperature
and flowrate. Best configuration for first stage dehumidifier is observed for 100 LPH
and 46 ˚C with exergy efficiency of 47% while for second stage, best condition is
noted for 200 LPH and 51 ˚C with an efficiency of 55%.

Figure 5a shows the fresh water yield obtained for the two stages of dehumidifier,
it can be concluded that in second stage of the HDH system is always higher than
the first stage of the system. Hence, cooling effect does increase with the yield of the
respective stages. At 48 ˚C, the total yield decreases irrespective of inlet hot water
flow rate and an increase with increase in temperature. Highest yield is obtained for
125 LPH at 51 ˚C of 1.9 kg/h at 200 LPH and 51 ˚Cwith second stage being the better.
Figure 5b shows the GOR of the two-stage HDH desalination system. Considering
the systemGOR for the two stages, second stage has lower value than first stage in all

Fig. 4 Exergy efficiency variation in 1st and 2nd stage dehumidifiers
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Fig. 5 Condensate obtained and GOR in 1st and 2nd stage dehumidifiers

the configurations considered in this study. For achieving higher performance, low
flowrate and higher inlet water temperature to humidifier are suggested for first and
second stage, respectively, with two-stage humidifier yielding better performance.

4 Conclusions

Exergy studies were carried out on an integrated two-stage HDH desalination with
the cooling system is analyzed in this study. It is observed that Exergy destruction
during sensible heating reduces with decreasing inlet hot water temperature. By
reducing hot water inlet temperature, exergetic efficiency of dehumidifier as well as
GOR of the system can increase but humidifier’s exergetic efficiency will decrease.
Therefore, increasing dehumidifier efficiency will increase GOR of the system. The
configuration of 200 LPH and 51 ˚C can be said as the best configuration in terms
of exergetic efficiency, 125 LPH and 51 ˚C for higher yield of condensate and 150
LPH and 46 ˚C configuration for lesser irreversibility during sensible heating.
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Performance Analysis of a Desert Cooler
for Different Climatic Conditions in India
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Nomenclature

Cpa Specific heat of the air, (J/Kg ◦C)
Cw Specific heat of water, (J/Kg ◦C)
hc Convective heat transfer coefficient between water and air, (W/m2 ◦C)
he Coefficient of mass transfer between air and water, (Kg/m2s)
Mt Mass of water at the cooler tank, (Kg)
ṁw Water mass flow rate, (Kg/s)
Pa Vapour pressure of saturated water in the air, (N/m2)
Pw Vapour pressure of saturated water in the air at the temperature of

water, (N/m2)
t Time, (s)
T a Mean temperature of air, (◦C)
Tae Temperature of exit air, (◦C)
Tai Temperature of inlet air, (◦C)
〈Ta(ξ)〉 Mean exit air temperature, (◦C)
〈Tw(ξ)〉 Mean temperature of water flowing through the cooler pad, (◦C)
y0 Pad breadth, (m)
x0 Pad thickness, (m)
z0 Pad height, (m)
ρa (Kg/m3) Air density
γ Relative humidity of the air
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1 Introduction

Desert cooler commonly known as air cooler works on the principle of evapora-
tion is an economical and eco-friendly alternative to a conventional air conditioner.
Desert cooler uses natural energy source (water) and hence it is more energy efficient
than vapour compression-based air conditioners. The currently available evaporative
cooling system includes both direct and indirect types. Direct evaporative cooling
system inwhich the dry air directly comes in contact withwater can lower the temper-
ature of air by using latent heat of water evaporation. As a result, warm dry air is
changed into cool and moist air. Indirect evaporative cooling systems are able to
lower the air temperature by avoiding addition of moisture to the air. Desert coolers
utilizes the direct evaporative cooling it consists of a cubical box made up of mild
steel or PVC enclosed by evaporative pad from three sides in addition to which an
exhaust fan is fitted in front side to induce dry outside air into the cooling pad. The
induced air comes in contact with water flowing from the top of the cooler pad.Water
stored in the box (cooler tank) is pumped into the top of the cooler pad by a pump,
water comes in contact with dry air evaporates and as a result heat transfer air gets
cooled. The cooled air commonly known as washed air thus can be utilized for space
conditioning.

Unfortunately, evaporative air cooling requires an abundant water source and is
effective only in hot and dry climate, this is one of the reasons for the decline in the
popularity of evaporative air conditioning. However, the rising cost of electricity and
detrimental effect on the environment due to air conditioners has created a need to
develop a clean environmental friendly alternative to conventional air conditioners.

Various research work has been carried over in the past to design and develop
the evaporative air cooler with enhanced effectiveness pad materials and thermal
comfort sizing, etc. Sawhney et al. [1] introduced two new parameters to define the
cooling capacity of the cooler, they obtained optimum values of the defined variables
in different environmental conditions. Singh et al. [2] determined optimum values
of operating parameters viz. pad area, packing factor and airflow rate for minimum
TSI (Tropical Summer Index) considering climate of Delhi, India. Sodha et al. [3]
computed the performance of a desert cooler and they have given the ‘Discomfort
index’ (DI) for three climatic zones found in India; moreover, they determined the
effect of different parameters on discomfort index. Sodha et al. [4] introduced a
thumb rule for the sizing of desert cooler in terms of the size of the floor region to
be cooled for two atmospheres to be specific hot and dry as well as composite. To
determine the performance of desert cooler Camargo et al. [5] developed a mathe-
matical model, the model has been experimentally validated. Wu et al. [6] developed
a simple mathematical model to predict the thermal performance of desert cooler
and the effect of operating parameters on cooling efficiency has been investigated.
Fouda and Melikyan [7] developed and validated a simplified mathematical model
to describe the heat and mass transfer between air and water in a direct evaporative
cooler. Sachdeva et al. [8] analyzed the performance of direct evaporative cooler
by the heat and mass transfer. They considered cooling pads of various thicknesses
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and decided the impacts of varieties in some significant parameters like wet bulb
saturation effectiveness, COP, Nu, NTU, HTC, CC and consumption of water with
different face velocities. Kabeel and Bassuoni [9] presented a theoretical model to
lessen the water utilization rate. The saline water at various concentrations is utilized
as feeding water to the introduced model. They probed a direct evaporative cooler
and found that at 200,000 PPM saltiness proportion, a decrease in water utiliza-
tion by about 1.5 L/h. Dhamneya et al. [10] presented the thermodynamic perfor-
mance analysis of a direct evaporative cooling system by increasing the sides of the
cooling pads. They analyzed the performance of cooling by considering the different
configurations of cooling pads and found that the maximum saturation efficiency
of the triangular configuration was about 97%. Sodha et al. [11] built up a mathe-
matical model considering about the variable water temperature to investigate the
desert cooler, the proposed model is valuable to anticipate the transient temperature
of tank water, they proposed to use the cooled tank water to cool outside objects.
Bishoyi et al. [12] analyzed the thermal performance of direct evaporative cooler with
respect to cooling capacity, power consumption and energy efficiency ratio consid-
ering different cooling pad materials for the composite climate. With reference to the
above study it is particularly evident that the exhibition of direct evaporative cooling
for various climatic conditions is yet required.

In the present paper, authors investigated the performance of direct evaporative
cooler in three different climates viz. hot and dry, composite and warm and humid
climate in India considering honeycomb cooling pads. The theoretical temperature of
washed air (exit air) is computed for each hour in a day for different climates. Hourly
effectiveness of cooler has been computed. Hourly average of ambient temperature
and relative humidity is considered for numerical computations. Exit air temperature
is computed considering the mathematical model presented by Sodha et al. [13]. The
model presented by Sodha andSomwanshi is experimentally validated for the climate
of Raipur (Chhattisgarh) by conducting laboratory experiments in stable conditions.

2 Mathematical Analysis

Following an earlier mathematical model proposed by Sodha et al. [11], considering
a cooler pad (Fig. 1), the water streams from top to bottom in z-direction and flow
of air is assumed to be in the x-direction.

Following earlier work, the temperature of the air in the cooling pad is given by

Ta − Tw

Tai − Tw

= exp(−αx), (1)

where α = hcFp/ρava .
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Fig. 1 Pad profile and elemental volume [11]

The term Tai is the temperature of the inlet air,
From Eq. (1), the temperature of air coming out of cooler and average temp. of

air (x-direction) given by,

Tae = Tw{1 − exp(−αxo)} + Tai exp(−αxo) (2)

T a = Tw + {Tai − Tw}{1 − exp(−αxo)}/αxo (3)

Taking a small element of dz thickness (Fig. 1), the equation of energy balance
for water may be expressed as,

ṁwcw

dTw

dz
dz + Q̇Ldz + Q̇Sdz = 0 (4)

The latent heat transfers per unit area are given by Tiwari [13]

q̇L = Cnhc(Pw − γ Pa) (5)

Cn is a constant and it is given by,
Cn = MwL

RTρacpa Le2/3
, ρa = PaMa

RT , Cn = L
cpa

Mw

Ma

1
PT Le2/3

. Here Pa = PT , Le = α′
Dab

.
Remembering that the evaporating surface in the element xoyodz is Fpxoyodz.

Q̇L = q̇L Fpxoyo = Cnhc(Pw − γ Pa)Fpxoyo (6)

Further,

Q̇S = hc(Tw − Ta)Fpxoyo (7)
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The saturation vapor pressure of water can be given by,

P = R1T
2 + R2T + R3 (8)

where R1 = 6.36Nm2◦C−2, R2 = −112.8Nm2◦C−1 and R3 = 1890Nm−2.
From Eqs. (3), (4), (5), (6), (7) and (8) one obtains,

dTw

dz
= −AT 2

w + BTw + C (9)

where,
N1 = ṁwcw

hc Fpxo yo
,K1 = {1 − exp(−αxo)}/αxo,A = R1Cn/N1,B = (R2Cn −

K1)/N1 and C = [CnR1γ T 2
ai + Tai (K1 − γCnR2) + CnR3(γ − 1)]/N1.

Integrating Eq. (9) one obtains,

Tw − (B/2A) − C1

Tw − (B/2A) + C1
= β exp(−2AC1z) (10)

where,
β = [Twi−(B/2A)−C1]

[Twi−(B/2A)+C1]
and C1 = √

(B/2A)2 + C/A.

where Twi is the temperature of water at the top of the cooling pad (z = o).
From Eq. (9) the exit and the mean (over z) temp. of water in the cooler pad and

mean exit air temperature is given by,

Twe = (B/2A) + C1

{
(1 + β exp(−2AC1zo)

(1 − β exp(−2AC1zo)

}
(11)

〈Tw〉 = B

2A
+ 1

Azo
ln

{
exp(2AC1zo) − β

1 − β

}
− C1 (12)

〈Ta〉 = exp(−αxo){Tao − 〈Tw〉} + 〈Tw〉 (13)

3 Experimental Validation

To validate the proposed model experiment was performed in the climate of Raipur,
Chhattisgarh, India (21.25°N, 81.62°E), for a typical day in the month of April
(27/04/2018). The experimental cooler consists of a cooler tank (90 L) provided with
cellulose evaporative pads (0.76 × 0.60 × 0.10) m3 dimensions in three different
faces. The front face consists of an exhaust fan (400 W) to induce the outside dry
air into the cooler pad. A pump (18 W) is placed into the cooler tank to pump water



290 P. R. Mishra et al.

Fig. 2 Experimental setup

into the cooler pads. Pictorial view of the experimental setup is shown in Fig. 2. The
temperature of an air inlet and exit is measured by the help of a calibrated K-type
temperature of accuracy (±0.1 °C), humidity of the exit air and inlet air is measured
by the help Maxtech humidity meter of accuracy (±5%).

To have controlled experiments cooler is fitted in a small room with exit air going
out of the window. Before starting the experiment, experimental cooler is allowed to
run for 15 min to make pads uniformly wet. Average exit air temperature, inlet air
temperature, inlet water temperature, and exit water temperature are recorded at a
time interval of 15min. Themass flow rate ofwater flowing through the cooling pad is
measured by measuring the time taken to fill the tank of the cooler of known volume.
The theoretical temperature of exit air and water is computed by using Eqs. 10 and
12. Computed values are compared with recorded values.

The theoretical and experimental temperature of exit air is computed and shown
in Fig. 3, Inlet parameters are as follows: (Tai = 35.5 °C, Relative humidity = 0.30,
Tw0 = 32.5 ◦C, mw = 0.15 kg/s, Va = 1.5 m/s, Cw = 4200 J/kg k, Fp = 370 m2/m3,
X0 = 0.10 m, y0 = 0.45 m, Z0 = 0.5 m,Mt = 97 kg).

4 Determination of Closeness of Experimental
and Theoretical Readings

4.1 Root Mean Square of Percentage Deviation (e)

Closeness of theoretical to experimental values can be presented in terms of root
mean square of percent deviation (e) and it is given by,
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Fig. 3 Theoretical and experimental exit air temperature

e =
√∑

(ei )2

n
(14)

ei =
[
Xpre(i) − Xexp t (i)

Xpre(i)

]
× 100 (15)

4.2 Coefficient of Correlation (r)

The relation between the theoretical and experimental values is exhibited by a coef-
ficient called coefficient of correlation (r). The coefficient of correlation can be
assessed with the assistance of the following equation:

r = N
∑

XpreXexp − (
∑

Xpre)(
∑

Xexp)√
N

∑
X2
exp − (

∑
Xexp)2

√
N

∑
X2
pre − (

∑
Xpre)2

(16)

Here N is the number of observations. The experimental and theoretical values
are said to be in a strong correlation, if estimation of r is near 1.

The values of the root mean square of percentage deviation (e) and the coefficient
of correlation (r) is computed by the relations discussed above. It is seen that the
value of e is 1.15% and the value of r is 0.97 for the degree of freedom 10. The values
seem to be reasonably good, the small discrepancy may be due to small variations
in room conditions.
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5 Performance of Cooler

Daily performance of cooler is computed for summers (average data of April, May
and June) for the three different climatic zones in India viz. hot and dry climate,
composite climate and warm humid climate. The different cities corresponding to
the three different climatic zones are selected for numerical computations. Hourly
average of ambient temperature and humidity is considered for numerical computa-
tions. Hourly degree of cooling (Tai − Tae) is computed for the different climates.
The velocity of inlet air is considered as 1.5 m/s, mid-size cooler (90 L) capacity with
cellulose pad of area (400 m2/m3) and dimensions (0.1, 0.5, 0.7 m) is considered for
numerical computations.

The degree of cooling will be the temperature difference between inlet air temper-
ature and the temperature of air coming out of the cooler (exit air). The degree of
cooling is plotted with time for the different climatic conditions and shown in Figs. 4,
5 and 6. It is seen that the degree of cooling for April month is maximum for the
climate of Jodhpur and minimum for the climate of Kolkata. For the month of May,
it is seen that the degree of cooling is more for Jodhpur climate up to time 5.00 pm
in evening after that the degree of cooling is more for the composite climate of Delhi
the reason could be due to increase in relative humidity in evening hours for the

Fig. 4 Degree of cooling for April month
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Fig. 5 Degree of cooling for May month

Fig. 6 Degree of cooling for June month
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Fig. 7 Monthly average degree of cooling

climate of Jodhpur. For June, the degree of cooling is almost the same for the climate
of Jodhpur and Delhi whereas for humid climate it is very less.

The average degree of cooling for the month of April, May, and June for all three
climatic zones are shown in Fig. 7. It is seen that the average degree of cooling
for the month of April is 8.5 °C, 5.9 °C and 3.1 °C for climates of Jodhpur, Delhi,
and Kolkata respectively. For the month of May, the average degree of cooling for
Jodhpur, Delhi and Kolkata are 7.4, 7.3, and 2.7 °C. It is seen that the average degree
of cooling is almost the same for Jodhpur and Delhi climate. The degree of cooling
for day time is more for Jodhpur and for Delhi, degree of cooling is more for evening
and night. The degree of cooling for June month is very less for all the climates.

6 Result and Conclusion

The proposed mathematical model can be implemented to analyze the performance
of desert coolers for different climatic conditions. Various designs and dimensions
can be considered to get the cooling performance. The model will be helpful to
design a cooler to give maximum efficiency. In the present work daily performance
of an evaporative cooler has been computed for summer months in the three different
climatic conditions found in India. It is clearly seen that like other devices based on
the evaporative cooling, the desert cooler performs badly for the places with higher
humidity. The cooler works reasonably well for climates with low humidity and high
ambient temperatures. The average degree of cooling for summers (April, May, and
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June) is a maximum of about 6.9 °C for the climate of Jodhpur. For the climate of
Kolkata, its value is a minimum of about 2.6 °C. For the climate of Delhi, the average
degree of cooling for summers is about 6.3 °C.
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Energy and Environmental Analyses
of Active Solar Dryer for Medicinal
Herbs Drying

D. V. N. Lakshmi and Muthukumar Palanisamy

1 Introduction

A large variety of spices and herbs such as turmeric, cardamom, black pepper, black
ginger, sugandamantri, stevia, basil, giloy, etc., are cultivated in India, and being
exported to various parts of the world. The diverse climatic condition of India is
the prime reason for the cultivation of good quality and large variety of spices and
herbs. Drying is the most common method to store the cultivated products for longer
time. The quality of the product depends on the type of drying conditions (normal,
blanched and chemically pre-treated) and mode of drying (open sun drying, artificial
drying, and solar drying). The artificial dryers consume fossil fuels and emit harmful
greenhouse gases to the environment. The cost of these dryers is very high and
unaffordable by the small scale farmers. In tropical places, sun drying is a normal
practice, which impacts the medicinal qualities of the herbs and spices. As a result,
the product’s price decreases in the international market. Solar dryers are of low
cost as compared to conventional dryers and they can be fabricated with locally
available materials. In India, the most common practice for preserving stevia leaves
is by drying them under the open sun. The product quality of open sun-dried (OSD)
products is not up to the mark because of the uneven drying, dust and sudden rains.
Further, long drying hours in open sun spoils the nutritional and medicinal value of
the product [1]. For drying of medicinal herbs, the temperature between 40 and 60
°C is recommended [2]. Artificial dryers (Fluidized bed dryers, infrared dryers, etc.)
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are the other available options that are used to fulfil the purpose. The high initial
investment and operational costs, requirement of skilled operators and emission of
harmful gases are the drawbacks of the artificial dryers. In contrast to this, solar-based
dryers are better alternates to address the above-cited problems. The fresh products
are loaded in an insulated closed cabinet known as dryer while the hot air from the
solar collector is allowed to pass around the product and allowed to dry till the desired
moisture content is reached. This method preserves the medicinal and nutritional
values of the herbs as compared to conventional sun drying [3]. Because of progress
and changes in life style, majority of individuals are with threats like hypertension,
obesity, cancer, diabetes, etc. Roughly 463 million grown-ups (20–79 years) are
living with diabetes,by 2045 this will soar to 700 million. Usage of zero-calorie
foods is getting popular to maintain a healthy lifestyle. The most common use of
artificial sweeteners is Acesulfame potassium, sucralose, etc. These sweetners create
severe health issues like abdominal and cardiac issues. Stevia is a natural sweetner
and its sweetness is 300 times more than sugar [4]. Stevia has a low glycaemic index
and non-cariogenic. Since, it does not influence blood sugar level, it is more suitable
for diabetic patients. Fresh stevia leaves are not available throughout the year and
they are generally consumed in dried form. In India, the most common practice is
drying under the open sun. This method degrades the quality in terms of colour
and medicinal values. Solar drying is a renewable energy-based technique to dry the
stevia products in rural places. This technique preserves the nutritional andmedicinal
values of the stevia compared to conventional drying. The solar air heater with multi-
pass was developed for screw pine leaves drying [5]. Sensible heat storage materials
like granite was placed below the absorber plate to reduce the drying time by 50%.
Similarly, the drying behaviour of the fresh rosemary leaves was investigated in an
indirect solar dryer with an auxiliary heating system [6]. It was observed that the
drying time was less at higher operating temperature. A mixed mode solar dryer
with paraffin-based thermal energy storage was developed for studying the drying
behaviour of medicinal products like Curcuma caesia and Curcuma zedoaria [7]. The
drying kinetics of the dried samples were analyzed under two different conditions.
Lemus-Mondaca et al. [8] investigated the effect of drying on stevia leaves by using
freeze, infra-red, vacuum, shade and convective drying methods, and found that the
phenolic and flavonoid contents were more in the freeze-drying, as compared to the
other drying techniques. Direct and indirect solar dryers, with and without mesh
were developed for stevia leaves drying [9]. Experiments were performed by placing
20 g of samples in the drier. The drying kinetic analysis was performed and it was
observed that the Weibull model was the suitable kinetic model. Recently, a mixed
mode active solar dryer was developed for stevia leaves drying [10]. Exergy analysis
of the dryer and quality analysis of the samples were performed and observed that
DPPH, total phenolic and total flavonoid content of the samples dried in the solar
dryer were better compared to theOSD. The discolorations of the solar-dried samples
were high due to direct exposure of sunlight in the drying chamber.

Limited works have been reported on drying of medicinal herbs like stevia, neem
and giloi in solar dryer till date [9, 10]. It is also seen that there is a lack of profound
experimental studies on drying of stevia leaves and performance investigations of
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solar dryer for drying stevia leaves. The present research work focuses on (i) devel-
opment of an indirect active solar dryer for the climatic conditions of North East
India,and (ii) to perform experiments on drying of stevia for evaluating the perfor-
mance of the solar dryer in terms of dryer efficiency and pick up efficiency. Further,
quality analysis of the samples and carbon mitigation potential of the dryer are
presented.

2 Experimental Setup and Experimental Procedure

The experimental setup is fabricated as per the following design procedure. The
setup is located on the top of Thermal Science Lab, Department of Mechanical
Engineering, IIT Guwahati, India. The system consists of a solar dryer (insulated
and parallel flow type); a double pass solar air heater (counter flow) and a blower.
The schematic representation of the setup is shown in Fig. 1. The solar air heater is
1.01 m in width and 2.01 m in length. The absorber plate (0.85 mm thick GI plate) is
coated with black colour to absorb the maximum solar heat. To reduce heat losses,
the absorber plate is covered with plexiglass (4 mm thickness). A base plate of 1 mm
thick aluminum sheet is used to reduce the re-radiation losses from the absorber plate.
The dryer consists of a diverging section at the entry for uniform air flow inside the
chamber. The designed solar dryer can accommodate six trays and one sample tray
for holding the products. The blower is placed between the solar air heater and the
chamber. The fresh air enters the solar air heater, gets heated up and then enters into
the dryer. To vary the air flow rate, a control valve is placed before the blower and
the hot air is pumped into the drying chamber through the blower. The air heater was
placed 25° south to receive the maximum solar radiation.

During the experiments, the flow rate was maintained constant. To achieve a
steady-state condition, the blower was operated 1 h prior to the loading of products.
Experiments were conducted in the month of October 2017, from 8 AM to 4 PM.

Fig. 1 Schematics of forced convection solar dryer
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Table 1 Details of the
instruments and their
accuracy

S.No. Parameter Instrument Accuracy

1 Solar radiation (I) Pyranometer ±1 W/m2

2 Temperature (T) T type
thermocouples

±0.2 °C

3 Wet-bulb
temperature

Hygrometer ±0.5 °C

4 Velocity (V) Hotwire
anemometer

±0.1 m/s

5 Weight of samples
(W)

Weighing
balance

±0.01 g

The fresh samples (stevia) were collected and cleaned properlywith runningwater
before drying. The dryer was loaded with full capacity (10 kg) to study the dryer
performance. Temperature, humidity, velocity of air and solar radiation intensity at
various positions were measured. The details of instrumentation are presented in
Table 1. Thermocouples and pyranometer were connected to the data acquisition
system (Agilent—34972A).

3 Performance Analysis

The amount of water dehydrated from the product (yw) was calculated by applying
Eq. 1,

yw = mpr(X in − X fn)

100 − X fn
(1)

The dryer efficiency is defined as the ratio of energy required to remove moisture
from the product to energy input to the dryer. Input energy to the dryer is given by
using Eq. 3, where hfg is latent heat of vaporization (kJ/Kg), I is the intensity of solar
radiation (W/m2), BP is energy consumed by the blower (Kwh), ASAH is area of solar
air heater (m2), and α and τ are the absorptivity and transmissivity of the SAH.

ηISD = yw ∗ hfg
EISD

(2)

EISD = [ASAH ∗ I ∗ α ∗ τ + BP] ∗ tISD (3)

Pick up efficiency is another important parameter used for evaluating the dryer
performance. The moisture removal capacity from the product inside the solar dryer
can be estimated by using Eq. (4) [11, 12],
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ηpickup = mwr

vρtISD(hasdi − hdi)
(4)

where, v is volumetric flow rate of drying air entering into the chamber (m3/s) and hasdi
is absolute humidity of the air entering the dryer at the point of adiabatic saturation
(%) and hdi is absolute humidity of drying air at inlet (%). The effective moisture
diffusivity (Deffective) is another parameter considered in the design of a solar dryer,
and this value is estimated by using Fick’s diffusion equation,

MRR = 8

π2

∞∑

n=0

1

(2n + 1)2
× exp

[
− (2n + 1)2π2Defftdrying

4(h∗)2

]
(5)

Considering the first term in the above series, Eq. 5 can be written as:

MRR = 8

π2
exp

[
−π2Defftdrying

4(h∗)2

]
(6)

From the experimental data, effective moisture diffusivity is obtained. By plotting
ln(MR) versus time and from the slope of this line, Deffective is estimated as:

Deff = Slope × 4(h∗)2

π2
(7)

The economic study and environmental analysis of the dryers are very important in
terms of acceptability. The first one includes cost and feasibility of the system and the
second one explains about the CO2 emissions, carbon credit and energy payback time
(EPBT ). The amount of energy required to produce the final end user components
is called as embodied energy (Em). The consumption of energy produces carbon
emissions to the environment. From embodied energy analysis, one can evaluate
how much carbon will be emitted by the dryer. This value can be minimized by
selecting materials which have less Em value for reducing the CO2 emissions.

Energy payback time (EPBT ) is defined as the ratio of total embodied energy of
the system (Em) to the annual thermal energy output (Eannual).

EPBT = Em

Eannual
(8)

The thermal output of the dryer annually (Eannual) is evaluated from the product
of thermal output daily (Edaily) and number of dryer operated days (T b). The daily
thermal output evaluated as follows:

The thermal output daily (kWh) of the solar dryer is given by,

Edaily = yw × hfg
3.6 × 106

(9)
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Thermal output of the dryer annually is given by,

Eannual = Edaily × Tb (10)

The country’s socio-economic development depends on energy consumption per
capita. Industrialization, lifestyle and employment are the other factors that influence
the economic development of any country. The transmission losses are taken as 45%
and loss of energy by consumers as 25% in India.

CO2 emission per year =
Ein × 2.042

nlifespan
1

1 − la
∗ 1

1 − lT
∗ 0.98 = 1

1 − 0.2
∗ 1

1 − 0.4
∗ 0.98 = 2.042

(11)

where, Ein is embodied energy, lt is transmission losses and la is domestic appliances
losses. The net CO2 mitigation over the lifetime of a system is evaluated as follows:

The net CO2 mitigation over the lifetime of a system = Total CO2 mitigation −
Total CO2 emission.

Net CO2mitigation (in tons) = (Eannual × n − Em) × 2.042 × 10−3 (12)

Carbon credits can be used to finance carbon reduction schemes. The carbon credit
is estimated by using Eq. 13,

Carbon credit = Net CO2mitigation ∗ cost of carbon credit per ton (in USD)

(13)

4 Results and Discussion

The dryer was loaded fully (10 kg) to study the performance. Using AOAC method,
the moisture content of the stevia samples was estimated in the hot air oven. Exper-
iments were performed in October 2017. A sample of 100 g was placed inside the
active solar dryer to study the drying behaviour of stevia leaves and the same amount
of sample was placed under open sun. The variation of air temperature inside the
dryer and the ambient temperature is shown in Fig. 2. Temperature inside the IASD
was varied from 27.2 to 55.4 °C, whereas the average ambient temperature of air
was 25.9 °C. Temperature of air plays a significant role on the drying time, wherein
higher the temperature, lesser is the drying time. The moisture ratio (MR) variation
with time is shown in Fig. 3. The stevia leaves reached the final moisture content
moisture content of 0.053 (d.b) from initial moisture content 4.36 (d.b) within 7 h
in IASD condition. Under OSD, the final moisture content of leaves was achieved
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Fig. 2 Temperature of air
inside the dryer and ambient
conditions
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in about 14.5 h. From Fig. 3, it was observed that the drying was taking place in
falling rate drying period. In OSD, the moisture content reduced slowly due to low
temperature and high humidity. As a result, the medicinal values (total phenolic,
total flavonoid) of dried leaves under sun-drying condition was low compared to the
leaves dried in the IASD.

Effectivemoisture diffusivity is vital parameter to evaluate the dryer performance.
This value is determined by using the method of slopes. The relationship of ln(MR)
versus time is shown in Fig. 4. Using Eq. 8, the diffusivity value was estimated
for samples dried in the solar dryer and OSD which were 2.774 × 10–9 m2/s and
1.254 × 10–10 m2/s, respectively. The dryer performance depends on the amount of
water evaporated from the product and the time of drying. Efficiency of the dryer is
defined as the ratio between the energy required to remove the water from the product
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Fig. 4 Effective moisture diffusivity of stevia leaves in IASD and OSD

to the energy input to the dryer. The input energy to the dryer is mainly from the
solar collector. The energy needed to dehydrate the product depends on the shape,
thickness and initial moisture content of the product. The efficiency of the dryer is
estimated by using Eq. 3 (Iavg = 535.4 W/m2, ASAH = 2.1 m2, yw = 7.9 kg) and
found that the overall thermal efficiency of the dryer was 31.5%. Pick-up efficiency
is the ability of drying air to remove the moisture from product. Temperature of the
drying air plays a significant role in removing the moisture. This value is high during
the initial drying hours and decreases when the drying advances. This is mainly due
to higher moisture evaporation in initial drying period, which decreases as drying
progress. The dryer average pick up efficiency was estimated as 73.5%.

Environmental analysis of the active solar dryerwas estimated, as the carbon credit
and the net carbon dioxide mitigation potential were found by using Eqs. 9–14. The
materials used for manufacturing the components have some energy densities [1,
13]. This energy density was multiplied with the amount of material that gave the
embodied energy value. Table 2 shows the energy densities, weight of the materials
used for manufacturing the solar dryer and the embodied energy for each component.

The yearly thermal output of the dryer was found to be 1685.7 kWh/year. The
EPBTof the active solar dryerwas estimated usingEq. 16. The total embodied energy
of the dryer was 876.6 kWh, while the annual energy output from the developed dryer
was 2767.5 kWh/year and the EPBT value was found as 0.5 year. The value is very
low as compared to the other developed solar dryers [14]. The developed solar dryer
is environmentally energy efficient and environment friendly. The net CO2 mitigation
potential of the system is evaluated by using Eq. 13, and it was found as 55.06 tonne
for the 10-year life span of the dryer. If CO2 emission is being traded at 13 US $
per tonne of CO2 mitigation, then the carbon credit earned by the system can be
obtained. The earned carbon credit varies from |12,561.00 to |50,245.49, which is
quite high.
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Table 2 Energy densities and quantities of solar dryer components for evaluating the embodied
energy

S. No. Material Quantity (kg) Ec (kWh/kg) Etotal (kWh)

Solar air heater

1 Glass cover 5.16 7.28 37.56

2 Absorber plate (GI
sheets)

2.08 13.88 28.87

3 Aluminum base plate 1
mm thickness

0.8 55.28 44.22

4 Plywood bottom cover
and base

16.8 2.88 48.38

5 Glass wool for
insulation

2.5 4.044 10.11

6 Al. Angles 2 55.28 110.56

7 Black paint 1 25.11 25.11

(a) Embodied energy for solar air heater 304.8 kWh

Indirect solar drying chamber

8 Drying chamber (M.S.
Sheet thickness 1 mm

45 8.8 396

9 Wooden stand 10 2.89 28.9

10 Wire mesh 4.2 8.89 37.33

11 PVC pipe 2 19.4 38.8

(b) Embodied energy for construction of solar dryer 501 kWh

Blower

12 Motor body casing 10 6.1 61

13 Copper wire 0.05 19.62 0.981

14 Fittings 1 8.89 8.89

(c) Embodied energy for blower 70.8 kWh

Total embodied energy of solar dryer (a) + (b) + (c) 876.6 kWh

The total flavonoid (TFC) and total phenolic content (TPC) of the raw samples and
dried samples (solar and open sun) were evaluated by standard testing methods and
are reported in Table 3 [7]. The phenolic and flavonoid content values of solar-dried
samples were high due to less drying time.

Table 3 Total flavonoid and total phenolic content of raw and dried stevia samples

TPC (mg GAE per gm of
sample)

TFC (mg quercetin per gm
of sample)

Antioxidant activity (µ mol
of TE per gm of sample)

Raw 48.40 ± 1.27 1.98 ± 0.03 49.85 ± 2.78

IASD 62.85 ± 5.606 28.25 ± 2.19 92 ± 7.29

OSD 33.25 ± 1.01 20.69 ± 1.14 3.01
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5 Conclusions

In the present experimental study, active solar dryer indirect type was designed and
experiments have been carried out at full load condition to study the performance
of the dryer using stevia leaves as drying sample. Major conclusions drawn are as
follows:

• The time taken the fresh stevia leaves to reach the desired moisture content of
6.5% w.b was 420 min and 870 min, respectively, in indirect solar dryer and OSD
to dry till the desired moisture content was achieved.

• The overall dryer efficiency and pickup efficiency of the active solar dryer were
respectively 31.5% and 73.5%.

• The developed dryer is economically viable and can compete with commercial
dryers.

• The estimated effective moisture diffusivities of stevia leaves dried in IASD and
OSD were 2.774 × 10 −9 m2/s and 1.254 × 10 −10 m2/s, respectively.

• The TFC and TPC of the open sun-dried samples were low compared to the
samples dried in IASD.

• The earned carbon credit varies from |12,561 to |50,245, which is quite high.
• The energy payback time of the dryer was estimated as 0.52 year.
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of Performance Parameters for Counter
Flow Packed Bed Liquid Desiccant
air Dehumidifier
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Nomenclature

CaCl2 Calcium chloride
CR Condensation rate (g/s)
Eh Enthalpy effectiveness
Em Moisture effectiveness
HFCs Hydrofluorocarbons
LDAC Liquid desiccant dehumidification system
LiBr Lithium bromide
LiCl Lithium chloride
ṁ Mass flow rate (kg/s)
NOAA National Oceanic and Atmospheric Administration
Patm Atmospheric pressure (kPa)
R2 Correlation coefficient
RMSE Root mean square error
S/A Solution to air flow mass rate
SWR Stepwise regression
T Temperature (°C)
VCS Vapor compression system
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ω Specific humidity (kg of water vapor by kg of dry air (kgwv/kgda))
h Enthalpy of fluid (kJ/kg)
X Solution concentration (wt.%)
z Number of experimental runs
λ Data point

Subscript

exp experiment
e equilibrium
i inlet
a air
s solution
o outlet

1 Introduction

National Oceanic and Atmospheric Administration (NOAA) had prescribed the year
2015 as thewarmest year from the timewhen records began in 1880 [1]. The increased
number of scorching hot summer days are record-breaking in various zones of the
globe. Therefore, the demand for heating, ventilation and air conditioning systems
are annually expected to hike by 6.2% [2]. The requirements of human comfort indoor
conditions are elucidated in terms of regulated temperature (sensible load) and also by
control of humidity (latent load), especially for hot and humid geographic regions. In
order to control the required humidity level, the conventional refrigerant aided vapour
compression systems (VCS) are condensed out the water vapour present in air by
lowering the air dry-bulb temperature below its dew point temperature. Subsequently,
the dehumidified air is subjected to reheating to reach the desired indoor temperature
range that eventually consumes more power in terms of electricity. For example,
in order to extract the air specific humidity of ~0.07 kgwv/kgda, the air needs to be
cooled to nearly 9 °C [3]. Most often, the electricity generation involves the fossil-
fuelled driven power plant that is having a resultant emission of CO2 into the lower
atmosphere.

Emerging nations likeChina and India are still relying on some strongbased refrig-
erants for air conditioning. However, European Commission Regulation 2037/2000,
articulates the usage of all HFCs would be phasing out from the year of 2015 [4].
Even so, environmental concern seems to revoke when the level of comfort, luxury
and standard of living associated with humans. Many convenient protocols, such
as Montreal Protocol are directed to some significant changes in the production of
refrigerants and their control consumption. Since then, different initiatives have been
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considered tominimise the use ofHFCs. In this perspective, a holistic approach needs
to be adopted to maintain the energy-intensive humidity level. Recently, sorption
technology has taken significant attention as an alternative process to standardise
mechanical air conditioning systems for dehumidification of air without cooling
below its dew point temperature. Liquid desiccant dehumidification systems (LDAC)
are one of the sorption technologies, where a synthetic or natural desiccant is used
as a hygroscopic material to absorb the moisture of the surrounding air.

Several experimental investigations have been conducted on dehumidifiers by
different salt solutions as desiccants. Many researchers used aqueous lithium chlo-
ride (LiCl) as a desiccant [5–7]. Other investigations using calcium chloride (CaCl2)
and lithium bromide (LiBr) as desiccants in a dehumidifier were also carried out [3,
8, 9]. Moreover, it is noticed that LiCl becomes more feasible desiccant compared
to other pure desiccants because of its inherent characteristics as well as its stability
feature (it does generally not vaporise into the air) at ambient conditions [10]. Chung
and Gosh [11] experimentally studied dehumidifier with LiCl aqueous desiccant
and concluded that the structured packed bed liquid desiccant dehumidifier yielded
better performance compared to the random packed based dehumidifier. Fumo and
Goswami [10] studied LiCl potentiality as an aqueous desiccant in liquid desic-
cant dehumidification systems and evaluated the performance of dehumidifier by
estimating the condensation /evaporation rate as performance characteristics. Naik
and Muthukumar [7] experimentally studied the desiccant dehumidifier with the
help of LiCl desiccant and patterned the dehumidifier performance characteristics
at different operating conditions. In the recent past, reasonable amount of effort
has been oriented towards estimation of performance characteristics of the desic-
cant dehumidifier. However, no attention was devoted toward the investigation of
trade-off analysis, which is essential for decision-making exercises, among various
dehumidifier performance characteristics to get optimum input parameters.

On the other hand, it is essential to investigate the underlying physicochemical
properties of desiccants, which are most prominent in the system. Mainly, in desic-
cant dehumidification system, the equilibrium air humidity, which is a function of
vapour pressure difference between the liquid desiccant and process air, at the desic-
cant surface that is the most direct impelling properties on the system’s effectiveness
[12]. The approach for estimation of equilibrium air humidity at the desiccant surface
was a subject of earlier research for specific spectra of interest in different technolog-
ical and scientific applications, likemetrology aswell as forwater distillation. In these
mentioned fields, the use of vapour pressure and their corresponding studymostly fall
either to intermediate temperatures like 28–35 °C or to relatively higher temperatures
35–45 °C. However, the vapour pressure (driving force of the water vapour) at low
temperature (15 °C) levels up to high temperature (50 °C) is crucial for certain other
industrial domains, like drying and air conditioning, to estimate a precise prediction
of heat and mass transfer activity. In the present study, the concentration range and
temperature range has chosen between 20 and 40 wt.% and 20°–50 °C, respectively.
The concentration and temperature are maintained below 40% and less than 20 °C,
respectively, to avoid crystallisation of desiccant, which might block the packing
material pores. Besides, in order to achieve adequate moisture absorption rate from
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the air, the temperature and concentration are maintained below 50 °C and above
20 wt.%, respectively. Even though a significant number of experimental studies
were conducted to establish some empirical correlations for vapour pressure estima-
tion, they are represented in a complicated form and sporadically represented in the
literature.

In this perspective, the objectives of the present study are to develop a simple
correlation to predict the vapour pressure as a function of desiccant solution concen-
tration and temperature for LiCl desiccant solution at temperature range between
20° and 50 °C. In order to ensure that, the data of the corresponding properties are
compiled from available literature. With the help of vapour pressure and desiccant
temperature, the equilibrium specific humidity is also demonstrated in the form of
Othmer Chart (as a function of concentration and temperature). An investigation
is made to analyse the trade-off among performance parameters based on different
liquid to air ratios. Subsequently, empirical regression models are also developed for
prediction of performance parameters and compared with previous published corre-
lations for modelling of dehumidifier testing paradigms. Experimental data from
Chung and Ghosh [11] were used to analyse this present theoretical analysis for LiCl
solution.

2 Evaluation of Equilibrium Air Humidity

2.1 Vapour Pressure of LiCl

In order to calculate the vapour pressure of LiCl, the vapour pressure data were
collected from several literatures [12–14] at different ranges of temperatures and
concentrations. Moreover, the existing procedure [13, 14] is used to calculate the
vapour pressure of the LiCl, as follows:

psol = pH2O[� f ] (1)

where f = A + Bθ ; A = 2−
[
1+

(
X
π0

)π1
]π2

B =
[
1+

(
X

π3

)π4
]π5

− 1; θ = Ts
Tc,H2O

and � = 1−
[
1+

(
X
π6

)π7
]π8 − π9e−

(X−0.1)2

0.005 ;

I n
(

pH2O
pc,H2O

)
= A0τ+A1τ

1.5+A2τ
3+A3τ

3.5+A4τ
4+A5τ

5

1−τ
;
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τ = 1− T s

Tc,H2O
;

The constants of Eq. 1 are represented in Table 1. A simple straight-forward
polynomial equation is proposed form the extracted vapour pressure data. It can be
used to represent the vapour pressure as a function of concentration and temperature
as follows:

Pv (kPa) = Ao + A1
X

Ts
+ A2

(
X

Ts

)2

+ A3

(
X

Ts

)3

(2)

where, A0, A1, A2 and A3 are constants, and their corresponding values are 16.08, −
26.533, 15.039, and −2.801, respectively, for LiCl solution.

2.2 Air Equilibrium Specific Humidity at Desiccant Surface
(ωe)

Desiccants absorb moisture due to vapour pressure difference between the surface
of the desiccant solution and surrounding air. The dehumidification phenomena are
said to happen when vapour pressure value of air is more compared to that at surface
of the desiccant solution and expected to be continued till the vapour pressure of
desiccant is in equilibrium with air. The parameter which conveys the feasibility
of dehumidification process is equilibrium air specific humidity, which is the air
specific humidity at the desiccant solution surface at local solution concentration
and temperature, calculated by Eq. (3)

ωe = 0.622

(
Pv(X, Ts)

Patm − Pv(X, Ts)

)
; (3)

where, Patm = 101.325 kPa.
In Fig. 1, the lines of constant aqueous salt concentration (isosteres) (40–20 wt.%,

from top to bottom) of LiCl are depicted in an Othmer chart. This chart demonstrates
the equilibriumhumidity ratio of air,ωe= f (X,Ts) at the desiccant solution surface as
a functionof solution temperature and concentration. It is observed that humidity ratio
decreases with temperature for a fixed salt concentration (X = msalt/msol.). However,
the humidity ratio decreaseswith increasing concentration for a constant temperature.
It could be derived from Othmer chart that desiccant absorbs more moisture at lower
temperatures and higher concentration. A straightforward correlation is developed
as function of solution temperature and concentration (Eq. 4).

ωe = A1 + A2T + A3T
3 + A4X + A5X T3 (4)
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Fig. 1 Othmer chart for LiCl aqueous solution

where, A1, A2, A3, A4 and A5 are constants and their corresponding values are
9.69E−03, 1.08E−04, 6.63E−07, −2.57E−04 and −1.43E−08, respectively, for
LiCl solution.

3 Performance Indices

3.1 Condensation Rate

It expresses the rate of change of air specific humidity at a particular mass flow rate.
It is calculated as

CR (kg/s) = ṁa
(
ωa − ωa,o

)
(5)

3.2 Moisture Effectiveness

This expresses the air specific humidity variation across the dehumidifierwith respect
to maximum possible humidity variation.
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εm = ωa − ωa,o

ωa − ωe
(6a)

ωe = 0.622

(
PV (X, Ts)

Patm − PV (X, Ts)

)
(6b)

3.3 Enthalpy Effectiveness

This performance parameter expresses the actual enthalpy variation of air during
dehumidification operation compared to the maximum possible enthalpy variation.

εh = ha − ha,o

ha − he
(7)

4 Results and Discussion

4.1 Experimental Data Analysis

Chung and Ghosh [11] experimental data were collected from Koronaki et al.
[15] (adapted with permission from Elsevier, copyright 2019, Order Number:
4701141019796) for the present study. The experiment was conducted using LiCl
liquid desiccant in an adiabatic counter flow dehumidifier with packing density of
223 m2/m3. Ta, Ts, X, ωa, ṁa and ṁs are inlet parameters and Tao, Tso and ωao

represent the outlet conditions of the dehumidifier, respectively [15].
Table 2 provides the experimental data for a packed column dehumidifier with

PVC structure packing. In the case of air dry bulb temperature, the output results
showed that the process air is being cooled during dehumidification process. It is due
to the fact that the solution inlet temperature is much below the air inlet temperature.

Though mass transfer occurs between the air and desiccant, the outlet air temper-
ature becomes lower compared to the inlet air temperature. It is due to sensible
cooling domination over sorption heating. Themaximum air specific humidity differ-
ence between the inlet and outlet was 0.0074 kgwv/kgda. It can also be observed that
the outlet solution temperature is higher compared to the inlet solution temperature
and this is due to sensible and sorption heat transfer during dehumidification. The
performance parameters are calculated using Eqs. (5–7) and are represented in Table
3.
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Table 3 Calculated
performance parameters
based on Table 2

S. No. CR (g/s) εh εm

1 0.111 0.724 0.692

2 0.125 0.724 0.697

3 0.142 0.694 0.667

4 0.159 0.707 0.678

5 0.219 0.667 0.651

6 0.223 0.701 0.684

7 0.229 0.724 0.708

8 0.235 0.729 0.715

9 0.159 0.728 0.720

10 0.177 0.722 0.707

11 0.145 0.720 0.713

12 0.169 0.723 0.709

13 0.172 0.690 0.692

14 0.178 0.718 0.716

15 0.181 0.733 0.729

16 0.184 0.758 0.747

4.2 Trade-Off Analysis of Performance Parameters

Trade-off analysis among the performance parameters (Eh-Em-CR) is investigated to
rationalise the effectiveness of the liquid desiccant dehumidifier. The entire Eh-Em-
CR footprint of the experimental endeavour is encapsulated in Figs. 2 and 3. Figure 2
corresponds to S/A of 6.7, 8.5 and 9.5 operating operations. The loci 6–7–8.5–9.5 in
Fig. 2 represents the S/A and the corresponding Em and Eh are represented in X-axis,
and Y-axis, respectively. CR are represented in colour code. Dehumidifier operation
yielded a persistent increase in Eh, Em, andCR for higher rates of solution enrichment.

However, beyond S/A of 8.5, the air-desiccant operation registered a significant
decrease of Eh, Em, and CR. It is noted that Eh, Em and CR trade-off footprint of
dehumidifier operation is higher for lower S/A value (8.5) when compared to higher
S/A values (10.5–13.5), as shown in Figs. 2 and 3. However, Eh, Em and CR value
increase with S/A from 10.5 to 13.5 (Fig. 3). S/A of 8.5 registered 77.1% increase
in CR, 29.2% and 26.1% lower in Em and Eh, respectively, as compared to S/A of
13.5. It is due to more desiccant participation at higher S/A, which blocks packing
material pores and reduces the contact area in the dehumidifier chamber paradigm.
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Fig. 2 Trade-off map for dehumidifier performance parameters at S/A: 6–8.5

Fig. 3 Trade-off map for dehumidifier performance parameters at S/A: 10.5–13.5
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5 Modelling Using Stepwise Regression (SWR) Approach

Regression analysis can be used to identify a trend in the data, whether it is linear
or non-linear form. The heat and mass transfer process is complicated in nature, so,
all the input parameters are considered for modelling. Ta, ωa, X, Ts, ṁa and ṁs are
selected as inlet parameters, as mentioned in Eq. (8).

yi = f (Ta, ωa, Ts, X, ṁa, ṁs) (8)

where yi is the performance parameters of themodel, i.e., CR and Em. In the dehumid-
ification process, the Tao is varying for different composition/operating conditions
and this is due to different rate of sorption and sensible heat release. In some oper-
ation/composition, the sorption heat is dominated over sensible heat and in some
cases, sensible heat between the air and desiccant is dominated. Hence, CR and
Em model shows a non-linear trend. Therefore, SWR model is chosen to build the
empirical models. The developed models for the performance parameters are shown
in Eqs. (9–10).

CR = 5.893ωaTs + 0.2897 ṁaTa + 0.006869 Taṁs + 0.001685 Ta X − 0.1621

− 0.003356 TaTs − 2.703ωa X (9)

εm = 0.4378+ 0.09562X + 0.0162 TaTs + 0.663 sin(sin(ṁa)) + 0.04326 Taṁ
2
s

+ 0.07573ωa/ sin(sin(2.737/ωa)) − 0.3526 Ts − 0.0001918 XT 2
a (10)

The adequacy of fitted regression models, R-square value is 99.93% for CR,
and 97.7% for Em, which indicates that the regression models are highly significant
(Fig. 4). Details of correlation coefficient (R2) can be found from literature [16]. This

Fig. 4 Comparison of experimental and SWRpredicted results a condensation rate (g/s),bmoisture
effectiveness
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Table 4 Comparison of
R-square and RMSE for
present and Koronaki et al.
[15] models

Statistical parameters (Em) (CR)

Koronaki et al. [15] R-square 0.779 0.8663

RMSE 0.246 0.0880

Present study R-square 0.977 0.9971

RMSE 0.006 0.0020

also expresses the performance prediction capability of present model, which seems
to be in line with the trends of the experimental data, as seen from Fig. 4. Further,
present models corroborated that the effects of all independent parameters can also
be well predicted.

6 Model Comparison with Literature

The models developed in the current study are compared with Koronaki et al. [15]
models for the same experimental datasets. The performance of developed models
are compared based on two statistical criteria, RMSE (Root Mean Square Error) and
R2 (correlation coefficient) for the same datasets (Eqs. 11, 12). Preliminary studies
suggest that the SWR model could provide excellent predictions throughout the
region of interest. Accordingly, the developed models are found to be reasonably
consistent and produces stable responses at all points of interest. It is observed from
Table 4 that the present models exhibit better prediction compared to Koronaki et al.
[15] models. The adequacy of fitted regression models, R-square and RMSE values
are 99.93% and 0.0020 for CR and 97.7% and 0.006 for Em, respectively (Table 4).

R2 = 1−
(∑z

i=1

(
λex − λp

)2
∑z

i=1 λ2
ex

)
(11)

RMSE =
√
1

z

(∑z

i=1

(
λex − λp

)2)
(12)

7 Parametric Study

In this section, the effects of independent parameters on the dehumidifier performance
parameter are analysed using the developed empirical correlations. It is well known
that dehumidifier operation is performed to remove moisture from the air. So, the
condensation rate becomes a crucial factor. Therefore, in the present study, the effects
of independent parameters on the condensation rate (CR) is analysed in detail. The
influences of the four different inlet parameters on the condensation rate are shown
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Fig. 5 Influences of inlet parameters on the condensation rate: a air temperature, b desiccant mass
flow rate, c air specific humidity, d desiccant concentration

in Fig. 5. All of the four parameters have a noticeable influence on the condensation
rate, as shown in Fig. 5. It can be seen from Fig. 5 that the inlet desiccant flow
rate, air humidity ratio, air temperature and desiccant concentration have a positive
influence on the condensation rate. Increasing the desiccant mass flow rate leads to an
increasing mass transfer coefficient between the air and the desiccant, as mentioned
by Zhang et al. [17]. As a result, the condensation rate increases with a rising flow
rate of desiccant. Further, increasing the air temperature can result in a higher surface
vapour pressure difference between the air and desiccant, which increases the mass
transfer potential between the air and the desiccant and then increase the condensation
rate. The reason for the increase of the condensation rate with the desiccant inlet
concentration is due to the decrease in the surface vapour pressure of the desiccant.
However, a higher surface tension caused by a higher concentration would reduce
the wettability of the packing [18]. This effect counteracts the increase of the mass
transfer potential; positive exponent represents the increasing trendwhile the negative
exponent represents the decreasing trend. Finally, it is found from the prediction curve
(Fig. 5) that the positive exponent has a more significant influence than the negative
exponent.
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8 Conclusions

In the present study, LiCl solution is used as a desiccant material to analyse the dehu-
midifier performance. Based on the above study, the followingmajor conclusions can
be drawn:

• A polynomial correlation is developed to calculate the vapour pressure of LiCl
solution for the temperature range between 20 and 50 °C within the desiccant
concentration between 20 and 40 wt.%.

• Othmer chart (ωe-Ts-X diagram) is constructed in a concentration range between
20 and 40% within the temperature range between 15 and 50 °C.

• The trade-off analysis showed that the solution to airflow rate (S/A) ratio of 8.5 is
best compared to the other S/A ratios and the condensation rate, moisture effec-
tiveness, and enthalpy effectiveness is 0.234 g/s, 71.5% and 72.5%, respectively
at S/A of 8.5.

• Empirical regression models of CR and Em are developed for prediction of perfor-
mance parameters and compared with existing literature correlations. It reveals
that the developed models are robust for surrogate modelling in dehumidifier
testing paradigms.

• From the parametric study, it is noticed that the inlet desiccant flow rate, air
humidity ratio, air temperature and desiccant concentration have a positive
influence on the condensation rate.
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List of symbols

A Area of the collector (m2)
Q̇l Heat lost by the panel (W)
G Incident solar radiation (W/m2)
ηth Thermal efficiency (%)
ṁ Mass flow rate (kg/s)
ccp(cf) Specific heat capacity of the coolant fluid (kJ/kg.K)
To Outlet temperature of the coolant fluid (K)
Ti Inlet temperature of the coolant fluid (K)
ηe Electrical efficiency (%)
Pg Power generated by the solar cell (W)
Q̇e Heat absorbed by the evaporator (W)
Q̇g Heat supplied to the generator (W)
mPCM Mass of PCM material (kg)
LPCM Latent heat of fusion of lauric acid (kJ/kg)
Q̇PCM Heat transferred to the PCM (W)
γ Circulation ratio
∈ Concentration ratio
Ein Amount of exergy that is received by the system (W)
Ta Ambient temperature (K)
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Ts Sun temperature (K)
Eout Amount of exergy obtained as output (W)

1 Introduction

Solar energy is one of the most abundant and promising renewable sources of energy
with a lot of potential and scope for development in generation of power for useful
work. Solar energy systems are becoming increasingly popular due to the current
global trend shifting towards adopting cleaner and eco-friendly sources of energy for
power generation in an ode to counteract the harmful effects that are being caused
due to excessive use of fossil fuels and other non-renewable sources of energy for the
same. As a result of this, a lot of research and studies are being performed to increase
the efficiency or the performance of these systems to make them more practically
feasible for a wider scale of implementation.

A large fraction of the solar heat that is incident on to the solar panel is dissipated
in the form of thermal energy or waste heat and only a mere fraction of which is
actually being utilized by the solar panel. Since the electrical conversion efficiency
of the solar panel is very low with an average range of efficiency ranging from
15% to 18%, a hybrid system involving an additional thermal extraction cycle to
capture or absorb this dissipated heat is coupled with the solar cell panel to increase
their overall efficiency. Co-generation of both electricity and thermal energy can be
obtained from the same system. Such hybrid systems are becoming more common
and are playing a pivotal role in extracting the maximum output from the given
system under consideration and making them more diverse and flexible in terms
of the different applications they can be used for. Optical devices, such as plane
reflectors or parabolic dish collectors, are used as solar concentrators for capturing
a large area of incident sunlight and focusing it onto the solar panel for operating
the panel at its peak performance throughout its working cycle. As the efficiency of
the solar cell decreases with increase in its temperature, the implementation of the
thermal energy extraction cycle to the panel absorbs the excess heat and maintains
the solar panel at its optimum temperature for best performance and to avoid damage
to any of the components. This leads to an increased lifespan of the solar panel in
addition to the extra thermal energy that is being harnessed [1, 2].

A pump is used to circulate the coolant fluid (primarily water) across the solar
panel to absorb the heat and the thermal energy system employing phase-change
materials to ensure that the coolant fluid passing through it receives enough thermal
energy for producing useful work. The extent of using this system for various appli-
cations is determined by the amount of heat that is being absorbed by the thermal
extraction cycle or the maximum outlet temperature that is obtained from the circu-
lating coolant fluid. For low temperature ranges, this system can be employed for
water heating or space heating and so on, and for medium temperature ranges, the
scope of application of this system can be extended further to air-conditioning or
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cooling applications such as the vapor-absorption cycle, desalination systems, and
water pumping. The applications for which this system can be used are diverse and
many are based on the amount of heat that is being generated by the solar panel system
[3]. Various studies have been performed in studying the feasibility of the waste heat
obtained from the PVT module for different applications such as for heating and
cooling applications in buildings [4] to improve the collector efficiency by about 20–
30%, for water heating using PCM materials [5] for domestic applications, and for
using the waste heat obtained from the system for solar cooling through the vapor-
absorption cycle [6] to determine its coefficient of performance and cooling capacity.
The applications for which this system can be used are diverse and many are based
on the amount of heat that is being generated by the solar panel system. The primary
advantage of using concentrators if installed is to focus the solar energy onto the
system so that it reduces the number of photovoltaic cells required for the panel and
makes it more viable and compact. This can solve the problem of deploying energy
harvesting systems where the available space is the main constraint. This system is
alsomore economical and practical to operate in the longer runwith a faster pay-back
period and also with lesser maintenance and service that is required.

2 System Modeling

In this model analysis, a coolant circuit made up of copper tubes passing underneath
the solar panel so as to absorb the excessive heat that is being produced by the panel
is considered. Water is pumped through these copper tubes as the coolant fluid to
transfer the thermal energy from the PV module to the source of application of the
waste heat. The concept of total system is shown in Fig. 1. The heat that is absorbed
by the water passing through the solar module is then split into two channels, with
one of them exchanging the absorbed heat with the phase-change material system
(thermal energy storage) and the other exchanging the absorbed heat to the vapor-
absorption cycle. A 50:50 split of the absorbed heat is assumed for both the channels

Fig. 1 Concept of total system
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of coolant circuit with both the channels receiving half the amount of the total waste
heat that is absorbed.

Stearic acid is selected as the primary phase-change material for the thermal
energy storage system as it exhibits the most suitable properties with a high latent
heat of fusion capacity for optimum energy storage at the required temperatures.

2.1 Photovoltaic Module with Coolant Circuit

The PV module under consideration for our analysis is a 250 W panel with a short
circuit current (Is) of 8.92A and an open-circuit voltage (V0) of 38.19V. The effective
collector area of the solar panel is 1.623 m2 (length = 166.32 cm, width = 99 cm).
The thermal efficiency of the flat-plate solar panel/collector is given by the following
equation:

ηth = Q̇l

A × G
(1)

where Q̇l is the heat lost by the panel to the surroundings, A is the area of the collector,
and G is the incident solar radiation. This amount of heat that is lost by the solar
cell can be transferred to the coolant fluid and to the phase-change material in the
thermal energy storage system by the following equation:

Q̇l = ṁcfccp(cf)�T (2)

where ṁcf is the mass flow rate of the coolant fluid, ccp(cf) is the specific heat capacity
of the coolant fluid at constant pressure which is taken as the constant value of
4.187 kJ/kg.K and �T is the temperature difference between the outlet temperature
(To) and inlet temperature of the coolant fluid (Ti) passing through the solar panel.
The electrical efficiency of the solar cell is given by the equation:

ηe = Pg
A × G

(3)

where Pg is the amount of power generated by the solar cell, A is the area of the
collector, and G is the incident solar radiation. The electrical power generated by the
solar cell is given by the equation:

Pg = V .I (4)

where V is the voltage output obtained from the solar panel, and I is the current
output obtained from the solar cell. The photovoltaic panel efficiency is lesser than
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the efficiency of the individual cell due to current mismatch loss and coupling losses
associated with the series of the PV panels that have been joined. The auxiliary
work that is supplied to the pump for circulating the coolant fluid is neglected in our
analysis as the working fluid considered in our analysis is water which would require
minimumpumpwork for effective circulation. The coefficient of performance (COP)
of the vapor-absorption cycle is given by:

COP = Q̇e

Q̇g
(5)

where Q̇e is the heat absorbed by the evaporator to cool the working space to the
desired temperature values and Q̇g is the heat supplied to the generator that is obtained
through one of the channels of the absorbed heat from the solar panel.

3 Model Analysis and Observations

The irradiation data and temperature data are taken from the reference [7]. Tables 1
and 2 show the various calculated parameters for different mass flow rates. The same
values of incident radiation have been considered for the cases of different mass flow
rates to study the trend in the coolant output temperature values obtained.

Average solar radiation intensity over a time period of 6 h (21,600 s): 730.84W/m2

Average thermal efficiency of the system: 66.7%
Average waste heat absorbed by the coolant fluid = (730.84 × 1.623) × 0.73 =

791.2 W.
Assuming 50% distribution to the PCM material: Q̇PCM (avg) = 395.6 W
Density of stearic acid = 840 kg/m3

Amount of heat transferred to the PCM = Q̇PCM (avg) × 21,600 s = 8.545 MJ

QPCM(avg) = mPCMxLPCM (6)

where mPCM is the mass of PCM material required for the analysis and LPCM is the
latent heat of fusion of stearic acid = 203 kJ/kg

Hence, mPCM = 42.1 kg
Table 3 shows different PCM material for comparison. Stearic acid is selected as

the primaryPCMmaterial in the analysis as compared to othermaterials because of its
relatively highermelting point. As a result of this, it can store energy at higher temper-
atures and can supply good quality heat to the vapor-absorption cycle at the desired
temperatures for obtaining the best performance from the system. Also, stearic acid
can handle higher fluctuation of loads when acting as a standalone supplier of energy
due to its better quality of energy stored that can supply the required amount of varied
thermal heat requirements over a wider range of operation.
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Table 1 PVT module analysis

V̇cf (m3/min) ṁcf
(kg/s)

Time
(h)

G
(W/m2)

To
(K)

Ti
(K)

Q̇l
(W)

ηth
(%)

0.0005 0.00834 10 376 361.140 350.15 383.900 62.91

11 737 370.120 350.15 697.350 58.30

12 853 378.536 350.15 991.240 71.60

13 937 382.900 350.15 1143.756 75.21

14 948 380.670 350.15 1065.800 69.27

15 699 371.710 350.15 752.720 66.35

16 369 365.350 350.15 530.910 63.20

0.001 0.01667 10 376 355.650 350.15 383.900 62.91

11 737 360.140 350.15 697.350 58.30

12 853 364.351 350.15 991.240 71.60

13 937 366.530 350.15 1143.760 75.21

14 948 365.420 350.15 1065.800 69.27

15 699 360.934 350.15 752.720 66.35

16 369 357.756 350.15 530.910 63.20

0.0015 0.025 10 376 353.810 350.15 383.900 62.91

11 737 356.812 350.15 697.350 58.30

12 853 359.620 350.15 991.240 71.60

13 937 361.076 350.15 1143.760 75.21

14 948 360.332 350.15 1065.800 69.27

15 699 357.341 350.15 752.720 66.35

16 369 355.222 350.15 530.910 63.20

0.002 0.0334 10 376 352.895 350.15 383.900 62.91

11 737 355.136 350.15 697.350 58.30

12 853 357.238 350.15 991.240 71.60

13 937 358.328 350.15 1143.750 75.21

14 948 357.771 350.15 1065.800 69.27

15 699 355.530 350.15 752.720 66.35

16 369 353.946 350.15 530.910 63.20

The operating parameters and conditions of the vapor-absorption cycle along with
the thermodynamic properties at different states of the cycle considered in the below
tables are taken from the Kaushik et al. [8].

Assuming 50 percentage distribution of heat transferred to the vapor-absorption
cycle: Q̇VAC (avg) = 395.6 W.

This heat is provided as the input to the generator of the cycle:

Q̇VAC(avg) = Q̇g(avg) = Q̇3(avg)
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Table 2 Efficiency calculation

Time
(h)

Input Power (Pin)
(W)

Pel
(W)

Q̇l
(W)

ηel
(%)

ηoverall
(%)

10 610.248 83.287 383.900 13.64 76.55

11 1196.200 126.78 697.356 10.60 68.89

12 1384.420 140.765 991.244 10.16 81.70

13 1520.760 150.887 1143.756 09.90 85.13

14 1538.600 152.213 1065.800 09.89 79.16

15 1134.477 122.2 752.725 10.77 77.12

16 598.887 82.44 378.500 13.70 76.90

Table 3 PCM material comparison

PCM material Heat
supplied to
the PCM
(MJ)

Density

(kg/m3)

Melting
point
(°C)

Latent
heat of
fusion
(kJ/kg)

Mass of
PCM
required
(kg)

Volume
occupied by
PCM
(m3)

Lauric acid 9.441 880 43.20 228.29 41.245 0.047

Decanoid acid 893 31.60 179.13 52.700 0.060

1-Tetradecanol 824 38.00 259.44 36.390 0.044

Stearic acid 840 70.00 203.00 46.500 0.055

4 Exergy Analysis

The total energy that has been extracted by the heat recovery system is equal to the
net exergy loss in the complete process.

The amount of exergy that is received by the system as input is given by:

Ein = A x G x

[
1 − 4

3

(
Ta
Ts

)
+ 1

3

(
Ta
Ts

)4
]

(7)

where A is the area of the collector plate of the solar panel, G is the amount of
incident radiation onto the collector plate, Ta is the ambient temperature, and Ts is
the sun temperature.

The effective collector area of the solar panel is 1.623 m2 (length = 166.32 cm,
width = 99 cm).

Incident radiation values of different days of experimental observations for various
mass flow rates have been considered for the exergy analysis as the temperature of the
solar cell is dependent on the incident radiation conditions. The electrical efficiency
of the PV module has been considered as a function of incident radiation.

The amount of exergy obtained as output is given by:
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Eout = Eth + Epv (8)

where Eth is the amount of thermal exergy of the thermal extraction cycle and Epv

is the photovoltaic thermal exergy. The thermal exergy is given by:

Eth = Q̇l

[
1 − Ta

Tc

]
(9)

where Q̇l is the amount of heat extracted, Ta is the ambient temperature, and Tc is
the temperature of the photovoltaic cell. The photovoltaic exergy is given by:

Epv = ηelx A x G x

[
1 − 4

3

(
Ta
Ts

)
+ 1

3

(
Ta
Ts

)4
]

(10)

where ηel is the electrical efficiency of the cell, A is the area of the collector plate of
the solar panel, G is the amount of incident radiation onto the collector plate, Ta is
the ambient temperature, and Ts is the sun temperature. The exergic efficiency of the
system is given by:

ηexergic = Eout

Ein
(11)

As seen in Figs. 2 and 3, the exergic efficiency and the exergic work output depend
upon the levels of incident radiation and the amount of flow rate of the coolant fluid.

Fig. 2 Effect of volume flow rate on exergic efficiency
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Fig. 3 Effect of volume flow rate on exergic work output

Exergic work output increases with higher levels of incident radiation on the panels
due to increased heat dissipation and electric work produced by the system. On
the contrary, the exergic work output decreases as the flow rate of the coolant fluid
increases due to higher irreversibility. As the entropy of the system increases due to
increased flow rate, there are higher losses or disturbances in the energy flow of the
system that disrupts and reduces the amount of exergy available from the system to do
the useful work. The system becomes relatively unstable with increasing flow rate of
the system that reduces its exergic capabilities. Also, as the flow rate of the working
fluid increases, the thermal capacity of the fluid to do the useful work decreases due
to a higher amount of energy required to raise the energy of the coolant fluid. A
maximum exergic output of 247.35 W and exergic efficiency of 16.56% at a flow
rate of 1 LPM is obtained from the system at a time of 12 h.

5 Conclusions

In this analysis, the application of waste heat dissipated by the solar panel to be
used in the thermal energy system with stearic acid as the PCM material and the
vapor-absorption cycle has been carried out.

• It has been found that higher levels of radiation increases the electrical output
produced by the solar panel with a maximum output of 152 W at 14 h (incident
radiation = 948 W/m2) but the electrical efficiencies of panel show a decline due
to the increased operating temperature of the system with a maximum electric
efficiency obtained being 13.7% at 16 h (incident radiation = 369 W/m2).
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• It is observed that with increasing mass flow rate of the liquid water circulating
fluid, there is a decrease in the temperature at the outlet of the coolant flow, and
the maximum change in temperature of 32.75 °C is observed when the flow rate
of the water is set at 0.5 LPM and at a time of 13 h.

• The thermal output of the system increases as time progresses, reaching a
maximum value of 1143 W at 13 h due to higher levels of incident solar radiation
with a maximum thermal efficiency obtained from the heat extraction cycle of
75.21%.

• The overall efficiency of the system varied from values ranging from 68.89 to
85.13%.

• The exergic efficiency and the exergic work output are dependent on the flow rate
of the coolant fluid and the incident radiation on the solar panels. A maximum
exergic output of 247.35Wat amaximumexergic efficiency of 16.56% is obtained
at a flow rate of 1 LPM at a time of 12 h.
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Measurement of Temperature
Distribution Using Liquid Crystal
Thermography Technique Over
the Absorber Plate of Solar Air Heater

Dheeraj Kumar, Amit Kumar, and Apurba Layek

Nomenclature

A Thermal diffusivity, (m2/s)
D Diameter of the jet, (m)
HSI Hue, saturation, intensity
h (X, Z) Local heat transfer coefficient, (convective) W/(m2K)
Ka Thermal conductivity of air, (W/m K)
LCT Liquid crystal thermography
Nu Nusselt number, dimensionless
Nu (X, Z) Local Nusselt number, h (X, Z) D/ka
R′G′B′ Red, green, blue primaries
T Thickness of the plate, (m)
THPP Thermohydraulic performance
TLCs Thermochromic liquid crystals
T i Air inlet temperature, (K)
Tj Exit temperature, (K)
Z Distance along streamwise direction, (m)
T (X, Z, t) Wall temperature on the surface at any given time, (K)
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1 Introduction

In the past two to three decades, application of liquid crystals has become quite
popular in the field of heat transfer engineering. LCT uses organic cholesteric liquid
crystals as a sensing agent to visualize the surface temperature [1] in the form of
color pattern. LCT sheets reflect various color patterns depending upon their surface
temperature. This advanced technique of LCT is usually being applied over the
surface of the absorber plate to temperaturemeasurement. The operating temperature
range of the TLC lies between −30 and 150 °C. It is desired to have a range of
bandwidth; sometimes, it is also known as range of an active temperature which lies
in between 1 and 2 °C [2]. In the entire temperature range of operations, this method
can be applied for measuring the temperature of the absorber plate by visualizing the
color pattern of the TLC. Smoothly the color pattern varies from red to blue color, and
the reply timing of thermochromic liquid crystal is about 3 ms. It has been noticed
that when pure organic materials are being directly exposed to an environment of
chemical contamination and UV lights, degradation starts quickly of TLC sheets.
However, currently, this degradation process can be minimized with the application
of microencapsulation process. This process enables the TLC to be more stable and
capable for the ease of handling.

2 Prior Work for the Calibration of TLC and Uncertainty
Measurement

The TLC thermography technique is capable of giving the feedback with the color
response for the temperature measurement having intricate structured heat transfer
absorber surface. However, before the application of TLC sheets, it becomes manda-
tory to performcalibration test of hue–temperature. In the last two eras,many research
works have been performed for the calibration of TLCmaterial, and the experimental
work has also been performed for the calibration of TLCs. Effect of parameters, like
angle of lighting and view perspective, on the calibration curve of hue–temperature
of TLC has been studied. Abdullah et al. [3] observed the effects of coating thick-
ness on the calibration curve through an experimental approach. It is inferred from
the above research work that the calibration curve of TLC hue–temperature can be
significantly affected by the angle of view, lighting angle, and thickness of coating
material.
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3 Parametric Analysis for the Uncertainty Measurement
of TLCs

In order to demonstrate the uncertainty ofTLC thermography technique,many factors
are essential that govern its uncertainty measurement. Those parameters can be
enlisted as coating thickness, the bandwidth of TLC, lighting angle, and quality
of TLC coating. An experimental setup for calibration has been shown in Fig. 1.

3.1 Effect of Bandwidth on TLC

TLC can be commonly divided into two categories as narrow-band TLC and wide-
band TLC. It is categorized as per the active temperature range, which is of 1 °C for
narrow-band and 5, 10, 20 °C for wide-band TLC, respectively. An increment in the
sensitivity of hue–temperature with a decrement in the bandwidth of TLC occurs.
Uncertainty in the TLC is observed up to ±0.1 °C [3], and ±0.1– 0.3 °C for the
bandwidth of 5 and 10 °C, respectively. An uncertainty in the measurement of TLC
of ±0.4–0.5 °C has been observed for a bandwidth of 20 °C.

Fig. 1 Representation of the TLC calibration experimental setup
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3.2 Effect of Lighting Angle

Calibration process has been conducted at different angles with the TLC sheet. It
has been inferred from the experimentation that lighting angle directly affects the
hue–temperature calibration curve. It shifts in the upward direction, as there is an
increment in lighting angle. The experimental result shows that when the lighting
angle shifts from20 to 34° the average value of ambiguity in the temperature increases
by 25% [4]. The reason behind is the concept of reflection of color signals, which
leads to a higher level of uncertainty.

3.3 Effect of Coating Thickness

This parameter has a significant influence on the level of uncertainty measurement.
Figure 2 shows the hue curve for the different thickness of TLC coatings 10, 20, 25,
30, and 40 µm. It can be observed from Fig. 2 that the hue curve moves upward
as the thickness of the coating material increases. In the case of coating thickness
having 10 µm levels of uncertainty in the measurement is of higher degree. It is only

Fig. 2 Effect of coating thickness of TLC on hue curve
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due to the very thin coating layer. It results in a frailer reflection of color response,
and an advanced level of noise in hue value.

3.4 Effect of Coating Material Excellence

Experiments were conducted to scrutinize the consequence of quality of the coating
material on the hue curve calibration and uncertainty in the measurement. Two
coating samples have been prepared of the same thickness, but one has a rough
surface and another of the smooth surface. The fine coating surface of TLC shows its
behavior of broader range of hue value. It means fine coating surface ismore sensitive
to hue–temperature. It also has higher level of resolutions toward the measurement
[5].However, for the applicationof temperature,measurement for fine coating surface
should be used.

4 Prior Work in LCT for the Temperature and Nu Number
Distribution

Numerous works have been completed to identify the Nusselt number and pattern of
the temperature distribution in solar air heater. The technique of liquid crystal ther-
mographic has been evolved as an effective technique to execute the operation. It has
been applied as the technique of liquid crystal thermography over the plate surface.
The additional effect of artificial rib roughness on the heat transfer in a rectangular
duct arrangement has been studied. Wang et al. [6] performed experimentation with
the LCT on the absorber plate having truncated and continuous type rib roughness.
The entire distribution pattern of Nusselt number for rib surface has been obtained.
The result confirms that the index value of thermohydraulic performance (THPP) is
supreme for the absorber plate having continuous ribs as compared to discrete ribs.
Tariq et al. [7] performed experiments with the roughness type of chamfered ribs
over the absorber plate. The pattern and behavior of fluid flow and Nusselt number
distribution have been studied. The author viewed the variation in different param-
eters influencing the fluid flow with the assistance of liquid crystal thermographic
technique. The assumed parameters were thickness of the thermal boundary layer,
skin friction coefficient, distribution of temperature profile, and velocity profile.
Reddy et al. [8] used the LCT technique to observe the augmentation of heat
transfer in the environment of vertical rectangular fin. Steady-state condition has
been assumed for the investigation of heat transfer. Natural convection phenomena
have been retrieved with the developed algorithm of golden section search method.
Kumar et al. [9] did experimental work to find out the Nusselt number distribution
with the heated absorber plate having twisted ribs over the absorber surface. Maurer
et al. [10] approved out a study to find out the characteristics behavior of the locally
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heat transfer coefficient over the roughened surface having V-shaped ribs. TLC ther-
mography technique has been implemented in steady-statemode of application along
with the stainless-steel foil-type heater.

5 Evaluation of Heat Transfer Coefficients

In Fig. 3, the flow diagram has been shown, which helps to predict the process paths
to find out the coefficient of heat transfer bymeans of the liquid crystal thermography
technique. One-dimensional equation of transient heat transfer is being resolved to
get the value of the coefficient of heat transfer. The captured images are processed
using MATLAB software. The profile of the temperature contour obtained is used
to discover the value of heat transfer coefficient. Evaluations are performed with the
application of normalized temperature distribution, which is based on semi-infinite
approximate solutions. Equation (1) executes the operation with a known value of
temperature, and Eq. (2) stands for getting the local value of Nusselt number [11].

T (X, Z , t) − Ti
Tj − Ti

= 1 −
[
exp

(
h(X, Z)2αt

k2s

)][
erfc

(
h(X, Z)

√
αt

ks

)]
(1)

Nu(X, Z ) = h(X, Z) × D

ka
(2)

Calibration of Thermochromic Liquid Crystals (TLCs)
The thermochromic liquid crystal (TLC) sheet (HallcrestTM R40C5W) has the char-
acteristics of activation temperature of 40 °C and bandwidth of 5 °C. This sheet

Fig. 3 Flowchart for the evaluation of the coefficient of heat transfer
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has been placed over the surface of the roughened plate having twisted rib geom-
etry. There are 24 thermocouples of T-type mounted on the absorber plate from the
underneath of the rough surface. These thermocouples are also being connected to
the data acquisition system. The isothermal condition has been maintained inside
the rectangular duct by blocking both sides of the duct. An electric heater is being
placed just above the back surface of the plate to heat the surface plate. Now the
electric heater has been turned on to heat the plate surface to a temperature range
just above the aforementioned active range of boundary. The heater is now switched
off, and the surface is left for cooling by natural convection mode. The TLC sheet
shows different color distribution pattern on its surface, which has been recordedwith
the help of a CCD camera. The image taken is transformed to a file of 24-bit JPG
format. MATLAB programming converts the RGB values to its corresponding HSI
values. Some relevant equations [3–7] used in MATLAB programming to execute
the conversion process are listed as follows [12]:

cos θ =
{

0.5
[(
R′ − G ′) + (

R′ − B ′)]
(R′ − G ′) + [

(R′ − B ′)(G ′ − B ′)0.5
]
}

(3)

H = θ if B ′ � G (4)

H = 360 − θ if B ′ � G (5)

S = 1 −
[

Min
{
R′,G ′, B ′}
I

]
(6)

I = R′ + G ′ + B ′

23
(7)

In Fig. 4 the variation in the hue value and its corresponding temperature changes
of the TLC sheet have been shown. Here, the hue value shows the best analogy
with the temperature range of TLC sheet as compared to other parameters such
as saturation and intensity. A correlation has been obtained for the hue value and
temperature of TLC sheet.

TTLC = 35.788H 3 − 36.866H 2 + 36.467H + 310.85 (8)

It has been noticed that the temperature value corresponding to the color response
shown in TLC sheet is quite similar to the mean temperature of the absorber plate
having artificial roughness on its surface.
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Fig. 4 Calibration curve of TLC sheet [9]

5.1 Precautions During Image Capture

i. The glowing intensity of the white lamp above the test section needs to be
maintained constant for the entire time period of experimentation.

ii. There is a possibility of infrared heating of the TLC sheets. So, to minimize this
effect, lights are swapped on only at the stint of image catching.

iii. The pixel resolution of the camera must be as high as (1368 × 768) so that the
image formation will be clear as much as possible.

iv. The setup of the camera for the image acquisition should be in the normal
direction to the TLC sheet.

v. A detachment between the TLC sheet and the CCD camera nearly 230 mm
should be maintained.

6 Conclusions

Amethodical approach for the introduction of liquid crystal thermography (LCT) and
thermochromic liquid crystals has been presented in this paper. Application of TLC
for the measurement of heat transfer and procedures for the calibration of TLC have
been appropriately discussed. The different parameters influencing the uncertainty
analysis for the measurement of TLC temperature have also been investigated. This
study also deals with the detailed discussion of the effect of thickness of the coating
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material, lighting angle, quality of coating, and bandwidth of the TLC on the hue–
temperature calibration curvature. The technique of LCT provides the information
regarding the flow behavior over the roughened surface of an absorber plate. This
technique not only gives the characteristics of fluid flow but also shares the dispersal
of Nusselt number over the absorber plate.
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Compressible Flow Through
Convergent–Divergent Nozzle

Buddha Dev Das, Rajdeep Sardar, Sandip Sarkar,
and Nirmal Kumar Manna

1 Introduction

A nozzle is a device designed especially in the form of a tube of varying cross-
sectional area through which hot gas or liquid flows to generate thrust following
Newton’s third law of motion. The nozzle is often used to control the characteristics
of fluid flow (specifically the rate of flow that emerges from the outlet), pressure and
the direction of flow, and to enhance the velocity of a gaseous substance. In the area of
compressible flow, the nozzles are typically categorized as a convergent nozzle and a
convergent–divergent (CD) nozzle. Both types of nozzles have serious applications
in industry and technology. In particular, the CD nozzle plays a vital role in the case
of a supersonic version of themissile, jet engines, wind tunnel, ramjets, scramjets and
rocket science as well [1]. A CD nozzle is used frequently to proselytize chemical
energy into kinetic energy in a thermal chamber and vice versa [2].

In the present work, a typical geometry of converging–diverging (CD) nozzle
(based on the standard literature [3]) is considered. For CD nozzle, theMach number
is less than 1.0 in the converging part (subsonic section) and Mach number is 1.0
at the throat section. In the diverging part (supersonic section), the Mach number
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increases over unity; in other words, the supersonic flow is achieved particularly for
which CD nozzle is designed. However, depending upon the outlet condition, Mach
number can have different values at the exit, and a phenomenon of normal shock
can develop the diverging part before the outlet. The main objective of the present
work is to capture normal shocks under different exit conditions numerically using
computational fluid dynamics (CFD). On the CD nozzle, the scarcity of works [4–6]
is observed in the literature. There are a few works on nozzle flow [7–12] using
CFD simulation; however, almost no work has reported earlier on the analysis of
normal shock using the standard geometry [3]. To understand the shock phenomenon
properly and to enrich the knowledge base in the area motivates us to this study. The
dynamics of expansive flow in CD nozzle are analysed in terms of different involved
parameters mainly pressure, temperature, velocity and Mach number. The abrupt
changes of pressure and other parameters are captured and presented in terms of
different contour plots and line curves. The present CFD simulation is performed
using ANSYS FLUENT software.

2 Problem and Numerical Procedure

2.1 Theory

A CD nozzle is first invented by a Swedish scientist named De Laval, and now it
is known as de Laval nozzle or converging–diverging nozzle. This type of nozzle is
required to gain supersonic speed. Due to the certain values of backpressure [7] at
the exit of the nozzle (or the overall pressure differential across the nozzle) under a
supersonic flow condition, the supersonic flow suddenly transforms into a subsonic
flow resulting in normal shock only in the divergent part of the nozzle. The expansion
in the converging section continues as a subsonic flow and becomes sonic flow at
the throat. Afterward, the flow becomes supersonic before the shock occurs. After
the sudden shock, the flow becomes subsonic which continues to the exit of the
nozzle. Consequently, a small continuous decrease in Mach number takes place in
the diverging area of CD nozzle, but the density, temperature and pressure also
increase after the shock at the exhaust section. According to the principle of energy
conservation, the stagnation pressure and enthalpy does not vary across the normal
shock.

2.2 Geometry and Mesh

This paper aims to simulate Anderson’s geometry model [3] to capture the normal
shocks at different exit conditions. The shape of the converging–diverging nozzle is
specified by A = A(x), considering a parabolic profile as given by
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A(x) = 1.0 + 2.2(x − 1.5)2 (1)

where 0 ≤ x ≤ 3 and x ≤ 1.5 indicates the convergent section, x = 1.5 represents
the throat of the nozzle, and the divergent section implies for x ≥ 1.5 [1]. For the
purpose of the simulation, the axisymmetric geometry is considered. The corre-
sponding geometric model is shown in Fig. 1a in the platform of ANSYS FLUENT.
The generation of computation mesh is depicted in Fig. 2, showing 2D structured
grids. The structured mesh is employed for more accuracy of this simulation. The
mesh consists of 14,271 nodes and 14,000 elements with refinemesh of 0.0001 sizing
for all cases.

Fig. 1 Two-dimensional geometry of the converging–diverging nozzle

Fig. 2 Axisymmetric grid generation
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2.3 Mathematical Formulation

Asdiscussed earlier, in aCDnozzle, the normal shock occurs in the diverging portion;
however, the location of the shock and the minimum pressure prevailed during the
shock are the most significant questions regarding the same. To address the same, the
present work is undertaken using the facility of ANSYS FLUENT. In the software,
there are multifarious governing equations amalgamated with convergent–divergent
nozzle, which should be taken into account alongwith the elementary theory of CFD.
The set of equations is as follows:

The equation for an ideal gas is denoted by

ρ = P

RT
(2)

where P = pressure (Pa), T = temperature (K), R= universal gas constant (J/mol K).
As well as, the sound speed is given by

c = √
γ RT (3)

Mach number can be obtained by the following equation: V
C , where v is the flow

velocity and c is the sonic velocity.
The conservation of mass and momentum equations for a Newtonian fluid

is known as Navier–Stokes equations. For the present 2D compressible flow,
considering steady-state condition and neglecting temporal term yields:

The expression of continuity equation is

∂ρu j

∂x j
= 0 (4)

and the momentum equation is

∂ρuiu j

∂x j
= − ∂p

∂x j
+ ∂σi j

∂x j
+ �∂i1, (5)

The steady flow energy equation becomes

∂ρu j T

∂x j
=

∂
(
ρα ∂T

∂x j

)

∂x j
(6)

where ui is the velocity component in the ith direction, p is the thermodynamic
pressure in Pa and ρ is the fluid density in kg/m3, and σi j is the viscous stress.
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3 Results and Discussion

In our work, the standard air is the working fluid. It flows at 1.0 atmospheric pressure
(100 kPa) from the left-hand side of the CD nozzle and via throat section, finally
exits from the right end. The simulations have been conducted under the pressure
variation in the range of 10–68.740 kPa. It has been observed that from 10 to 30 kPa,
the normal shock is not visible. However, when the pressure difference between the
entry and exit becomes around 50–68.740 kPa, the shocks occur in the divergent
region due to the over expansion. This may be attributed to the fact that the pressure
is one of the significant parameters on which the formation of shockwave depends.
All these matters are observed in simulation with the help of different contour and
plot of various parameters, including density, velocity, pressure and Mach number,
as illustrated in Figs. 2, 3, 4, 5, 6, 7, 8 and 9 for different situations.

(a) (b) 

Fig. 3 Density contours at exit pressures 10 kPa (a) and 30 kPa (b)

(a) (b) 

Fig. 4 Density contours at exit pressures 50,000 Pa (a) and 68,740 Pa (b)
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(a) (b)

Fig. 5 Pressure contours at exit pressures 10 kPa (a) and 30 kPa (b)

(a) (b)

Fig. 6 Pressure contours at exit pressures 50,000 Pa (a) and 68,740 Pa (b)

(a) (b)

Fig. 7 Mach numbers at exit pressures 10 kPa (a) and 30 kPa (b)
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(a) (b)

Fig. 8 Mach numbers at exit pressures 50,000 Pa (a) and 68,740 Pa (b)

Fig. 9 Mach number variation for different outlet pressure along axis

The abrupt change in colour in the plot of Mach number (Figs. 7 and 8) indicates
the region of shock, which starts to fall with a definite mutation. It is observed that
Mach number increases up to throat section and afterward at the shock zone it starts
to decrease, where the temperature is minimum. A schematic view of contours of
Mach numbers at different pressure conditions is shown in Figs. 7 and 8.

The Mach number variation in the case of above CD nozzle, at different pressures
at the nozzle exit, is depicted in Fig. 9, and the overall pressure variation along the
axis, viz., the present of normal shock is illustrated in Fig. 10. As the exit pressure
changes, the location of the normal shock changes. The normal shock shifts towards
right when exit pressure decreases.
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Fig. 10 Pressure variation along axis

4 Conclusions

In the aforementioned geometry, the maximum value of Mach number is in a place
where pressure is minimum and at throat region pressure value should be near about
backpressure. Up to 30,000 Pa Mach number curves are smooth just before the exit
but increasing exit pressure, we have noticed shockwave occurs after throat, but
before outlet boundary, as expected from theoretical understandings.
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A Comparative Study of Fluid Flow
Characteristics of Dual Jet Using
Different RANS-Based Turbulence
Models

Sanjay Singh Rathore and Suresh Kant Verma

1 Introduction

The study of fluid flow characteristics of turbulent dual jet is an important research
area because of its various engineering and industrial applications. Dual jets are often
encountered in cooling, heating and mixing applications due to their superior heat
and mass transfer capabilities. Some of the most general examples are cooling of gas
turbine blades, cooling of electronic components and combustion chamber wall of
boiler, air conditioning and heat exchanger, automobile exhaust stakes, fuel injection
systems, waste water disposal and so on [1–7]. A dual jet is formed when a plane
offset jet interacts with a parallel wall jet. The dual jet impingement over the wall
can be characterized by three flow zones, namely the converging region, the merging
region and the combined region as shown in Fig. 1. Initially, in converging region, the
offset jet deflects toward the wall jet due to the presence of bottom impingement wall,
which causes an asymmetric entrainment between jets and creates a sub-atmospheric
pressure zone. Thus, the recirculation flow occurs in the converging region. The two
jets then interact with each other at merge point (MP: Xmp,Ymp) in merging region
and subsequently behave like a single jet from combined point (CP: Xcp,Y cp) in
combined region. The offset ratio can be defined as the ratio of height of offset jet
from impingement wall (H) to the nozzle width (w).

Wang and Tan [1] have experimentally studied the mean flow characteristics of a
turbulent dual jet for jet exit Reynolds number 10,000 and offset ratio 2 using particle
image velocimetry (PIV) measurement technique. Later on, Vishnuvardhanarao and
Das [2] have investigated numerically the heat transfer phenomenon associated with
a turbulent dual jet flow for different jet velocity ratios using standard k-ε turbulence
model. A detailed numerical study for characterization of mean flow parameters of
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Fig. 1 Schematic diagram of a dual jet

turbulent dual jet has been carried out by Kumar and Das [3]. They used standard
k-ε model as turbulence closer. The Reynolds number and offset ratio considered
are 20,000 and 9, respectively. The effect of jet separation distance on steady and
periodically unsteady flow behaviour of turbulent dual jet has been numerically
investigated by Mondal et al. [4] with the help of standard k-ε turbulence model. An
exhaustive numerical study of mean flow parameters of turbulent dual jet has been
done by Kumar [5] for Reynolds number 15,000 and offset ratio between 3 and 15 at
an interval of 2 using standard k-ε turbulence model. The effect of offset ratio on heat
transfer characteristics of turbulent dual jet has been numerically studied by Hnaien
et al. [6] using standard k-ω turbulence model. Recently, Assoudi et al. [7] carried
out a numerical study to compare the fluid flow behaviour of a single turbulent offset
jet and a dual jet.

On the basis of detailed literature review, the authors found thatmost of the numer-
ical studies of dual jet flow have been carried out using high Reynolds number (HRN)
standard k-ε turbulence model. The numerical study which explores the relative
performance of different Reynolds averaged Navier–Stokes (RANS) based turbu-
lence models for prediction of complex flow field of dual jet is very scarce in the
literature. Thus, the objective of this work is to bridge this gap by carrying out a
comparative study to judge the suitability of various RANS-based turbulence models
for prediction of fluid flow characteristics of dual jet. In the present work, the most
widely used five RANS-based turbulence models, that is, standard k-ε, RNG k-ε,
realizable k-ε, standard k-ω and SST k-ω models, have been considered for fluid
flow study of turbulent dual jet. Among these five turbulence models, the standard
k-ε, RNG k-ε and realizable k-ε models are high Reynolds number (HRN) turbu-
lencemodel, whereas the standard k-ω and SST k-ωmodels are lowReynolds number
(LRN) turbulence model. In HRN k-ε turbulence models, the wall function is utilized
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for near-wall modelling which requires y + value for first near wall grid points in the
range of 30–100, whereas in LRN k-ω turbulence models, the near-wall integration
method is used for modelling in the near-wall zone which requires few grids near
the wall in the viscous sublayer with y + value close to 1. In the present study, the
standard wall function proposed by Launder and Spalding [8] is used for near-wall
modelling in high-Reynolds number (HRN) turbulence models. All the numerical
simulations have been performed using ANSYS FLUENT V. 17.2 commercial CFD
code [9].

2 Mathematical Formulation

The fluid flow is assumed to be two-dimensional, incompressible and fully developed
turbulent flow. Air is taken as working fluid and its thermo-physical properties are
considered as constant. The turbulent flow field of dual jet is modelled with the help
of Reynolds averaged continuity and momentum conservation equations, which can
be written as:

Continuity equation:

∂ui
∂xi

= 0 (1)

Momentum equation:

ρu j
∂ui
∂x j

= − ∂p

∂xi
+ ∂

∂x j

[
μ

(
∂ui
∂x j

+ ∂u j

∂xi

)
− ρu′

i u
′
j

]
(2)

where u′
i and u′

j represent the fluctuating velocity components. The momentum
equation is closed with the help of Boussinesq hypothesis. Boussinesq hypothesis
relates the Reynolds stresses to the mean velocity gradients and can be given as:

Boussinesq hypothesis:

−ρu′
i u

′
j = −2

3
kρδi j + μt

(
∂ui
∂x j

+ ∂u j

∂xi

)
(3)

The details of transport equations of turbulent kinetic energy (k) and its dissipation
rate (ε) for different HRN k-ε models and the transport equations of turbulent kinetic
energy (k) and its specific dissipation rate (ω) for different LRN k-ωmodels are given
in ANSYS FLUENT V. 17.2 theory guide [9].
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3 Boundary Condition

The velocity inlet boundary condition is applied at inlet of both the offset jet and
wall jet, which is characterized by uniform nozzle exit velocity u0. The turbulent
intensity at both the jets inlet is I = 0.05. The Reynolds number based on nozzle
exit velocity u0 and nozzle width w is ρu0w/μ. The no-slip and no-penetration
boundary conditions are considered on the walls. The pressure inlet (pentrainment = pa)
and pressure outlet (poutlet = pa) boundary conditions are employed at the upper top
entrainment and the right outlet boundaries, respectively. The gradients of variables
(u, v, k and ε) are taken as zero at the upper top entrainment and the right outlet
boundaries.

4 Solution Methodology

The Reynolds averaged differential governing equations of flow and turbulence
fields are solved using finite volume method proposed by Patankar [10]. The power
law and second-order central difference schemes are employed for discretization of
convective and diffusive terms, respectively. The SIMPLE [10] algorithm is used for
coupling of mean velocity and pressure. A globally converged solution is obtained
when the residuals of all variables are fallen below 10−6. Domain size of 75w × 60w
is considered for the present study, where the width of nozzle w is taken as 0.0125 m.

5 Grid Sensitivity Test and Validation of Numerical Model

The grid sensitivity test has been performed by considering three sets of grid of sizes
190× 152, 230× 184 and 270× 216 for different HRN k-ε models, whereas another
three sets of grid of sizes 370× 343, 410× 375 and 450× 407 have been considered
for different LRN k-ω models in such a way so that the requirement of y + value as
per turbulence model is satisfied. Figure 2 shows the U-velocity profiles at the axial
location of X = 9 for three sets of grid sizes considered. Since, the same number of
grids with similar grid arrangements have been considered for each group of HRN
k-ε models and LRN k-ωmodels. Thus, the grid sensitivity test of standard k-ε model
from HRN k-ε models group and standard k-ω model from LRN k-ω models group
are only presented here. The U-velocity profiles obtained from three sets of grids
almost merge on each other for both the models under consideration, as shown in
Fig. 2. However, to be on a safer side, a grid density of 230× 184 is chosen for HRN
k-ε models, whereas a grid density of 410 × 375 is selected for LRN k-ω models in
the present numerical study.

To the best of authors’ knowledge, no experimental work has been carried out
for larger offset ratio of dual jet flow. Hence, the present numerical model has been
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(a) Standard k- ε  model. (b) Standard k-ω  model. 

Fig. 2 Grid sensitivity test showing spanwise distribution of U-velocity profile at X = 9

validated against the experimental results of Pelfrey and Liburdy [11] for Reynolds
number 15,000 and offset ratio 7 of offset jet flow for all five turbulence models
chosen for the comparative study. A good agreement has been found between present
numerical and experimental results as shown in Fig. 3.

(a) X = 3 (b) X = 6

Fig. 3 Validation study showing comparison of U-velocity profile at X = 3 and X = 6 with the
experimental results of Pelfrey and Liburdy [11]
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6 Results and Discussion

The study of fluid flowbehaviour of turbulent dual jet ismore complex as it comprises
the interaction of offset jet and wall jet, which results in the formation of rigorous
converging, merging and combined regions. In the present study, the flow behaviour
of dual jet is characterized by means of streamlines plot, U-velocity profile, velocity
similarity profile, Umax profile, and so on. As mentioned earlier, there is a lack of
detailed experimental work of dual jet flow for larger offset ratio. Therefore, some
of the flow characteristics like streamlines, U-velocity profile, locations of upper
and lower vortex centres ((UVC: Xuvc,Y uvc) and (LVC: X lvc,Y lvc)), merge point (MP:
Xmp,Ymp) and combined point (CP: Xcp,Y cp) of dual jet flow have been plotted and
compared against the numerical results of Kumar and Das [3] for Reynolds number
20,000 and offset ratio 9. Figure 4 presents the streamline plots with velocity magni-
tude contours of dual jet flow for all the five turbulence models under considera-
tion. Two counter rotating vortices (upper vortex and lower vortex) are formed in the
converging region. The vortex centres and merge point are identified at points, where

(e) SST k-ω model.

(a) Standard k-ε model. (b) RNG k-ε model.

(c) Realizable k-ε model. (d) Standard k-ω model.

Fig. 4 Streamlines with velocity magnitude contours
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Table 1 The locations of upper vortex centre (UVC: Xuvc,Yuvc), lower vortex centre (LVC:
X lvc,Y lvc), merge point (MP: Xmp,Ymp) and combined point (CP: Xcp,Y cp) of dual jet flow

Turbulence model UVC
(Xuvc,Yuvc)

LVC
(X lvc,Y lvc)

MP
(Xmp,Ymp)

CP
(Xcp,Y cp)

Standard k-ε 6.49, 5.65 5.16, 2.19 10.41, 2.41 17.78, 2.79

RNG k-ε 7.20, 5.48 5.85, 2.19 11.01, 2.34 18.19, 2.6

Realizable k-ε 7.85, 5.32 6.23, 2.16 11.29, 2.28 17.36, 2.6

Standard k-ω 5.50, 6.01 4.28, 2.40 10.22, 2.48 18.34, 2.62

SST k-ω 7.43, 5.43 5.81, 2.15 11.72, 2.20 19.13, 2.4

Kumar and Das [3]
Predictions

6.49, 5.66 5.18, 2.18 10.46, 2.42 18.38, 2.78

the U = 0 and V = 0 contour lines intersect each other, whereas the combined point
is located at extremity point of ∂U/∂Y = 0 contour line. The locations of upper
and lower vortex centres ((UVC: Xuvc,Y uvc) and (LVC: X lvc,Y lvc)), merge point (MP:
Xmp,Ymp) and combined point (CP: Xcp,Y cp) are reported in Table 1. The observation
of Table 1 reveals that predictions of standard k-ε model for identification of loca-
tions of vortex centres, merge point and combined point are matched very well with
the results of Kumar and Das [3]. The largest converging region has been predicted
by SST k-ω model, whereas the smallest converging region has been predicted by
standard k-ω model, which can be decided by coordinates of merge point (Xmp,Ymp),
from where the converging region ends and merging region starts with interaction of
offset jet and wall jet.

Figure 5 depicts the spanwise distribution of U-velocity profile at various axial
locations X = 3, 7, 11 and 15 of impingement wall. The predictions of various
turbulence models for U-velocity profile at different axial locations are compared
with the results of Kumar and Das [3] for Reynolds number 20,000 and offset ratio
9. It is observed that the predictions of standard k-ε model agreed very well with
the results of Kumar and Das [3] as compared to other turbulence models under
consideration as shown in Fig. 5.

The dual jet flow structure resembles to that of a single wall jet flow and shows
the self-similarity behaviour in the combined region. Wygnanski et al. [12] have
carried out a detailed experimental study on flow behaviour of wall jet at Reynolds
number 19,000 and proposed the conventional outer-scaling method in which the
dimensionless variables Y/Y 0.5 and U/Umax are used to plot the similarity solution,
where the jet half-width (Y 0.5) is the dimensionless distance in the transverse direction
(Y ) at which U = Umax/2. In the present work, the self-similarity behaviour of dual
jet flow is examined in the combined region, and numerical predictions of various
turbulence models are compared against the experimental results ofWygnanski et al.
[12] for Reynolds number 19,000 and offset ratio 9 and also with the experimental
results ofWang andTan [1] forReynolds number 10,000 andoffset ratio 2. Figure 6(a)
shows the comparison of similarity profile at an axial location of X = 60 against the
experimental results of Wygnanski et al. [12]. The similarity profiles obtained by
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(a) X = 3 (b) X = 7

(c) X = 11 (d) X = 15

Fig. 5 Spanwise distribution of U-velocity profile at various axial locations

various turbulence models show a good agreement with the experimental results
except in the outer shear layer region, where some deviations are observed, as shown
in Fig. 6(a).

The numerical predictions of three HRN models, that is, standard k-ε, RNG k-ε
and realizable k-ε are nearly the same and show a maximum deviation of approxi-
mately 17.64% with the experimental results of Wygnanski et al. [12], whereas the
numerical predictions of LRN models, that is, standard k-ω and SST k-ω models
show a maximum deviation of approximately 49.73 and 23%, respectively with the
experimental results of Wygnanski et al. [12]. Figure 6(b) presents the comparison
of similarity profile at an axial location of X = 30 against the experimental results of
Wang and Tan [1]. The predictions of various turbulence models are almost similar
and show a good qualitative agreement with the experimental results of Wang and
Tan [1], as shown in Fig. 6(b).
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(a) X = 60 (b) X = 30

Fig. 6 Comparison of similarity profile at various axial locations with the experimental results

Figure 7 demonstrates the comparison of decay of local maximum axial velocity
(Umax) along X against the experimental results of Wang and Tan [1] and numerical
results of Kumar [5] for Reynolds number 10,000 and offset ratio 2. The velocity
Umax is initially constant in the potential core region where flow remains unaffected
from the effect of viscosity. It then decays rapidly in the converging region and
further decreases gradually in the merging and combined regions as shown in Fig. 7.
The predictions of standard k-ε model show a good agreement with the results of
Kumar [5], while show some deviation with the experimental results of Wang and
Tan [1]. All the turbulent models predicted higher value for Umax as compared to

Fig. 7 Comparison of decay
of local maximum axial
velocity (Umax)
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experimental results of Wang and Tan [1]. The maximum discrepancies between
computational predictions and experimental results are approximately 23.8, 26.98,
28.57, 28.57 and 31.74% for standard k-ε, RNG k-ε, realizable k-ε, standard k-ω and
SST k-ω models, respectively. The reason behind these discrepancies is the presence
of periodic vortex shedding as mentioned by Kumar [5].

7 Conclusion

A detailed comparative study of fluid flow behaviour of turbulent dual jet comprising
of anupper offset jet and a lowerwall jet has beendone consideringdifferentReynolds
averaged Navier–Stokes (RANS) based turbulence models. The standard k-ε, RNG
k-ε, realizable k-ε, standard k-ω and SST k-ω turbulence models are considered for
present comparative study of dual jet flow, and their relative performances are evalu-
ated against the various experimental and numerical results available in the literature
for a range of Reynolds number and offset ratios. Numerical predictions of dual jet
flow characteristics are challenging because of the presence of complex converging,
merging and combined regions that arise due to the interaction of upper offset jet and
a lower wall jet. All the turbulence models are able to capture the basic flow struc-
ture and turbulence fields of dual jet, including two counter rotating vortices and
three flow regions, that is, converging, merging and combined regions. Many signif-
icant information about the locations of vortex centres, merge point and combined
point as predicted by different turbulence models are also reported in the present
study. The SST k-ω model has predicted the largest converging region, whereas the
standard k-ω model has predicted the smallest converging region. The predictions
of standard k-ε model for identification of locations of vortex centres, merge point
and combined point,U-velocity profile, velocity similarity profile and decay ofUmax

profile show the least deviation with various experimental and numerical results. The
detailed comparative study reveals that the high Reynolds number (HRN) standard
k-ε model performs better among the turbulence models considered and produces
reliable results for two-dimensional fluid flow study of dual jet flow for the range of
Reynolds number and offset ratios with less computational cost.
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Fluid Structure Interaction Study
of Damper for Swish and Rattle Noise
Refinement

Swapnil S. Kulkarni, A. Satheesh, B. Ravi, and M. R. Saraf

1 Introduction

Structure noise perceived in shock absorber is mainly due to piston rod acceleration.
Acceleration of piston rod changes due to opening and closing of valves in piston
and base valve assembly. Considering the piston subassembly, this subassembly has
to maintain the oil balance in chamber and needs to create the required pressure
differential to meet the damping force characteristics. The fix orifice should act like
a fulcrum about which other flexible orifices have to deflect. The outer diameter
of fix orifice should be considered as critical parameter for pressure differential.
Flow separation should be such that it should not generate the cavitation when disc
deflection is restricted. The cavitation may result in drop in damping performance.
The restriction to flow means poor energy dissipation, which results in the presence
of acoustic energy in damper. Turbulence is generated by structural deformation of
flexible orifice and these orifices can act as the obstacles for high-speed fluid flow
which generates sound. This paper mainly addresses the reduction of velocity profile
at fix and flexible orifices with the help of fluid structure interaction technique to
reduce tendency of noise, and at the same time to generate desire pressure differen-
tial. Shu et al. [1] analyzed micro-process model of hydraulic shock absorber with
abnormal structural noise. Abnormal noise and vibration of piston rod increased
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with increase in gap between piston rod head and oil. Improper fixing of orifice
results in wider gap between piston and oil. This paper also addresses the damping
coefficient of fixed and flexible orifices when oil passes through it. Benaziz et al.
[2] showed the pressure flow rate relation for flexible orifice and mentioned that
abrupt change in area and direction results in flow area less than 1000. The critical
flow number handling transition from laminar to turbulent flow is also mentioned.
Benaziz et al. [3] presented nonlinear dynamic analysis of shock absorber hydraulic
spring valve in which the constant orifice section is analyzed. Oscillation frequency
for three different values of constant orifices section is mentioned. The oscillation
frequency decreases with increase in orifice section. Low damping of spring valve
also results in unstable behavior and leads to high frequencies. High damping of
spring valve does not show any oscillations. Bending modes of flexible orifice need
to be studied to avoid the oscillation due to transient fluid flow. Satpute et al. [4]
presented fluid flowmodel of fluid damperwith spring loaded valve. Variable number
of piston orifices and valve flow area is defined to get the pressure flow rate rela-
tions. Kulkarni et al. [5] presented coupled fluid structure interaction simulation of
automotive shock absorber. Oil flows in small clearance between piston land and
shim during low velocity and flexible orifice subjected to large displacement were
analyzed. Also, they presented [6] nonlinear contact analysis of shock absorber shims
using fluid structure interaction. Flexible orifices are considered with desired fric-
tional effect to reduce fluttering of orifices as orifices are subjected to hydrodynamic
fluid pressure. Contact condition between orifice and piston land is defined to get
accuracy in FSI model. Kulkarni et al. [7] presented the influence of flexible orifice
bending mode on damping force variation of hydraulic twin tube shock absorber.
If the piston or base valve port positions are varied, then bending mode of orifice
changes swish and rattling noise is produced by a series of pressure fluctuation gener-
ated in piston and base valve assembly of shock absorber. The pressure fluctuation
at particular valving part is relatively small compared to mean value of pressure, and
total pressure variation is accurately described by linear equation considering steady-
state term. In case of large amplitude pressure variations, linearized wave equation
no longer applies. The speed of propagation of disturbance depends on amplitude
of disturbance. Wave steepening occurs as wave progresses by ultimately forming
shock wave at the front of disturbance. Mehraby et al. [8] worked on numerical and
analytical investigation in radiated noise by shock absorber. Rayleigh equation is
used to calculate sound generated by surface of plate. The finite element method is
employed to simulate the problem. Hou et al. [9] worked on shock absorber modeling
and simulation based on modelica. In this work, a detailed model of shock absorber
is established which contains rebound chamber, compression chamber, piston valve
assembly and base valve assembly. B Gauduin et al. [10] described the rattle noise
which is non-stationary and composed of short-time shocks. Succession of hydraulic
chocks results in tapping noise. Alexander et al. [11] worked on NVH engineering
of shock absorber modules. Structure-borne noise due to suspension attachment
points is well described. Acoustic optimization of chassis components is achieved
by reduced excitation amplitudes, shifted resonant frequency, and reduced noise
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transfer into vehicle interior. David Bogema et al. [12] presented noise path anal-
ysis process evaluation of automotive shock absorber transient noise. Transient noise
referred to as chuckle or loose lumber is high-level noise. This noise transfers through
top mounts or filtration units attached to damper.

Few works were initiated and reported in the literatures in the area of various
structure and air-borne noise sources present in damper assemblies used in passenger
car, and in-depth analyses of characterization of noise sources present in passenger
car damper with the help of FSI have to be considered by the authors. Pressure flow
rate relationship is obtained for orifice with fix and flexible sections.

Refer to double tube shock absorber model for noise and vibration analysis [2].
Flow rate equation is given by the following expression. For fixed orifice in piston

Q(�P) = Cd.A.sign(�P).

√
2|�P|
ρ

(1)

For flexible orifice,

Cd = Cd,max. tanh

(
2l

lc

)
(2)

Cd = Cd,max · tanh
(
Dh

μlc

√
2�P

ρ

)
(3)

Refer tomicroprocessmodel of hydraulic shock absorberwith abnormal structural
noise [1]. By the theory of vibration, the differential equation of vibration of the piston
head when oil passes through fixed orifice can be written as

{
mẍ + cẋ + kx = sign(ẋr − ẋ) fd + c f (ẋr − ẋ)

}
(4)

c f (ẋr − ẋ) � Fcf
up (5)

where Fcf
up represents critical damping force between the orifice and the piston. cf

represents damping coefficient as fluid passes through the orifice. By the theory of
vibration, the differential equation of vibration of the piston head when oil passes
through fixed and flexible orifice can be written as

{mẍ + cẋ + kx = sign(ẋr − ẋ) fd + cc(ẋr − ẋ)} (6)

cc(ẋr − ẋ) � Fcf
down (7)

where Fcf
down represents critical damping force as orifice closed.
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Fig. 1 Rattle noise of damper—Cause–effect diagram

Damping coefficient depends on bending modes of orifice. Uneven deflection of
orifice results in high damping, which in turn increases the critical damping force
and hence the piston vibrations.

In order to describe the causes of flow-induced noise, fluid–structure interaction
should be performed in which nonlinear contact analysis of orifices should be taken
into consideration. In this paper,we focused onfluid velocity and pressure differential
across the piston. Fluid pressure and piston velocity characteristics are obtained using
fluid–structure interaction (FSI) to get the desired damping performance.

2 ISHIKAWA Diagram for Rattle Noise of Damper

Based on the industrial experience on the present problem, ISHIKAWA—Cause–
effect diagram is prepared to understand the potential sources present in damper
which generates rattle noise (Fig. 1).

3 Methodology

Arbitrary Lagrangian–Eulerian (ALE) formulation is used for simulating damper oil
and orifice structures. Contact algorithm has been considered for Lagrangian orifice
structure subjected to variation in oil pressure and it has taken the nonlinear deflec-
tion characteristics and frictional effect between these orifices. Imposed velocity is
applied considering the flow inlet as boundary condition. Flow domain is modeled
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completely where the nonlinear orifice deformation takes place. Computational
domain is reduced to area of interest where the oil flow characteristics are analyzed.
Comparatively fine mesh is prepared at oil and orifice interface. Effect on fluid pres-
sure differential due to fix and flexible orifice has been studied. Flexible orifices
are subjected to deflect while generating the pressure differential across chambers.
Deflection mainly depends on orifice geometry, number of notches in fix orifice, size
of piston ports, base valve ports and clamping orifice geometry on which flexible and
fix orifices rested. Fluid pressure from the flow acts well on the surface area of flex-
ible orifice that causes elastic bending of the orifices. Pressure differential and fluid
velocity depend on bending modes of flexible orifice. Damping coefficient of fixed
orifice should be lower than the critical damping force to avoid the swish and rattle
noise. The bending mode coefficient of flexible orifice has been studied. Damping
coefficient of flexible orifice should be lower than critical damping force. Figure 2
shows the finite element model of piston assembly works for rebound damping of
dampers (Table 1).

Figure 3 shows the geometry and mesh model of piston ports. Comparatively,
fine mesh is applied near the shim contact areas. Imposed velocity is applied as inlet
boundary condition. Wall boundary condition is also applied to enclosure. Shim
behavior has been studied by applying self-contact and friction value of 0.3. Figure 4
shows the deformation of shims. Self-contacts were defined in shims to get the
deformation.

Fig. 2 FE model of piston assembly

Table 1 Material property and mesh details

Oil properties Dynamic viscosity
9 × 10−6 kg/mm-S

Density
850 × 10−9 kg/mm3

–

Structure properties Young’s modulus
2 × 105 N/mm2

Poisson ratio
0.3

Density
8 × 10−6 kg/mm3



372 S. S. Kulkarni et al.

Fig. 3 Geometry and FE model of piston ports

Fig. 4 Deformed FE model of flexible orifices

4 Results and Discussions

This paper presents numerical prediction of reduction of flow-induced noise using
FSI technique. Three-dimensional unsteady flow simulations are carried out and
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compared with each other and also with fluid pressure and piston velocity charac-
teristics. Oil flow velocity has been changed in fixed and flexible orifice to avoid the
vibrations generated from piston assembly. Flow path has been altered by changing
the number of notches in fixed orifice from6 to 8 notches (keeping the same discharge
area).

Figure 5 shows the velocity profile of fix orifice with six notches at piston velocity
of 0.05 m/s. It shows the fluid velocity of 0.686 m/s at discharge side. Figure 6 shows
the velocity profile of fix orifice with six notches at piston velocity of 0.05 m/s. It
shows the reduction in fluid velocity from 0.68 to 0.51 m/s at discharge side.

Figure 7 shows the pressure differential and piston velocity graph of fix orifices.
Reduction in pressure differential is observed with fix orifice with eight notches
although the flow area of notches was the same. The flow path was altered due to
increased notches. Higher pressure differential across piston velocity is observed
in piston with six fix notches as compared to piston with eight fix notches. Higher
pressure differential results in higher damping force. This will increase the vibration
of piston body. Reduction of damping force in this low-frequency zone also helped
in getting the desired comfort zone.

Figure 8 shows higher fluctuation in fluid pressure. This is observed in piston with
six fix notches as compared to piston with eight fix notches. The higher pressure fluc-
tuation of fluid around shims results in rattling behavior of shims. This phenomenon
results in vibration of piston rod. The deflection of flexible orifice (blow off or

Fig. 5 Fix orifice with six
notches

Fig. 6 Fix orifice with eight
notches
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Fig. 7 Pressure differential and piston velocity

Fig. 8 Pressure differential and time

threshold point) occurs comparatively early with six notches results in higher pres-
sure differential. Transition of flow from laminar to turbulent with six notches is not
smooth compared to eight notches.

Figure 9 shows comparable fluctuation in fluid pressure with five and seven fix
notches. The deflection of flexible orifice (blowoff or threshold point) occurs compar-
atively at similar time. Transition of flow from laminar to turbulent is comparatively
smooth.

Fig. 9 Pressure differential and time



Fluid Structure Interaction Study of Damper … 375

Fig. 10 Pressure differential and piston velocity

Fig. 11 Flow at piston port
inlet

Figure 10 shows the pressure differential and piston velocity graph of fix orifices.
Reduction in pressure differential is observed with piston with eight ports although
the flow area of pistonwas the same. The flow pathwas altered due to increased ports.
Figure 11 shows the flow at inlet. Flow is turbulent in nature. Flow recirculation
(vortex shading) is also observed in this zone. Random flow is observed whereas
turbulent intensity is also observed maximum. Figure 12 shows flow through piston
ports where maximum jet velocity is observed in piston ports. Changing the shape
and orientation of piston port helps to reduce the jet velocity and swish noise from
damper. Figures 13 and 14 show the bending modes of flexible orifices subjected to
fluid pressure. The bending modes of flexible orifices increases the sound pressure
levels due to their vibrations. Uneven bending mode of flexible orifices led to high
vibrations due to low damping and increase in pressure pulsation which resulted in
rattling phenomenon as compared with even bending modes of flexible orifices.

5 Conclusion

Swish and rattle noise of passive hydraulic velocity sensitive damper is studied using
fluid–structure interaction with contact nonlinearity approach. Full 360° damper
piston assembly FSImodel has been analyzed.ArbitraryLagrangian–Eulerian (ALE)
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Fig. 12 Flow through piston
port

Fig. 13 Even bending mode

formulation is used for simulating damper oil andnonlinear orifice structures.Contact
nonlinearities are also defined between orifice structures. Potential areas to reduce the
uneven pressure fluctuation in automotive damper were investigated using FSI with
contact nonlinearity approach. This work helped to avoid rattling noise due to vibra-
tion of piston. Potential areas to reduce the fluid velocity in certain regimes helped
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Fig. 14 Uneven bending
mode

to reduce the swish noise phenomenon in damper. Fluid pressure–piston velocities
were also investigated using FSI to achieve the desired damping performance along
with acoustic refinement.
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A Numerical Model to Study
the Fluid–Structure Interaction
at a Bridge Pier

Kanchibhotla Hima Teja, G. Srivalli, and V. Balakrishna Murthy

1 Introduction

Over the last three decades, a number of bridges were spoiled due to the scour
formation around piers. Scour is a term that is defined by a natural phenomenon
which can be happened by the action of erosion of flowing water on the beds of
sedimentary channels. In 2016, Abdullah [1] provided the definition of the scour as
the pruning of the riverbed level by the erosion of water that results in a propensity to
exhibit the foundations of structures like bridges, as given by Cheremisinoff (1987).
As foundation is the most principal part in any structure, for the design and analysis
of that one should be given the highest priority when compared to the remaining
parts. The failure of a bridge is mainly encountered by three main causes, in which
bridge scour occurs as the major one and others being overloading and collision. A
serious damage could occur to the structure due to erosion of the soil bed by the local
scour around bridge piers, and hence may lead to the destruction of the foundation.
It was roughly evaluated that three-fifths of the bridge failures are recorded due to
scour and other hydraulic-related issues.

In 2012, Arneson [2] quoted a study that was conducted in 1973 for reporting
Federal Highway Administration (FHWA) of 383 bridge collapses due to flooding,
one-fourth was of pier damage and three-fourths of abutment damage. Also, during
the 1961–1976 period, inUnited States of America, 46 out of 86major bridge failures
were recorded due to scour around piers. This sequence of bridge failures was due
to pier and abutment scour, which revealed the need of improving the better ways of
securing bridges from the attacks of scour.
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Local scour may occur in two ways: either as “clear water scour” or as “live-
bed scour”. The former defined as the removal of bed materials from the scour-hole
but not again replaced by the flow of approach. And the latter is the continuous
supply of scour hole with the sediment by the flow of approach till the equilibrium
stage (the average quantity of sediment supplied into the scour hole is equal to the
evicted amount of sediment from the scour hole) is attained. Under these equilibrium
conditions, the depth of the local scour recurs periodically about an average value.
The interaction between the bridge pier and the erodible soil around it is highly
fusible. Perhaps, the fact is very limited success has been attained when trails are
attempted to calculate scour numerically or computationally. The scour is mainly
estimated by the pressure around the piers. The more the pressure withheld at the
pier foundation, themorewill be the depth of the scour. However, the physicalmodels
are the basic tools that are used for estimating the scour depths.

Tison [3] in 1961 fixed an obstruction in the water stream and concluded that the
velocity of water is not only the influencing factor for scour formation but also the
vertical component of the diving motion. It was proved that rounding off the edges
of the pier leads to the lesser scour formation. Jueyi [4] in 2010 conducted various
experiments, and conclusions drawn from these experiments indicated that as the flow
velocity increases in all of the runs, that is, either under the case of same bed material
and variable grain size of armour-layer or inverse. The equilibrium scour depth of the
scour hole goes on increasing for both semi-elliptical and semi-circular abutments.
The equilibrium depth of the scour hole is independent of both the armour-layered
and bed-layered conditions.

Roy [5] in 2017 focussed on the shape of the pier to study the scour effect. Through
various experiments, it has been identified that scouring rate is high at initial stage
and at the backwater flow, and also it directly depends on the exposed open face of
the pier nose which is in contact with the clear water. It was finally observed that
oblong-shaped pier is the best among the three, which hinders the local scour by half
of the maximum scour attained while using the rectangular pier. HEC-23 suggested
a list of countermeasures for the scour formation around the piers of the bridge.
Some of them are riprap, spurs, guide banks, gabions and so on. The main basic
principles of any of these countermeasures are either reduction of vortex intensity or
prevention of the increment in scour hole by stabilising the channel bedmechanically.
Junhong [6] considered streamlining of the piers as a well-capable countermeasure
for the formation of bridge scour by the reduction of vortex strength. Various CFD
models had been developed for the evaluation of the viability of streamlining as a
countermeasure. Five different test cases with various streamlining conditions are
analysed and compared in this study. The results conclude that the vertical profiles
of the side walls and pier nose have remarkable effect on the formation of vortex
structures around the piers. It was also observed that the downward flow in front of
the piers, intensity of the bed shear stress and vortex extent around the pier can be
decreased with the help of side walls and pier nose which were streamlined. If in
case of non-alignment of pier with the incoming flow, the countermeasure method
of streamlining method may not be highly effective.
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Bouabdellah [7] carried out numerical research on the effect of shape of the pier
on scour formation using finite volume method. Through this numerical research a
relation was discussed between the bed shear stress and the bridge pier shape which
emerges as a scope for further experimentations to control the scour around the piers.
Garde [8] described the principle of scour formation around the piers of bridges and
summarised the methods for its prophecy. By using scour data in sandy beds, it
was proved that the two methods by Melville Sutherland and Kothyari et al. gave
almost similar accuracy and hence considered as the superior ones when compared
with other methods like Lacey-Inglis, Laursen Toch and so on. Mosabbir in 2013 [9]
performed an analysis for getting a list of variables that affect the scour depth around
the bridge piers. It was concluded that the flow depth in channel, velocity of flow,
shape of pier and approach flow velocity would directly affect the scour depth. It was
also found that elliptical pier would amount to less scour depth when compared to
the diamond-shaped pier. Kamini 2018 [10] studied experimentally the scour around
the bridge pier in non-uniform sediments. The results of the experiments concluded
that the scour depth is directly proportional to the velocity and inversely proportional
to the sediment size. It was also concluded that the elliptical-shaped pier can be used
as the best protective measure instead of others like circular and diamond.

Abdul-Hassan [11] conducted experiments on various shapes of piers to minimise
the local scour and successfully concluded that the streamlined shape is considered
as the best shape of piers which can reduce the maximum scour depth by three-
fifths of the scour obtained when using the traditional rectangular pier. It has also
been concluded from the results that the scour depth is directly proportional to the
flow intensity. Muto in 2008 [12] discussed the local scour around a submerged pier
by neglecting backwater effect. This study gave some empirical formulae relating
the water depth, pier height and scour depth. Drysdale in 2008 [13] examined the
effectiveness of an aerofoil-shaped pier in the reduction of downstream vortices and
turbulence. In this experiment two piers, that is, one is aerofoil pier and the other is
circular pier, were modelled and the results of the both were analysed. The intensity
of the scour is minimal for the aerofoil pier when compared with the traditional pier,
as the front of the pier is in fact a semi-circle in shape and has lesser vortex.

Boujia in 2017 [14] aimed to propose a technique ofmonitoring on the basis of first
natural frequency of a pier-surrounded scour. This experiment gave some conclusions
that the frequency will decrease significantly with the increase in the length which
is exposed. Another major finding is that two rods with the same exposed length but
different embedded lengths will amount to same frequency. Mohamed in 2018 [15]
published a review article on the methods that are used to reduce the effect of scour
on bridge pier. In this article, many methods have been discussed broadly. It was
concluded that CFD multi-phase models like VOF, FVM and Fluent are the trending
methods with less economy and high compatibility to calculate the scour around the
bridge piers.

As conducting experiments on various flow conditions, pier shapes, bed condi-
tions to study the scour effect is highly expensive, the researchers are adopting the
computational methods. The present researchwork objectifies to develop aminimum



382 K. H. Teja et al.

Fig. 1 Geometry of the problem

computational domain required to present the equivalence of pressure and velocity
at the pier surface to study the scour parameter effectively.

2 Problem Description

In a trail of optimisation, a cuboid fluid domain of 40 m × 20 m × 2 m is initially
taken and an elliptical pier (2 m × 1 m cross-section) is placed at three-fourths
distance from the inlet with a height of 4 m, as shown in Fig. 1. A standard mesh
with element size of 0.5 m has been generated with inlet, outlet, top wall, bottom
wall and water surface as named selections. As the pier location shows symmetry
conditions, one half of the geometry has been modelled. The selected domain is
studied under laminar and transient conditions considering gravity effect with mass
inflow rate of 79,856 kg/s.

Various meshes have been tested with an element size of 0.6, 0.5, 0.4, and 0.3
and 0.4 m has been finalised for the better convergence. Figure 2 shows the meshed
geometry with an element size of 0.4 [16] indicating the named selections. The
simulation is conducted by giving various time step sizes 1, 0.5, 0.25, 0.2, 0.125, 0.1.
The maximum pressure at pier surface for various trails has been plotted in Fig. 3.
From Fig. 3, 0.125 s has been considered as the best time step size for convergence.

3 Analysis of Results

3.1 Results for Initial Geometry

At the required time step, the velocity contour of the geometry is as shown in Fig. 4.
Figures 5, 6 and 7 represent the du/dz at inlet, y-component of velocity at water
surface and pressure at pier surface, respectively.



A Numerical Model to Study the Fluid–Structure … 383

Fig. 2 Meshed geometry and named selections

Fig. 3 Variation of max.
pressure at pier surface w.r.t.
time step
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Fig. 5 du/dz contour at the inlet

Fig. 6 Y-Velocity at the water surface

3.2 Method of Optimising Geometry

Planes are created along the z and x axes at different locations as shown in Figs. 8
and 9.

Figure 10 shows the variation of y-component of velocity with respect to width
location. A linear drop can be observed up to 4 m of width followed by a constant
value, exhibiting the propagation of disturbance up to 4 m width.

Figure 11 shows the variation of d(x-component of velocity)/dz with respect to
length location. A nonlinear increase can be observed up to 22 m of length from pier
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Fig. 7 Pressure at the pier surface

Fig. 8 Planes at different widths

followed by a negligible variation, exhibiting the propagation of disturbance up to
22 m of length location.

From the Figs. 10 and 11, it has been concluded that the geometry can be optimised
up to 22 m × 4 m × 2 m.
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Fig. 9 Planes at different lengths
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Fig. 10 Variation of y-component of velocity w.r.t. width location
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3.3 Results for Optimised Geometry

Figure 12 shows the optimised geometry and Fig. 13 shows the velocity contour of
it. Figures 14, 15 and 16 present the du/dz at the inlet, y-component of velocity at the
water surface and pressure at the pier surface of the optimised geometry, respectively.

The maximum pressure at pier surfaces of initial and optimised geometries
is 6949.329 and 6894.878 Pa, respectively, and variation is 0.7% which can be
neglected.

Fig. 12 Optimised geometry (21 m × 4 m × 2 m)

Fig. 13 Velocity contour
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Fig. 14 du/dz velocity at the inlet

Fig. 15 y-velocity at the water surface

4 Conclusion

Effective utilisation of computational resources is very important to obtain a reason-
ably acceptable solution while applying the numerical methods such as CFD. The
problem of fluid–structure interaction at a bridge pier is simulated in ANSYS-
FLUENT software to present the ways to minimise the size of the computational
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Fig. 16 Pressure at the pier surface

domain for a set of given parameters, such as mass flow rate, depth of water and
pier shape. The size of the computational domain is minimised without affecting the
interrupted zone near the pier and is verified with the initial model for maximum
pressure at the pier surface.
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Numerical Investigation on Performance
Enhancement of Rectangular
Microchannel by Using Quadrilateral
Fins Embedded on the Channel Bed

Arindam Santra, Anirban Bose, and Arunabha Chanda

Nomenclature

Abase Base area of heat sink
(
m2

)

Ac Conjugated area (area between solid–fluid interfaces)
(
m2

)

Cp,w Specific heat of water
(
Jkg−1K−1

)

D Hydraulic diameter (m)

f Friction factor
h Average heat transfer coefficient

(
Wm−2K−1

)

kw Thermal conductivity of water
(
Wm−1K−1

)

ks Thermal conductivity of solid
(
Wm−1K−1

)

Nu Nusselt number
p Static pressure (Pa)
Re Reynolds number
T Temperature (K)

Tin Inlet temperature (K)

Tm Average mean temperature of fluid (K)

Tm,in Bulk mean temperature at the inlet (K)

Tm,out Bulk mean temperature at the outlet (K)

Ts Temperature of solid (K)

Tw Average wall temperature (K)

q ′′ Average heat flux
(
Wm−2

)
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uin Inlet velocity (m/s)
μw Viscosity of water

(
kgm−1s−1

)

ρw Density of water
(
kgm−3

)

�V Velocity vector

1 Introduction

The microchannel heat sink has become crucial in modern times due to its high rate
of cooling and high area to volume ratio. The electronic chips produce enormous
amount of heat within very small area. Therefore, a rapid cooling within this small
space is required to avoid the damage of electronic chip due to high temperature rise.
The microchannel heat sink is used in place of earlier conventional heat sink for the
purpose of cooling of integrated circuit. The concept of microchannel heat sink is
established by Tuckerman et al. [1]. Wavy microchannel is experimented to enhance
the heat transfer in terms of Nusselt number by Naphon et al. [2]. Heat transfer is
enhanced because of flow disruption due to waviness. The effect of obstacles on heat
transfer enhancement is studied by Meis et al. [3]. The obstacles are used as vortex
promoters which enhance heat transfer inside microchannels. The effect of surface
roughness on pressure drop and heat transfer in roughmicrochannel was numerically
investigated by Zhang et al. [4]. Roughness elements persuade stronger recirculation
and flow separation, due to which heat transfer is enhanced. The effect of waviness of
microchannel on heat transfer and friction factor is experimentally and numerically
investigated bySui et al. [5]. The result shows that thewavymicrochannel gives better
heat transfer performance than the straight microchannel. The effect of geometrical
configuration on heat transfer performance and fluid flow in a converging–diverging
microchannel is numerically investigated by Ghaedamini et al. [6]. Heat transfer
is increased because of increase in wall curvature and chaotic advection. The heat
transfer performance in microchannel heat sink by introducing slanted passage in
the channel wall between the adjacent channels in alternating orientation is numer-
ically studied by Kappusamy et al. [7]. Due to the disruption in the hydrodynamic
boundary layer, the average thermal boundary layer thickness is decreased. There-
fore, the heat transfer performance is enhanced. The heat transfer performance of
periodic converging–diverging microchannel of circular cross-section is numerically
investigated by Chandra et al. [8]. Heat transfer is increased due to increase in fluid
mixing and velocity jump in converging section. The characteristics of flow and heat
transfer are investigated in microchannel with dimples by Xu et al. [9]. The trans-
verse convection caused by dimple is very important to enhance the convection heat
transfer under laminar flow. The effect of changing wavelength and amplitude in
wavy microchannel is investigated by Lin et al. [10]. Heat transfer is increased due
to formation of vortices because of curved wall.
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2 Problem Description

In the present investigation, three types of rectangular microchannel are investigated:
(i) Without fin, (ii) with inclined and straight fins embedded on channel bed and (iii)
with vertical and staggered fins embedded on channel bed. The numerical simulation
is done for these three models from Reynolds number 300–800. To investigate the
performance of heat sink, two parameters, Nusselt number and friction factor, are
analyzed for different microchannel. From Nusselt number, the heat transfer coef-
ficient and from friction factor the pumping power can be estimated, which are the
two main criteria for the performance of a heat sink.

2.1 Geometrical Description of Model

A single straight rectangular microchannel is studied for this investigation. The basic
geometry of the channel for this investigation is taken from geometry of the model
from Sui et al. [5]. The length of the channel is 25 mm, width is 206 µm, depth is
408 µm, and the thickness of bottom solid wall and width of solid wall on both sides
is taken as 97 µm for this investigation. The dimensions of fin which is also used in
this study are taken as width 200 µm, thickness 30 µm and height 200 µm. For the
microchannel with fins, totally 24 number of fins are used, and the fins are placed in
a manner of equal spaced. In case of inclined and straight fins, the inclination angle
of the fin is taken as 45◦. For this study, water is taken as coolant fluid and the solid
substrate is made of copper. Different geometric models are shown in Figs. 1, 2 and
3.

Fig. 1 Microchannel without fin

Fig. 2 Microchannel with inclined and straight fin
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Fig. 3 Microchannel with vertical and staggered fin

3 Numerical Methods

For the present numerical study, Ansys Fluent 14.5 is used. For pressure discretiza-
tion, standard scheme, pressure velocity coupling SIMPLE scheme is used. Second-
order upwind scheme is used for solvingmomentumandenergy equation.Conjugated
heat transfer scheme is employed for the analysis of solid–fluid interfaces. The total
computational domain is meshed in Ansys workbench. The mesh geometry of solid
substrate of total computational domain for microchannel with vertical and staggered
fins is shown in Fig. 4.

3.1 Governing Equation

A three-dimensional numerical simulation is done to analyze the performance of
microchannel heat sink by employing the conjugated heat transfer model. The
following assumptions are implemented: (1) laminar, (2) incompressible, (3) steady
flow, (4) constant properties for solid and fluid, (5) no gravitational effect and (6)
no heat loss and thermal contact resistance. As per these assumptions, the following
governing equations can be written as:

Continuity equation for water:

Fig. 4 Mesh geometry of microchannel with vertical and staggered fin
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∇ · �V = 0 (1)

Momentum equation for water:

ρw

( �V · ∇
) �V = −∇ p + μw∇2−→V (2)

Energy equation for water:

ρwCp,w �V · ∇T = kw∇2T (3)

Energy equation for solid:

ks∇2T = 0 (4)

3.2 Boundary Conditions

For this investigation, the inlet velocity is taken as constant and the inlet temperature
is taken as 300 K. At the outlet, the outflow boundary condition is considered. At the
bottom wall of microchannel heat sink, a constant average heat flux of 50 W/cm2 is
applied. At the solid–fluid interface, the temperature and heat flux are considered as
continuous. The two outer sidewall is considered as periodic boundary and all other
walls are considered as adiabatic.

At the inlet:

u = uin,v = 0, T = Tin

At the outlet: outflow boundary condition
At the solid–fluid interface:

u = 0, v = 0, w = 0, Ts = T and ks∇Ts = kw∇T

Heat added to water from heat sink:

q = ρwCp,w Q
(
Tm,in − Tm, out

)
(5)

Average heat flux:

q ′′ = q

Abase
(6)

Mean fluid temperature: average of the water inlet and outlet temperature
Average heat transfer coefficient:
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h = q

Ac(Tw − Tm)
(7)

Average Nusselt number:

Nu = hD

kw
(8)

Reynolds number:

Re = ρwuin D
μw

(9)

Friction factor:

f = − (dp/dx)D

0.5 ρwu2in
(10)

4 Model Validation

The experimental data of straight rectangular microchannel (zero amplitude) heat
sink experimented by Sui et al. [5] are used to validate the present model. For this
purpose, the geometry and boundary conditions are taken as the same with the exper-
iment. The heat sink in the case of experiment has 60 channels, but for validation
purpose one channel is considered to minimize the computational duration. There-
fore, the thickness of the two sidewalls taken as half of the actual thickness and
the sidewalls is considered as periodic boundary condition for numerical simulation.
The result of Nusselt number and friction factor for various Reynolds number from
experimented data are used to validate the present numerical model. A comparison
between the experimental and simulation results is shown in Figs. 5 and 6.

Fig. 5 Nusselt number
versus Reynolds number
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Fig. 6 Friction factor versus
Reynolds number
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5 Results and Discussion

It is clear from Fig. 7 that fins are increasing the heat transfer performance in terms
of Nu. This is quite expected as fins acting as deflector or source of disturbance
in the flow field are mixing the layers of fluid rapidly that ultimately increases the
convective heat transfer coefficient. Fins are also increasing the heat transfer area
and hence improve the heat transfer process. It is also observed in the figures that
with the increase of Reynolds number, the advection rate increases and ultimately
increases theNusselt number. The addition of vertical and staggered fins heat transfer
enhancement is significant in comparison to inclined and straight fins. The reason
for this is flow disturbance in case of staggered fins is frequent and from both ends in
the lateral direction, and ultimately mixing the flow at a greater rate in comparison
to inclined and straight fins.

Figure 8 shows the penalty of improving heat transfer performance when fins
are arranged in terms of friction factor and hence the pumping power. It has been

Fig. 7 Nusselt number
versus Reynolds number
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Fig. 8 Friction factor versus
Reynolds number
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observed with staggered arrangement of the fins that friction factor increment is less
in comparison to straight arrangement. This is because of less form drag associated
with the staggered arrangement of the fins in comparison to straight arrangement
where flow separation area is larger along the width. Alignment of the large fin
width is perpendicular to the flow direction and obstructing the flow more implies
pressure drag is more; whereas in case of staggered arrangement, the fin width is
small perpendicular to the flowdirection, hence friction factor (considering both form
drag and shear force) is smaller in comparison to inclined and straight arrangement.

It is obvious that with the implementation of fin the temperature distribution along
the length of the channel at bottom wall (wall that is required to be cooled) gives
better result, which is shown in Fig. 9 in comparison to the microchannel without fin.
This is because of the high convective heat transfer, and effective fins are decreasing
the thermal resistance to escape out the heat from the heat source from the bottom
wall.

Fig. 9 Temperature distribution along length at bottom wall
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6 Conclusion

From the present investigationwe can conclude that the heat transfer can be enhanced
by the implementation of fins embedded on channel bed. But simultaneously, friction
factor is also increased, which in turn increases the pumping power. From the present
study, it can be concluded that Nu is improved around 115% with moderate rise in
friction factor in case of microchannel with vertical and staggered embedded fins
with respect to the microchannel without fins. It can also be concluded that the
microchannel with vertical and staggered fins gives the better heat transfer in terms
of Nusselt number increasing around 65%with the reduction in friction factor around
30% than the microchannel with inclined and straight fins.

Acknowledgments The authors are thankful to the Department of Mechanical Engineering,
Jadavpur University to carry out this research work.
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Investigation on Centrifugal Pump
Performance for Various Nose-Cap
Geometries

Neeta Amol Mandhare and K. Karunamurthy

1 Introduction

In today’s world, one of the problems that are typically observed in centrifugal
pumps is lower pressure head at the output for the same amount of mechanical
power supplied at the input, especially at off-design conditions. There is a need to
increase the net pressure generated at the output of the pump for the given amount
of energy supplied. It is observed from the literature survey that the design modi-
fications are carried out over impeller and casing and not in the suction region.
Flow instabilities in the suction region (generally observed at part load or off-design
conditions) include improper guidance of flow in the suction pipe and over the eye
of impeller, unstable discharge(Q)–head(H) characteristics, flow recirculation and
separation, stalling of blades and reverse flow from the impeller to suction region
due to pressure fluctuations. Researchers have worked in many areas to overcome
the flow randomness in centrifugal pump through different design modifications like
impeller trimming [1–3], impeller rounding [4, 5], twisted blades [6], micro grooved
impeller [7], drilled impeller [8], impeller with C, U and V cut [9], optimization of
blade geometry [10–12] and design modifications over diffuser and casing like use
of half-vanned diffuser [13], different volute design with same clearance between
impeller and casing [14], rounding-off cut water edge [15], or radical changes which
include designing new component like inlet guide vanes, impeller with splitter blades
[16, 17] and volute with splitter blades [18, 19].
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From the extensive literature review carried out to explore the designmodification
efforts taken by researchers over the years, it is observed that the research related
to design modifications over the suction region of the centrifugal pump is limited.
Junaidi et al. [20] designed inlet guide vanes with different blade angles to guide the
flow over the suction region at off-design conditions [20]. But this modification is
not economical, and changing the angles of inlet guide vanes with a change in load
conditions is very difficult. The main focus of research work carried out by authors is
to reduce the flow instabilities over suction region throughmodification of hexagonal
lock nut in the form of nose-cap of optimized profile and to increase the velocity of
water before impeller, so that the net pressure head developed at the outlet increases
for the same amount of mechanical power supplied at the input.

2 Matlab Programming

A standard program for quadratic exponential, power and linear curve generation is
used. Output designed in CATIA is used to find equation of curve, as shown in Fig. 1.
Model of nose-caps of different profiles generated is shown in Fig. 2.

Equation of curve = −1233.616037 × x2 + 113.109813 × x + 4.108069 (1)

Equation from exponential curves:

Equation of curve = 3.864371 × e11.767531 × x (2)

Equation from power curves:

Equation of curve = 12.739800 × x0.228744 (3)

Fig. 1 Quadratic curve
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Fig. 2 Models of nozzle cap

Equation from linear curves:

Equation of line = 60.830000 × x + 3.754977 (4)

3 CFD Analysis and Selection of the Nozzle Cap

The main objective of work is to improve the performance of the centrifugal pump
by use of a nose cone or a nozzle cap at the eye of the impeller. Before bringing this
nozzle cap into actual use and testing it on the actual model, we need to validate the
governing physics behind it.

3.1 Generation of Control Volume

After modelling the pump in CATIA, to perform fluid flow analysis it is required to
generate the control volume on which the effect is to be observed. This was done
using ANSYS ICEM 16, as shown in Fig. 3.

3.2 Meshing of Control Volume

The computational domain consists of a suction pipe, impeller, volute casing and
outlet pipe. A moving reference frame technique is used where the impeller is placed
in a rotating reference frame and the casing in a fixed reference frame. Tetrahedral



404 N. A. Mandhare and K. Karunamurthy

Fig. 3 Control volume with
no defects

Fig. 4 Meshing of control
volume

cells were used in all domains with prismatic boundary layer mesh used near the
walls as shown in Fig. 4. The first layer thickness is 0.3 mmwith a wall y + less than
40. To ensure a smooth transition, 10 layers were used. For the impeller, the average
mesh quality is 0.805, the aspect ratio is 5.524 and skewness is 0.263. For the casing,
average mesh quality is 0.664, the aspect ratio is 24.213 and skewness is 0.283.
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3.3 Selection of Turbulence Model

k–omega model is able to provide an analytical expression for the dissipation rate
in the viscous sublayer. This is ideal for switching automatically from the near wall
functions for coarse grids to near wall formulation for fine grids. This makes k–
omega more flexible and robust. By using the shear stress transport (SST) function,
the solver switches between the k–omega model in the inner region of the boundary
layer and k–epsilon in the free shear flow, thus combining the strengths of both
models.

3.4 Numerical Solution Method

The pressure and velocity contours as shown in Fig. 5 indicate an area average of

Fig. 5 a Pressure contour for hexagonal lock nut. b Pressure contour for nose-cap
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Fig. 6 a Velocity contour for hexagonal lock nut. b Velocity contour for nose-cap

the values of pressure and velocity throughout the cross-section of the pump. These
contours typically indicate the values of pressure and velocity at different points
inside the pump for different mass flow rates and speeds of the impeller.

3.4.1 Remarks from Pressure and Velocity Contours

i. From the pressure contours, as shown in Fig. 5, it is clear that the pressure is not
uniformly distributed throughout the volute casing but has a relatively higher
value when the water impinges on the wall of the volute while it issues out of
the impeller blades.

ii. The velocity contours in Fig. 6 reveal that when the speed of the impeller is
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increased the water is made to flow along with the blade profile due to higher
amount of the centrifugal force acting on it. Therefore, the velocity of water
near the wall of the blade is higher and tends to increase along the periphery of
the impeller.

iii. As seen from the velocity contours though there is no any recirculation detected
at the outlet pipe in most of the cases but the flow of water tends to stagnate after
travelling a certain length of the outlet pipe, leading to a slight recirculation and
backflow. But as the speed of the impeller is increased this tendency fades away
leading to the flow of water covering the whole area of the outlet pipe.

iv. The wake region formed before the nozzle cap is slightly lesser than that formed
in front of the shaft fitted without the nozzle cap.

v. From the pressure contours, the blue patches at the eye of the impeller tend to
fade away at higher speeds of the impeller. This is correspondingly converted
into the red patches at the wall of the volute casing at higher speeds of the
impeller. This clearly indicates that the effect of the volute is best seen at the
designed speed of the pump or at relatively higher speeds.

vi. In spite of rotational symmetry of the blades of the impeller, the pressure and
velocity distribution is different for different blades as seen from the images.

vii. The pressure drops suddenly at the outlet of the volute casing and then increases
to a higher value at the start of the outlet pipe. This indicates that there is a loss
of pressure or valuable momentum of water at the end of the volute casing and
it needs to be designed properly at the tongue to prevent this loss.

4 Experimental Setup

The experimental setup as shown in Fig. 7a and b consists of a centrifugal pump
coupled to a belt-driven electric motor of 2 HP. The pump is of a low head, closed
impeller, mixed flow, variable speed available at turbomachines laboratory of Pimpri
Chinchwad College of Engineering, Pune, India. The impeller of the pump has an
exit diameter of 0.214 m with eight backward curved blades and vaneless volute
casing as shown in Fig. 3a. Inlet pipe diameter is of 2′′ and exit pipe diameter is
of 1.5′′. The setup also has a water-collecting tank, gate valve and sophisticated
measuring instruments like two pressure transducers with an accuracy of ±0.1%,
data acquisition system, variable speed drive with the pulsation of speed around
5 rpm, laser tachometer, rotameter with an uncertainty of ±0.2% and an energy
meter. The response time of the current transducer is lower than 0.2 µs.

Experimental results are compared with the simulation results as shown in Fig. 8a
and b and the average % difference in head between simulation and experimental
result is 4.23% and average difference in overall efficiency is 1.96%, which shows
satisfactory comparison between experimental and simulation results.
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(a)

(b)

Discharge line

Discharge gauge

Suction gauge

Pump with 
2 HP motor

Collecting tank

Suction line

Fig. 7 a Block diagram of experimental setup. b Photograph of experimental setup
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Fig. 8 a and b Comparison
of experimental and
simulation results for
hexagonal nut

(a) Head (H) Vs Discharge (Q)

(b) Overall Efficiency (ηo) Vs Discharge (Q)

4.1 Conclusion

• The overall efficiency of the pump is on an average 2–3% higher for all the three
nozzle caps as compared to the case when the nozzle cap is not attached as seen
from the main characteristics (Graph 2).

• The pump was tested for 30 times without the nozzle cap. In all the cases the plots
of main characteristics were more or less similar to the standard pump curves.
But in case of the operating characteristics the curves deviated from the standard
pump curves.

• It is clear from the curve of operating characteristics that most of the nozzle caps
generate a head higher than the case without the nozzle cap.

• From the observations in themain and operating characteristics as well as the CFD
results taken at random speeds of the impeller, three nozzle caps were selected
for manufacturing and testing purposes.
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• The average efficiency indicates how close the actual velocity rise is to the ideal
velocity rise. It is highest in case of the linear and exponential profiles. The linear
profile was eliminated due to flow separation at the end of the nozzle cap. The
efficiency of the quadratic nozzle caps is more or less near the exponential ones.
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Determination of Coefficient
of Contraction of Orifice with Variation
of Geometrical Parameter

Santosh Kumar Panda and Alok Patra

1 Introduction

Themass flow rate of a flow in a pipe is measured by various flow-measuring devices,
like orifice meter, nozzle and venturimeter. Orifice meter is a vital device to measure
the flow with the principle of measuring the pressure drop in comparison to design,
fabrication, reliability and cost-effectiveness. Orifice meters are used in petroleum,
energy, nuclear, mining, chemical, process and food industries, power generation
units, refrigeration apparatuses, oil wells, and pipelineswhere single phase andmulti-
phase with multiple fluid plays an important phenomenon. It is an alternate device
for wellhead chokes, mechanical valves (rotary, screw, butterfly slide valves), chock
valve, angle valve and so on. In the oil and gas industry, wellhead chokes are used to
control the production from wells, avoid pressure fluctuations in the downstream of
the choke and prevent formation damage due to excessive drawdown by providing
the necessary backpressure on the reservoir. Single orifices or multiorifice and orifice
with perforated plates are used to enhance the flow uniformity and mass distribution
in downstream of manifolds and distributors. They are also used to enhance the heat-
mass transfer in thermal and chemical processes by providing an extended surface
to the increase the surface area. The objective of the present numerical study is for
a flow analysis of an orifice to know the hydrodynamics analysis such as pressure
profile by using single fluid (air and water) to determine pressure drop coefficient of
discharge. The study is further extended by varying the geometry parameters of the
orifice, like area ratio, thickness ratio and volume fraction.

A correlation is developed for wellhead chokes in a two-phase flow using P–V–
T property relation with the variation of the geometrical parameter such as choke
sizes, upstream pressure, gas–liquid ratios and oil API gravities of a 210 well [1].
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The study concluded that the P–V–T property relation has minimum effect on the
pressure output result. A study conducted an orifice experiment with single-phase
flows, presented in their handbook and developed a correlation which is a function of
Reynolds number (Re) and the geometrical parameters. The present research has been
advanced to use orifice andmultiorifice in the industry for replacing thewellheads for
flow measurement and control. A theoretical study is carried out [2] for a sharp-edge
orifice with two phases, gas–liquid flow analysis by considering interfacial shear
force between the phases for the prediction of the single coefficient character of the
pipe and orifice and ratio of the phase velocities with the effect of pressure ratio
and gas–liquid weight ratio of the flow domain. Pressure drop along the length of
the pipe and velocity profile at contraction of the orifice in the pipe were predicted
experimentally by evaluating pressure loss coefficients, with the variation for wider
range of Reynolds number and area ratio, contraction sharpness [3]. Two-phase flow
analysis is considered [4] for a sharp-edged circular orifice for four different vapour to
liquid density ratioswithR-113fluidwith the variation of diameter ratios to determine
the pressure drop. The predicted results are compared with the experimental study
and five different proposed correlations. Compressible flow behaviour of air through
knife-edge orifices, straight-bore orifices, rounded-entry nozzles and elliptical-entry
nozzles of convergent nozzles with diameters ranging from 0.9 to 1.9 mm on a
subsonic and critical-flow regions analysis experimentally [5] to determine discharge
coefficient. A number of correlations are also reported for different types of orifice
as a function of diameters, gas property, pressures and upstream temperatures. Two
coefficients are defined [6] such as discharge coefficient and orifice-to-inlet ratio
to calculate static and total pressure and the relation between these coefficients.
Discharge coefficient and flow coefficient for a safety valve determine the effect of
diameter ratio, size and valve of the flow. The difference between the coefficients also
determines the safety valve at the inlet and at the orifice of the valve in a liquid flow.
The valve stability is considered against the inlet pipe loss, diameter ratio effects and
gravitational head for the determination of coefficients. Amodel of sudden expansion
and sudden contraction [7] of flow through the thick and thin orifice plates for two-
phase flow pressure analysis with the use of the reversible and irreversible losses
through contractions and expansions is developed by taking R-113 as working fluid.

A two-phase flow analysis for thin and thick orifice is considered [8] for experi-
mental study to evaluate local pressure drop. Single-fibre probes are used to measure
the void fraction [9] distribution along the cross-sectional with a sudden area contrac-
tion for air–water as multiphase flow in a 2-D analysis. An experimental study is
conducted for two-phase flow analysis [10] for orifice flow contractions and data of
void fraction are collected at different locations of the pipe along the flow length
with air–water as two-phase fluid combination to determine the pressure drop. An
investigation is carried out experimentally [11] on the two-phase flow characteristics
of a multiorifice valve to know the two-phase frictional multipliers, frictional pres-
sure drop and void fraction with the variation of throat thickness–diameter ratios,
and air and water flow rate. A numerical study is analysed [12] for thin and thick
orifice with single and multiphase flow analysis with water as single-phase fluid and
air–water for multiphase fluid in a horizontal pipe, to determine the local pressure
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drop, discharge coefficient and the two-phase local multiplier as a function of inlet
velocity and the geometrical parameter of the orifice.

2 Theoretical Background

The orifice is classified as thin and thick orifice based on the thickness. If the length
of the orifice is less than the expansion zone then the orifice is called thin, and if the
expansion zone is shorter than the length of the orifice, it is called thick as described
[2]. But [11] describes the ratio between the throat thickness and diameter (s/d) as a
reference to define thick orifice is 1, so the s/d ratio is greater than 0.5 as shown in
Fig. 1b. Figure 1a and b shows the geometrical models of thin and thick orifice.

Flow through a thin orifice contracts with a consideration of no losses of mechan-
ical energy, to a vena-contract of area Ac that forms outside the restriction. In the
downstream of the vena-contract, the flow expands in an irreversible process from
the pipe wall to flow area A. According to Chisholm [2], for thin orifice the pressure
drop,
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The local pressure drop can also be expressed as a function of orifice discharge
coefficient Cd, [4, 13]

�Psp = ρV 2

2

[(
1

σ

)2

− 1

]
1

C2
d

(3)

σc,thin = 1

σ + √
1− σ 2/Cd

(4)

3 Numerical Methodology

3.1 Solution Methodology

A pipe model is considered with a diameter of D = 50 mm, orifice diameter d is
varying as per the required area ratio and the length of the cylindrical pipe is 200 mm
for the numerical study, as shown in Fig. 1a. Three area ratios (σ = (d/D)2) of 0.8, 0.6
and 0.4 are considered with a space ratio (s/d) from 0.125 to 0.75. The static pressure
and velocity profile are predictedwith varyingReynolds number, area and space ratio.
A 3-D cylindrical coordinate mesh is created for the orifice by using commercial
software. An unstructured mesh with good quality and aspect ratio has been used for
flow domain analysis. Finite-volume method is chosen for grid discretization of the
flow model domain. The uniform mesh size is created in circumferential direction
with the help of O-grid but the size of the mesh is increasing in the radial direction
by proper distribution for grid independent study and get accurate numerical result
by minimizing the wall effect on the flow. The mesh topology of orifice domain is
shown in Fig. 1c. The governing equation is chosen, such as continuity, momentum,
and k–ε turbulent model. Grid independent study is carried out for better and accurate
result.

3.2 Boundary Conditions

The present study works with single and multiphase problems. Mass inlet boundary
condition is applied at the inlet, pressure outlet boundary condition is applied to the
outlet and a no-slip and stationary wall is considered as boundary condition on the
wall of the orifice pipe. Betterment of the results of k–ε model with enhanced wall
treatment is used by considering the viscosity-affected near-wall region.
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3.3 Numerical Solution

The governing equations of mass, momentum, and turbulent kinetic energy and
dissipation rate of turbulent energy equation (k–ε model) for two-phase analysis
volume fraction equation are used for solving the flow problem. The equations are
discretized by using the finite volume technique for the control volume of the orifice
which is used in commercial software. Good quality and aspect ratio are main-
tained in the mesh size to get better result. k–ε standard model is considered for
the viscous model. Air and water are considered for a single-phase and single-fluid
analysis separately. Water liquid and water vapour are used for multiphase analysis.
For a good result, boundary conditions are used properly at the inlet, outlet and
the wall, as mentioned in the boundary conditions. SIMPLE algorithm is used as
pressure–velocity coupling. Least-square cell-based method is used as discretization
scheme, and a standard scheme is used for pressure. A second-order upwind scheme
is used for momentum, turbulent kinetic energy and turbulent dissipation rate. Under
relaxation factors are used for pressure, density, body forces, momentum, turbulent
kinetic energy, turbulent dissipation rate and turbulent viscosity as per the solution
convergence criteria.

For solvingmultiphase problem, water–liquid is taken as primary phase and water
vapour is considered as a secondary phase. Mixture multiphase model is considered
with slip velocity to solve the multiphase problem. k–ε standard is considered as
turbulent model for the viscous model. Mass inlet boundary condition with normal
to boundary condition is chosen for the inlet condition. Turbulence specification
method, intensity and viscosity ratio were considered in the turbulent model. The
mass flow rate is mentioned as per the Reynolds number for primary and secondary
phases. The outlet andwall boundary conditions aremaintained the same as in single-
phase flow. The solution methodology is also maintained the same as in single-phase
flow. The required data are collected and graphs are plotted for the result analysis
after achieving the converge criteria.

4 Results and Analysis

The numerical study is conducted with various parameters such as area ratio, space
ratio and Reynolds number, for single and multiphase. The operating ranges of the
analysis are area ratio (0.4, 0.6 and 0.8), space ratio (0.125–0.5) and for Reynolds
number (5000–50,000). The outputs of numerical are predicted as pressure drop,
static pressure, and velocity in single phase, pressure drop and contraction coefficient.
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4.1 Single Phase

Static pressure profiles along the flow through orifice with varying Reynolds number
are shown in Fig. 2a for air and Fig. 2b for water as a single-phase fluid. Figure 2
shows a sudden pressure drop along the flow around the orifice but as the flow
progresses the pressure increases slightly in downstream section of the orifice and
the flow continuous along the length. Figure 2 also predicts that with increase in
Reynolds number the pressure drop increases because as Reynolds number increases
the velocity increases and affects the pressure drop. The pressure drop is more in
water as compared to air because of higher density.

(a) Pressure profile for air (b) Pressure profile for water
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Figure 3 shows the static pressure drop along the flow through orifice with the
variation of area ratio for air and water. As the area ratio decreases the more pressure
drop occurs because ofmore blockages in the passages of the flow. Figure 4 shows the
static pressure drop along the flow through orifice with the variation of space ratio.
Two different static pressure profiles have been shown in upstream and downstream
flow of orifice in Fig. 4a for air and Fig. 4b for water. In the upstream region the
lesser space ratio shows maximum static pressure but in the downstream the pressure
drop is more in lesser space ratio as compared to higher space ratio as represented
in Fig. 4.

Velocity profiles along the flowwith the variation of Reynolds number through the
orifice are shown in Fig. 5a for air and Fig. 5b for water. Velocity of the fluid increases
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(a) Velocity profile for air (b) Velocity profile for water
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(a) air (b) water
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before the orifice because of reduction of the flow area due to the presence of orifice
along the length of fluid flow, and the velocity also reduces after the orifice as flow
progresses. The velocity is maximum for higher Reynolds number for a particular
fluid as represented in Fig. 5. Figure 6a and b shows the contraction coefficient σc as
a function of Reynolds number with the variation of area ratio and space ratio. The
Reynolds number is varied from 5000 to 50,000. The predicted result of contraction
coefficient data shows a good agreement with Chisholm formula as shown in Eq. (4).
The contraction coefficients are shown for water and air separately as single-phase
liquid with variation in space ratio for thin and thick orifice for an area ratio of 0.6.
The area ratio for the orifice is high, so the recirculation zone is small which forms
less pressure drop.

5 Conclusion

The numerical study is conducted with various parameters such as area ratio, space
ratio, and Reynolds number to evaluate static pressure and velocity profile. The
operating ranges of the analysis are area ratio (0.4, 0.6 and 0.8), space ratio (0.125–
0.5) and for Reynolds number (5000–50,000). The outputs of numerical are predicted
as pressure drop, static pressure, and velocity in single phase, pressure drop, slip ratio,
two-phasemultiplier and contraction coefficient. The static pressure showsmaximum
profile for the maximum Re, lesser area ratio and lesser space ratio. Similarly, the
velocity profile gives better results as the increase in Re predicts better result for
higher area ratio and lesser space ratio in single-phase flow. The numerical results
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are also compared with the available literature and correlation database, which gives
better result.
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Solution of Incompressible Navier–Stokes
Equation Using Upwind Scheme

Banamali Dalai and Manas Kumar Laha

1 Introduction

Lid-driven cavity is a square cavity in which all the walls are stationary and fixed
except top wall which is called lid. The lid moves toward the right with non-
dimensional speed unit and the non-dimensional length of each side is unity. Initially,
the cavity is filled with quiescent fluid. When the lid starts moving toward the right
the fluid flow in the cavity sets up. To observe incompressible viscous flow patterns
in that cavity, primitive variable formulation of conserved incompressible Navier–
Stokes equation is solved using upwind scheme. As the Reynolds number changes,
the flow pattern changes very large amount. Few literatures regarding the flow pattern
in the cavity when the upwind scheme is incorporated on the convection terms are
discussed below.

Shyy, Thakur and Wright [1] studied two-dimensional driven cavity flows with
Reynolds numbers ranging from 100 to 3200. They compared the second-order accu-
rate central differencing solution with third-order accurate upwind scheme on the
convection term using SIMPLE algorithm in grid sizes 21 × 21 and 161 × 161
in a finite volume mesh. They observed that second-order accurate upwind scheme
produces better result than the second-order accurate central difference schemewhen
comparedwith Ghia et al. [2]. Shyy and Thakur [3] solvedNavier–Stokes equation in
a lid-driven cavity using second-order accurate upwind scheme, higher-order accu-
rate upwind scheme and QUICK scheme on the convection terms following the
SIMPLE algorithm. They observed that second-order upwind scheme and QUICK
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scheme performs better than the first-order upwind scheme and second-order accu-
rate central difference scheme and also observed that lesser number of grid points are
required to converge the solution. Dalai and Laha [4] solved the Navier–Stokes equa-
tion in a three-dimensional lid-driven cavity using QUICK scheme on the convec-
tion terms following the SIMPLE algorithm in a finite volume mesh. They observed
that the solution reaches unsteady state after Reynolds number 2000. Wu and Shao
[5] computed the two-dimensional incompressible flow in a lid-driven cavity using
multi-relaxation time (MRT) model in the parallel lattice Boltzmann–Bhatnagar–
Gross-Krook method and compared the result with the solution obtained using
single-relaxation time (SRT) model. They found that both the results were in good
agreement with Ghia et al. [2] within the Reynolds number range 100–7500. The
MRT model is superior than SRT model at higher Reynolds number. Dalai and Laha
[6] studied two-dimensional flow in a lid-driven cavity using alternating direction
implicit method and found that the method is good enough to get accurate solution
when compared with other literatures [1, 5, 7, 8]. The objective in this study is to
find the better result of the primitive variable formulation of Navier–Stokes equation
using first-order and third-order accurate upwind schemes on the convection terms
in a 2D lid-driven cavity and to find any sign of chaos from unsteady solution.

2 Formulations

The two-dimensional Navier–Stokes equation in primitive variable form is expressed
as:

∂u

∂t
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and the continuity equation is:

∂u

∂x
+ ∂v

∂y
= 0 (2)

Here Eqs. (1a) and (1b) are the x and y-momentum equations, respectively, where u, v
and p are the x-component velocity, y-component velocity and pressure, respectively;
Re is the Reynolds number of the flow. The boundary conditions for the lid-driven
cavity are:

At x = 0, u = v = 0, at y = 0, u = v = 0, at x = 1,

u = v = 0 and y = 1, u = 1, v = 0 (3)
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The equations are discretized using explicit scheme in a finite volume staggered
grid mesh. Here first- and third-order accurate upwind scheme is applied on the
convection terms. The application of first-order and third-order accurate upwind
schemes is shown below:

First-order upwind scheme [8] at the 2D cell P along x-direction is:

xi+1∫

xi

∂(uϕ)

∂x
dx =

(
(uϕ)e − (uϕ)w

h

)
× h × k; ue = uP + uE

2
and uw = uP + uW

2

(4)

I f ue > 0, ϕe = ϕP and if uw > 0, ϕw = ϕW (4a)

I f ue < 0, ϕe = ϕE and if uw < 0, ϕw = ϕP (4b)

Third-order upwind scheme [8] at the 2D cell P along x-direction is:

xi+1∫

xi

∂(uϕ)

∂x
dx =

(
(uϕ)e − (uϕ)w

h

)
× h × k ; ue = uP + uE

2
and uw = uP + uW

2

(5)

If ue > 0, ϕe = 6

8
ϕP + 3

8
ϕE − 1

8
ϕW and If ue < 0, ϕe = 6

8
ϕE + 3

8
ϕP − 1

8
ϕEE

(5a)

If uw > 0, ϕw = 6

8
ϕW + 3

8
ϕP−1

8
ϕWW and If uw < 0, ϕw = 6

8
ϕP + 3

8
ϕW−1

8
ϕE

(5b)

In Fig. 1, P, E, EE, W and WW are the central point of the cell, whereas e, w,
ee and ww are the faces of the cell; ‘h’ and ‘k’ are the width and height of the two-
dimensional cell; ‘ϕ’ is the flux which in this case are u and v. The fluxes at the faces
of the cell along x-direction are evaluated as:

ϕe = ϕP + ϕE

2
, ϕw = ϕP + ϕW

2
, (uϕ)e = ueϕe and (uϕ)w = uwϕw (6)

Fig. 1 1D computational domain along x-direction
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Fig. 2 u and v-velocity profiles along the center of the cavity at different Reynolds numbers

Similarly, the first- and third-order upwind scheme for ∂(uϕ)/∂y can be evaluated
along y-direction. The diffusion terms along x-direction are evaluated at cell P as:

yi+1∫

yi

xi+1∫

xi

∂2ϕ

∂x2
dxdy = ϕE − 2.0ϕP + ϕW

h2
× hk (7)

Following similarmanner, the diffusion terms along y-direction are also evaluated.
The discretized equations are solved using SIMPLE [9] algorithm. The solution is
said to be converged when the continuity equation (Eq. (2)) reaches up to order 10–18

(Figs. 2 and 3).

3 Convergence Details

Convergence criterion in primitive variable formulation using upwind scheme for
two-dimensional lid-driven cavity is the satisfaction of continuity Eq. (3) up to the
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Fig. 3 Pressure contours at different Reynolds numbers

order 10–18. First converged solution is obtained at Reynolds number 1000.Assuming
this solution as initial value, the solutions for next higher Reynolds numbers are
obtained. Similarly, the solutions at adjacent higher Reynolds numbers are obtained
at an interval of 2500. The grid sizes used for this solution are 81 × 81, 101 × 101
and 121 × 121 in a range of Reynolds numbers from 1000 to 15,000.
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Fig. 4 Velocity vector plots at different Reynolds numbers

4 Validation Study

The computed results in the grid size 121 × 121 using first-order and third-order
accurate upwind scheme are validated with the results of Ghia et al. [2] in the grid
size 129 × 129 as shown in Fig. 2. The computed velocity profiles using first-order
upwind scheme do not match exactly with Ghia et al. [2] but the computed results
using third-order accurate upwind scheme match much better with Ghia et al. [2] as
shown in Fig. 2, which shows third-order accurate upwind scheme (QUICK) result
is much better than the first-order upwind scheme.

5 Results and Discussion

The converged solution is obtained up to Reynolds number 17,500 using first-order
accurate upwind scheme in the grid size 121× 121 and Re= 3200 using third-order
accurate upwind scheme which is the steady-state solution. The solution at Reynolds
number 20000 and 5000 becomes unsteady when first-order and third-order accurate
upwind schemes applied, respectively, in the grid size 121 × 121. The pressure
contours in the lid-driven cavity (Fig. 3) show that pressure distribution is uniform
at the central region. Large variation of pressure is observed at the top right and
left corner of the cavity in both upwind scheme and without upwind scheme which
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can be observed from the pressure contour plots as shown in Fig. 3. From Fig. 5,
the pressure contour shows fluctuation near the lid which are unsteady solution at
Reynolds number 5000 using QUICK scheme. On the other hand, if the pressure
contours are observed at Re = 17,500 in Fig. 6 respectively, there is no fluctuation
of pressure when first-order upwind scheme is applied. The velocity vector plot in
Fig. 4 shows that as the Reynolds number increases the central primary eddy become
larger in size and it becomes circular in nature. The vector plot also describes the
development of secondary eddies at lower wall corners in both upwind schemes. As
the Reynolds number increases there is development of unsteadiness in flow.

Pressure contour and velocity vector plot in Fig. 5 show that unsteady flow appears
at Re= 5000when third-order accurate upwind scheme (QUICK) is applied,whereas
at the same Reynolds numbers the velocity vector plot does not show any sign of
unsteadiness when first-order upwind scheme is applied on the convection terms.

Fig. 5 Pressure contour and velocity vector plot at Re = 5000 using QUICK scheme

Fig. 6 Pressure contour and velocity vector plot at Re = 17,500 using upwind scheme
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Fig. 7 Convergence history of u and v at Re = 7500 using first-order upwind scheme

Fig. 8 Convergence history at a point at Re = 7500 using QUICK scheme

From Fig. 2, it is clear that QUICK scheme produces better accurate result than the
first-order upwind scheme. So, the appearance of unsteadiness in the solution after
Re= 3200 is not confirmed from the analysis of these two schemes. If it is assumed
that QUICK scheme is accurate then the appearance of unsteadiness at Re= 5000 has
reached to greater extent. If the grid size is made finer, again there may be appearance
of chaotic flow at Re = 5000 because the lower right corner eddy and right and left
corners of lid have been affected by the unsteadiness, which can be seen from Fig. 6.

Figure 7 shows the convergence history of u and v at a point (0.374, 0.2479) when
first-order upwind scheme is applied on the convection terms at Re = 7500. It is
observed that these are converged monotonically. On the other hand, if the third-
order upwind scheme is applied on the convection terms using the same grid size,
the properties do not converge, which are shown in Fig. 8 because the solution is
unsteady at that Reynolds number.

6 Conclusions

First- and third-order upwind schemes are applied on the primitive variable form
of the Navier–Stokes equation in a finite volume mesh. Following the SIMPLE
procedure, the equations are solved in the two-dimensional lid-driven cavity. It is
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observed that flow is steady up to Re = 17,500 and 3200 using first-order and third-
order upwind schemes, respectively. The unsteadiness appears at Re = 5000 using
QUICK scheme which shows chaotic at Re = 10,000.
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An Efficient Physically Adjusted Central
Euler Solver

Souren Misra

1 Introduction

Numerical simulation of inviscid compressible fluid flows has been an active area
of research in computational fluid dynamics (CFD) in the last four decades. The
algorithms developed for solving the Euler equations of gas dynamics have a fasci-
nating history, starting from the 1960s. The first successful numerical methods devel-
oped in the 1960s for solving the Euler equations, which are hyperbolic systems of
conservation laws, were based on central discretization techniques and they did not
take into consideration the directions of information propagation. The effort was
focused mainly on devising stable schemes with reasonable accuracy in solving the
above-mentioned convection equations. The algorithms which resulted from this
effort are the popular Lax–Friedrichs method [1, 2], Lax–Wendroff method [3], two-
step Lax–Wendroff method [4], MacCormack method [5] and Rusanov method [6].
A significant and popular addition to these central discretization methods was the
scheme of Jameson, Schmidt and Turkel [7] in the early 1980s. The central schemes
of 1960s and 1970s were the first successful algorithms for solving the hyperbolic
systems of partial differential equations numerically. While the first-order accurate
schemes in the above list were unsuitable for practical computations due to poor
resolution of flow features (as a result of high dose of numerical diffusion), the
second-order schemes generated oscillations or wiggles in capturing large gradients,
and to suppress these oscillations, explicit numerical diffusion was often added.
Since a theoretical insight about the right amount of numerical diffusion required
to suppress oscillations was unavailable at that time, tuning parameters were intro-
duced to adjust the numerical diffusion. A major criticism against the above central
discretization methods was that the tuning parameters were not universal and were
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problem-dependent. For this reason, upwind methods became more popular from
1970s.

Upwind discretization methods, in contrast to the above-mentioned central
discretization methods, are based on recognizing the directions of information prop-
agation and thus respect the hyperbolicity property of the governing equations by
introducing splitting of the wave speeds into positive and negative parts and then
suitably choosing the stencils in the discretization process. The upwind methods can
be broadly classified into four major categories: (i) flux vector splitting methods, (ii)
Riemann solvers (exact or approximate), (iii) kinetic (or Boltzmann) schemes and
(iv) relaxation schemes.

The central discretizationmethods, which lost their popularity to upwindmethods
in 1980s, underwent a revival from the 1990s. The schemes of Nessyahu and Tadmor
[8], Kurganov and Tadmor [9] initiated the development of central discretization
methods which are free of Riemann solvers (thus retaining their simplicity) and
yet are competent in accuracy. Jaisankar and Raghurama Rao [10] introduced a
central Rankine-Hugoniot solver in which the coefficient of numerical dissipation is
fixed based on the Rankine-Hugoniot (jump) condition. This algorithm, named as
the Method of Optimal Viscosity for Enhanced Resolution of Shocks (MOVERS),
can capture steady discontinuities exactly in a simple central discretization frame-
work. The recently developed central schemes for various contexts are available
in the website on Central Station, a collection of references on high-resolution non-
oscillatory central schemes [11]. Most of these efficient central schemes are based on
the local Lax–Friedrichs (LLF) method, which is the based on a minor reformulation
of the original Rusanov method.

In the present work, we introduce a new Euler solver which is based on the LLF
method. In smooth regions of the flow, the numerical dissipation is chosen as the
predominant one of the relevant wave speeds (i.e. acoustic or fluid speed). The total
density is used to distinguish the discontinuities from the smooth flow regions based
on the fact that the total pressure and total density change across the discontinuities
remain constant in the smooth flow regions. Further, the shock waves and the contact
discontinuities are distinguished based on the jump in the static pressure, as there
is no change of static pressure across the contact discontinuity. An exact expression
available for the shock speed, derived from the shock relations, is used for fixing the
numerical dissipation in the case of shocks. In the case of contact discontinuities,
the numerical dissipation is fixed from the R–H condition, applied for each of the
conservation equations, which leads to a unique scalar dissipation. The motivation
is to retain the simplicity of the original LLF method and yet improve the accuracy
compared to the parent scheme, by introducing the relevant physics of the flow into
the discretization process such that steady discontinuities are captured exactly. This
new central scheme, termed as physically adjusted central Euler (PACE) solver, is
tested on some typical test problems for inviscid compressible flows in one and two
dimensions to demonstrate its efficiency. The physics of the flow gives an idea of the
domain of the exact wave speed for the smooth flow.
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2 PACE: An Efficient Central Solver

The Euler solver presented in this work, the PACE scheme, is based on the local Lax–
Friedrichs (LLF) method. Let us first consider the LLF method for one-dimensional
system of conservation laws for inviscid fluid flows. The 1-D Euler equations can be
written in conservation form as

∂U

∂t
+ ∂F

∂x
= 0 (1)

where U = (ρ, ρu, ρE)T is the vector of conserved variables and F = (ρu, ρu2 + p,
ρuE + pu)T is the inviscid flux vector. An explicit scheme in conservation form on
a three-point stencil and with a piecewise polynomial approximation for conserved
variable is given by

Un+1
j = Un

j −
�t

�x

(
Fn
j+ 1

2
− Fn

j− 1
2

)
(2)

where�t and�x are, respectively, time and space steps, j represents the cell centroids
and j ± ½ refers to the cell interfaces. In finite volume formulation, the differences
among all the numerical schemes lie essentially in the definition of numerical flux
Fi = Fj±1/2 evaluated at the cell interface. The interface flux for any stable scheme
can be written in the generic form as

Fi = 1

2
(Fl + Fr ) − Di (3)

where the subscripts l, r and i represent the left, right states and cell interface,
respectively; the first term on the right-hand side (average flux) represents the
central discretization of the flux terms and Di (dissipative flux) represents the flux
corresponding to numerical diffusion. The dissipative flux Di can be defined as

Di = 1

2
α�U (4)

where α represents the coefficient of numerical diffusion and �U = U r − U l. Each
method differs from any other method in the coefficient of numerical diffusion, α.
In the LLF method, α is defined as the local maximum of the eigenvalues of the flux
Jacobian matrix for the left and right states. For the 1-D Euler equations, the flux
Jacobian matrix A= ∂F/∂x has three eigenvalues, given by λ1 = u− a, λ2 = u and
λ3 = u + a, where u is the fluid velocity and a is the speed of sound. Therefore, the
coefficient of numerical diffusion in the LLF method is based on the maximum of
the above three wave speeds, that is, |u| + a.

αLLF = max(|ul| + al, |ur| + ar) (5)
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The LLF method is very simple, robust and is known to satisfy the entropy condi-
tion, thus generating physically correct weak solutions. The main drawback is the
higher amount of numerical diffusion. In the PACE scheme, the coefficient of numer-
ical diffusion of the LLF method is modified and is denoted as αp. The dissipative
flux Di is modified by introducing the relevant physics of the flow and the cases of
smooth flows, shock waves and contact discontinuities are treated separately.

2.1 Criteria for Distinguishing Smooth Flows
from Discontinuities

It is well known from the gas dynamics that the total density and total pressure remain
unchanged for isentropic flow, while across the discontinuities the entropy of the flow
increases and the total density and total pressure decreases. In the present work, the
change in total density is used as a guiding principle to distinguish discontinuities
from the smooth flow. To distinguish further the contact discontinuities from the
shock waves, the fact that the static pressure jumps across a shock wave remains
unchanged but across a contact discontinuity is utilized.

The adapted criterion to recognize a shock wave moving toward the right is
(�ρ0)lr/ρ0r > θ and

∣∣(�p)rl
∣∣/pl < η1 and similarly for a leftward moving shock

(�ρ0)rl/ρ0l > θ and
∣∣(�p)lr

∣∣pr < η1. The parameters θ and η1 refer to some small
tolerance values and are discussed further in the next subsections. The contact discon-
tinuity is recognized by the jump of total density from left to right or from right to
left with no change of static pressure. The criterion used for recognizing a contact
discontinuity is (�ρ0)lr/ρ0r > θ or (�ρ0)rl/ρ0l > θ and pl = pr, where ρ0 is the total
density. (�ρ0)lr is the decrease in total density across the interface and is defined by
ρ0l − ρ0r . Similarly, (�ρ0)rl is defined as ρ0r − ρ0l and (�p)lr is defined as pl − pr

2.2 Numerical Dissipation in Smooth Region

For smooth flows, the numerical dissipation is chosen based on the predominant
of the relevant speeds, as explained below. In supersonic flow, two clear zones are
present: a zone of action and a zone of silence (see Fig. 3.2 in Shapiro [12]). In
supersonic flow, all the information about the flow are obtained from the zone of
action. In three dimensions, the zone of action is presented with the structure of a
cone. Outside the Mach cone, in the zone of silence, no information of the flow is
available. For subsonic flows, all the information of the fluid flow are present inside
a sphere, the radius of which is determined by the sound speed. Thus, in the smooth
flow regions, for supersonic flows, as M > 1 or u > a, the fluid velocity always
dominates the sound speed. In that case, we can take the predominant wave speed as
the coefficient of numerical diffusion and fix α = u. For subsonic flows, asM < 1 or
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u < a, the acoustic speed dominates the fluid velocity. Then, the predominant wave
speed leads to the coefficient of numerical diffusion as the speed of sound and we
can take α = a. Thus, in the PACE scheme, the αp is obtained from the predominant
of the acoustic speed a or the fluid velocity u, for smooth regions of the flow. By this
modification, the numerical diffusion of the PACE scheme is reduced for the smooth
flow regions compared to the LLF method, as the coefficient of numerical diffusion
will be |u| or a which is less than |u|+ a chosen by the LLF method. Thus, we define
the coefficient of numerical diffusion αp for smooth regions as

αp = max(max(|ul|, |ur|),max(al, ar)) (6)

where (ul, al) and (ur, ar) are fluid velocity and sound speed of the left and right sides
of the interface. From the smooth flow computation, we can conclude that the wave
speed at the interface for subsonic flow domain is [0, a] and for supersonic flow the
wave speed lies at [a, u].

2.3 Numerical Dissipation for Capturing Shock Waves

The numerical diffusion for the case of a shock wave is obtained from the exact
expression for the wave speed derived from the shock relations. The derivation of
wave speed from the shock relations is derived in the appendix B of the thesis of
Misra [13]. The numerical dissipation is fixed for left-running shock wave is given
by

αp =
∣∣∣∣∣|ur| − ar

√
1+ γ + 1

2γ

(
pl
pr

− 1

)∣∣∣∣∣ (7)

Similarly, for the right running shock wave

αp =
∣∣∣∣∣|ul| − al

√
1+ γ + 1

2γ

(
pr
pl

− 1

)∣∣∣∣∣ (8)

In higher dimension, the shock speed is obtained as presented in the following
equation

αp =
∣∣∣∣∣

(
|Vl| − al

√
1+ γ + 1

2γ

(
pr
pl

− 1

))
cos(θV − θi )

∣∣∣∣∣ (9)

where V, θV and θi are represented as V 2 = u2 + v2, θV = tan − 1(v/u) and θi is the
angle of the normal to the interface, respectively. In this work, the value of θ used is
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1.0e−4 and the value of η1 is taken as 0.18, which worked well for all the standard
test cases presented.

2.4 Numerical Dissipation for Capturing Contact
Discontinuities

For capturing contact discontinuities, we choose the numerical dissipation as the
local maximum of the wave speeds (as in LLF method) for each of the conservation
equations, and this procedure surprisingly leads to a unique scalar value of numerical
dissipation. This procedure, though is different from the technique used by Jaisankar
and Raghurama Rao [10] (who applied the LLF method to the energy equation
as it contains the maximum possible information), leads to the same expression and
further leads to exact capturing of contact discontinuities, as it leads to the satisfaction
of Meng-Sing Liou’s lemma [14]. The details of the derivation of the wave speed
for each conservation law, leading to a unique value of scalar numerical dissipation
based on the LLF method, are given in the appendix A of the thesis of Misra. For the
case of a contact discontinuity, we then obtain

αp = max(|ul|, |ur|) (10)

In the present work, the parameter θ is chosen as 1.0e−4 and it worked satisfacto-
rily for all the standard test cases presented in this paper. The higher order solutions
are obtained with the usage of minmod limiter.

3 Results and Discussion

The PACE scheme is tested on some standard 1-D and 2-D test cases for Euler
equations. The description of the initial and boundary conditions of 1-D benchmark
problems are presented on: (i) 1-D stationary contact discontinuity in a shock tube,
(ii) 1-D stationary normal shock, (iii) Sod’s shock tube and (iv) Quasi 1-D nozzle
flow.

PACE scheme resolves the 1-D stationary contact discontinuity and normal shock
exactly. The results of both the test cases are presented in Fig. 1. The first- and
second-order solutions (variation of density) of sod-shock test case are presented at
time 0.01 s in Fig. 2. It is observed that there is improvement in the resolution of
shock for the sod-shock test case with the PACE scheme compared to LLF. The quasi
1-D nozzle flow test case [12] in Fig. 3 and the results (variation of pressure) show
that there are substantial improvements in capturing the shock. The wave speed and
Mach number along the axis of nozzle are presented for LLF and PACE schemes in
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Fig. 1 Comparison of LLF and PACE schemes: a 1-D steady contact discontinuity in a shock tube
and b 1-D steady normal shock test case

Fig. 2 Comparison of LLF and PACE schemes on 1-D Sod’s shock tube with 100 grid points:
a First-order and b second-order solutions

Fig. 3 Comparison of LLF and PACE schemes for quasi-1-D flow through a converging–diverging
nozzle with 100 points: a First-order and b second-order solutions

Fig. 4. The wave speed of PACE scheme differs maximum at the sonic flow and is
least toward the incompressible flow domain than the LLF scheme.

The PACE scheme is further tested on the following standard 2-D benchmark
problems: (i) grid-aligned shear flow [15] and (ii) supersonic flowover a compression
ramp of 15° in a channel [16].
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Fig. 4 Comparison of first-order LLF and PACE schemes: Variation of aMach number and bwave
speed along the axis of the quasi-1-D flow through a converging–diverging nozzle

The first-order and second-order results obtained with the PACE scheme have less
numerical diffusion as compared to the LLF scheme in smooth as well as discontin-
uous regions. The results obtained with the first- and second-order accurate PACE
are compared with those of LLF scheme in Figs. 5, 6 and 7. The first-order accurate
LLF method is highly diffusive compared to that of PACE which captures the shock
with less numerical dissipation. This is expected since the coefficient of numerical
dissipation in LLF scheme is |u|+ a, whereas for PACE it is |u| or a in smooth regions,
or based on shock relations for the shock waves, or just fluid velocity for contact
discontinuities. The PACE captures the slip surface in the grid-aligned shear flow
exactly. The results for the 15° wedge in the channel flow are presented in Figs. 6
and 7. The above test case illustrates the higher efficiency of the PACE scheme as
compared to the LLF method.

Fig. 5 Comparison of first-order LLF (left) and PACE (right) schemes: pressure contours
(1.1:0.05:3.8) for ramp in a channel flow with grids: a 60 × 20, b 120 × 40 and c 240 × 80
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Fig. 6 Comparison of first-order accurate solutions with LLF (left) and PACE (right) schemes:
pressure contours (1.1:0.05:3.8) for ramp in a channel flow with grids: a 60 × 20, b 120 × 40 and
c 240 × 80

Fig. 7 Comparison of first-order LLF (left) and PACE (right) schemes: pressure contours
(1.1:0.05:3.8) for ramp in a channel flow with grids: a 60 × 20, b 120 × 40 and c 240 × 80
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4 Conclusion

A simple and efficient central solver, termed as PACE, is presented for solving the
Euler’s equations of inviscid compressible fluid flows. For smooth regions the coef-
ficient of numerical diffusion is chosen as the maximum of the fluid velocity and
the sound speed from the left and right states of the cell interface in a finite volume
method. The maximum speed of the domain of the physical wave speed is used for
computing the smooth flow computation. In this work, total density across an inter-
face is the guiding criterion to distinguish the discontinuities from the smooth flow.
The shocks are distinguished from contact discontinuities based on static pressure
change, which must be zero across contact discontinuities. PACE scheme captures
the grid-aligned steady contact discontinuity as well as the steady shock exactly. The
numerical dissipation for each case is fixed based on the physically relevant wave
speeds. PACE scheme is tested on several standard benchmark problems in one and
two dimensions for Euler equations of gas dynamics, demonstrating its efficiency in
capturing the flow features.

Nomenclature

A flux Jacobian matrix
a speed of sound
D dissipative flux
F invisid flux vector
u fluid velocity
U vector of conserved variables
ΔU Ur − Ul

ρ density
p pressure
ρ̃ nondimensional density
Ṽ nondimensional velocity
T̃ nondimensional temperature
Ã nondimensional area
α co-efficient of numerical diffusion
λ Eigen value
γ specific heat
ϕ minmod limiter
θ i angle of the normal to the interface
θV Direction of fluid velocity

Superscript

+ right running
− left running

Subscript

0 total or stagnation state
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j cell centroid
j + 1/2 cell interface
l left state
r right state
i cell interface
p PACE
lr moving towards right
rl moving towards left
LLF Local Lax-Friedrich
PACE Physically Adjusted Central Euler
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Experimental Study on Vertical Axis
Wind Turbine to Harness Wind Power
from Rapidly Moving Railway
Locomotives

Yendaluru Raja Sekhar, Muthuswamy Natarajan, Chalasani Chiranjeevi,
Roy Sukanta, and Patil Yugandhar

1 Introduction

In recent decades, the use of renewable energy has considerably increased because
of its abundant environment-friendly nature and government-supportive implications
on the technical advancements. Particularly for tropical locations, energy generation
from wind and solar power can be consistent and reliable, which can help us to meet
the rising energy demand. However, for improved conversion efficiency, innovative
harnessing methods as well as alternative technological designs are much sought.
In this regard, wind velocities with satisfactory power density can be a suitable
option, and it is considered to be one of the fastest-growing sources of clean energy
worldwide, as stated by the Global Wind Energy Council [1]. One of the wind
sources is the adjacent locations closed to moving railway locomotives. India has
about 63,000 route km of railways and 14,300 trains running every day. Since these
locomotives travel with velocities in the range of 60–120 km/h, they create high-
velocity channelled wind source, which can generate power by placing wind turbines
alongside the trains.

Based on the axis of rotation, the wind turbines are classified into horizontal
axis wind turbines (HAWTs) and vertical axis wind turbines (VAWTs). Principally,
the Savonius type VAWTs can generate higher torque even at lower wind velocity
with considerable power capacity. Further, its operation and maintenance costs are
relatively lesser as compared to HAWTs.

The design of Savonius-type VAWT was first patented by S. J. Savonius in 1929,
followed by several experimental investigations in last few decades. In the available
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literature, the value of turbine performance coefficients (Cp) were reported in the
range of 0.15–0.38 [2]. Bethi and Laws [3] in their study mentioned the wind energy
potential developed by trains when Savonius rotors were placed inside the tunnels.
The new design of rotor configuration was studied and reported no drag on the train
due to the presence of the turbine. They concluded to use the proposed method
for powering electrical components and tunnel lighting. Mohamed [4] reported the
impact of solidity on the self-stating capability ofDarrieusVAWTs throughnumerical
and experimental simulations, and reported improvement in H-rotor Darrieus turbine
self-starting capability through a hybrid system using Savonius VAWTs. Darmawan
andWinjaya [5] used micro wind electricity builders to power level crossing security
gate to replace conventional energy usage. They considered fins for the rotor blades
and power generation of 39.45 W at 3.9 m/s wind velocity, 278 rpm. Also, the total
power of 394.5 W can be generated to charge 75 Ah/12 V battery for 22 h in a single
device.

Roy andSaha [6] developed a two-bladed SavoniusVAWTs for small-scale energy
conversion and conducted a series of wind tunnel experiments, where they compared
power and torque values with other blade designs such as semi-circular, semi-elliptic,
Benesh and Bach types; and reported a gain of 34.8% in maximum power coefficient
over conventional design. Based on the understanding from previous literature, it can
be concluded that Savonius VAWT has better aerodynamic behaviour at low running
speeds and can capture wind from any direction. Their flexible design, high torque
at low speed make them ideal for harvesting intermittent wind energy produced by
the trains. Hence, in this study, initial experiments were conducted to determine the
possible wind velocity range from railway locomotives in which Savonius VAWT
can work. Numerical simulations have been conducted with ANSYS CFX, followed
by fabrication of experimental prototype, which were tested on a railway track to
determine the actual power generation. Further, analysis of estimated annual power
potential at different railway junctions in India is reported.

2 Numerical and Experimental Simulation

The project aims to use the wind energy produced by the trains on the railways,
whose kinetic energy is left unused and can be recovered by installing wind turbines,
as shown in Fig. 1a. A battery installed under the turbine assembly store DC power
generated from wind, for later use to power signal control systems. Savonius rotor
design was proposed as an optimum choice because of its advantage over other
VAWTs. The theoretical evaluation of the proposed wind turbine design based on
onsite wind velocity and the optimization of the rotor design is carried out using
ANSYS CFX fluid analysis. Two-blade and three-blade rotor assembly was numer-
ically analysed. An array of nine anemometers were placed on a PVC pipe network
kept at a distance of 1.5, 2 and 2.5 m along the length from the horizontal reference
and 3.0, 3.5 and 4.0m in the axial reference from the railway track as shown in Fig. 1b.
A safe distance of 3 m from the track was chosen, as reported by [3] and shown in



Experimental Study on Vertical Axis Wind Turbine … 447

Fig. 1 a Proposed prototype system along the rail tracks. b Onsite wind velocity measurements
using anemometers. c Fabricated VAWT. d Testing of VAWT prototype at site

Fig. 1b. The parameters and specifications of the Savonius rotor were adopted from
the previous study of [7]. Wind measurements were measured for different trains
such as Superfast and Loco trains plying in the section. The fabricated prototype has
the dimensions of rotor swept area (A) of 0.464 m2, rotor diameter (D) of 0.58 m,
rotor height (H) of 0.80 m, chord length (d) of 0.29 m, overlap distance (e) of 0.03 m
and blade thickness (t) of 0.001 m. The structural frame is fabricated using mild steel
and the blade with aluminium.

3 Results and Discussion

Onsite measurements were taken during rapidly moving locomotive at a railway
junction and wind velocities were recorded in the range of 2.0–6.0 m/s at location 2,
as shown in Fig. 1b. Therefore, VAWT located at point 2 must generate maximum
power output with high thrust 2.5 m height from the ground and at a horizontal
distance of 3.5 m from the moving train. As reported in the literature, maximum
rotor power delivered at point 2 was estimated by considering the power coefficient
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of VAWT as 0.37 for all the trains [8, 9]. Numerical simulations using ANSYS CFX
were carried out by considering the onsite data to optimise rotor dimensions and blade
design. Results of pressure and vector contours for the two-blade rotor are shown
in Fig. 2a and b, respectively, to understand the distribution of wind. The maximum
speed that hits the blade is represented by a red region, while the minimum speed of
the wind gusts on the blades is represented by the blue region. The speed of gusts of
wind was high in the returning blade [10], while it was low near the advancing blade.
This indicates that themaximumwind contact surface was the returning blade, which
rotates the rotor and sets the turbine in motion. The maximum value of the speed
contour is 5 m/s in the concave surface, and the minimum value is 0.45 m/s in the
convex surface. The pressure difference between the advanced and returning blade
of the drag force, induced by the rotor, causes the blade to rotate. The average drag
force for the value of gusts of 5 m/s is 8.63 N, while the drag force coefficient was
1.15. The drag force and the coefficient values were calculated for different wind
gust speeds using CFD simulation.

Fig. 2 a Pressure contours for two-blade rotor assembly. b Velocity contours for two-blade rotor
assembly
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Fig. 3 aVariation of drag force and torque generated by rotor at differentwind speed.bComparison
of tip speed ratio and drag coefficient at different wind speed

Though three-blade rotor assembly is considered for the study, better results were
obtainedusing the two-blade design [11, 12]. For the two-blade rotor torquegenerated
was higher by 1.2 times, and drag coefficient was lower by 0.5 times as compared
to the three-blade rotor. Hence, the actual prototype with two-blade assembly was
fabricated, which resulted in theoretical maximum generation at 5.9 m/s with rotor
power and torque of 21.508Wand3.297Nmat a tip speed ratio of 0.304, respectively,
as shown in Fig. 3a and b. During no traffic, based on mean wind velocity of the
region, the rotor was able to produce power 3.445 W @ 3.5 m/s wind speed having
torque of 0.506 N m at a tip speed ratio of 0.301.

4 Conclusions

The results of the prototype confirm its feasibility and real-time power production.
The practical results are supported by the theoretical and analytical results, as shown
inTable 1. Themaximumamount of energy produced by the prototypewas calculated
as 20.8W. The actual efficiency of the prototype was found to be 31.2%. The analysis
has been further extended to evaluate the energy produced for various busy stations
in the country, as shown in Table 1, giving us an idea of the potential of this project.
The number of systems assumed per km was 250 to obtain the results of Table 1.
When implemented in large numbers and at multiple locations, it will be one of the
innovative, viable solution marching toward the transition to sustainable and cleaner
energy sources without posing much safety, efficiency and cost concern.
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Table 1 Estimated annual power production at major railway junctions in India

S. No. Name of the
railway
junction

No. of
trains
per
day

Total power produced
per rotor due to train
gust
(kWh/day/km)—High
RPM

Total power produced
due to ambient wind
(kWh/day/km)—Low
RPM

Total power
from the rotor
(kWh/day/km)

1 Howrah 600 4 1296 1300

2 New Delhi 350 4 2507.89 2511.89

3 Kanpur 230 2.5 3060 3062.5

4 Kaylan 180 2.5 405 407.5

5 Patna 173 1.25 3400 3401.25

6 Vijayawada 400 2.5 3060 3062.5

7 Allahabad 130 5 3420 3425

8 Itarsi 330 125 2812.5 2937.5

9 Vadodara 170 2 3685.5 3687.5

10 Lucknow 300 1.75 2925 2926.75

11 Chennai 111 1.5 5668.5 5670
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Effect of Mach Number on the Rarefied
Gas Flow Over a Forward-Facing Step

Deepak Nabapure, Arjun Singh, and K. Ram Chandra Murthy

1 Introduction

Forward-facing step (FFS) is among the most fundamental geometry that shows the
impact of sudden expansion consisting of flow separation. FFS flow has various engi-
neering applications such asflowaroundbuildings, aircraft, diffusers and combustors.
These types of flows exhibit separation and reattachment [1]. Various studies were
performed on separation and reattachment to explore the impact of various para-
metric properties. The degree of fluid departure from the continuum assumption is
described by the non-dimensional Knudsen number (Kn), which is the ‘ratio of the
mean free path (λ) to the characteristic dimension (L) of the system under considera-
tion’ [2]. The Kn categorises the flows into four regimes [3], namely continuum (Kn
≤ 0.001), slip (0.001 ≤ Kn ≤ 0.1), transition (0.1 ≤ Kn ≤ 10) and free molecular
(Kn ≥ 10).

In the slip regime, the classical Navier–Stokes Fourier (NSF) equation does
not hold. The Boltzmann equation improves the accuracy of modelling the non-
equilibrium flows at the onset of the transition regime. However, during the last
few years, direct simulation Monte-Carlo (DSMC) method articulated by Bird [4],
which solves the Boltzmann equation stochastically, is gaining popularity due to its
applicability in all regimes.

Aerospace vehicles during their re-entry phase are prone to intense aerodynamic
loads; thus, a cautious heat shield design is required for these vehicles since they
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operate at very high Mach numbers (often hypersonic). Although a smooth aerody-
namic shape is preferable while designing such systems, however, discontinuities in
the form of contour disruptions, such as steps, gaps or cavities, are present. Such
discontinuities constitute increased heat flux or premature transition of laminar flow
to turbulence. Therefore, to operate safely, careful design and analysis of such discon-
tinuities are required. Such an analysis is carried out by various experimental as well
as various numerical techniques.

Several experimental and numerical studies have been conducted to understand
the impact of such discontinuities on aerodynamic properties of the vehicle. For FFS
flows, the literature mostly deals with the experimental analysis. However, for this
introduction, we shall discuss a few such studies.

Bogdonoff and Kepler [5] experimentally investigated the flow separation in the
steps and shock-wave boundary layer interaction. Their work focused on continuum
flows for a freestream Ma = 3. They showed that in the FFS, flow separation
occurred at a pressure ratio ≈ 2. Rogers and Berry [6] experimentally investigated
the supersonic flow in forward-facing steps. The investigation involved the flow of
Ma = 2 with freestream pressure defined as 30, 50 and 70µm Hg and having a thick
laminar boundary layer. Their analysis involvedvariation of step heights ranging from
0.1 to 0.9 in. They concluded that the pressure rise was dependant on the (h/L) ratio.
Pullin and Harvey [7] investigated 2D rarefied hypersonic flow around an FFS. They
conducted numerical investigations to study the hypersonic flow of N2 gas with a
freestream Ma = 22. The results exhibited a rapid deceleration and compression
in the flow near the step base. Grotowsky and Ballmann [8] studied the laminar
flow at hypersonic speeds over both FFS and BFS employing the Navier–Stokes
equations to simulate a flow with Ma = 8, Re ≈ 108 and an altitude Z = 30km.
Their computational results aligned with the experimental data from the literature.
However, they pointed out significant differences in the wall heat flux. The probable
cause for this could be the inherent difficulty in measuring it accurately. Leite and
Santos [9] conducted numerical modelling of a 2D FFS flow. Their work focused on
the hypersonic flowofMach number roughly equal to 25 at an altitude of 70 km.Their
work focused on flow in transition regime for three different step heights of 3, 6 and
9 mm. Their analysis showed a high compression ahead of the step face, analogous
to continuum regime investigations. In parallel, Leite et al. [10] investigated the BFS
past for different step heights and studied the flow characteristics.

From the literature survey, it is evident that there is limited literature about the
rarefied flow past FFS in other regimes, which is addressed in the present study using
DSMC. For numerical modelling, dsmcFoam [11] solver is used, modelled on the
framework of OpenFOAM.

2 DSMC

Established by Bird [4] in the early 1960s, the DSMC technique is among the most
popular and successful methods to model rarefied flows. The DSMC method is a
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probabilistic method, which solves the Boltzmann equation, and the method has
been evolving subsequently. The DSMC currently maintains its significant role in
addressing rarefied gas dynamics issues amid the emergence of alternative methods.
It solves diverse problems involving high-altitude aerodynamics, laser ablation,
vacuum techniques and rarefied plasma. The concept of this process is to inde-
pendently calculate at every time step the movement and inter-molecular collision
of a finite number of fictitious molecules separately, considering that each molecule
constitutes a considerable number of actual molecules. The cells in the computing
space should be less than λ/3 [12], where λ is the mean-free path (MFP) and the
time step less than τ/3, where τ is the mean time of collision [13]. The preliminary
amount of ‘n’ molecules is consistently allocated through the random function in the
cells. The molecular collisions in the present study are through the use of variable
hard sphere (VHS) [14] collision model with no time counter (NTC) [15] scheme.
The DSMC technique is built on Boltzmann’s equation [16] given below.

∂ f

∂t
+ v · ∇x f = 1

Kn
Q( f, f ), x ∈ Rdx , v ∈ Rdv (1)

where f (t , x , v) denotes the gas density distribution function at a position x , velocity
v, and time t , Kn is the Knudsen number, and the collision operator Q( f, f )
represents the binary collisions (Fig. 1).

3 Geometry, Grid and Freestream Conditions

Figure 2(a) shows the schematic of the 2D computational domain. The different
geometrical parameters in terms of the step height ‘h’ are given in Table 1. The
boundary conditions are given in Table 2. The mesh used in the present investigation
is shown in Fig. 2(b). The fluid considered is non-reacting air, containing 76.3% N2

and 23.7% O2. Freestream conditions employed are tabulated in Table 3. The study
is carried out in the transition regime.

4 Validation

The present computational study is carried out using a dsmcFoam solver. The solver
has been verified in our recent works for various geometries [19–25]. For the specific
case of the transitional regime, we compare the findings of Leite et al. [10]. Leite et al.
[10] studied the BFS flow in a transitional regime using the DSMC for Ma = 25.
Figure 3 shows the tangential velocity u/U∞ distribution at (a) X = 10 and (b)
X = 51. Here X and Y represent the axial and perpendicular distance which is
normalised by theMFP (λ). The outcomes show no considerable variation signifying
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Fig. 1 Steps in the DSMC
method adapted from Ref.
[17]

Fig. 2 a Computational domain. bMesh for the present study

Table 1 Geometric parameters

Parameter L1 L2 H Step height (h)

Value 15 h 35 h 10 h 3 mm

Table 2 Boundary conditions

Surface I II III IV

Boundary condition Inlet Free interface Outlet Wall
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Table 3 Freestream
conditions [18]

Parameter Value

Mach number (Ma) 0.5, 25

Wall temperature (Tw) 880 K

Freestream temperature (T∞) 204 K

Pressure (p∞) 1.582 N/m2

Density (ρ∞) 2.71 × 10−5 kg/m3

Viscosity (μ∞) 1.35 × 10−5 N s/m2

Mean free path (λ∞) 0.003 m

Number density (n∞) 5.64 × 1020 m−3

Knudsen number (Knh) 1 (Transition regime)

Fig. 3 Streamwise velocity (u/U∞) distribution perpendicular to the surface of BFS for a X = 10,
b X = 51

Fig. 4 Comparison of velocity streamlines for h = 3mm a Leite et al. b Present study
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Fig. 5 a Velocity, b pressure, and c temperature contours for Ma = 0.5

the solver validation. Furthermore, the velocity streamlines shown in Fig. 4 also
depict a close match with the published outcomes.

5 Results and Discussion

In this section, flow field properties for different Mach numbers (Ma = 0.5, 25)
representing the subsonic and hypersonic flow are compared. The freestream velocity
(U∞) was 150 and 7149m/s, respectively, forMa = 0.5, 25. The flowfield properties
such as velocity contour, pressure contour and temperature contour are evaluated.

5.1 Rarefied Subsonic Flow (Ma = 0.5)

The velocity contour in Fig. 5a shows low velocity close to the wall, with increasing
velocity away from the wall, due to boundary layer growth. This phenomenon is
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analogous to the continuum regime results, other than that the near-wall velocity is
non-zero in the present study.

The pressure contour in Fig. 5a shows variations in pressure along the flow direc-
tion. The pressure changes in the transverse direction are more pronounced in the
vicinity of the step, with regions of higher pressure near the walls and pressure
reducing sharply away from the wall.

From the temperature contours in Fig. 5c, it is observed that the near-wall temper-
atures are of highermagnitude due to the viscous dissipation effects of the hypersonic
flow and thermal boundary layer growth.

5.2 Rarefied Hypersonic Flow (Ma = 25)

For the rarefied hypersonic flow of Mach 25, the U∞ was maintained at 7149 m/s.
Figure 6a shows that the velocity contour strongly matches the flat plate Blasius

model found in the continuum regime. Equated to the subsonic flow, the boundary

Fig. 6 a Velocity, b pressure and c temperature contours for Ma = 25
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layer development in the hypersonic flow is far more prominent, along with higher
thickness. Furthermore, near the vicinity of the step, a region of recirculation is also
observed.

Figure 6b shows the pressure contour, which has high near-wall pressure and
considerably lower outlet pressure. Near the step, there is pressure surge due to
shock. Also, owing to compressibility and rarefaction effects, changes in pressure
are observed. Downstream of the step, there is a minimal pressure drop towards the
outlet.

Figure 6c shows the temperature contour with regions of high temperature near
thewall due to the velocity effects of the hypersonic flow. The thermal boundary layer
growth is also more pronounced compared to subsonic flow. Temperature magnitude
is of order 104, which is higher than the imposed wall temperature.

6 Conclusions

The current research is centred on the DSMC analysis of the rarefied subsonic and
hypersonic FFS flow. To analyse the fluid flow behaviour, properties such as velocity,
pressure and temperature were used. From this research, we may draw the following
conclusions:

1. The velocity contour show recirculation for hypersonic flow, whereas it is absent
for subsonic flow.

2. The pressure contour shows even pressure distribution for subsonic flow,whereas
it is uneven for hypersonic flow.

3. Velocity and shear effects on the temperature distribution are more profound
in the hypersonic flow, and in the subsonic flow, the temperature variations are
minimal.

4. The obtained conclusions help gain more insight in regards to the velocity and
thermal boundary layer development in other rarefaction regimes.
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Re Reynolds number
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1 Introduction

Over a period of last two decades, the advances in the gas turbine engine technolo-
gies have become more sophisticated which lead to higher performance and lower
maintenance costs. These new technologies are driven by the need to drive at higher
operating temperatures (higher turbine inlet temperatures, TIT) to improve thermal
efficiency, reduce engine emissions and more power output. The author reported in
his previous works about performance variation of gas turbine cycles with varying
operating condition and also investigated the exergoeconomic performance of cycle
[1, 2]. To achieve higher TITs many sophisticated cooling technologies are used in
which film cooling is one of the most effective methods of cooling the gas turbine
blade. Many studies have been done on the surface of the flat plate to investigate
the parameters that are influencing the performance of film cooling. Schmidt et al.
[3] conducted experiments on a flat plate with holes for three compound angles. The
film cooling effectiveness for round holes and diffused holes with compound angle of
60° for different flux variations is experimentally studied. It was concluded that the
compounded angle holes with extended exits have enhanced distribution of coolant
near the holes when compared to others. Chowdhury et al. [4] conducted different
experiments on flat plate with three different leading edge models, comparing the
two cooling hole configurations at three different blowing ratios on film cooling
performance. The experiment concluded that film cooling effectiveness of radial-
angle cylindrical holes increases with increasing blowing ratios. Shridhar Paregouda
and Nageswara Rao [5] conducted experiments on flat surface and concluded that
3D CFD models with increased exit angles of cooling hole would increase the film
cooling effectiveness and reduce the temperature of blade surface. Lingyu Zeng
et al. [6] investigated the film cooling performance for three simplifications of blade,
namely annular cascade vs. linear cascade, twist blade vs. straight blade, rotation vs.
non-rotation. The geometric differences between the twist blade and straight blade
coupled with rotation lead to the change of stagnation line at the leading edge. The
filmcooling at the leading edge depends on themainflow stagnation.When compared
between twisted blade to straight blade there is amount of error due to geometry. The
film cooling effectiveness of blade when rotating is high on the pressure side and low
on suction side, because the coolant from cooling holes is subjected to Coriolis force
pertaining to the pressure side when it is rotating. This results in more deflection of
film over suction side due to the superposition of centrifugal force and Coriolis force.
Hai-wang Li et al. [7] conducted experimental investigations on the effect of injec-
tion angle and blowing ratio on the leading edge film cooling on a rotating twisted
gas turbine blade. For an injection angle of 30° and 45°, the average film cooling
effectiveness increases as the blowing ratio increases in all regions. For an injection
angle of 60°, it first increases and decreases as the blowing ratio increases from 0.5
to 2.0. Tommaso Bacci et al. [8] conducted experimental and CFD analysis on a
highly loaded gas turbine. For clear view of heat transfer mechanisms to determine
metal temperatures, infrared (IR) and conjugate heat transfer (CHT) were used. At
the suction side, the temperature distribution is two-dimensional and is determined
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by the progressive thickening of the laminar boundary layer followed by a sudden
transition to turbulent conditions. On the pressure side, the heat transfer is quite
uniform. Therefore, the pattern of temperature distribution clearly indicates that it is
influencing internal cooling performance. The increase in coolant flow and reduced
flow of mainstream gases leads to lesser metal temperature. Azzi et al. [9] performed
numerical analysis to study the effect of injection angles on the film effectiveness
at the leading edge turbine blade. The injection angles are maintained at 25°, 30°,
35° and 45°. The injection hole with 25° has the optimal film coverage over the
blade and the highest film cooling effectiveness. Gao et al. [10] conducted numer-
ical study of leading edge holes (cylindrical) with five different compound angles
on film cooling performance. It was noticed that as the blowing ratio increases the
film cooling effectiveness increases but at highest blowing ratio 2.0, the film cooling
effectiveness decreases. It was concluded that optimal blowing ratio is 1.4. Mithilesh
Kumar Sahu and Sanjay have investigated the air film cooled complex gas turbine
cycles for its exergoeconomic performance [11–14]. Liu et al. [15] investigated the
film cooling and impingement cooling performance on the leading edge of turbine
blade. It was found that film cooling effectiveness mainly depends on the blowing
ratio parameter.Han et al. [16] have reported the cooling technology schemes of blade
cooling. The book provides the detailed information on different kinds of cooling
schemes and the effect of blowing ratio.

Based on the above literature it is concluded that several experimental and numer-
ical investigations have beendoneon the surface of theflat plate to evaluate the param-
eters that are influencing the film cooling performance. The examination comprises
numerical and experimental analyses on turbine blade with different radial cooling
holes by varying the number of holes. Also, numerical and experimental analyses
were conducted on turbine blade with cylindrical cooling holes at leading edge with
different orientations (30°, 45° and 60°).

2 Modelling

The airfoil used in this work for model creation is Eppler Airfoil (EPPLER
E1212MOD AIRFOIL). The turbine blade profile is twisted in nature with an angle
of twist of 7 and is shown in Fig. 1. To achieve the objective, two-blade models are
created with two different hole profiles. Model 1 is having cylindrical LE holes while
Model 2 is created with tapered LE holes, as shown in Fig. 2.

Figure 3 presents the geometrical model of the present problem. Here mainstream
gases (fluegases fromcombustion chamber) flow through an enclosure havingdimen-
sion of 200 × 100 mm. The turbine blade is placed at a distance of 100 mm from
inlet of the enclosure. The length of the enclosure is kept as 400 mm. The coolant air
passage is from the bottom of blade through radial cooling holes. The mainstream
gases interface with coolant at blade tip and also at leading edge of turbine blade. The
mainstream gases have a temperature of 1273 K while coolant temperature is about
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Fig. 1 Cooling holes of turbine blade

Fig. 2 Model 1 (cylindrical LE hole) and Model 2 (tapered LE hole) with 30° orientation

773 K. The mainstream Reynolds number considered is 200,000. In the analysis, all
the enclosure walls are considered adiabatic and zero heat flux is applied to them.

3 Results and Discussion

The numerical investigations are performed on two models, namely Model 1 (cylin-
drical LE holes) and Model 2 (tapered LE holes) with four blowing ratios (0.9, 1.0,
1.1 and 1.2). Figures 4 and 5 illustrate the temperature profiles for Model 1 (cylin-
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Fig. 3 Turbine blade with enclosure

drical LE holes) and Model 2 (tapered LE holes), respectively, with blowing ratio 1.
The temperature profiles basically show when the mainstream gases of 1273 K flow
over the blades; the parts of the blades which are covered with the film of coolant air
have lesser temperature compared to the portions which do not have such film. So

Fig. 4 Temperature distribution for model 1 (cylindrical LE holes) for blowing ratio (1)



466 M. Basha and M. K. Sahu

Fig. 5 Temperature distribution for model 2 (tapered LE holes) for blowing ratio (1)

to protect the turbine blades from higher thermal stresses, the leading edge of blade
should be provided with more number of cooling holes to create more stable film,
keeping in mind the physical strength of the blade also.

3.1 Effect of Blowing Ratio on the Span-Wise Film Cooling
Effectiveness for Model 1

In this work, the compressed air is taken as a coolant, and the different blowing
ratios considered for simulations are 0.9, 1.0, 1.1 and 1.2. Figure 6 illustrates the
effect of blowing ratio on the span-wise film cooling effectiveness for Model 1. In
the figure, three arrows indicate the position of leading edge holes on the blade.
As the blowing ratio increases from 0.9, the effectiveness increases until 1.1 and
there is slight decrease in effectiveness when blowing ratio is 1.2. This decrease
in effectiveness is due to the lift off phenomenon of coolant. The highest peak of
film cooling effectiveness is measured at stagnation line at hole number E3 (0.7333),
which can be seen in Fig. 6. The effectiveness decreases at pressure side, which tends
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Fig. 6 Effect of blowing ratio on the span-wise film cooling effectiveness for model 1 (cylindrical
LE holes)

to increase at stagnation, and then again decreases as it goes to the suction side. The
effect of film cooling effectiveness is more at pressure side compared to suction side.

3.2 Effect of Blowing Ratio on the Span-Wise Film Cooling
Effectiveness for Model 2

The effect of blowing ratio on the span-wise film cooling effectiveness for Model
2 is presented in Fig. 7. Model 2 (tapered LE holes) is also analysed for different
blowing ratio ranging from 0.9 to 1.2 in step of 0.1. Figure 7 depicts the cooling
effectiveness of different leading edge holes over the blade span. Results show that
the effectiveness increases as blowing ratio increases from 0.9 to 1.1, and afterwards
it shows fall in cooling effectiveness for increase in blowing ratio. As mentioned
earlier that due to lift off phenomenon the formation of air film got affected and thus
it results in decrease in film cooling effectiveness. In this case also the highest peak
of film cooling effectiveness is measured at hole number E3 (0.7246). The cooling
effectiveness increases as it moves from pressure side to stagnation line, and then
starts decreasing as it moves towards the suction side. The figure also shows that
effect of film cooling is more at pressure side compared to suction side.
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Fig. 7 Effect of blowing ratio on the span-wise film cooling effectiveness for model 2 (tapered LE
holes)

4 Conclusions

Based on the results obtained and discussed in previous section, the important
conclusions have been made and listed as follows:

• CFD analysis of twisted gas turbine blade has been carried out for two different
models (cylindrical LE holes and tapered LE holes).

• Four different blowing ratios (0.9, 1.0, 1.1 and 1.2) were taken for analysis for air
as coolant.

• Film cooling effectiveness of blade increases up to certain level of blowing ratio
(here up to 1.1) and afterwards it starts decreasing.

• In this analysis it was found that Model 1(cylindrical LE holes) has better span-
wise film cooling effectiveness than Model 2 (tapered LE holes).

• Considering E3 hole (highest effectiveness hole), Model 1 (cylindrical LE holes)
has 1.2% more cooling effectiveness when compared to Model 2 (tapered LE
holes) with air as coolant.

Thediscussed article is a helpful source of knowledge for both researchersworking
in this field and for gas turbine blade designers. The presented work helps them to
select the right hole geometry, type of coolant and to identify the best blowing ratio
for higher possible film cooling effectiveness of gas turbine blade with leading edge
cooling holes.
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Validation of Blade Failure of a Kaplan
Turbine Under Adverse Conditions Using
Numerical Analysis

Atul S. Tumane, K. Kumar, Abhijeet Kulkarni, R. A. Kubde, and S. Ajai

1 Introduction

Global renewable energy production is steadily increasing to meet the demands for
clean and reliable energy. The International Hydropower Association (IHA) reports
that renewable comprise 23% of the global electricity mix as of 2014, with 16%
of the world’s energy production coming from hydropower [1]. Kaplan turbines are
exploited effectively worldwide under low head and high discharge conditions. The
turbine displays reasonable performance during the range of operations [2]. Kaplan
turbines are generally of double-regulated bywhich the adjustment of both guide vane
and runner blade angle is synchronized to deliver a best efficiency point of above
90% efficiency at low head and larger flow rate environment. During the ranges of
operation, the Kaplan turbines are subjected to both static and dynamic loads [3].
The discharge flows through the runner at the given net head and contributes to the
static pressure head, whereas the rotor and stator interaction induces dynamic loads
on the turbine. Research studies [4, 5] have shown that these loads have caused a
high stress concentration at the root area of the blade and the control mechanisms.

During the operational conditions, some of the Kaplan turbine units are subjected
to catastrophic failure due to fatigue stress, cavitation,mechanical or hydraulic unbal-
ances because of defects in precise double-control mechanisms, silt erosion and so
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on. Cavitation is a most ubiquitous technical problem that causes material damage
when cavity collapses [6, 7]. The secondary effects of these conditions develop a
heavy noise and vibrations and leads to fatigue failures. Various experimental studies
and their findings [8, 9] paved the ways for eliminating failures of the turbines and
its parts. Some of the noted outcome and finding are cavitation-free runner by the
way of effective coating; metallurgical advances, sediment management systems and
erosion-free coating of runner blades and so on are preferred especially in the hilly
regions. Life of a Kaplan turbine runner blades is around 30 years whereas the blades
of hilly regions have been replaced in a short span of 2–3 years due to the erosion
thinning of blades.

Another type of failure encountered by the hydro turbines is the cases of reso-
nances. When the frequencies of the runner coincide with the dynamic pressure,
frequencies of nature will substantially increase the blade vibration which will result
in severe mechanical damages. In this paper, case studies of uncommon failure of a
Kaplan turbine blades due to mechanical failures of 12 MWDudh Ganga hydroelec-
tric project Kolhapur in 2017 and 8MWSurya hydroelectric project, Palghar in 2018
have been analyzed. The operations of the units were successfully put into generation
mode after identifying and rectifying the root cause of fatigue failures. Periodical
noise and vibrations of the units have been monitored and found to be satisfactory.
In order to compliment and validate the cause of failures flow analysis was done
using computational fluid dynamic (CFD) simulation under blade misalignment and
muddy water flow conditions of Kaplan turbine blades.

2 Experimental and Damage Investigation of Kaplan
Turbine

The case study of frequent blade failures ofMAHAGENCO for 12MWDudhGanga
HEproject is reported inNovember 2017 toCWPRS, Pune. The runner blades (Fig. 1)
have been broke down twice in 2008 and 2016 since the commissioning of unit in
1999. The task of identifying the root cause of frequent blade failure is entrusted to

Fig. 1 Kaplan turbine blade
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Fig. 2 a Template for blade angle, b Template for blade opening, c Off-centric position of dowel
pin

CWPRS, Pune. Subsequently, team of officials conducted the initial investigations
on the turbine units.

On initial findings, the unit was developing reasonable noise and vibrations as
compared to another unit. Secondly, the unit was getting cavitation where the stream
of water bubbles used to disperse heavily on the tail race section, and the unit power
was fluctuating while connected to the power grid. Various templates have been
prepared for operational range of governor control system of 11° to 33° blade angle
positions at idle and full load conditions. Templates for blade opening (Fig. 2) at idle
and full load positions are prepared to check the opening between the blades.

Onverifying the runner blade angles and the opening of the blades revealed that the
angle of two in number blades has been slightly off-centric with the adjacent blades.
The openings of the off-centric blades also mismatched with the adjacent blades. On
investigating the individual blades, the securing dowel pins of two in number blades
have been off-centric with blade-control mechanisms. The off-centric position of the
two blades has caused the churning effects on the blades and subsequently developed
the cascade effects on the blades. This has developed the heavy noise and vibration
and cavitation on the tail race sections.

On identifying the root cause of the frequent blade failures, the off-centric position
of the two blades has been rectified (Fig. 3) by placing the sizingwashers at the piston
assemblies of the control mechanism. The angle of the individual blade angle and
the opening positions are synchronized with governor control mechanisms.

In order to gain the generation loss due to the downtime for the availability of the
new runner blades from OEM, the damaged blades have welded in place and the die
penetration test and NDT have been carried out on the blades. The runner blades are
assembled and aligned with generator for the operation of unit. The level of vibration
measurement is periodically measured and the reading at various points is below the
upper limit of 4.5 mm/s as per ISO 10816 [10]. The units have been generating the
year targets of 27 MU in each year during the operation cycle during 2017–2018 and
2018–2019, respectively. Similarly, the turbine failure of 8MWSurya HEP has been
investigated and concluded that the one in number blade out of six blades has been
sheared off because of the heavy impact of siltation due to heavymonsoon conditions.
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Fig. 3 a Blade with hub assembly, b Piston block assembly, c Assembling of blades

Out of six blades, two in number blades have been replaced with newer ones. The
runner blades are assembled after balancing and have been put into operation.

3 Numerical Simulation

This paper describes the numerical analysis of turbine blade failure for 12MWDudh
GangaHEproject and 8MWSurya hydroelectric project.We use computational fluid
dynamics as a tool for numerical simulation of Kaplan turbine blade using flow 3-D
software for Dudh Ganga unit. Figure 4 shows the computational fluid domain in
which turbine rotor with draft tube is mentioned. The SSTmodel is used for turbulent
flow as an input boundary condition for 8 MW Surya HEP Turbine CFD simulation.
The following equations describe the SST model for fluid flow pass through turbine
[11, 12].

Kinetic Eddy viscosity term:

vT = a1k

max(a1ω, SF2)
(1)

Turbulence kinetic energy:

∂k

∂t
+Uj

∂k

∂x j
= Pk − β∗kω + ∂

∂x j

[
(v + σkvT )

∂k

∂x j

]
(2)
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Fig. 4 a Normal blade position, b Tilted blade position, c Fluid flow path through runner and draft
tube computational fluid domain

Specific dissipation rate:

∂ω

∂t
+Uj

∂ω

∂x j
= αS2 − βω2 + ∂

∂x j

[
(v + σωvT )

∂ω

∂x j

]
+ 2(1 − F1)σω2

1

ω

∂k

∂x j

∂ω

∂x j

(3)

For validating the blade failure, numerical simulation is performed using compu-
tational fluid dynamics flow 3D software. Here the simulation is performed to check
pressurefluctuation and severe turbulent zone. Figure 4 shows the geometry of turbine
runner with normal and tilted blade position. Simulation is performed for both the
position under the same boundary condition. Muddy water single-phase input condi-
tion is taken for inlet boundary condition. Total number of three mesh blocks is taken
for computational domain.

Flow simulation provides pressure and velocity distribution profile through which
we can do comparative analysis for normal and tilted blade position. Liquid–solid
two-phase flow simulation is performed to check erosion rate on blade surface due
to sediment particles in 8 MW Surya hydropower unit, Palghar Maharashtra. From
visual inspection it is seen that heavy rain is accompanied by sediment particle which
erodes the blade surface severely. Moreover, heavy rock stones with water make the
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Fig. 5 a Kaplan turbine blade geometry. b Single runner blade flow passage meshing

surface weaker. To validate the above result simulation is performed on ANSYS
Fluent. The computational domain includes runner passage flow which is generated
in bladegen ANSYS software, as shown in Fig. 5. Meshing is done in turbo grid
ANSYS software. In order to reduce the simulation time only single-blade flow
passage has been taken into account.

Eulerian two-phase flow model is taken for simulation with discrete phase on.
Quartz is taken as solid discrete particle with 0.001 m diameter and 0.01 kg/s flow
rate. Erosion physical model is kept on to check erosion rate. The most often quoted
expression of wear is

Wear directly proportional to (velocity)n (4)

The value of the exponent n depends on the flow conditions and material proper-
ties, but most of the values appear to be three. A bunch of more advanced equations
estimating the erosion rate exist, but an accurate mathematical model is difficult to
achieve, and the results may only be used as a qualitative estimate [13].

4 Results and Discussion

According to postprocessing result (Fig. 6) we observed that turbulent energy dissi-
pation rate is maximum in tilted blade position as compared to normal blade position.
Figure 7 shows that development and dissipation of turbulent energy is symmetrical
to the axis of turbine rotation along the plane perpendicular to the flow direction
in case of normal blade position. In the similar ground, Fig. 8 shows that turbulent
energy is imbalanced to the turbine rotation in case of tilted blade position. The
velocity flow of stream line is shown in Fig. 9. It shows no recirculation zone in
case of normal blade position, but in case of tilted blade position, recirculation zone
is predicted from the figure. The tilted blades induces high velocity fluctuations,
pressure variations and asymmetric flow with respect to the axis of turbine rotation.
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Fig. 6 Turbulent energy contours at the exit plane of the turbine impeller

The numerical results explain that imbalanced load on the turbine blade due to the
adverse asymmetry flow caused by the tilted blade is the major reason for the blade
failure. It was also evident that the severe water stream fluctuation at the tail race
section was due to the uneven turbulent energy dissipation.

Postprocessing result of two-phase flow simulation shows that erosion rate is very
severe in blade surface, which makes surface weaker and is one of the reasons for
blade failure. When we analyze velocity contour and stream line, it shows maximum
velocity distribution in horizontal location of blade, as shown in Fig. 10. One of the
reasons for erosion failure is high velocity and high turbulence zone. As from visual
inspection of the side, it is observed that flood flow condition arises due to heavy rain
on 8 MW Surya hydropower unit of Palghar, Maharashtra. Blade failure occurs due
to high fluctuation of pressure and velocity which creates high turbulence. Density
and viscosity of water increases due to the muddy mix water which could cause high
turbulence zone.

5 Conclusion

The root-cause analysis of frequent blade failure of 12 MW Dudh Ganga HEP is
analyzed and the defect has been rectified by the proper positioning of spacing
washer in the piston rod assembly in order to maintain streamlined opening and
closing of blades for full range of operation. The governor and control mechanisms
are synchronized to affect the precise double controls of turbines. The same has been
validated by flow 3D simulation for the root analysis of the catastrophic failure. Simi-
larly, a case of Surya HEP is analyzed by using Fluent solver to identify the failure
of turbine blades due to the adverse operation conditions. The CFD simulations are
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Fig. 7 Normal blade: development and dissipation of turbulent energy is symmetry to the axis of
turbine rotation, along the plane perpendicular to the flow direction

reasonably complemented to the experimental investigations in identifying the major
high fatigue failures of turbine blades.
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Fig. 8 Tilted blade: development and dissipation of turbulent energy is asymmetry to the axis of
turbine rotation, along the plane perpendicular to the flow direction

    a)Normal blade position                 \             b) Tilted blade position 

Fig. 9 Velocity flow stream line
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Fig. 10 a Velocity contour for mixture. b Velocity stream line. c Contour of DPM erosion rate
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Determination of Nusselt Number Over
Artificially Roughened Solar Air Heater
Using Numerical Approach

Amit Kumar , Dheeraj Kumar, and Apurba Layek

Nomenclature

A Fluid flow duct or pipe area, (m2)
D Hydraulic diameter size, (m)
e Height of rib, (mm)
e/Dh Relative roughness height ratio
h Heat coefficient of flowing fluid, (W/m2 K)
k Thermal conductively, (W/mK)
Pi Pitch, (mm)
Pi/e Relative roughness pitch ratio
Re Reynolds number (dimensionless)
V Fluid velocity duct, (m/s)
Nu Nusselt number (dimensionless)
W Width, Duct (m)
ρ The air density, (Kg/m3)

1 Introduction

The efficiency on the basis of thermal aspect targeting the conventional type solar
air heater was observed to be very less due to the lesser rate of heat transfer coef-
ficient to the flowing stream and the absorber surface. This lower in heat transfer
mainly due to the presence of viscous sub-layer present over the surface and creates
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Fig. 1 Conventional-based
solar air heater

thermal resistance to heat transfer convection. The conventional type solar air heater
as represented in Fig. 1 mainly comprises of a surface plate where solar heat inci-
dence on it and a transparent glass cover on the top surface in order to allow the
direct incidence of solar radiation on the surface plate. This system has become
more economical and reliable by advancing its convective heat transfer coefficient
between the absorber plate and the flowing stream tends to improvise the thermal
performance of a solar air heater. The presence of viscous sub-layer over the surface
can be a disorder by a solid element also known as an artificial roughness has been
placed over the surface which tremendously enhances the heat transfer rate of the
flowing stream. The artificial roughness on the absorber surface accelerate the inten-
sity of turbulence level while it creates an interruption in the flow direction leading to
increase pumping power hence increases the frictional losses. The use of the compu-
tational approach has become one of the important tools to know the fluid flow
problem and fluid behavior of roughened type solar air heater. The computational
method nowadays used is the CFD technique and its application is widely used in
fluid mechanics problem. Prasad and Mullick [1] found that transverse ribs on the
surface lead to a higher transfer rate of heat and friction characteristics of the flowing
fluid. Bhutan et al. [2] conducted an experimental analysis in order to get the best
possible outcome of the thermo-hydraulic performance parameter (THPP) having
roughness of protruded shapes using (CFD)fluent-based technique. Wang and Sunden
[3] did the experimentation on the square duct to get the enhancement consequence
on heat transfer and friction characteristics due to transversely placed ribs on the
heated plate. Chaube et al. [4] studied various roughness geometries of a solar air
heater system formulating a computational approach to get possible consequences on
heat transfer improvement and friction factor wit minimum penalty of pressure drop.
Kumar and Saini [5] used (CFD)fluent-based approach having arc-shaped ribs on the
absorber surface of a solar air heater in order to get the heat transfer phenomenon and
friction effect. Yadav and Bhagoria [6] observed on the basis of his (CFD)fluent-based
numerical analysis on solar air heater and to get the most possible effect on heat
transfer observed to be giving the best results as compared to the available data.

Using (CFD)fluent-based two-dimensional (2D) approach, the rectangular duct
having square-shaped ribs on the heated plate has been investigated in the present
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analysis. The effects of using square-shaped ribs onNusselt number and itsmaximum
possible enhancement rate on flow structure have also been analyzed and the best
possible results on the basis of its higher level of turbulent flow forced convection
may be achieved with a maximum rate of heat transfer.

2 CFD Methodology

The methodology used nowadays is a computational fluid dynamics (CFD)fluent-
based numerical simulation technique in all types of fluid flow problems in order to
understand the actual phenomenon of flowingmedium. TheNavier–Stokes equations
as used for (CFD)fluent-based analysis which indicates and shows its effect with
respect to its pressure, temperature, velocity, and density depended on each other.
In fluid dynamics, problems are generally governed by non-linear partial differential
equations and extracted as per conservation law of mass, momentum, and energy
equation. The simulation approach is generally used in design modification of a
solar air heater achieving to get its optimum values on its design parameter. The
complete process used very simple principle for the analysis which consists of grids,
formation by using the generalized governing equations on the discrete elements and
calculate the study of the solutions on velocity, temperature, pressure, and density
of fluid medium consuming lesser time for the evaluation as well as its overall cost
by reducing the experimental work [7]. The procedure generally adopted for solving
the 2D problem of solar air heater comprises of square ribs on the heated surface
discussed in the given sub-section.

2.1 Computational Domain

For such type of flow problem, it is important to simulate three-dimensional (3D)
problem to 2D domain study in order to a reduction in computational time and cost.
Yadav and Bhagoria [6] endorse that the 2D domain fluid study furnishes closer
culmination to experimental results as compared to the 3D domain study. Hence, the
present analysis focused on 2D domain study has been done to reduce computer
memory and computational time. The complete guideline for the computational
model design for the exploration of a solar air heater has been taken as suggested by
ASHRAE standard 93–2003 [8]. It is a rectangular section comprised of three main
parts named Inlet part, Test part, and Exit part as depicted in Fig. 2. The roughness
geometry with different relative pitch distances for square-sectioned rib roughness
element is represented in Fig. 3.

The solar air heater system with rib-roughened surface and its operating param-
eters for (CFD)fluent study are given in Table 1. The heat flux at a constant value of
1000W/m2 has been used on the top portion of the test surface and assuming that the
complete wall material, absorber surface, and the roughness used are homogeneous
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Fig. 2 2D Simulation domain

Fig. 3 Different relative pitch distance for square-sectioned rib roughness

Table 1 Square-shaped rib
roughness and its operating
parameters for (CFD)fluent
study

Relative pitch ratio, Pi/e 10,15,20

Heat flux, I 1000 W/m2

Reynolds number 3800–18,000

Depth of duct, H 20

Width of duct, W 100

Duct hydraulic diameter, Dh 33.33

Roughness height ratio, e/Dh 0.030

Plate length, Ll 280 mm

Pitch length, Pi 10, 15, 20 mm

and isotropic throughout the system. The assumed condition for the analysis of a
complete system of solar air heater and its outcome on heat transfer phenomenon for
the dynamic fluid has been simulated by ANSYS FLUENT 16.2.

The noted assumptions for the exploration are as follows:

(1) 2D steady flow as well as fully developed.
(2) It is temperature-independent on thermal conductivity of the roughnessmaterial,

wall, and absorber plate.
(3) Homogeneous and isotropic conditions throughoutwallmaterial, absorber plate,

and roughness element.
(4) Density variation should be less and assumed to be incompressible.
(5) No-slip boundary condition.
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2.2 Grid Generation

The uniformgrid size has been taken for fluid flowdistribution and thermal estimation
of a solar air heater. The given computational domain generally consists of smooth
meshing of triangular-shaped elements done byANSYS ICEMCFDV16.2 software.
The very high-quality mesh has a greater number of cells just adjacent to the heating
surface so as to reconcile the turbulent boundary layer considered to be very fine
comparing to the height of flowing field. The governing equation for (CFD)fluent
modeling involves the 2D appearance of continuity, incompressible Navier–Stokes,
and the energy equation. The equations are represented as follows:

The continuity equations is as follows:

∂u1

∂x1
+ ∂v1

∂y1
= 0. (1)

The momentum equation follows:

u1
∂u1

∂x1
+ v1

∂u1

∂y1
= − 1

ρ

∂p

∂x1
+ v

(
∂2u1

∂x12
+ ∂2u1

∂y12

)
(2)

u1
∂v1

∂x1
+ v1

∂v1

∂y1
= − 1

ρ

∂p

∂y1
+ v

(
∂2v1

∂x12
+ ∂2v1

∂y12

)
. (3)

Energy equation is as follows:

u1
∂T

∂x1
+ v1

∂T

∂y1
= α +

(
∂2T

∂x12
+ ∂2T

∂y12

)
, (4)

where V defined as the kinematic viscosity and α defined as the thermal diffusivity.

2.3 Solver

ANSYS FLUENT v16.2 has been used for the numerical simulation in order to
predict the behavior of the flowing fluid and its effect on heat transfer due to artificial
roughness on the absorber surface. In this computational work, the top wall consists
of uniform heat flux conditions, and the remaining three walls are kept insulated.
The results thus obtained from the present numerical study are differentiated from
the accessible experimental data. Out of different turbulence models, RNG k-ε as
well as Realizable k-ε turbulence models are taken for the investigation purpose, and
after evaluating all the results of the turbulence model thus comparing these results
with empirical relation, the (RNG) k-ε turbulence model gives the finest results.
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3 Data Reduction Approach

TheNusselt number and thermal performance thus obtained from the present analysis
are used to evaluate the interpretation of solar air heater and show the heat transfer
effectiveness within the collector.

The useful value of heat gain is represented by Eq. (5)

Qu = mCp(To − Ti ) (5)

The enhancement effect of heat transfer by using a roughness element can be
achieved by using the Nusselt number (Nu).

Nu = hDh

k
(6)

Friction factor represented by the following relations:

f r = (�P/ l)D

2ρV 2
(7)

where Dh is known as the hydraulic diameter.
The thermal enhancement factor also called a THPP suggested by Webb and

Eckert [9] is written by the Eq. (8)

T H PP = (Nur/Nus)(
f r
f s

)1/3 (8)

where (Nur/Nus) is known as the Nusselt number enhancement ratio.
The required value of Nusselt number for the smooth duct has been differentiated

in Fig. 4 with corresponding correlation given by the Dittus–Bolter equation given
by McAdams [10],

Fig. 4 Nusselt number
versus Re for the smooth
channel
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Nus = 0.023Re0.8Pr0.4 (9)

4 Result and Discussion

The current work approaches toward investigation on the roughness element of
square-type of ribs positioned on the absorber surface of a solar air heater and its effect
on heat transfer phenomenon have been analyzed using (CFD)fluent-based simulation
technique. The data which is obtained from the (CFD)fluent model are compared to
those with the available data of smooth channels working under the same conditions
for evaluation purpose. In the case of fluid flow problem, the finest turbulence model
taken for validation purposes are noted as RNG k-ε and Realizable k-ε model. Out
of these model studies, it is observed that the evaluation of Nusselt number procured
from RNG k-ε turbulence model inaugurated to be acceptable results with the exper-
imental data of Yadav and Bhagoria [6] as depicted in Fig. 5 which clearly shows
the contour image of turbulent intensity and the velocity magnitude of flowing fluid
over the channel of a solar air heater are mainly due to the effect of ribs on the test
surface.

For the solar air heater design, theNusselt number is considered to be an important
factor for heat transfer strengthening to the flowing fluid. Figure 6 depicts the action
of relative roughness pitch on heat transfer at distinct values of Reynolds number
clearly indicates that at Pi/e of 10 gives the ideal value of Nusselt number for all the
values of Reynolds number; mainly, the fact deals that, at Pi/e of 10, the turbulence
effect is more and, for furthermore increase of Pi/e values, Nusselt number reduces.
The Nusselt number observed to be very low at low Reynolds number due to the
existence of a viscous sub-layer very adjoining to the absorber plate and the flow is
retarded by the roughness element that causes resistance to heat flow and thus lowers
the heat transfer. Figure 7 depicts the variability of Nusselt number enhancement
ratio versus Reynolds number for its optimum value obtained at Pi/e of 10 as fact
concern that an average value ofNusselt number increaseswith the increased value of
Reynolds number resulting in strengthening of turbulent intensity prior to increasing
of turbulent kinetic energy as well as its dissipation rate. The optimum enhancement
ratio for Nusselt number was observed to be 2.15 times to that of the smooth surface
for its highest value of Reynolds number of 18,000 and initiated to be approximately
good results with collected experimental details of Yadav and Bhagoria [6].

5 Conclusion

The effect of heat transfer and flowing stream phenomenon in a rectangular channel
of a solar air duct consists of square-shaped ribs as a roughness’ structure on the
absorber surface has been analyzed by the (CFD)fluent-based simulation technique.
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Fig. 5 The contour image of turbulent intensity and velocity magnitude

It is estimated that by varying the relative roughness pitch at different points of
Reynolds number, Nusselt number found to improve as Reynolds number increases
and attains its maximal value at relative roughness pitch (Pi/e) of 10 and decreases
for furthermore increase in Pi/e value. The maximal Nusselt number observed to be
111.3 for a relative pitch ratio of 10 at its highest value of Reynolds number and the
optimum value of Nusselt number enhancement ratio noted to be 2.15 times to that
of the smooth surface for the considered parameters. The result thus obtained from
the simulation technique was found to be in an acceptable range of assigned work
and considered to be an important tool for predicting and analyzing the fluid stream
behavior of a solar air heater system.
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Fig. 6 Nusselt number
versus Pi/e
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Unsteady Wake Dynamics Past
a Triangular Cylinder at Incidence
with a Downstream Semi-circular
Cylinder at Re = 100

Akram Hossain Middya, Amartya Samanta, Chitrak Mondal,
Sandip Sarkar, and Nirmal Kumar Manna

1 Introduction

Vortices arise in nature and technology in a large range of sizes. Several investiga-
tions have been done so far for problems regarding vortex dynamics. Vortex-induced
vibration occurs anytime when a sufficiently bluff body is exposed to a fluid flow
that produces vortex shedding at, or near, a structural natural frequency of the body.
Various examples of designing using vortex dynamics include flow inside cooling
towers, design of tubular and pin type heat exchanger, flow around chimney stacks
and offshore structure, and so on. Vortex-induced vibration (VIV) is probably the
single most important design issue for steel centenary risers, particularly for high
current locations.

Earlier, various researches have been done on flow past a single cylinder only
and this itself gives such rich vortex dynamics and that too shows different behavior
when we change the Reynolds number. Recent studies on vortex dynamics past a
single bluff body have been carried out by Verma et al. [1], where they showed
mixed convective flow and heat transfer characteristics past a triangular cylinder.
Here observations were made for flow characteristics for different blockage ratio.
Another research was done by Biswas et al. [2] which demonstrates the vortex shed-
ding process behind a heated circular cylinder in a cross flow at lowReynolds number
of 10° ≤ Re ≤ 45° under the influence of thermal buoyancy. Here, they observed
that the steady separated flow becomes unsteady periodic when thermal buoyancy
is absent. Now, complexity further increases if the flow takes place past two bluff
bodies, and thus nowadays more importance is given to it in this field. Now the
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vortex generated due to one cylinder affects the dynamics of the cylinder down-
stream. Earlier researches were done by taking circular cylindrical geometries, but
now observations are also made by taking different geometries. Simulations were
performed byMeneghini et al. [3] for both isolated cylinder aswell as two cylinders in
tandem arrangement. They observed that the drag on downstream cylinder becomes
less negative as the distance between the two increases. Also, as the gap is increased
the amplitude of lift on downstream cylinder becomes of the same magnitude as of
the isolated cylinder. Sisodia et al. [4] performed numerical simulations for flow past
a semicircular cylinder and square cylinder in tandem arrangement. They performed
the simulations at low Reynolds number ranging from 10° ≤ Re ≤ 45° for various
angle of incidences and also show the effect of thermal buoyancy. They varied the
Richardson number from 0 ≤ Ri ≤ 2. They computed certain parameters like lift
coefficient, drag coefficient, moment coefficient, and average Nusselt number. They
observed that the vortex shedding frequency increases with increase in Reynolds
and Richardson number, and also at low frequency the vortex starts shedding due
to given thermal buoyancy. They also observed that the Nusselt number increases
with increase in Reynolds and Richardson number. Bearman and Wadcock [5] did
numerical simulation for the flow around two circular cylinders that are placed in a
plane normal to the free stream. The spaces between the two cylinders range from
0.1D–1D at a Re no. of 2500. They observed that at very small gap the drags of the
cylinders are less than the sum of the drag of the cylinder in isolation. They also
observed that there are two vortex streets when the gap is more than 1D, and when
the cylinders are very close, only single vortex street is observed.

2 Physical Problem and Numerical Methodology

Figure 1 shows the schematic diagramof the domainwith the boundary conditions. In
a two-dimensional regime, bluff bodies are in tandem arrangement. As clear from the
figure there is an equilateral triangle with each side equal to the semicircle diameter,
d and both of them being separated by a distance of X = 2d. The walls of both
semicircle and triangular cylinders are maintained at a constant temperature, Tw and
are exposed to a constant incoming free stream jet of velocity U∞. Air is chosen
as the working fluid with Pr = 0.71. The distance of the upstream to the end of
the semicircle is a = 8d, and the downstream length is b = 37d. The total cross-
sectional height is h = 48d with the centroid of the triangle, and the center of the
semicircle aligned at a same horizontal level with a distance of 24d from the vertical
slip boundaries. The distance separating these two walls have been chosen as 2d
because of some importance according to some researchers’ previous observation
on vortex shedding, for the specific range of parameters considered in the present
problem.

The acceleration due to gravity (g) acts perpendicular to incoming fluid flowdirec-
tion, that is, along negative Y direction. In accordance to the present scenario the flow
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Fig. 1 Geometry of the two-cylinder tandem arrangement

air (air) is considered as unsteady, laminar, and incompressible with constant thermo-
physical properties. The flow here is considered to be two-dimensional as the three-
dimensional flow is predominant only when the value of Reynolds number exceeds
its critical value of 180. Based on these assumptions as discussed, the governing
equations of continuity, momentum, and energy conservation in non-dimensional
form can be expressed as

∂u
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+ ∂v

∂x
= 0 (1)
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(4)

Here, u = U/U∞, x = X/D, y = Y /D, p = P/ρU2
∞, θ = (T−T∞)/(Tw−T∞),

Reynolds no. Re = ρU∞D/u, Prandtl no. Pr = μcp/k. Here D is the length scale.
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2.1 Boundary and Initial Conditions

The governing equations (Eqs. 1–4) are solved by using the following boundary
conditions in dimensionless form:

(i) At inlet: uniform inlet velocity of fluid along the x-direction along with constant
inlet temperature.

u = 1, v = 0, θ = 0 (5)

(ii) At outlet: flow is assured to be fully developed and zero heat flux condition
along downstream

∂u/∂x = 0, ∂v/∂x = 0, ∂θ/∂x = 0 (6)

(iii) At the top and bottom slip boundary walls: adiabatic walls

v = ∂u/∂x = 0, ∂θ/∂x = 0 (7)

(iv) At the semicircular and triangularwalls: no-slip condition for flowwith constant
wall temperature

u = 0, v = 0, θ = 1 (8)

2.2 Drag and Lift Coefficients

The drag force coefficient has two components, that is, the viscous (Cdv) and the
pressure force (Cdp) coefficient and the net drag force coefficient is the summation
of the two force coefficient components as

CD = Cdv + Cdp = FD
1
2ρU

2∞D
(9)

Similarly, the lift force also has two force components and can be expressed by
the relationship
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CL = FL
1
2ρU

2∞D
(10)

Here, FL and FD represent the lift and drag forces, respectively.

2.3 Strouhal Number

The periodic flow that is being observed is mainly due to vortex shedding. The non-
dimensional frequency of vortex shedding is expressed in terms of a number known
as Strouhal number (St) expressed as:

St = f D

U∞
(11)

2.4 Nusselt Number

The heat transfer coefficient between the triangular and the semicircular walls with
that of the surroundings is described by the Nusselt number, and the Nusselt number
(Nu) is expressed as:

Nu = −∂θ

∂n
(12)

Here, n is the direction perpendicular to the triangular and semicircular surface.
However, this Nusselt number is the local Nusselt number and to find the average
value of Nusselt number we need to integrate the local Nusselt numbers over the
entire length, that is

Nuavg = 1

l

l∫
0
Nu · dl (13)

Here, l is the dimensional length along these wall surfaces.

2.5 Mesh Generation

Now, we will check out the details on how to create the mesh as shown in Fig. 2.
Clearly the mesh is in the form of a plus sign with smaller and finer divisions within



498 A. H. Middya et al.

Fig. 2 Actual mesh
generation

that region and the divisions getting more and more broad and coarse as we go far
away from it.

3 Results

Figure 3a displays the instantaneous streamlines, vorticity, and isotherms, respec-
tively, for different angle of incidence varying between 0° ≤ α≤105° and for Re =
100. An illustrated examination of all these leads us to the following set of conclu-
sions. The fully separated zone starts to develop at the downstream of the cylinder.
The formation of the disturbance for the upstream triangular cylinder is interrupted
by the downstream semicircular cylinder. It should be noted that the instantaneous
separation points separate with time due to vortex shedding cycle. With variation
in α the separation points are seen to move along the surface of triangular cylinder.
So, due to interference of wake of triangular cylinder separation, bubbles are seen to
form at the right side of the semicircular cylinder. At α = 0° the separation point on
the triangular cylinder is located at the middle and as α is increased the separation
point shifts toward the upward corner till α = 60°. As α is increased the point moves
toward the bottom. It is also seen that the recirculation bubble disappears as α is
increased up to 75°. It is also noticed that the maximum curvature will be at α =
105° due to flow fluctuations.
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Figure 3b shows the vorticity contours originating from the two-cylinder surfaces
till the far wake. The vortex shedding occurs for all angle of incidence at Re = 100.
It is observed that the length of vortex strands that originates from the two tandem
cylinders increases in length as α is increased.

Figure 3c shows the isothermcontourswhich look similar to the vorticity contours.
We observe that the isotherms in close proximity to each cylinder acquire the shape
similar to that of the cylinder. The isotherms originating from the cylinders will
interact with one another and cause significant distortion of the isotherms because
of the rotation of the triangular cylinder. It is seen that the detachment length of the
isotherms decreaseswith increasing value ofα. It is also observed that the detachment
length of the thermal energy blobs in isothermal contours is more in comparison to
the vortex strands in vorticity contours.
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3.1 CD For Semicircular and Triangular Cylinder

As can be observed from Fig. 4 for the semicircle, the CD value first decreases from
α= 0° to α = 15° in negative direction and then increases gradually till α= 60° in
negative direction.Atα= 15° due to formation of recirculation zone at downstream to
semicircular cylinder; the pressure downstream is low and so creates a positive drag.
But as the angle of incidence is further increased the recirculation zone in theupstream
of semicircular cylinder increases and thus generates a negative drag which increases
in negative direction till α= 60°. When angle of incidence is further increased the
recirculation zone in the upstream of semicircular cylinder decreases and thus the
drag upstream decreases and thus drag downstream increases. Now for the triangle
as seen from Fig. 5, on increasing the angle of incidence from α= 0° the CD increases
gradually till α= 60°. This can be explained as follows: at α= 0° the front stagnation
point is located at the center of the front face. A recirculation zonewhich corresponds
to a low-pressure region is also formed between the two cylinders.Nowas the angle of
incidence is increased the recirculation zone seems to increase and thus the pressure
downstream decreases due to which the drag downstream increases. As the angle of
incidence is further increased beyond α= 60°, the recirculation region decreases and
thus the drag force downstream also decreases.

Fig. 4 CD for semicircular cylinder

Fig. 5 CD for triangular cylinder
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3.2 CL for Semicircular and Triangular Cylinder

Figures 6 and 7 depict the variation of lift coefficients with α for the semicircular and
triangular cylinders, respectively, at Re = 100. Here the graph is plotted by taking
the rms values which actually tells us about the magnitude of CL values ignoring the
direction at which lift acts. The general trend that is being observed after looking at
the curve for semicircle is that it is periodic in nature and has a symmetry about α =
60°. The global maxima of this curve is at α= 60° and minima at α= 0°. Figure 9
shows the variation of lift coefficient of the triangular surface with angle of incidence
α. This curve is also similar to the one shown above as it is also periodic and having
symmetry about α= 60°. The maximum values are obtained at α= 30° and α= 90°,
whereas the global minima is obtained at α= 0°. If we observe the contours, we can
clearly see that at α= 0° the upward and the downward direction forces are almost
equal making the magnitude of force very near to zero. Now as we further increase
the value of α the magnitude of either force keeps on decreasing making the overall
lift value to increase up to α= 30° where the vertical force component becomes
maximum. After that, further we see that either of the force value increases making

Fig. 6 CL for semicircular cylinder

Fig. 7 CL for triangular cylinder
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Fig. 8 St for semicircular cylinder

the overall value to decrease and at α= 60° both the force components magnitude
become nearly equal making it a local minima.

3.3 St for Semicircular Cylinder

In dimensional analysis Strouhal number (St) is a dimensionless number describing
oscillating flowmechanisms. The Strouhal number can be important when analyzing
unsteady, oscillating flow problems. The Strouhal number represents a measure of
the ratio of the inertial forces due to the unsteadiness of the flow or local acceleration
to the inertial forces due to changes in velocity from one point to another in the
flow field. The numerical value of Strouhal number is found from the lift curve for
semicircular cylinder at saturation state. Figure 8 depicts the variations of Strouhal
number for different angle of incidences (α). As can be seen from the curve the
Strouhal number decreases with increasing α and attains global minimum at α=
60°. It is because in that region the vortices stay attached to the cylinder surface for a
longer duration due to which there is delay in separation, thus reducing the strength
of vortex shedding.

3.4 Average Nu for Semicircular and Triangular Cylinder

The average Nusselt number is calculated by taking the average of the local Nusselt
number values over the surface of the cylinder. Figures 9 and 10 show the variation of
average Nusselt number to the angle of incidence α for both the semicircular and the
triangular cylinders, respectively, at Re = 100. It is seen that in case of triangle the
value of average Nusselt number decreases up to α= 60° after an initial increase at
the start for very small value of α. After that, the value increases steadily for the rest
of the curve. The reduction in the average Nusselt number with increasing values of
α till 60° is attributed to the interference between the two cylinders with increasing
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Fig. 9 Nuavg for semicircular cylinder

Fig. 10 Nuavg for triangular cylinder

separation.On further increasing the values ofα the alteration in the thermal boundary
layer thickness takes place increasing the values of average Nusselt number (Nuavg)
since then. For the semicircle the values of Nuavg are comparatively lower which
can be attributed to the fact that higher convective heat transfer from the triangular
cylinder is directly facing the incoming stream. The semicircular cylinder facing the
heat stream later results in comparatively lower values. For the semicircular cylinder
the Nuavg increases and then decreases to attain local minima at α= 30° and the value
further increases and after that attains the global maxima at α= 70°. Then the value
further decreases to attain the global minima at α= 95° and then increases to α=
105°.

4 Conclusion

In this paper a numerical study is performed to study the fluid flow and heat transfer
characteristics flowing past a triangular and semicircular cylinder. Here air is being
considered as the working fluid and the results are obtained for Re = 100 with the
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Table 1 Nomenclature CD = Coefficient of drag
CL = Coefficient of lift
D = Projected with of
triangular cylinder (m)
f = Frequency of vortex
shedding (Hz)
FD = Drag force acting on
cylinder (N/m)
FL = Lift force acting on
cylinder (N/m)
g = Gravitational acceleration
due to gravity(m/s2)
k = Thermal conductivity
NuL = Local nusselt number
Nuavg = Average nusselt
number
Re = Reynolds number[

ρU∞D
μ

]

Pr = Prandtl number
[μcp

k

]
St = Strouhal number

[
f D
U∞

]

Tw = Temperature of cylinder
wall (K)
T∞ =Temperature of free
stream (K)
t = Flow time(s)
U∞ = Free stream velocity
(m/s)
U, V = Velocity in x, y
directions
u, v = Non-Dimensional
velocity
x, y = Co-ordinate axis
α = Angle of incidence
μ = Dynamic viscosity of
fluid (Pa.s)
U = Kinematic viscosity of
fluid (m2/s)
θ = Dimensionless

temperature
(

T−T∞
Tw−T∞

)
ρ = Density of fluid (kg/m3)

fluid striking a triangular cylinder kept at different angles α, varying from 0° to 105°.
The parameters such as coefficient of drag (CD), coefficient of lift (CL), Strouhal
number (St) and average Nusselt number (Nuavg) are computed for varying angles
of incidence. Now as observed for Re = 100, the vortex shedding takes place for
all values of α. The time average drag coefficient curve was periodic for both the
semicircle and the triangle and similar about α = 60°. In case of lift coefficient, the
rms values are taken into consideration but still the property of being similar about
α= 60° persist even in this case of both cylinder surfaces. However, the average
Nusselt number curves for the triangular and semicircular cylinders are dissimilar,
with the previous one attainingminima at α= 60° and the latter one attainingmaxima
at the same angle (Table 1).
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