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Preface

Renewable power is booming, as innovation brings down costs and starts to deliver
on the promise of a clean energy future. The solar and wind generation are breaking
records and being integrated into the Electricity grids without compromising reli-
ability. This means that renewables are increasingly displacing the fossil fuels in the
power sector, offering the benefit of lower emissions of carbon and other types of
pollution. But not all sources of energy marketed as “renewable” are beneficial to
the environment. Biomass and large hydroelectric dams create difficult tradeoffs
when considering the impact on wildlife, climate change, and other issues. In this
book the discussion is about the different types of renewable energy sources—and
how you can use these emerging technologies at your own home. The huge growth
of renewable energy sources in the modern power systems is based on many years
of committed research and technology development. New challenges and possi-
bilities are arising with increasing renewable shares, but cost-effectiveness, relia-
bility, robustness and security of the system must always be maintained. This
requires new energy paradigm and new advanced solutions. Renewable energy,
often referred to as clean energy, comes from natural sources or processes that are
constantly replenished. For example, sunlight or wind keep shining and blowing,
even if their availability depends on time and weather. While renewable energy is
often thought of as a new technology, harnessing nature’s power has long been used
for heating, transportation, lighting, and more. Wind has powered boats to sail the
seas and windmills to grind grain. The sun has provided warmth during the day and
helped kindle fires to last into the evening. But over the past 500 years or so,
humans increasingly turned to cheaper, dirtier energy sources such as coal and gas.

First of all we are thankful to the contributors of this edited book. We are
indebted to authors experts in the field of Renewable Energy Sources and
Technology, Power Generation, Transmission and Distribution, Smart Grid
Technologies and Applications, Transportation Electrification and Automotive
Technologies and Energy Management and Control System and substance who
have authored and co-authored their original research findings. We have combined
the state-of-art and advanced techniques of Renewable Energy Sources and
Technology that will be highly beneficial to the researchers, students and practicing
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engineers. There are 77 chapters included in this volume have undergone strict
quality check by peer review process in several rounds. We thankfully acknowledge
the help, cooperation and support in each stage of production of the book by all
authors. This is a unique single volume that have bring all the relevant topics
ranging from Power Generation, Transmission and Distribution, Distributed Energy
Generations and Smart Buildings.

Now that we have increasingly innovative and less-expensive ways to capture
and retain wind and solar energy, renewables are becoming a more important power
source, accounting for more than one-eighth of U.S. generation. The expansion in
renewables is also happening at scales large and small, from rooftop solar panels on
homes that can sell power back to the grid to giant offshore wind farms. Even some
entire rural communities rely on renewable energy for heating and lighting.

Non-renewable energy sources are also typically found in specific parts of the
world, making them more plentiful in some nations than others. By contrast, every
country has access to sunshine and wind. Prioritizing nonrenewable energy can also
improve national security by reducing a country’s reliance on exports from fossil
fuel–rich nations.

Many nonrenewable energy sources can endanger the environment or human
health. For example, oil drilling might require strip-mining Canada’s boreal forest,
the technology associated with fracking can cause earthquakes and water pollution,
and coal power plants foul the air. To top it off, all these activities contribute to
global warming.

Humans have been harnessing solar energy for thousands of years to grow crops,
stay warm, and dry foods. According to the National Renewable Energy
Laboratory, US “more energy from the sun falls on the earth in one hour than is
used by everyone in the world in one year.” Today, we use the sun’s rays in many
ways—to heat homes and businesses, to warm water, or power devices.

Chapter “Parameter Extraction of PV Cell: A Review” of the book presents a
review of Extraction of parameters of photovoltaic (PV) cell, which is an important
part of studying the performance of PV module/array/cell. Generally manufacturer
of PV module does not specify these parameters in datasheet provided by them. The
parameters which are to be extracted are: Shunt resistance, Illumination current,
Diode reverse saturation current, series resistance and Diode ideality factor. These
parameters vary with changing atmospheric condition and do not remain constant.
The IV and PV characteristics are dominated by variation of these parameters in the
photovoltaic module. As the manufacturing cost of PV cells are lowered during last
two decades and the improvement of efficiency leads to increase in demand of
photovoltaic energy in recent times and the continuous reduction in conventional
energy resources and pollution problem encourages the global electrical energy
utilization in the form of solar energy. The present work leads to centralize the work
on parameters extraction of PV cell in the literature which can be extremely useful
for the researchers and as well as for the global PV module manufacturer.

Chapter “Power Enhancement by Transmitting AC-DC Power Simultaneously—
An Experimental Implementation” describes the Power transfer enhancement as an
issue because of thermal and stability limitations associated with AC transmission.
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This paper presents a model at which transmission lines are loaded near to their
maximum ampacity unlike existing AC power systems. Proposed concept is known
as simultaneous ac-dc transmission where the existing AC lines can carry AC
current with DC super-imposed on it without major structural modifications. Power
transfer capability of 70 km transmission line is enhanced by converting a fraction
of AC power from the existing system to DC power which will be put in the
sending end transformer through the neutral. Transformer zigzag connection
eradicates the issue of core saturation that results from superimposed DC compo-
nent. Trans-mission line data is provided by Qatar general electricity and water
corporation (Kahramaa). Theoretical and real-time simulation results show that
power transfer capability has been enhanced by 89%. Transmission angle is
increased beyond 30°. MATLAB\Simulink and Real time digital simulator (RTDS)
are two different software used to model and simulate the ac-dc transmission
sys-tem offline and in real-time respectively. Laboratory prototype shows that
power transfer capability has been enhanced by 33%. Practical results and wave-
forms had been recorded using the power analyzer PA400.

In Chapter “Step by Step Design and Simulation of Boost Controller for L and
LCL Filters for EV Fast Charging Systems” discusses the adoption of Electric
Vehicles (EV) as an important measure for greenhouse gas reduction in many
countries worldwide. The increased production of EV in the market will be asso-
ciated with continuous demand of installing and maintaining Charging Stations
(CS) in public areas. The charging station consist of different power converters for
processing the power. Filter is an important component of the EV charging station.
Correct design of filter is important for the overall satisfactory operation of the EV
chargers. This paper aims to provide designing steps of a closed loop controller
of the filter in the EV battery charging system. The contributions of the paper are
(1) Step by step design procedure for closed loop input power controller for DC-DC
converter, (2)Simulations model development using systematic approach for closed
loop controller for LCL and L filter to validate the design procedure, (3)General
overview of EV charging system for researchers working on EV CS. The authors
believe that this paper is useful for interest-ed pupils linked to EV CS research and
working to make its adoption quicker and more convenient.

Chapter “A Novel High Gain Boost Converter for Interfacing Low Voltage PV
in a DC Microgird” describes a high gain boost converter for interfacing low
voltage PV in a DC microgird. Low terminal voltage at the output of a solar
photovoltaic needs efficient boost converters for establishing a proper communi-
cation and energy transfer to the DC microgrids. In order to serve this purpose, the
traditional boost converter is required to operate at some large duty ratio which is
perilous to the converter performance and would create undesirable effects such as
more losses, spikes of voltages and poor transient response. A boost converter with
significantly high gain at low duty ratio has been presented in this article. The
proposed converter is well suited for integration of a solar PV with the DC bus of
higher voltage levels in a DC microgrid. This particular converter is simple in
structure and easily controlled with a single train of pulses. The advantages of
switched inductor circuit embedded with the capacitor is availed in an intelligent
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way to uplift the voltage gain significantly. The converter behavior and suitability
for high voltage is analyzed in continuous conduction mode and later the perfor-
mances are verified through simulation results at a frequency of 10 kHz.

Chapter “Techno-Economic Analysis of Hybrid Rural Microgrid for Isolated
Hilly Area in Indian Scenario” describes the techno-economic analysis of Hybrid
Rural Microgrid for Isolated Hilly Area in Indian Scenario. Hybrid renewable
resources extensively used to electrify the rural areas. To provide the reliable and
economic supply of power in the rural region where grid extension is infeasible
integration of the locally available energy resource is the best option. In the present
work, economical and optimized design for electrification of isolated rural com-
munity proposed with the combination of locally available energy resources. The
model comprises of a PV/battery/wind and diesel generator. The microgrid realized
in the cluster of the village of Uttrakhand state of India. The residential load of the
community investigated using the HOMER energy for the least cost and optimal
design. The solar, wind potential and diesel generator used to perform the economic
and feasibility study of the suggested model. The net present cost (NPC) and cost of
energy (COE) analyzed for the hybrid system. Further model investigated utilizing
the sensitivity of different parameters such as variation in diesel price intermittency
in solar and wind potential. The study compares the performance of the system and
suggests a viable configuration for the rural community.

Chapter “Solar Inverter with Integrated Monitoring and Control System”
describes a Solar Inverter with Integrated Monitoring and Control System. In a
dynamic world where a constant effort has to be made in order to keep up with the
energy requirements of rapidly growing population, we need remedies to monitor
energy wastage until the ways to derive sufficient amount of energy from renewable
energy resources are invented. This paper proposes a system wherein power is
obtained from solar energy and has a monitoring system put in place using an
Arduino board and NodeMCU. NodeMCU has an integrated ESP8266 Wifi module
that will act as a node for various loads to be monitored. IoT is used in this system
to create an environment that will keep in check the energy used by different loads.

Chapters “Analysis of Underground Renewable Energy Storage Tunnels
Subjected to Capricious Superstructures”, “A Survey on Solar Power for Present
and Future Perspective in Indian Market”, “Trajectory Tracking of Quadrotor Using
LQR Controller”, “Performance Analysis of PV Array Connection Schemes Under
Mismatch Scenarios”, “Techno-Economic Analysis of Diesel/Wind/PV/Battery
Hybrid Energy System for Androth Island”, “A Scientific Study on Effect of
Polarization in Calculation of Rain Attenuation Using ITU-R Model”, “MATLAB-
Based Modelling and Simulations for the Low and High-Temperature Module
Power Generation of PV Panels in Kuala Lumpur and Genting Highlands, Malaysia
”, “Systematic Study of Maximum Power Point Tracking Methods Used In
Photovoltaic Based Systems”, “Hybrid Video Watermarking Based on LWT, SVD
and SWT Using Fused Images for Data Security”, “Modeling and Simulation of
Solar PV Based Grid-Tied Multilevel Inverter”, “Optimization Algorithm Based
Maximum Power Point Tracking Techniques for Solar PV Systems”, “Smart Street
Light System for Smart Cities Using IoT”, “Energy Audit in an Indian University—
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A Case Study”, “Study of Effectiveness of Autonomous Solar Energy Systems”,
“Analysis of Combined Effect of Temperature and Wind on Solar Power
Production”, “State flow Realization and Performance Evaluation of Selected
MPPT techniques”, “Cost Analysis of 18 kW Solar Photovoltaic System for Smart
Cities Growth in India”, “The Role of Power Electronics in the Field of
Photovoltaic System: A Study” and “A Review for Energy Generation Analysis and
Comparison in China, Indonesia and Ireland with India” discusses various tech-
nological advancement on renewable energy sources related to present and future
Perspective.

Further, Chapters “Comparison of Direct Torque Control and Indirect Field-
Oriented Control for Three-Phase Induction Machine”, “Rotor Flux Oriented
Control of Three Phase Induction Motor Using Sliding Mode Controller and Rotor
Flux Estimator.”, “Performance Analysis of Induction Motor Utilizing SPRS Based
on MOSFET/IGBT Cuk Converter Topologies, “Design Kinematics and Control
for a Differential Drive Mobile Robot”, “Initial sizing and Sensitivity Analysis of a
Personal Air Vehicle”, “Internet of Things Applications in Electric Vehicles–A
Review”, “An Overview of Using Hydrogen in Transportation Sector as Fuel” and
“Performance Assessment of Variable Speed Induction Motor by Advanced
Modulation Techniques” describes various control techniques related to electrical
vehicle and drives for efficient energy solutions.

Chapters “Study of Different Topology for Multilevel Converter and Inverter
Modulating in Cascaded H Bridge Solid State Transformer”, “Triple Switch DC to
DC Converter for High Voltage Boost Application- Revista”, “Modelling and
Analysis of Bridgeless PFC Boost Convertor”, “Performance Analysis of Different
Sliding Mode Controller on Single Link Inverted Pendulum”, “A Resilient Hybrid
Output Converter with Inherent Cross Regulation Avoidance Feature”, “Review of
Various Load Frequency Controllers”, “Performance Assessment of Unipolar
Control Technique Based Cascaded H-bridge Multilevel Inverter”, “Realization of
a Flyback DC-DC Converter for Experimentation Assisted Teaching in Power
Electronics, Nine Step Multilevel Inverter Output Analysis Using the EP Approach
”, Case Study of Synchronization of Solar Power Converter”, “High Gain DC-DC
Converter for Modular Multilevel Converter Applications”, “Level Shifted Carrier
Based Pulse Width Modulation for Modular Multilevel”, “An Improved 15-Level
Asymmetrical Multilevel Inverter with Reduced Switch Count”, “THD Analysis of
5 Level, 7 Level and 9 Level CHB—Multi level Inverters Using SPWM Switching
Approach”, “Comparative Evaluation of Bipolar and Unipolar Control Technique
Based Cascaded H-bridge Multilevel Inverter”, “Performance Comparison of Dual
Stage Photovoltaics Based Water Pumping Systems” and “Buck Boost Converter
with No Dead or Overlap-Times” details various converters for efficient conversion
of electrical power.

Chapters “Design and Analysis of Grounding Grid Performance Using ETAP
16.0.0 Software”, “Grid-Interactive Microgrid Charging Infrastructural Network for
Electric Vehicles with International Standards”, “Transformer Based DC-to-AC
Grid Connected Multi-level Inverter Topology”, “Deregulation and Its Effect on
Indian Power Industry”, “Performance Analysis of Five Level Cascaded H-Bridge
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Inverter”, “Improvement of Voltage Stability Margin in a Radial Distribution
System”, “Generation of HVDC from Voltage Multiplier Using Opto-Isolator and
Marx Generator”, “VP-ZA-LMS Control Algorithm for Double Stage Grid
Integration of Solar PV System”, “Planning and Economical optimization of
Grid-Connected Renewable Energy Resource-Based Microgrid”, “Comparative
Analysis of TPS and EPS of IBDC for Power Management”, “A Review Paper on
Analysis, Planning of Electricity Generation in Turkey, United Arab Emirates and
Germany and Comparison with India”, “A Transformer-Less Ultra-Gain Switched
Inductor Boost Converter for DC Microgrid Applications”, “Performance Analysis
of Grid Connected Solar Energy Conversion System Under Varying Conditions”
and “A Review Paper on Comparison, Analysis and Planning of Electricity
Generation in Australia, Argentina, New Zealand, Mexico with India” discusses
various technological advancements for electrical power grid.

Chapters “A Comparative Study of Costs Function in Multivariate Stratified
Double Sampling Design”, “Fabricated CdO-ZnO films: A Potential Candidate for
Optoelectronics Device Applications”, “Efficient Object Removal and Region
Filling Image”, “A Stratified Optional Mathematical Model”, “Space Heating for
Kashmir Valley: Issues, Challenges and Remedies”, “A Review of Power Factor
Correction and Reduction in Total Harmonic Distortion for LED Drivers”, “Fuzzy
Discrete Event System (FDES): A SurveyFuzzy Discrete Event System (FDES):
A Survey”, “Mathematical Modelling of Water Heater and HVAC for Demand
Response Analysis”, “A Mathematical Approach to Speech Enhancement for
Speech Recognition and Speaker Identification Systems”, “A Survey of Recent
Trends in Two-Stage Object Detection Methods” and “A Comparative Analysis of
Small- and Medium-Scale Industrial Development in Amhara Region, Ethiopia”
discusses various mathematical modelling techniques that are very much helpful
particularly for young researchers to formulate the modern-day mathematical
models of the system.

Similarly, authors of other chapters have discussed various important aspects
and their research in the relevant areas. We thanks all the contributors of this book
for their valuable effort in producing high class literature for research community.
We are sincere thankful to the Intelligent Prognostic Private Limited India to
provide the all type of technical and non-technical facilities, cooperation, and
support in each stage to make this book in reality.

We wish to thank our colleagues and friends for their insight and helpful dis-
cussion during the production of this edited book. We are sincere thankful to the
Intelligent Prognostic Private Limited India to provide the technical and
non-technical help. We would like to highlight the contribution of Prof. Haitham
Abu-Rub, Texas A&M University at Qatar, Prof. Sukumar Mishra, IIT Delhi, Prof.
Imtiaz Ashraf, Aligarh Muslim University, India, Prof. Majid Jamil, Jamia Millia
Islamia Delhi, Prof. Mairaj ud din Mufti, NIT Srinagar, Prof. Y. R. Sood and Prof.
R. K. Jarial, NIT Hamirpur, Prof. Narender Kumar, DTU Delhi, Prof. Anand Parey,
IIT Indore, India.
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Parameter Extraction of PV Cell:
A Review

Mohammad Shahabuddin, Mohammed Asim, and Adil Sarwar

Abstract Extraction of parameters of photovoltaic (PV) cell is an important part of
studying the performance of PV module/array/cell. Generally, manufacturer of PV
module does not specify these parameters in datasheet providedby them.Theparame-
terswhich are to be extracted are: Shunt resistance,Rsh, illumination current Iph, diode
reverse saturation current Io, series resistance Rse, and diode ideality factor. These
parameters vary with changing atmospheric condition and do not remain constant.
The IV and PV characteristics are dominated by variation of these parameters in the
photovoltaic module. As the manufacturing cost of PV cells is lowered during last
two decades and the improvement of efficiency lead to increase in demand of photo-
voltaic energy in recent times. Also the continuous reduction in conventional energy
resources and pollution problem encourages the global electrical energy utilization
in the form of solar energy. The present work leads to centralize the work on param-
eters extraction of PV cell in the literature which can be extremely useful for the
researchers and as well as for the global PV module manufacturer.

Keywords Parameter extraction photovoltaic (PV) cell ·MATLAB/SIMULINK ·
MPPT ·Metaheuristic

1 Introduction

Finding out the accurate values of PV parameters has been a preliminary work for the
researchers to obtain a complete solution of nonlinear behavior of solar PV module
under varying atmospheric conditions. Various types of techniques are involved in
formulating parameter extractions of solar PV panel, but due to the involvement of
complexity and nonlinear behavior of solar PV panel, it is not an easy task to sort
out exact values of parameters. It requires making certain assumptions to dig out the
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all five parameters. Various techniques are presented in literature. However, there
is a failure of focused efforts to integrate all of this work into a single platform
that provides an intermediate point for researchers to perform a specific design of
the module frameworks. [1, 2]. (There is a gap to sort out the work of different
researchers and contribution in the area of performance of solar PV module under
varying environment conditions).

2 Parameter Extraction

Continuous, constant cut in available limited conventional energy resources leads
the researchers to think about future problem of generation of electrical energy [3].
The results come out in the shape of renewable energy resources. The sun is the
base of generation of all types of energy universally. Among different kinds of non-
conventional resources of energy, the photovoltaic energy is preferable due to its
negligiblemaintenance cost, free availability, and continuous reduction of production
cost. But because of variations in solar irradiation and operating temperature of PV
module, the continuous availability of maximum power cannot be assured, so some
means are adopted to track the maximum power of photovoltaic module. The output
of the PV parameters will be installed to predict the behavior of the PV module.
These frames should be removed as they can be provided by the manufacturer. One
diode model used to extract a parameter due to its simplicity and clarity. In one diode
model, there is a current source, a diode, series resistance, and the equivalent shunt
resistance as shown in Fig. 1. Information such as open circuit voltage (V oc), short
circuit current (Isc), voltage at maximum power point (Vmpp), current at maximum
power point (Impp), and the constants (Kv) and (K i) are generally given in the data
sheet provided by the manufacturer. The parameters to be extracted are: illumination
current (Iph), diode reverse saturation current (Io), series resistance (Rs), parallel
resistance (Rsh), and diode ideality factor (a).

In Fig. 1, the current at output I is given by the equation:

Fig. 1 Single diode model
of PV cell
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I = Iph − Id − Ish (1)

I = Iph − Io
(
e

q(V+IRs)
akt −1

)
−

[
V + IRs

Rsh

]
(2)

where

I current at output
Iph illumination current
Id current in diode
Ish shunt current
Io reverse saturation current of diode
q charge of electron
V terminal voltage
Rs series resistance
a diode ideality factor
k Boltzman constant
t cell operating temperature.

3 Types of Techniques of Parameter Extraction

In order to enhance the use of photovoltaic energy, solar PV parameters calculation
is an important task. The different techniques available in literature are discussed in
the following five categories which are as follows.

3.1 Using Impp and Vmpp

With the help of only two known values of current at maximum power point, i.e., Impp

and voltage at maximum power point, i.e., Vmpp, the parameters values are estimated
after knowing the temperature at operating point and extra costs are saved because
it does not employ any additional hardware [4]. The simulation work is done using
MATLAB/SIMULINK software and the experimental work is done using model
REC-AE 220 solar module to verify the validity of the conducted simulation. One
diode model is convenient in terms of simplicity and accuracy.

A simplified procedure is presented in Fig. 2 for the evaluation of PV parameters.
Generally, it is always not been possible to measure the operating temperature of PV
cell directly, so PV model is formulated for the estimation of operating temperature
of PV cell. The various complicated problem related to the environmental issues are
analyzed.
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Fig. 2 Flow chart using Vmpp and Impp

3.2 Numerical and Analytical Extraction

For the first time, parameters extraction technique is applied for the desensitized
cell using newer techniques of metaheuristic algorithm. With use of two types of
techniques, one is analytical and other is numerical, the five parameters are extracted
[4]. With the help of numerical method, more accurate extraction can be done as
compare to analytical method.

As compare to other two, i.e., EAs and GA, the PSO is the best method for the
most accurate extraction of these parameters.

By considering variations in solar irradiance and operating PV cell temperature,
the proposed model can be compared with the data provided by the manufacturer.
It is found that the results very closely matched with the manufacturer’s data sheet.
The methods adopted are capable of giving offline calculations as shown in Fig. 3
about the five unknown parameters with the explicit single diode mode.
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Fig. 3 Flow chart for
numerical and analytical
extraction

3.3 By Module Integrated Converter (MIC)

In most of the cases, in PV module, a switched converter is employed for enhancing
the power of the module; for this, an MPPT tracker is incorporated with the module.
Another method for the parameter extraction and MPPT the Module Integrated
Converter (MIC) technique is introduced which overcomes all other previously
adopted techniques for parameters extraction and for MPPT. It does not employ
expensive pyranometer except for a preliminary tuning of the pyranometer [5]. Due
to the absence of any pyranometer, the system reduces the cost as compare to the
other techniques. The current at short circuit (Ìsc) is supposed to be almost equivalent
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Fig. 4 Flow chart for MIC

to illumination current (Iph) and other four parameters are extracted by forming the
equations with I-V characteristics (Fig. 4).

3.4 By Different Models

There are various modeling techniques which are described in the literature which
are taken into considerations for computing the values obtained from the model and
from the actual modules [5]. Different authors have used various iteration methods.
Some of the authors approximated the values from five unknown parameters and
calculated the remaining four parameters. Equations are formed using different stages
of modules like voltage at open circuit conditions, current at short circuit condition
plus MPPT conditions. Looking at the formulated equations, these parameters are
calculated and compared with the data sheets. Values are obtained from single diode
model and it is compared with two diode model. In order to express the behavior
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Fig. 5 Model of PV cell with double diodes

of PV module in terms of mathematical expressions like PV and IV curves, the
modeling of PV cell/module is done under varying environmental conditions, i.e.,
varying insolation and temperature (Fig. 5).

In order to find out the five unknown parameters of PV model, double or triple
modules are taken into consideration for comparing the values obtained from the
model and from the actual modules (Fig. 6).

3.5 ANN Parameter Extraction

Artificial neuronetwork-based parameter extraction method is one which minimizes
error, i.e., error under 1.0% for every parameter leaving reverse current Io plus current
at diffusion that rise up 11.0%. The nonlinear behavior of I-V and P-V characteristics
makes it lengthy process for the extraction of five parameters but this techniquewhich
utilizes ANN which is most accurate and simple method for this work. ANN-based
method is one of the most widely used methods for parameter extraction of a one
diode model [6].

Because of the limited functionality of the proposed ANN model which only can
work in the particular range of the parameters, a predefined ranges of parameters are
chosen which represents lowest, highest, and moderate values of series resistance
Rse, parallel resistance Rsh, diode reverse current Io, illumination current Iph, and
factor of diode ideality a.

Using evolutionary algorithm, parameters extraction is done for the desensitized
solar cells (DSCs) for one diode equivalent circuit model [7]. The DSCs are photo-
electrochemical devices and its operation principle is different from conventional
solar cells. For the dysenscitised solar PV cell, it is find out that the particle swarm
optimization metaheuristic optimization is the best one for parameter extraction.

With the use of flower pollination algorithm (FPA), solar PV parameter extraction
is done and not a long back the thing is find out that evolutionary algorithm gives very
accurate output in getting the solution of nonlinear problems. FPA is a nature-inspired
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Fig. 6 Flow chart for using different models

algorithm, an alternative of solar PV parameter extraction having various advantages
over other methods like: highly feasible in tracking, avoid parameter convergence,
faster convergence, and superior computational speed.

A wind-driven optimization algorithm (WDA) is proposed which minimizes
different types of error in power of different types of module and in different envi-
ronmental conditions. The proposed algorithm is verified in terms of accuracy and
flexibility using different environmental conditions. And the algorithm is presented
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as a strong method for recognizing the parameter of a twelve parameters DDM of
the solar PV model [8–11].

For the future research, some recommendations are provided based on the
conducted review. The whole research work for the solar PV parameter extractions
is classified into three categories for the ease and these categories are reviewed.

4 Comparative Analysis

Various sorts of parameter extraction techniques have been invented earlier changing
from the very basic one diode model to the recent ANN-based model [8–11]. A
detailed analytical analysis with stress on the subsequent criteria has been performed
as shown in Table 1.

The comparative analysis done for the parameters extraction can be beneficial
for the researchers and academicians to assist in selection of parameter extraction
technique as per their requirements depending upon the environmental conditions
and financial conditions. A thorough differentiation data taking into consideration
as the above-mentioned affecting different parameter extraction techniques of PV
model has been presented.

The performance technique is gauged in terms of accuracy, simplicity, reliability,
suitability, and complexity. The complexity in the hardware has been eliminated due
to parameter extraction from the data provided by the manufacturer in his manual in
case of single diode model.

As it is observed from the comparative analysis of all the techniques mentioned
above, as for accuracy is concerned, the parameter extraction through module inte-
grated converter (MIC) and artificial neuronetwork (ANN) is more accurate as
compare to others leaving different model technique moderate while parameter
extraction through Vmpp, Impp and numerical and analytical methods are having low
accuracy. In terms of simplicity parameter extraction by Vmpp, Impp and by different

Table 1 Comparison of techniques

Parameters Parameter
extraction
through Impp
and Vmpp

Parameter
extraction
through
numerical and
analytical
methods

Parameter
extraction
through
module
integrated
converter
(MIC)

Parameter
extraction
through
different
models

Parameter
extraction
through ANN

Accuracy Bellow Bellow Upper Middle Upper

Simplicity Upper Middle Bellow Upper Middle

Reliability Middle Bellow Middle Middle Upper

Suitability Upper Middle Middle Bellow Middle

Complexity Bellow Upper Middle Middle Bellow
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models are simpler methods of parameter extraction as compare to other methods.
Artificial neuronetwork (ANN)method of parameter extraction is more reliable, with
moderate suitability and low complexity. In terms of suitability and complexityVmpp,
Impp is preferred while due to high complexity of numerical and analytical method
is not preferred.

5 Conclusion

A review of different parameters extraction techniques adopted has been done in this
paper. The parameter extraction by Impp and Vmpp method, numerical and analytical
extraction, Module Integrated Converter (MIC), different models, ANN parameter
extraction, has been discussed and a comparative analysis has been done.

From the comparative analysis of parameters extraction of various techniques
discussed above, it is concluded that: as for accuracy is concerned, the parameter
extraction through module integrated converter (MIC) and artificial neuronetwork
(ANN) is more accurate as compare to others leaving different model technique
moderate while parameter extraction through Vmpp, Impp and numerical and analyt-
ical methods are having low accuracy. In terms of simplicity, parameters extraction
by Vmpp, Impp method and by different models are simpler methods of parameter
extraction as compare to other methods. Artificial neural network (ANN) method of
parameter extraction is more reliable, with moderate suitability and low complexity.
In terms of suitability and complexity Vmpp, Impp is preferred while due to high
complexity of numerical and analytical method is not preferred.
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A Comparative Study of Cost Function
in Multivariate Stratified Double
Sampling Design

Ziaul Hassan Bakhshi

Abstract This paper deals with sample size in stratified double sampling in objec-
tive function where costs are taken unknown (with and without), respectively. An
equivalent deterministic form of objective function has been obtained by usingmodi-
fied E-model in the case of random cost function. Numerical illustrations have been
presented.

Keywords Optimum allocation · Modified E-model · Stratified double sampling

1 Introduction

In the study of sampling, double sampling is used, if strata weights are unknown in
survey problem. In the beginning, a sample with SRS is chosen, and for finding the
unknown strata weights, from each stratum, sampled units are recorded. We obtain
stratified random sample after taking subsamples of simple random from the selected
units of the strata.

To determine sample numbers which require in each stage is the complicated issue
which gives the desired accuracy for the maximum economy. There are two factors
on which efficiency of double sampling depends: (i) the mathematical relationship’s
precision and (ii) direct measurement’s cost compared to indirect estimates [1–9].

Neyman [5] firstly introduced double sampling design in survey problem. Inmulti-
variate surveys, Kokan [3] suggested NLPP solution but did not confer its uses about
double sampling.Kokan andKhan [4] discussed a summarized approach of an alloca-
tion problem for multivariate type of problem and conferred uses of double sampling
also. An optimum double sampling is expressed as a mathematical programming
problem (MPP) [8, 9].
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Prekopa [6] and Diaz-Garcia [1] discussed the constraint case where sampling
variances are random. For finding this type of problem, where objective function has
unknown costs, modified E-model is applied which had been discussed by Javed and
Bakhshi [2].

In this paper,wehave considered costs as (with andwithout) randomvariables, and
this type of problem can be expressed as stochastic nonlinear programming problem.
By the use of modified E-model, we transformed this as an equivalent deterministic
objective function. By LINGO software, the solution has been achieved.

2 Formulation of Stratified Double Sampling Problem

Suppose that population of finite size N is divided into k groups (called strata), with
Ni (i = 1, 2, …, k) units belong to the ith strata, i.e.,

∑k
i=1 Ni = N , which are widely

different in means and which are homogeneous within themselves. For obtaining
unbiasedly, average or the total study character, strata weights are used. In the case
of unknown weights, we choose n′ sample to obtain strata weights and again do the
process such that

∑k
i=1 ni = n.

Suppose Wi :
Ni
N is the proportion of units which comes under the ith stratum and

wi :
ni ′
n′ is the proportion of 1st sample units which comes under the ith stratum. ystd

is an unbiased estimator of Y i.e.,

ystd =
k∑

i=1

wi yi

where in the ith stratum, sample mean yi is the variable under study.

V
(
ystd

) =
k∑

i=1

[

w2
i + wi (1 − wi )

n′

]
S2

i

ni

+
k∑

i=1

wi
(
Y hj − Y

)2

n′ (2.1)

By neglecting fpc. On the population in the specific strata and the expression
wi (1−wi )

n′ becomes very small with comparability to w2
i [Cochran (1970)], we get

V
(
ystd

) =
∑k

i=1 w2
i S2

i

n

+
∑k

i=1 wi
(
Y hj − Y

)2

n′
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Let it
∑k

i=1 w2
i S2

i by Vn and
∑k

i=1 wi
(
Y hj − Y

)2
by Vn′ ,

We get

V
(
ystd

) = Vn

n
+ Vn′

n′ (2.2)

The cost function is

C = C1n′ + C2n + C0

where C1 is lesser than C2 and C0 is the fixed cost.
To select n and n′ is the issue in such a style that costs are minimized subject to

the variance (the resistance ranges) of different characters.
Therefore, this problem can be written as:

Min. C = nCn + n′Cn′ + C0 C0 is the fixed cost

Subject to
Vn

n
+ Vn′

n′ = Vj (2.3)

where Vj is the fixed variance.
Here, the above equation describes the matter of minimization the cost subject to

prearranged fixed variance. Here, we will describe the cost based on two cases.

i. when costs are without random;
ii. when costs are with random unknown.

Case (I) If Costs are Known, (Without Random Cost)
The formulation of the problem is:

Min.︸︷︷︸
n,n′

C =
m∑

i=1
Ci ni + C ′n′ + C0

Subject to V
n + V ′

n′ = Vj

where V =
m∑

i=1

W 2
i S2

i and V ′ =
m∑

i=1
Wi

(
Y j − Y

)2

ni ≥ 2, n′ ≥ 5

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(2.4)

Case (II) When Cf3.osts are Unknown, (With Random Cost)
For this, we firstly describe it by the use of modified E-model approach.
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3 Modified E-Model Approach

We write the given the problem as:

Min.︸︷︷︸
n,n′

C =
m∑

i=1
Ci ni + C ′n′ + C0

Subject to V
n + V ′

n′ = V0

where V =
m∑

i=1

W 2
i S2

i and V ′ =
m∑

i=1
Wi

(
Y j − Y

)2

ni ≥ 2, n′ ≥ 5

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(3.1)

Here, costs ci are random variables which are considered as independently and
normally distributed. Thus, the objective cost functionwill be distributed as normally
with average E

(∑m
i=1 ni + c′n′ + C0

)
and variance V

(∑m
i=1 ci ni + c′n′ + C0

)
.

If ci ∼ N (μi , σ
2
i ), then p.d.f. can be written as

f (ci ) = 1

σi

√
2π

e
− 1

2σ2i
(ci −μi )

2

, i = 1, . . . , m.

The joint distribution of costs (c1, . . . , cm) can be as follows:

f (c′) = 1
∏m

i=1 σi (2π)m/2
e
− 1

2σ2i

m∑

i=1
(ci −μi )

2

E

(
m∑

i=1

ci ni + C0

)

= E

(
m∑

i=1

ci ni

)

+ C0

=
m∑

i=1

ni E(ci ) + n′c′
μ + C0

=
m∑

i=1

niμi + n′c′
μ + C0, (say) (3.2)

V

(
m∑

i=1

ci ni + C0

)

= V

(
m∑

i=1

ci ni

)

+ V
(
c′n′)

=
m∑

i=1

n2
i Var(ci ) + n′2σ 2

c′

=
m∑

i=1

n2
i σ

2
ci

+ n′2σ 2
c′ . (Say) (3.3)

By the use of above values, this NLPP becomes
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min
n

.C = K1 E

(
m∑

i=1
(ci ni ) + c′n′ + C0

)

+ K2

√

V

(
m∑

i=1
(ci ni ) + c′n′ + C0

)

Subject to
V
n + V ′

n′ = V0 i = 1, 2, . . . , m.

and V =
m∑

i=1
Wi

(
yi − ystd

)2
and V ′ =

m∑

i=1
W 2

i S2
i

ni ≥ 2, n′ ≥ 5

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3.4)

In Eq. (3.4), objective function is deterministic, and K1+K2 = 1where K1 and K2

tell about the relative importance of mean and variance of
(∑m

i=1 ci ni + c′n′ + C0
)
,

[see, pp. 599, Rao (1979)]. Therefore, Eq. (3.4) can be written as:

min
n

C = K1

(
m∑

i=1
niμci + n′c′

μ + C0

)

+ K2

(
m∑

i=1
n2

i σ
2
ci

+ n′2σ 2
c′

)1/2

Subject to

and V =
m∑

i=1
Wi

(
yi − ystd

)2
and V ′ =

m∑

i=1
W 2

i S2
i i = 1, 2, . . . , m.

ni ≥ 2, n′ ≥ 5 i = 1, 2, . . . , m
V
n + V ′

n′ = V0 i = 1, 2, . . . , m.

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3.5)

Here, in Eq. (3.5), objective function is given in terms of expected cost values and
variance of

(∑m
i=1 ci ni + c′n′ + C0

)
; then, estimators of E

(∑m
i=1 ci ni + c′n′ + C0

)

and variance V
(∑m

i=1 ci ni + c′n′ + C0
)
will be used.

Therefore, an equivalent deterministic problem can be written as:

min
n

C = K1 Ê

(
m∑

i=1
niμci + c′n′ + C0

)

+ K2

√

V̂

(
m∑

i=1
n2

i σ
2
ci

+ n′2σ 2
c′ + C0

)

Subject to
V
n + V ′

n′ = V0 i = 1, 2, . . . , m.

and V ′ =
m∑

i=1
Wi

(
yi − ystd

)2
and V =

m∑

i=1
W 2

i S2
i i = 1, 2, . . . , m.

ni ≥ 2, n′ ≥ 5 i = 1, 2, . . . , m.

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3.6)

Estimator of E

(
m∑

i=1

ci ni + c′n′ + C0

)

= E

(
m∑

i=1

ci ni

)

+ E
(
c′n′) + C0

=
m∑

i=1

ni E(ci ) + n′c′
μ + C0

=
m∑

i=1

ni c̄i + n′c′
μ + C0 (3.7)
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Estimator of V

(
m∑

i=1

ci ni + c′n′ + C0

)

= V̂

(
m∑

i=1

ci ni + c′n′ + C0

)

= V̂

(
m∑

i=1

ci ni

)

+ V
(
c′n′)

=
m∑

i=1

n2
i V̂ (ci ) + n′2σ 2

c′

=
m∑

i=1

n2
i σ

2
ci

+ n′2σ 2
c′ (3.8)

Therefore, an equivalent objective function with given accuracy can be written as

Min.
n

C = K1

(
m∑

i=1
ni ci + n′c′

μ + C0

)

+ K2

√(
m∑

i=1
n2

i σ
2
ci

)

+ n′2σ 2
c′ + C0

Subject to
V
n + V ′

n′ = V0 i = 1, 2, . . . , m.

and V ′ =
m∑

i=1
Wi

(
yi − ystd

)2
and V =

m∑

i=1
W 2

i S2
i i = 1, 2, . . . , m.

ni ≥ 2, n′ ≥ 5 i = 1, 2, . . . , m

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(3.9)

4 Numerical Illustration

Consider the problem with the following data information where population is
divided into two groups (Table 1).

From the mentioned data, NLPP can be written as:

a. when the cost function is known

Table 1 Data based on two strata

ith stratum ni n′ Wi S2
i ci

1 40 154 22 5.55 15

2 46 189 21.45 3.4 22
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Min.
n,n′ C = 15n1 + 22n2 + 28n′ + 25

Subject to

1.11

n1
+ 1.032

n2
+ 1.28

n′ = 0.211

n1, n2 ≥ 2 and n′ ≥ 5

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

Using LINGO software, this NLPP is determined. Since sample sizes are
n1, n2 and n′, respectively, so it should be an integer. We obtain the optimal
value of the problem after 46,700 iterations, as follows:
C = 1283, n1 = 14, n2 = 12 n′ = 28.

b. When the cost function is random (unknown)

Min.
n,n′ C = 0.65

(
19n1 + 24n2 + 33n′ + 25

) + 0.35
(
25 n2

1 +16 n2
2 +36n′2)1/2

Subject to

1.11

n1
+ 1.032

n2
+ 1.28

n′ = 0.211

n1, n2 ≥ 2 and n′ ≥ 5

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

Using LINGO software, this NLPP is determined. Since sample sizes are
n1, n2 and n′, respectively, so it should be an integer. We obtain the optimal value of
the problem after 75,213 iterations given as:

C = 7241.85, n1 = 14, n2 = 12 n′ = 28

5 Conclusion

The throughout study of cost function in the objective function in stratified double
sampling has been presentedwhere cost parameters are considered as normal random
variablewhich is converted into an allocation problem. To obtain optimumallocation,
many successful attempts have been made. By applying LINGO computer program,
optimum solution can be obtained very easily.
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Power Enhancement by Transmitting
AC–DC Power
Simultaneously—An Experimental
Implementation

Marwa Alfouly, Safa Ahmed, Atif Iqbal, Hassan Mehrjerdi, and Faiz Ahmad

Abstract Power transfer enhancement has become an issue because of thermal and
stability limitations associated with AC transmission. This paper presents a model
at which transmission lines are loaded near to their maximum ampacity unlike the
existingACpower systems. The proposed concept is known as simultaneousAC–DC
transmissionwhere the existingAC lines can carryACcurrentwithDC superimposed
on it without major structural modifications. Power transfer capability of 70-km
transmission line is enhanced by converting a fraction of AC power from the existing
system to DC power which will be put in the sending end transformer through the
neutral. Transformer zigzag connection eradicates the issue of core saturation that
results from superimposed DC component. Transmission line data is provided by
Qatar general electricity and water corporation (Kahramaa). Theoretical and real-
time simulation results show that power transfer capability has been enhanced by
89%. Transmission angle is increased beyond 30°.MATLAB\Simulink and real-time
digital simulator (RTDS) are two different softwares used to model and simulate
the AC–DC transmission system offline and in real time, respectively. Laboratory
prototype shows that power transfer capability has been enhanced by 33%. Practical
results and waveforms had been recorded using the power analyzer PA400.
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Keywords Power transmission · AC/DC simultaneous power transmission ·
Harmonic injection · Zigzag transformer

1 Introduction

It is desired to investigate approaches that achieve a significant improvement in power
transfer capability. One approach is through transmitting AC–DC power simultane-
ously which allows power lines to operate near to their maximum ampacity [1]. DC
is injected into transmission line and retrieved back using zigzag transformer. Line
conductor carries AC current along with one-third of DC current. Figure 1 shows
the structure for the developed laboratory prototype. It is aimed to carry out the load
flow analysis for the developed model and evaluate its feasibility [2–4].

2 Design of AC–DC Line

2.1 Design Specifications

Figure 2a, b illustrates the corresponding circuit of the model [5].
The presented scheme is an AC single circuit where a six-pulse rectifier bridge

is used to obtain DC power. The secondary winding of the zigzag transformer is
connected to the bridge through the neutral point at the sending side. DC power is
converted back to AC through six-pulse inverter at the receiving side. Transformer
zigzag connection is necessary to eliminate the problem of core saturation because
of DC current, and it combines the advantages of both Y and � connections [1].

3Ø  AC Source Zigzag
 transformer Transmission Line Zigzag 

transformer 

DC Source DC Load

3Ø Load 

Fig. 1 Block diagram for a laboratory prototype model
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Fig. 2 Combined AC–DC power scheme a schematic, b equivalent circuit

3 Model Specifications

3.1 Mathematical Modeling for the Combined AC–DC Power
System

Design constraints imply that transmission line is operating close to its maximum
capacity. Hence,

IThermal = I =
√

I 2a +
(
1

3
Id

)2

(1)

I The total current (both ac and dc) following in the line conductors.
Ia AC current in rms flowing in the line conductors.
1/3Id DC current flowing in the line conductors.

Using (1), line losses can be expressed as follows:

PL
∼= 3I 2R (2)

Conductor current as a factor of the thermal limit, ith is:

Ia = x Ith and Idc =
√
1 − x2 Ith (3)

Two zero crossings are acquired if
(

Id
/
3Ia

)
<

√
2. Peak voltage of the compound

AC/DC line is:

Vac/dc(max) = √
2Vac + Vdc (4)
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Table 1 Transmission line
data

Parameters Values

Frequency 50 Hz

Voltage rating 220 kV

Transmission capacity 150 MVA

Thermal limit 437 MVA

Route length 70.0 km

AC resistance 0.1068 �/km

DC resistance 0.0885 �/km

Capacitive reactance 2.34580052 �/km

Inductive reactance 03693 �/km

V ac
dc(max)

Peak voltage of the compound AC/DC line.
V ac RMS AC voltage of the enhanced mode.
V dc DC voltage in enhanced model.

Based on (4), two zero crossings in the LNvoltage are achieved if
(

Vd
/
Vac

)
<

√
2.

However, line-line voltage has no DC component, and its maximum value is
√
6Vac.

Assuming
(

Vd
/
Vac

)
< k,

Pdc

Pac
= Vdc Idc

3Vac Ia cos θ
= k

√
1 − x2

x cos θ
(5)

Using (5), total power Pt is

Pt = Pac + Pdc =
(
1 + k

√
1 − x2

x cos θ

)
Pac (6)

3.2 Simultaneous AC–DC Model

The proposed concept is applied to a transmission line of 70 km length in Qatar.
Table 1 summarizes the rating of the line.

3.3 Transmission Network

According to Table 1, voltage of the existing AC line per phase in rms (V ph) equals
to 127 kV. Based on (4), the maximum DC voltage and the minimum AC voltage
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are:

Vdc = Vph√
2

= 89.815 kV and Vac = Vph

2
= 63.509 kV (7)

Ith = 437 × 106√
3
(
220 × 103

) = 1.147 kA (8)

Iac = 150 × 106√
3 × 122 × 103

= 709.86A (9)

For safety, set the current to 100Abelow its thermal limit. TheDC current injected
to the line is calculated by applying (3)

x = 0.6761 and Idc = 2.324 kA (10)

In this case, two zero crossings are ensured that can be mathematically verified
by (11)

Idc
3Iac

= 2324

3 × 709.86
= 1.0914 ≤ √

2 (11)

Assuming unity power factor, k = 1.134 and applying (6), power enhancement is
such that Pt = 2.237 Pac

Figure 3 shows that maximum power transfer occurs at transmission of 43° where
the power transfer is 279 MW which implies power upgradation of 89%.

Fig. 3 Real power transfer of AC–DC line
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Fig. 4 Developed RSCAD model of the AC–DC system

4 Real-Time Simulation

4.1 The Developed Model for Transmitting AC–DC Power
Simultaneously on RSCAD

Figure 4 displays RSCAD model of the system.

4.2 Real-Time Simulation Results

Operating voltage is 220 kV for the AC–DC line.
Figure 5 shows the operating phase voltages of the combined AC–DC power line.
Thermal current of the line is 1.147 kA. It is designed to operate about 100 A

below the thermal current (1.050 kA) for safety. Figure 6 shows the RMS current at
the sending and receiving sides.

DC current injected is successfully retrieved as shown in Fig. 7. For the AC circuit
breaker to function probably during faults by maintaining zero crossings as shown
in Fig. 8

Figure 9 shows the power recorded during real-time simulation at the transmission
line ends.
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Fig. 5 a Phase A sending side voltage, b phase A receiving side voltage

Fig. 6 Current of AC–DC line a sending side, b receiving side

Fig. 7 a Sending side DC current, b receiving side DC current
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Fig. 8 a Sending side line current, b receiving side line current
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Fig. 9 Power flow on 70-km transmission line a real power at the sending side, b Mvar at the
sending side, c real power at the receiving side, d Mvar at the receiving side

5 Hardware Implementation

Experimental setup is shown in Fig. 10. Line model (MV1420) is a lumped π circuit
packaged in 410 × 245 × 160 mm box.

Figure 11 showsDCcurrent at both sides of the line. Figure 12 shows the combined
AC–DC waveforms at both terminals of the line.

Figure 13 shows the receiving side operating conditions.

Fig. 10 Experimental setup
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Fig. 11 DC current a sending side, b receiving side

Fig. 12 Operating conditions at the sending side a sending side phase voltage, b sending side line
current

Fig. 13 Receiving side operating conditions a phase voltage at the receiving side, b line current at
the receiving side
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6 Conclusion

Theoretical design and real-time simulation have been performed. Results indicate
enhancement in power transfer capability and increase in transmission angle; about
87%upgradation in transferred power and corresponding transmission angle is 43°.A
scaled-down model for transmitting AC–DC power simultaneously is designed. The
feasibility of transmitting AC–DC power simultaneously is verified. Power transfer
capability has been enhanced by 33%. Further work will include working on longer
transmission line for higher power transfer capability.
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Step-by-Step Design and Simulation
of Boost Controller for L-
and LCL-Filters for EV Fast Charging
Systems

Anas Ashraf Berbar, Amith Khandakar, Annaufal Rizqullah, Syed Rahman,
Damyan Kraev, Atif Iqbal, and Mohammad Rafi Ahmad

Abstract Adoption of electric vehicles (EVs) is an important measure for green-
house gas reduction inmany countries worldwide. The increased production of EV in
the market will be associated with continuous demand of installing and maintaining
charging stations (CSs) in public areas. The charging station consists of different
power converters for processing the power. Filter is an important component of the
EV charging station. Correct design of filter is important for the overall satisfac-
tory operation of the EV chargers. This paper aims to provide designing steps of a
closed-loop controller of the filter in the EV battery charging system. The contribu-
tions of the paper are (1) step-by-step design procedure for closed-loop input power
controller for DC–DC converter, (2) simulation model development using system-
atic approach for closed-loop controller for LCL- and L-filter to validate the design
procedure, (3) general overview of EV charging system for researchers working on
EV CS. The authors believe that this paper is useful for interested pupils linked to
EV CS research and working to make its adoption quicker and more convenient.

Keywords EV fast charging · LCL- and L-filter · Simulation · Controller design
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1 Introduction

There is a significant increase in demand for energy resources, especially in the
transportation sector. However, the present energy supplies are mostly from fossil
fuels, which is impractical to depend on due to its quantity limitations. There are
other drawbacks of such energy sources such as global warming, carbon emissions
and greenhouse gases (GHGs) [1–5]. On the other hand, electric vehicles (EVs)
are becoming a popular alternative in the mobility sector due to its comparative
advantages. The increased production of EV in the market will be associated with
the continuous demand for charging stations (CSs) in public areas.

Charging systems have been established in various countries and categorized into
three levels depending on the speed/time of the charging system. Standards for each
country is different, but in general, the levels of charging are Level-I charging which
requires 8–12 h for a full charge, Level-II charging taking 4–6 h for a full charge,
Level-III charging which provides 80% charge in around 30 min, but this type of
charging is not compatible with all EVs [6–11]. Table 1 shows generally the levels
of EV charging.

Fast chargers are produced to keep up with the EV revolution and consumers
demands and to make EV adoption in the community faster [12]. In this paper, an
important component of fast EV charger is proposed which will be described in
several stages as shown in Fig. 1. The first stage of the charging system is the filter,
and choosing a suitable filter type is crucial for the line harmonics, especially when

Table 1 EV charging levels

Charging levels Voltage Current (A) Power level (kW) Charger type Charging time

AC level-I 120 V ac (US)
230 V ac (EU)

12 1.4 On-board 14–18 h

AC level-II 240 V ac (US)
400 V ac (EU)

17 4 On-board 4–6 h

DC level-I 120–240 Vdc 80 36 Off-board 1 h

DC level-II 240–400 Vdc 200 90 Off-board 20–30 min

DC level-III 400–600 Vdc 400 240 Off-board <10 min

Fig. 1 Open-loop system block diagram
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operating at high switching frequency and bidirectional power flow. Generally, L-
and LCL-filters are themost commonly used in the rectifier side. LCL-filter is chosen
due to its advantages over the L-filter such as smaller inductance values and less total
harmonic distortion (THD) [13]. However, the order of the filter is increased. For this
paper, the LCL-filter is designed according to [14]. LCL-filter is shown in Fig. 4.

The second stage is the AC/DC converter with an active power factor correction
(PFC). A controlled rectifier is controlled by power devices such as IGBTs and
MOSFETs and with the help of control pulses, which are generated by comparing
a sawtooth waveform with input phase voltages, which determines the input power
quantity and quality. It is important to design a PFC controller properly because a
substandard controller might damage the power supply source due to its high THD.
The third stage is the DC/DC synchronous buck converter to supply required voltage
to the battery linked to an open-loop control for constant current (CC) mode and then
switching to constant voltage (CV) mode. In CC mode, the objective is to supply
the maximum current until the state of charge (SoC) is 80% in the minimum time
possible and then switch to CV mode. In CV mode, the aim is to maintain the output
voltage at certain DC level, and the current will flow through based on the potential
difference until the SoC reaches to 100%. Figure 2 shows the closed-loop block
diagram, Fig. 3 shows the CC-CV charging modes, and Fig. 5 shows the second and
third stages of the CS (Fig. 4).

Considering the importance of EV adoption, in the community, a lot of research
is being conducted in all the blocks of CS. These researches are done to begin
the revolution of fast charging station of EV. In [15], the authors have discussed
the importance of filter design and harmonic disturbances in the frequency range
between 2 and 150 kHz,which are often referred to by the term supraharmonics. They
developed amodeling procedure of anEVbattery charger emitting supraharmonics in
order to quantify them. In [16], the authors have presented the current control design
procedure using LCL-filter. None of the papers in the literature has demonstrated
the full design procedure of the filters used in the EV chargers. Thus, the objective
of this paper is focused on a systematic design procedure for the second stage of

LCL Filter AC/DC PFC Boost 
Rec fier

Bidirec onal 
Buck-Converter EV Ba ery

AC Input

Control Unit

High Voltage 
DC Bus 

SoC

Vb,ib

Vdc

Uabc

Ucf_abc
Iconv_abc

Iabc

6 Rec fier 
Pulses

2 Switching 
Pulses

+ -

Fig. 2 Closed-loop system block diagram
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Fig. 3 CC-CV charging mode

Lg

Cf

L

Ua Ub Uc

Lg L

Lg L

Cf Cf

Rd Rd Rd

a

b
c

Fig. 4 LCL-filter

Fig. 5 Preliminary stages of the EV charging stations

EV charger, i.e., a closed-loop boost controller for AC/DC converter. This paper has
demonstrated the simulation results of LCL- and L-filter used in conjunction with
the fast EV chargers. The rest of the paper is divided into the sections below. The
upcoming section presents a detailed discussion about the methodology adopted in
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this study for the LCL- and L-filter. Section 3 discusses about the simulated results,
and finally, Sect. 4 articulates the future direction of the project.

2 Design Methodology

One of the ways to control the supplied reactive power and output DC voltage is to
control the pulses of the AC/DC rectifier. This designed controller totally depends
on the type of filter used in the front-end converter. However, there are four main
inputs which are not affected by the type of filter used. These are Uabc, Iabc, V dc and
V dc* as shown in Fig. 6.

(1) Draw the single-phase equivalent model of the system. This can help in finding
the number of controllers needed and the parameters to be controlled.

(2) Decide the parameters needed in the controller from the previous step.
(3) Convert all parameters found in step (2) from the stationary phase coordinate

system (abc) to the rotating coordinate system (dq0) using park transformation.
(In the dq0 system, d-axis controls the output DC voltage, q-axis controls the
reactive power supplied from the source. In other words, it controls the power
factor [17]).

(4) Design a loop controller for the output DCvoltage from the d-axis current values
generated in step (3), taking into consideration that the output DC voltage is
controlled by output DC current. In certain filters, the output current does not
depend directly to the input current, and it will be clear from the equivalent
model drawn in step (1). The d-axis controller should start from the output DC
voltage.

(5) Design a loop controller for the power factor from the q-axis current values
generated in step (3). The q-axis controller should start from the input current.
For a unity power factor, Iq* = 0.

Ua   Ub Uc

Closed-Loop Controller

AC/DC 
Converter Load

Pulses Generator for AC/DC 

Ua,Ia

Ub,Ib

Uc,Ic

+    Vdc   -

Ua,Ub,Uc 
_Controlled

Fig. 6 Basic controller block diagram
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(6) Choosing reasonable values of PI controllers, i.e., integral and proportional
terms for PI controllers are crucial and they are highly affected by the filter
component values. In general, PI controller terms for a well-designed filter
should be [18]:

0 < Kp_voltage < 1.
Ki_voltage > 1
Kp_current > 1
Ki_current > 1

For applications other than EV charging, PI values may be out of range as well
as special cases of filter designs [18].

The design steps were used for the closed-loop controllers for the two types of
filters: L-filter and LCL-filter.

2.1 Controller Design for L-Filter

The step-by-step procedure of designing a controller for an L-filter converter is
explained below in detail. It has to be noted that a constant three-phase balanced
power supply is used.

1. The single-phase equivalent model of an L-Filter is shown in Fig. 7

2. From step (1), it can be seen that the output voltage depends on the output current
which is directly related to the input current. Therefore the parameters needed in
the controller are V dc, V dc*, Uabc, Iabc.

3. The three vector parameters (abc) found in step (2) are to be converted to (dq0)
as shown in Fig. 8.

4. As mentioned in step (2), the Vdc depends on Iabc, so in d-axis, the controlled
output DC voltage should be a reference for the Id; afterward, the output of the
controller should be subtracted from Ud, which can be seen in Fig. 9a.

In all figures, PI = Kp + Ki
s and is inclusive of limiter block as shown in Fig. 9b.

Ua

Ia

AC/DC Converter

+

-
Vdc

Iconv_a

Fig. 7 Single-phase L-filter equivalent model
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Fig. 8 L-filter abc to dq0
conversion
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+
+PI Input

PI 
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Fig. 9 L-filter direct-axis controller and PI block

5. In the q-axis, Iq can be controlled by having a reference of 0, and then, the output
should be subtracted from Uq to generate the controlled Uq as can be shown in
Fig. 10.

6. The chosen values of PI controllers are:

Kp_voltage = 0.1
Ki_voltage = 100
Kp_current = 5
Ki_current = 20.

The closed-loop block diagram is similar to the basic one shown in Fig. 6.

Fig. 10 L-filter
quadrature-axis controller Iq*

Iq

PI Uq_Controlled

Uq
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2.2 Controller Design for LCL-Filter

The step-by-step procedure to design a controller for an LCL-filter converter will be
explained in detail. A constant three-phase balanced power supply is used.

(1) The single-phase equivalent model of an LCL-filter is shown in Fig. 11.
(2) From step (1), it can be noted that controlling the output voltage is equivalent to

controlling the output current which is related to the converter current and the
converter current depends on the voltage across Cf which depends on the input
current. As a result, the parameters needed are V dc, V dc*, Uabc, Iabc, IConv_abc,
UCf_abc.

(3) The three vector parameters (abc) found in step (2) are to be converted to (dq0)
before starting the control as shown in Fig. 12.

(4) To control Ud from step (2), the controller should start by controlling V dc and
gives a reference to Id_conv; then, the controlled output is a reference for Ud_cf,

Fig. 11 LCL-filter abc
parameters conversion to dq0

abc

dq0

d d d_Cf d_Conv

abc

abc

conv_abc

cf_abc

q q q_Cf q_Conv

LCL Filter AC/DC PFC Boost 
Rec fier

AC Input

Controller

High Voltage 
DC Bus 

Vdc

Uabc

Ucf_abc
Iconv_abc

Iabc

6 Rec fier 
Pulses + -

Fig. 12 LCL-filter closed-loop controller block diagram
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and the output is the reference for Id; finally, the output is to be subtracted from
Ud to generate the controlled V d as shown in Figs. 13 and 14.

(5) In the q-axis, the controller starts from Iq to control the power factor; however,
the controlled output from Iq should be a reference for Uq_cf, and the output is
a reference for Iq_conv, finally subtracted from Uq to generate the controlled Uq,
which can be seen in Fig. 15

(6) The chosen values of PI controllers are:

Kp_voltage = 0.8
Ki_voltage = 50
Kp_current = 5
Ki_current = 20.

LCL-filter closed-loop controller block diagram is shown in Fig. 13.

Vdc*

Vdc

PI

Id_conv Ud

Ud_ControlledId_conv* PI Ud_cf*

Ud_cf

PI Id*

Id

PI

Fig. 13 LCL-filter d-axis control

Iq*

Iq

PI

Uq_cf Uq

Uq_Controlled
Uq_cf* PI Iq_conv*

Iq_conv

PI

Fig. 14 LCL-filter q-axis control

dq0

abc

Ud_Controlled

Uq_Controlled

Uabc_Controlled

Fig. 15 Conversion of dq0 to abc
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Fig. 16 Filter simulation system

The last step to generate the pulses of the AC/DC converter and to achieve the
controlled pulses for all cases is to convert the Ud_Controlled and Uq_Controlled to abc
domain as shown in Fig. 16.

Uabc controlled each phase is then compared with the sawtooth of a 100 kHz
frequency to generate the pulses for the AC/DC Converter.

3 Simulation Results

3.1 L-Filter Simulation Results

The L-filter design has been simulated onMATLAB/Simulink. The overall system is
shown in Fig. 16. The AC three-phase source used is a balanced three-phase voltage
source with a frequency of 50 Hz and 415 V line to line. The line inductance value is
0.001 mH, and line resistance value is 0.1 m�. The reference DC voltage is 1200 V
and the switching frequency of AC/DC converter is 100 kHz. Power devices used in
the circuitry are MOSFETs (Fig. 17).

The result of the filter design is a regulated DC voltage with unity power factor.
Figure 18 shows the output DC voltage, and Fig. 19 shows Ua and Ia for unity power
factor.

It can be noticed that in theDC output voltage transient state, there is an overshoot,
and this can be reduced by changing the integral term of controlling the voltage.
However, it will affect the transient response time to reach the steady state, and this
depends on the application as well as components used (Fig. 20).
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Fig. 17 Simulation system

Steady State

Vdc=1200V

Fig. 18 L-filter controller DC output

3.2 LCL-Filter Simulation

Using the MATLAB/Simulink platform with the same assumptions as in the L-filter
simulation. Figure 18 shows the overall system of the LCL-filter closed-loop rectifier
(Fig. 21).
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Ua(V)
  Ia(A) 

Transient 
State

Unity PF in the Steady State

Fig. 19 Ua, Ia in the L-filter controller

Fig. 20 Full charging system simulation

Figure 22 shows the output DC voltage and Fig. 23 shows Ua and Ia for unity
power factor.
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Transient Response

Steady State

Vdc=1200V

Fig. 21 LCL-filter controller output DC voltage

Ua(V)
  Ia(A) 

Transient 
State

Steady State

Ua-Ia InPhase  
(Unity PF)

Fig. 22 LCL-filter controller Ua, Ia
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Fig. 23 CC-charging mode

3.3 CC-CV Full System Charging Results

For design verification, the whole system presented in this paper is designed on the
MATLAB/Simulink platform and is shown in Fig. 21.

The simulation is done with the same LCL voltage parameters in the previous
section and the same input source. The CC charging mode is shown in Fig. 24 and
CV charging mode is shown in Fig. 24.

4 Conclusion

This paper presented a comprehensive yet simple procedure for design of LCL-filter
for integration of EV charger to the utility grid. Firstly, different charging levels
existing in the commercial space are discussed which signifies the need for reducing
the charging time in order to promote EV culture and minimize range anxiety. Then,
to achieve fast EV charging, topology consisting of PWMrectifier and buck converter
is discussed. However, integration of this system to the grid requires design of LCL-
filter and its associated control loop. For achieving this, decoupled vector control
(based on d − q axes control) is presented here. Finally, detailed simulation results
are added for validation of the design procedure.
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Fig. 24 CV charging mode
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A Novel High Gain Boost Converter
for Interfacing Low Voltage PV in a DC
Microgird

Md. Samiullah, Imtiaz Ashraf, Atif Iqbal, and Khaliqur Rahman

Abstract Low terminal voltage at the output of a solar photovoltaic needs efficient
boost converters for establishing a proper communication and energy transfer to
the DC microgrids. In order to serve this purpose, the traditional boost converter
is required to operate at some large duty ratio which is perilous to the converter
performance and would create undesirable effects such as more losses, spikes of
voltages and poor transient response. A boost converter with significantly high gain
at low duty ratio has been presented in this paper. The proposed converter is well
suited for integration of a solar PV with the DC bus of higher voltage levels in a DC
microgrid. This particular converter is simple in structure and easily controlled with
a single train of pulses. The advantages of switched inductor circuit embedded with
the capacitor is availed in an intelligent way to uplift the voltage gain significantly.
The converter behavior and suitability for high voltage is analyzed in continuous
conduction mode, and later, the performances are verified through simulation results
at a frequency of 10 kHz.

Keywords DC–DC converter · High gain · Switched inductor · DC microgrid

1 Introduction

With the worsening of the environmental condition, renewable sources of energy
have gained a deep attention owing to the obvious reason of being environmental
friendly and availability in abundance. Moreover, the demand for electrical energy is
growing continuously leading to a huge burden on the conventional utility structure.
Solar photovoltaics (PVs) are increasingly being integrated into power distribution in
order to trim down the burden on the conventional power system [1]. Power electronic
converters act as amainstay for the appropriate utilization of these solar PVs owing to
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Fig. 1 A typical DC
microgrid

their intermittency and uncertainty behavior. Distributed generation and microgrids
are providing a source for interfacing solar photovoltaic in to the traditional structure
of the power system [2, 3]. A DC-DC converter with suitable attributes is needed to
properly link up the PV system to the microgrid. The output voltage at the terminals
of a PV panel is low (12–48 V), and a high gain converter is the first need as can be
observed from Fig. 1 [4].

For getting a high voltage to properly interface the photovoltaic unit with the
microgrid, a conventional boost converter is needed to operate at around 90% of
duty cycles, leading to many unwanted effects on the health of the converter and
may rise EMI level, voltage spikes and ruinous transients [5].

In the literature, various topologies to realize high boost up DC-DC conversion
are available. A broad classification of them is with or without transformers. A boost
converter making use of transformer for isolation is the isolated one, which mainly
moves around fly-back, forward, push–pull, and coupled inductor type [6]. Major
limitations with these converters are their bulky size, core saturation, and leakage
inductance. On the other hand, non-isolated converters do not use any transformers
and therefore comparatively compact in size. They mostly use any boosting network
such as capacitor-based voltage lifting circuits [7], switched inductor [8], and capac-
itor [9], interleaving and cascading of one another [10]. Each of the boosting circuit
has its own pros and cons different from others. Nevertheless, there does not exist
a single converter conveying all the desired benefits and fits at all the applications
[11–13]. Therefore, the research in this area is still on progress and recent topologies
with improved qualities are always on demand.

In this paper, a novel topology of a DC to DC high gain converter with many
exceptional features has been introduced. Few among them includes its high gain at
moderate duty ratio without using coupled inductor or transformer in the topology.
Low voltage RDS(ON)MOSFET can be used owing to the lower voltage stress across
them, which decreases the conduction loss in the circuit and makes a high effi-
cient converter. Switched inductor network in the circuit allows parallel magnetizing
and discharging in series of the inductors which helps the converter to easily attain
a significant high voltage. Furthermore, the switches being controlled simultane-
ously reduce the control complexity. Therefore, the proposed converter is a compact
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package of transformer-less circuit involving switched inductor to yield high voltage
at the output with an improved efficiency.

2 The Proposed Converter

In Fig. 2, the layout of the novel converter proposed in the paper is shown. The
converter design includes four inductors, six diodes along with three capacitors and
two switches. The duo switches are controlled by the same gate pulses and do not
involve a complex control strategy. Meanwhile, the identical condition is assumed
for the devices being used in the circuit to evade the complexity and difficulty in
analysis.

2.1 Steady-State Analysis During CCM

The proposed converter is analyzed in the continuous conduction mode in order to
study the behavior and to find out the expression for voltage gain. The characteristics
waveform during CCM has been plotted and shown in Fig. 5. The plot shows the
voltages across and through the elements of the converter circuit. The analysis during
CCM is done in the following two modes.

Mode I: (Duty period) from 0 to kT: In this period, the two switches of the
circuit are switched ON simultaneously with the same gate signal and the equivalent
model of the circuit during this interval is shown in Fig. 3. Only diodes D1 and
D2 are forward biased, and the output voltage is maintained by the capacitor Co.
Inductors are magnetized in parallel through switches. The voltages available across
the inductors in the circuit during this mode are presented as follows:

vL1 = vL2 = Vg

vL3 = VC1 − VC2

vL4 = Vg − VC3

⎫
⎪⎬

⎪⎭
(1)

Fig. 2 Proposed converter’s
layout
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Fig. 3 Circuit structure
during duty period

Fig. 4 Circuit structure
during OFF-duty period

Mode II: (OFF-Dutyperiod) from kTtoT: This is the periodwhen both switches
are turned to their OFF period. Figure 4 shows the conducting model of the circuit. In
the equivalent circuit, it is observed that inductors are discharging in series through
diode D1. The diode Do being forward biased provides a conduction path for trans-
ferring energy from the input to the load and the capacitor Co. The voltage across
inductors can be evaluated as:

vL1 = (Vg − VC2)/2

vL2 = (VC1 + VC3)/2

vL3 = VC1

vL4 = Vg − VC3 − Vo

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(2)

Using principle of volt-second balance on inductor L1, we come about with the
following equations:

kT∫

0

Vgdt +
T∫

kT

(Vg − VC2)

2
dt (3)

where k represents the duty ratio of the circuit and T is the time period of the gate
pulses.
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Fig. 5 Simulink model of the proposed converter with control blocks

After solving (3), the expression for VC2 is obtained as:

VC2 = (1+ k)

(1− k)
Vg (4)

Using volt-second balance principle on inductor L3, the following relation is
obtained.

kT∫

0

(VC1 − VC2)dt +
T∫

kT

VC1dt (5)

Once Eq. (5) is solved, we obtain the following relation for VC1:

VC1 = kVC2 (6)

Again, using principle of volt-second balance on inductor L4, we come up with
the following relation:

kT∫

0

Vgdt +
T∫

kT

(VC1 + VC3)

2
dt (7)

After solving (7), and using the relations from Eqs. (4) and (6), the following
relation is obtained.

GCCM = Vo

Vin
= (1+ k)2

(1− k)2
(8)

whereGCCM is the voltage boosting factor of the converter during continuous conduc-
tion mode and k represents the duty ratio. The voltage gain obtained in Eq. (8) is very
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high and an output voltage of significantly large magnitude can easily be acquired
for low input supply from any renewable sources of energy such as fuel cells and
photovoltaic.

3 Results and Discussion

The converter performance is finally examined through simulation results carried
out in Simulink of MATLAB. The obtained results verified the analytical studies,
and the converter performs well for the application it is designed for. The parameters
chosen for the simulation are summarized in Table 1, and the simulation model is
presented in Fig. 5. The capacitors and inductors values are chosen critically to make
the converter operate in CCM. A low voltage of only 10 V is applied at the input
and the duty ratio is maintained at 0.8 at a frequency of 10 kHz. Figure 6 presents
the input voltage and the corresponding voltage at the output. The output voltage for
an input of 10 V comes out to be around 790 V. This justifies the higher boosting
factor of the analytical studies. Moreover, the low ripples in the output voltage also
low justify the proper selection of the capacitance. Figures 7 and 8 show the voltages
across switches S1 and S2, respectively. It can be observed that voltage across these
semiconductor switches is not very high and low rating MOSFETs can be used.

Figure 10 depicts the capacitor C1 voltage, where it is clearly seen that the voltage
on capacitor C1 is almost constant and this voltage is attained by the capacitor once
the transient period is over. The ripples can further be minimized by increasing the
value of the capacitance. The voltage profile of the capacitorC2 has been presented in
Fig. 11. Again, this capacitor maintains a constant voltage across it which is slightly
higher than VC1. The capacitor C3 accumulates a negative constant potential across
it of around −150 V. Moreover, inductor L1 current profile is shown in Fig. 9 which
possess the natural pattern of charging during switch ON period and discharging in
switch OFF period. Figures 13 and 14 show the potential curve across diodes D4 and
D5, respectively (Fig. 12).

Table 1 Simulation
parameters

Parameters Values

Input voltage 10 V

Duty ratio 0.8

Switching frequency 10 kHz

Inductances L1 = L2 = 20 mH, L3 = L4 = 10 mH

Capacitances C1 = 100 µF, C2 = C3 = 220 µF, Co =
400 µF
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Fig. 6 Output voltage at duty cycle of 0.8

Fig. 7 Voltage across switch
S1

Fig. 8 Voltage across switch
S2
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Fig. 9 Inductor L1 current
waveform

Fig. 10 Voltage across C1

Fig. 11 Voltage across C2

Fig. 12 Voltage across C3

Fig. 13 Voltage across D4
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Fig. 14 Voltage across D5

4 Conclusion

In this paper, a novel high gain boost converter topology has been introduced. The
converter is well designed for DCmicrogrid applications where a low voltage gener-
ating system such as photovoltaic is to be integrated with the DC bus of high voltage.
The structure of the converter is simple having two switches working simultaneously
with the same gate pulses. The converter avails the advantages of switched inductor
for stepping up the voltage by magnetizing in parallel and demagnetization in series.
Moreover, the semiconductor devices being used in the circuit do not hold high
potential across them, and therefore, low rating devices can be used for designing
the prototype. The converter is analyzed during steady state of CCM, and later simu-
lation of the same has been convened to verify the analytical findings. Overall, the
converter performswell and justifies its suitability for the DCmicrogrid applications.
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Techno-Economic Analysis of Hybrid
Rural Microgrid for Isolated Hilly Area
in Indian Scenario

Md. Mustafa Kamal, Arshad Mohammad, and Imtiaz Ashraf

Abstract Hybrid renewable resources extensively used to electrify the rural areas.
To provide the reliable and economic supply of power in the rural region where
grid extension is infeasible integration of the locally available energy resource is the
best option. In the present work, economical and optimized design for electrification
of isolated rural community is proposed with the combination of locally available
energy resources. The model comprises of a PV/battery/wind and diesel generator.
The microgrid realized in the cluster of the village of Uttrakhand state of India. The
residential load of the community investigated using the HOMER energy for the
least cost and optimal design. The solar, wind potential, and diesel generator used to
perform the economic and feasibility study of the suggested model. The net present
cost (NPC) and cost of energy (COE) analyzed for the hybrid system. Further model
investigated utilizing the sensitivity of different parameters such as variation in diesel
price intermittency in solar and wind potential. The study compares the performance
of the system and suggests a viable configuration for the rural community.

Keywords Microgrid · Cost of energy · Solar ·Wind · Renewable resource ·
Electrification

1 Introduction

For the overall growth of a country, energy plays a vital role due to population growth,
urbanization, and industrial development. As per the International Energy Agency
(IEA), more than 1.2 billion persons do not have a reliable supply of electricity
worldwide. Further 95% of people are residents of Asian and African nations, in
which 80% of the people residing in rural regions. Additional 2.4 billion get an
irregular supply of power due to the runtishly and unreliable rural grid infrastructure.
The current electrification program in rural regions focuses mostly on an extension
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of the centralized grid. As per 2011 censuses in developing countries like India, still,
more than 77million depend on kerosene for lighting [1]. The remote rural population
has either partially electrified or no access to electricity. In Indian more, the 44%
population has no grid connectivity. Rural electrification for the development of
remote areas is necessary. Even in the electrified village, available power is either low
quality or irregular. More than 9000 villages in India still never connected to the grid
because of remoteness andgeographical constraints. Electrification using the national
grid not viable for these remote areas due to higher costs for developing infrastructure.
Electrification of these areas by islandedmicrogrids proliferates due to low basic cost
compared to the central grid, successful model for energy micro-financing business,
and technological advancement [2]. The infrastructure for the electrification in rural
areas is either unfeasible or costlier for remote regions. Renewable energy-based
resources perceptively used to ensure the electrification of the rural community.
For the electrification of the rural population, the integrated energy model is more
trustworthy and economical [3]. The structurer used for the electrification of the rural
region is different from urban areas. Urban grid power supply infrastructure used new
techniques such as demand-side management and power scheduling to increase the
effectiveness in electrification [4]. Available energy resources in the area can be
combined to form framework, which works on both grid-connected and standalone
mode for electrification of the rural community. Hybrid energy system popularly is
also known as integrated renewable energy system (IRES) model. The objective of
the development of IRESmodel is to provide cost-effective energy supply to the rural
community. To integrate renewable energy resources, careful and useful planning is
necessary to maximize the benefits and efficiency for customers [5]. IRES models
are widely used by the researcher to suggest the electrification of rural, remote areas.
Worldwide authors reported power electrification using a modified integration of
resources. Indian authors reported a few literature on designing of the hybrid model
[6] [7, 8]. Diverse configuration of hybrid energy systems with DG and storage
proven a reliable and economical solution for the energy need of rural areas. Kamal
et al. [9–11] modeled the integrated energy system for the remote rural village for
the hilly region and minimize the energy cost with different optimization algorithms.
Das et al. [12] examined the possible application of an integrated energymodel using
HOMER for least cost of operation in the rural region of Bangladesh.

2 Study Area

Uttarakhand formed as the 27th state of the Republic of India, with its capital is
in Dehradun. It has thirteen districts in which for the case study Tehri Garhwa. Its
headquartered is in Theri. According to the 2011 census, the population of the district
is 618,913. The region bounded by Dehradun in the west, Ruderparyag in the east,
Pauri Garhwal in the south, and Uttarkashi in the north. The locality spread in an area
of 36,242 square kilometers. Still, a large number of villages are the un-electrified
or intermittent power supply. Total, 202 villages electrified, also 57 un-electrified
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out of 250 hamlets. The government is promoting renewable-based electrification
of remote areas. Uttaranchal renewable development agency (UREDA) electrified
twenty-four villages using renewable resources in the region.

3 Load Assessment

The region contains of a group of twelve un-electrified settlements. Hence, electricity
consumption is low due to its low population density. Mainly energy consumption
increases in the eveningbecausemost of the light and apparatus switchedon, but in the
daytime, only agriculture load derives the load profile. For load estimation, the exten-
sive survey conducted and asked a few questions regarding which types of load they
used and howmuch time they used. To supply the energy resource, the expected load
of the area explored. The electrical load and energy consumed for cooking purposes in
the study area have surveyed.Domestic loads of each house require awater pump, fan,
television, radio, compact fluorescent lamp (CFL), press-iron, etc. Commercial loads
consist of small shops of the village, mini diary, flourmills, commercial water pump.
Agriculture load includes different loads, which used for agriculture purposes such
as crop threshing machine, water pump, thrashing machine, agriculture apparatus,
and fodder cutting machine. Community loads include hospital, school, community
hall, streetlight, post office, market, etc. The energy demand, which shown in Fig. 1,
peak energy demand is 148.67 kW respectively. In the study area, the household
survey performed to get which types are load they used. The load profile consists of
different types of loads, which used in commercial, domestic, and community loads.

The solar photovoltaic system (SPV) consists of several PVmodules. Solar radia-
tion data taken for the geography located between 28.47 latitude to 78.14 longitudes.

Fig. 1 Load of the area
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Fig. 2 Monthly average insolation and clear index of the region
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Fig. 3 Average monthly wind speed of region

The area has annual average solar insolation is 5.32 kWh/m2, and in May, maximum
insolation is 7.420 kWh/m2.

The region has enormous solar potential; the total annual solar energy potential
recorded as 22,369 kWh/m2/yr. Figure 2 displays the monthly insolation and clear-
ness index of the investigated area. Figure 3 suggests themonthly averagewind speed
of the region.

4 Problem Formulation

The microgrid is an alternative to come across the energy requirement for the un-
electrified communities.Microgrid integrates the locally available energy resource to
form a hybrid energy model and can work with grid-connected as well as standalone
mode. To electrify the local community by using solar/wind/diesel/storage device
formed a standalone microgrid. The schematic of standalone microgrid iss shown in
Fig. 4. The proposed model is to provide reliable and economical electrification of
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Fig. 4 Schematics of the
hybrid model

Table 1 Specifications of component used in modeling of microgrid

Parameters Wind turbine PV Battery Converter Diesel

Rating 8.1 kW 1 kW 6 V 1 kW 10 kW

Capital cost ($) 29,000.00 3300.00 500.00 900.00 $6500.00

Replacement cost ($) 25,000.00 2300.00 500.00 900.00 5500.00

O&M cost ($) 400.00/yr 8.00/yr 10.00/yr 00.00 0.20/h

Lifetime 20 yrs 25 yrs 500 cycles 20 yrs 12,000 h

rural region. Storage devices used to store energy when the production of energy in
surplus amount and supply the energy in peak hours.

For electrification of the rural community, a standalone energy systemwith battery
is proposed for the above-stated load profile. The specification of components used
listed in Table 1

4.1 Energy Management Strategy and Optimization Method

A battery bank used in the project to counter the intermittent nature of renewable
energy resources. The energy resources depends climate conditions, and the tempera-
ture of the area is not always available.When generated, energy is more than required
load battery bank store the energy, and it will be used when no power is available.
For the uninterrupted supply of energy, diesel sets also provided.

The proposedmodel is to electrify the rural villages where grid extension is unfea-
sible. The model optimized using hybrid optimization mode for electric renewables
(HOMER) and developed by National Renewble Energy Laboratory (NREL), the
USA. The software used to simulate, optimized, economic analysis, and sensitivity
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analysis of the proposedmodel. For the optimization HOMER software, simulate the
all-possible combination of components based on the requirement of energy every
year. For the sensitivity analysis, the parameters of component varied and the effect
studied on the model. For the feasible solution of the model, all constraints must be
satisfied. To analyses, the integrated model following criteria considered.

The total net present cost (NPC) of the integrated model comprises all costs and
expenses in the project period. It consists of initial capital costs, emission penalties,
O&M cost and replacement costs, fuel costs, and cost included in purchasing cost
from the grid. Total annualized cost consists of the combination of capital costs,
O&M costs and replacement cost for all the components. The NPC can modeled by
Eq. (1)–(3).

CNPC = Canu

CF(i,m)
(1)

CF( j,m) = j(1+ j)m

(1+ j)m − 1
(2)

j = r − f

1+ f
(3)

where

CF is the capital recovery factor,
Canu is total annualized cost,
r is the rate of interest,
f is the yearly inflation frequency, and
m is the lifespan of the plan.

Levelized cost of energy is a significant factor for the economic calculation of the
energy model. It is measured in terms of the average cost to produce one kWh of the
energy by the system. LCOE is the percentage of the yearly cost of energy produced
to the total beneficial energy created by the system.

5 Results and Discussion

The proposed system is to deliver a consistent supply of electricity of the community
wherever grid extension is not possible. The results of the optimized case and sensi-
tivity analysis were simulated for the different combinations of the components in
the integrated model. For the PV capacity of 6.88 kW, Li-ion battery has 43 numbers
of strings, and diesel capacity has 10 kW; the cost of energy is $0.6122 and the net
present cost is $173,329. Summary of simulation result is shown in Fig. 5. Figures 6
and 7 show the results of different simulation parameters.

Figure 5 suggests the total optimal cost of the project.
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Fig. 5 Total optimized cost

Fig. 6 Cashflow of the system

Figure 7 displays the optimized monthly energy production for the least cost of
operation.

For the analysis and reliable solution of electrification of the rural community,
the different combinations of available energy resources are tested for lest the cost
of energy as well as net present cost. Table 2 shows the unusual combination of
renewable energy resources.
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Fig. 7 Monthly electricity production by diesel and PV system

Table 2 Optimization result Combination LCOE ($) NPC ($)

PV//battery/wind/diesel/converter 0.612 173,329.00

PV/diesel/battery/converter 0.524 148,230.00

battery/converter/diesel 0.622 176,030.00

wind/battery/diesel/PV 0.653 184,935.00

PV/converter/battery 0.777 218,260.00

PV/converter/battery/wind 0.824 231,432.00

PV/battery/diesel 0.839 237,487.00

For the sensitivity analysis of the intermittent condition of renewable energy
resources, consider the availability of renewable resources depends on the topo-
graphical position and climatic condition of the area. Diesel price subjected tomarket
variation for the sensitivity analysis three different diesel prices considered. Table 3
summarizes the LCOE and total NPC for the variation of parameters such as radiation
wind speed, insolation, and diesel price variation.

6 Conclusion

In the existing work, a hybrid model of the energy system, which comprises of
solar/wind/diesel/battery, proposed to electrify the rural community where grid
extension is not possible. The proposed microgrid system is worked in standalone
mode. The study of the energy system carried out for the twelve un-electrified villages
of Uttarakhand (India). The simulation results suggest that the lowest cost of energy
for the integrated model is $0.6122, LCOE, and total NPC is $173,329. For the feasi-
bility study, different combinations of energy sources were analyzed. It found that to
electrify the remote community in the proposed area PV/wind/battery/diesel provide
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Table 3 Diesel price sensitivity results

Diesel price ($/L) Solar isolation Wind speed LCOE ($) Total NPC ($)

0.980 4.00 4.00 0.524 148,230.00

0.980 4.50 4.50 0.508 148,230.00

0.980 4.80 4.66 0.490 143,939.00

0.980 5.32 5.00 0.500 141,676.00

1.00 4.00 4.00 0.492 145,098.00

1.00 4.50 4.50 0.513 142,835.00

1.00 4.80 4.66 0.528 141,889.00

1.00 5.32 5.00 0.505 142,855.00

1.20 4.00 4.00 0.552 156,399.00

1.20 4.50 4.50 0.541 153,074.00

1.20 4.80 4.66 0.543 151,078.00

1.20 5.32 5.00 0.546 151,199.00

least cost compared to other combination. The sensitivity analysis for the variation
of diesel price is carried out for the suggested model. This study suggested that the
survey carried out for the rural community is useful for electrification planning.
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Fabricated CdO-ZnO Films: A Potential
Candidate for Optoelectronics Device
Applications

Rayees Ahmad Zargar, Malik Mubasher Hassan,
and Muzafer Ahmad Sheer Gogre

Abstract Fabrication of transparent conductive oxides (TCO)-based material has
gained much importance because of its exceptional industrial applications. This
Chapter reports preparation and characterizations of pure CdO and Zn-doped
Cd0.75Zn0.25O screen printing films on glass substrates. For structural character-
istics, X-ray diffraction (XRD) shows nature of polycrystalline for pure CdO film,
whereas Cd0.75Zn0.25O film shows mixed phase of CdO and ZnO with maximum
diffraction at (111) plane. For optical property, UV–visible spectra show optical band
gap energies of 2.43 eV for CdO and 2.87 eV for Cd0.75Zn0.25O film followed by
direct transition. The DC conduction mechanism from two-probe method confirms
the semiconductor nature of the films.

Keywords TCO · XRD · UV–visible · And conductivity screen printing

1 Introduction

Studies from the past few years transparent conductive oxides (TCO) films have
shown a broad scope in the research as they show an essential diversity in their
response to the light and hence in the field of optoelectronic devices [1–3]. Cadmium
oxide (CdO) and zinc oxide (ZnO) represent II–VI classes of prominent wide band
gap semiconductors and more importantly their absorption edge found within the
ultraviolet region; this could play a key role for generation of electron–hole pair (e–h)
[4]. CdOone of the famous n-type semiconductors having energy band gap of 2.48 eV
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has widely used in optoelectronics due to its exceptional electrical conductivity and
good transparency in the visible spectrum region and is consider to be the bestwindow
material in CIS and CdTe hetero-junction [5]. Similarly, ZnO is also being n-type
semiconductor material having energy band gap of 3.37 eV, very cheap, huge exciton
binding energy of 60 meV as opposed to 25 meV of GaN, high thermal stability and
environmental friendly. Due to these characteristics, ZnO has been consider as a
promising dopant in the of field of optoelectronic devices [6]. Therefore, alloying of
these two metal oxides not only modulates the optical band gap but also conductivity
of the material and thus makes the composition more fruitful in the deposition of
hetero-junctions-based photovoltaic devices [7].

This chapter highlights the easy fabrication and basic characterization of CdO and
CdZnO films developed by simple screen printing method. Screen printing method
has many distinct advantages as compared to the mentioned methods [1, 4–7]. The
distinct features of screen printing coating such as very simple, low cost, eco-friendly,
no material wastage, high porosity and cover large area and hence prove a truly easy
and suitable deposition method [8]. The motive of this work describes the fabrication
of large area CdO and CdZnO films via economical screen printing technique for the
purpose of optoelectronics applications.

2 Experimental Measurement

For the fabrication of photovoltaic films, the following materials were used: CdO,
ZnO, CdCl2 and ethylene glycol, and these materials were identified as (AR)-grade
and purchased from Aldrich company. Pure CdO and Cd0.75Zn0.25O pastes were
prepared separately with 10% of anhydrous CdCl2, and ethylene glycole was added
as dropwise (binder). The prepared paste of CdO and Cd0.75Zn0.25O was used on
cleaned glass substrates by means of screen printing technology. The full procedure
of film casting is already reported in reference [9]. Further, the coated films were
annealed in a heat controlled furnace at 550 °C for 10-min in order to evaporate the
organic materials completely. The film thickness was found in the order of 5 μm by
using a profilometer (Surftest SJ—301).

3 Results and Discussions

3.1 Analysis of X-Ray Diffraction (XRD)

Diffraction spectras of the CdO and Cd0.75Zn0.25O films are depicted in Fig. 1. It
has been observed that (111), (200) and (220) are confirmed CdO peaks as per
JCPDS (05-0640) file. Whereas extra peaks of (100), (002), (101) and (110) are
identified in Cd0.75Zn0.25O film and these peaks are of ZnO confirmed from JCPDS
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Fig. 1 XRD pattern of
CdO-ZnO (prepared films)

(36-1451) file, respectively. In Cd0.75Zn0.25O film the peaks shifted towards lower
angle, intensities fall down and also, full width half maximum (FWHM) becomes
broader upon Zn content. These changes may be because of unsymmetrical change
in crystallites size (due to 25% ZnO doping). The various structural parameters via
particle size,the dislocation density and strain can be estimated for the most intense
diffraction peak (111) plane by using Eqs. (1), (2) and (3), respectively [10]. The
calculated parameters are displayed in Table1. The well-known Debye–Scherrer’s
Eq. (1) has been applied for evaluating the particle size (Ps) of films.

Ps = 0.94λ

βcosθ
(1)

where

λ source wavelength (1.54 Å) by using Cu-Kα,

Table 1 Analysis of various XRD parameters is given below

Sample Particle size (nm) (Ps) Dislocation × (1015

lines/m2) (δ)
Strain × (10–3 lines/m4) (ε)

CdO 24.51 1.67 2.27

CdO-ZnO 20.23 2.24 2.54
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B full width at half maximum (FWHM) in terms of radian and
θ Braggs diffraction angle.

The dislocation density (δ) has been calculated by using Eq. (2).

δ = 1

P2
s

(2)

Meanwhile, the strain (ε) possessed by the films was obtained by using Eq. (3).
The variation in the parameters is due to decrease in particle size upon Zn doping
and confirms the phase segregation in CdO-ZnO lattice [9].

ε = β cos θ

4
(3)

4 Optical Analysis

In modern technology, optical properties such as band gap tailoring play a significant
role for designing efficient devices. Defused reflectance spectroscopy is used where
light is scattered especially in powdered samples. The present paper discusses the
nature and determination of optical energy band gap for pure and doped samples
by using defused reflectance spectroscopy in the range of 400–1200 nm. Figure 2
shows the variation of wavelength dependence of diffused reflectance spectra of pure
CdO and doped Cd0.75Zn0.25O films. This spectrum shows blue shift, i.e. the shift
towards longer wavelength side which indicates the increase in optical energy band
gap, when zinc content is incorporated.

The energy band gap (Eg) can be obtained from the famous Tauc’s law (4).

α = B

hv
(hv − Eg)

n (4)

where Eg represents optical band gap, B is a constant and n represents the optical
transitions (for direct case transition n = 1/2) [11]. The Kulbel–Munk function can
be expressed from the linear extrapolation of the curve between [F(R)hν]2 verses
photon energy (hν), which gives the actual optical band gap of material [12]. The
variation between photon energy and diffused reflectance is displayed in Fig. 3, and
from this plot, the direct transition is clearly visible and optical band gap energies
were estimated as 2.43 eV for pure CdO film and 2.83 eV for Cd0.75Zn0.25O film.
The optical band gap was enhanced upon doping of Zn from CdO to Cd0.75Zn0.25O
and is consistent with reported value of Ref. [13].
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Fig. 2 Reflectance spectra
of CdO-ZnO films

Fig. 3 Tauc’s plot of of
CdO-ZnO films
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Fig. 4 DC resistivity
measurement of CdO-ZnO
films

5 Electrical Conduction Mechanism:

The electrical characterization plays a main role for the identification of photovoltaic
material; in this report, the DC resistivity measurement of CdO and Cd0.75Zn0.25O
fabricated films was carried out by using Keithley 4200 two-probe system. Figure 4
depicts that Cd0.75Zn0.25O film possess a high resistivity due to effects of grain
boundary and larger band gap of the ZnO, and this could create a potential barrier
hence causes reduction in conductivity [11]. The temperature dependence of dark
electrical resistivity (DC) variation can be depicted by using a simple Arrhenius
Eq. (5).

ρ = ρ0. exp

(
Ea

kT

)
(5)

where ρ0 is the factor (pre exponential), Ea is the electron activation energy, T
is the constant of Boltzmann’s and k is the temperature (in Kelvin) respectively.
Both the films show semiconducting type behaviour w.r.to temperature. The electron
activation energy for CdO and Cd0.75Zn0.25O fabricated films were calculated from
the slope of graph as shown in Fig. 4. Activation energy was found to increase from
0.17 to 0.23 eV upon Zn doping. This increase in activation energy is a consequence
of increase in resistivity that may be as a result of increase in band gap.

6 Conclusion

In summary, CdO and doped Cd0.75Zn0.25O films were successfully fabricated on
glass substrates via low-cost coating method (screen printing). The analyses of
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various parameters were studied in view point of their photovoltaic applications.
From the XRD, it was observed that decrease in crystalline nature of the fabricated
film showsmodification in crystal size and other parameters with the addition of ZnO
into CdO. From the optical analysis, band gap of Cd0.75Zn0.25O film increased upon
Zn concentration. Also from electrical study shows that DC resistivity measure-
ment of the Cd0.75Zn0.25O film increased. This study appeals that CdO-ZnO is a
desired wide band gap material and strongly recommend the use of these films in
optoelectronic device applications.
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Study of Different Topology
for Multilevel Converter and Inverter
Modulating in Cascaded H-Bridge
Solid-State Transformer

Vimal Singh Bisht, Rakesh Thapliyal, Navneet Joshi,
and Manoj Kumar Singh

Abstract This paper describes the utmost significant topologies and governor
systems formultilevel converters and inverters alongwith their applications, enabling
technology for modulating and implementation of power electronic-based distri-
bution transformer. The motive of the work is to recognize a technique which is
proficient of helping other features of a transformed used in distribution. SST has
AC–DC and DC–AC stages received as they are capable of delivering good quality
at the output. The desired essential voltage with minimum THD at the output is also
achieved. The different modulation scheme for a solid-state transformer (SST) and
overall model represents input rectifier AC–DC stage, isolated DC–DC converter
and DC–AC output inverter stage. The model output of some DC–DC converter
is connected to separate battery bank, which has been acting as distributed energy
storage device (DESD) for solid-state transformer (SST). Mathematical modeling
of controller is formulated and the dynamic characteristics of solid-state-based
distribution transformer are verified by MATLAB.

Keywords Isolation bridge · Dual active bridge (DAB) multilevel cascaded
converter · Multilevel inverter · Solid-state distribution transformer (SSDT) ·
Distributed energy storage device (DESD)
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1 Introduction

The transformer is extensively cast-off in power system engineering for performing
some important functions like transformation of voltage from one circuit to another
and isolation of two circuits. Meanwhile, the dimension of a transformer and
traditional cast-off Cu-based iron is contrariwise proportional with the operating
frequency, thus shooting the frequency helps us in using the core in a better way and
also helps us in reducing the size of a transformer. Compared with the traditional
transformer PE transformers are not only small in size but it also saves the use of oil,
which is not at all required in PE transformer [1, 2].

In this paper, a different converter and inverter topologies are compared for inte-
gration with SST model. Organization of the paper is as: Section 3 presents basics
of different topologies of converter suggesting the desired topology under different
condition. In Sect. 4, the different DC–DC link connection methods has been used
for SST. Section 5 deals with the operating modes of different inverter topologies
for output. The simulation results and the proposed topology are discussed in Sect. 6
followed by the conclusion in Sect. 7.

2 AC–DC Converter Topologies

Rectifier composed of diodes and thyristor bridge converters. IGBT converters have
been traditionally used to obtain voltage direct current from one side of the utility.
The disadvantages of this AC–DC rectifier are they who allow the utility to break
with the lower order harmonics, which are difficult to filter. In a power system, a
load having lower value of PF takes more current for doing same work. As we all
are aware of that higher amplitude values of current increases the loss in distribution
wing of PS, thus, we need to have great power cable connected to the system. The
easiest way to control the harmonic current is by using a passive [3–7] filter.

However, the use of modulation techniques such as SPWM and PWM AC–DC
converter to control the switching speed for purely DC output waveform resulting
reach near power single and also using the inductor is connected with the supply side
of sinusoidal input current [8].

Distortion sine wave normal normally created by harmonics with nonlinear loads
such as variable speed drives, arc devices, electronic ballast and power supplies. They
can cause the equipment close to failure, voltage distortion and generate resonance
with the utility. The THD levels of the signal are defined below in Eq. (1) as:

THD =
√

I 22 + I 23 + · · · + I 2N

I1
=

√∑N
N=2 I 2N
I1

(1)

Relation between distortion power factor and total harmonic distortion is given
by Eq. (2):
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Distorationpf =
√

1

1 + THD2 (2)

2.1 Three-Phase Diode Rectifiers

Three-stage rectifier diodes are mostly used in engineering domain for providing the
input voltage to the motor drives and DC–DC converters [8–10]. These rectifiers are
of low in cost but they attract non-sinusoidal currents or reactive power deteriorating
the superiority of the power system.

These aspects of non-sinusoidal nature of currents have a bad effect together on
PF and PQ. The THD in current for diode rectifiers is generally up to 30% and the
PF is less than 0.954. It is seen that even though the displacement power factor is
unity, the distortion PF is very high due to the presence of huge harmonic content
which results in low PF.

2.2 AC–DC Converter Topology

PWM converters are used for shifting frequency harmonics resulting in there higher
value where they can be easily filtered. A six three-phase AC converter consists of
external control voltage loop and current control internal loop. The current controller
detects the input current and compares it to a reference sinusoidal current [2]. To
acquire this, information up to date reference phase voltages utilities or current is
required.

2.3 Conventional Cascaded Multilevel Converters

Primary stage of SST connected multilevel inverter H-bridge. The modular structure
of this stage is input converts the AC to square wave with high frequency directly.
Main challenges in control rectifier CHB keep DC link voltages to the desired refer-
ence value. When the implementation of high voltage converters, unequal loading
lead it to disturb the DC voltage level. This unequal loading by maintaining control
of the controller and PI control and DQmethods. The control device is adapted to the
DC level by minimizing the error signal obtained at each level, and controlling the
rectifier CHB rectifier output voltage level. Each value of input voltage and current
is converted to DQ frame reference and compared with the desired DC level voltage
and current which formed inner and outer current and voltage loops, respectively
[1, 2].
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3 Topologies for DC–DC Converter

3.1 Three-Phase DAB DC–DC Converter

The output for each phase is at 120° from each other. The rated output current is
increased by inserting three phases in parallel and increasing the driving frequency
to three times of the supply frequency. This reduces the ripples in current by great
amount due to cancelation effects. The fed rate of DAB is organized by phase
displacement between the low voltage sides of active bridges.

When three-phase DAB start operating in the boost mode the energy start flowing
form LV side of transformer to the HV side. And now when the energy of high side
DC flows to the circuit the LV side the DAB start working in the BUCK mode.

3.2 DC–DC Converter with Dual Active Bridge

All the switches present in the circuit of DAB are to be operated under constant
frequency. The duty cycle choosen for the operation at constant frequency is taken
as 50%.

Each rectifier CHB connected with level high DC-DC converter voltage across
the DC capacitor ‘Ci’. The DC voltage from step input is moderated at high level
of frequency where square wave couples with high frequency transformer and then
transformed to lower voltage DC. Here, the high frequency module connected to
each DC–DC converter input and output square wave transformer controlled by the
PI controller. High frequency link transformer maintains isolation between primary
winding and secondary winding sides. In the isolation step, various types of DC–DC
converters are used. Among the full-bridge topologies, the voltage zero voltage has
better performance than other topologies.

4 Inverter Clamped with the Diode

From the figure given below, we can understand the working of a three-level diode
clamp inverter. In the circuit, we can see capacitor’sC1 andC2 are connected in series
and three levels are allocated for defining the bus voltage of the circuit. The point
where these two capacitors are meeting is classified as neutral point of the circuit.
The voltage of the output is having three stages: (a) V cc/2, (b) 0 and (c) −V dc/2. For
the voltages having level V dc/2, the S1 and S2 need to be turned on and for level 0 S1

and S2 and need to be turned off. See Figs. 1 and 2.
Presence of D1 and D

′
1 in the circuit makes if different form traditional one.
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Fig. 1 Three-level diode clamp converter

Fig. 2 Five-level diode
clamp converter

5 Cascaded Multicell Inverters (CMI)

CMI is another type of converter that is based on series DC converts having their
separate sources. Figure 2 shows the power supply of the circuit having nine (9)-level
inverter leg along having four (4) cells associatedwith each phase.Voltages generated
by the individual cell is added and processed to obtain the resulting voltages. The
resulting waveforms are almost sinusoidal in nature; this is achieved even without
applying any filter.



80 V. S. Bisht et al.

6 Results and Discussion

6.1 Performance of CHB Rectifier

The first simulation investigates the behavior of cascaded high level voltage rectifier
with DQ control strategy at four-level rectifier stages. All parameters calculation of
CHB rectifier to obtained desired DC level voltage is shown in Table 1.

CHB four-level rectifier controller controls the gate pulses at switching frequency
of f s = 4 kHz where DC voltage across CHB rectifier is 4 kV, high voltage capacitor
Ci = 0.047 F and input inductance Ls = 2 mH. Waveforms of the voltage can be
clearly seen from Figs. 3 and 4.

Table 1 Value of input stage
parameters

Parameter Symbol Value

Input voltage (rms) V in 11 kV

Input inductance Ls 2 mH

DC bus capacitors Ci 0.047 F

DC bus voltage Vdc 4 kV

Number of series cells N 4

Proportional gain (voltage) Kpv 2

Integral gain (voltage) K iv 10

Proportional gain (current) Kpi 80

Integral gain (current) Kii 1000

Frequency of the line f l 50 Hz

Frequency used for switching f s 4 kHz
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Fig. 3 I/P stage I and V waveform analysis
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Fig. 4 Rectifier output DC voltage

Table 2 DC–DC converter
parameters values

Parameter Symbol Value

Input DC bus voltage Vdci 4 kV

Number of parallel cells M 4

DC bus capacitors Ci 0.047 F

Output DC voltage Vdco 400 V

High frequency transformer rating Phft 50 kVA

Turns ratio k 10:1

DC bus capacitor Co 200 µF

(PG): proportional gain Kp 10

(IG): integral gain Ki 1000

Switching frequency f s 25 kHz

6.2 Performance of the DC–DC Converter

DC–DC conversion has been carried out through high frequency link transformer at
f s = 25 kHz with proposed controller has elaborated in this isolation stage of SST.
The main parameters used simulation is shown in Table 2 and the performance of
the same can be seen in Fig. 5.

6.3 Inverter Stage Performance

For three-phase inverter, which is connected at other ends of SST characteristics of
waveforms are as follows. Figures 6 and 7 shows the inverter performance which
shows the three-phase voltages across output.



82 V. S. Bisht et al.

Fig. 5 DC–DC converter input and output DC voltage
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Fig. 6 Inverter output three-phase voltage

Fig. 7 Unequal load variation in DC voltage
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6.4 Effect of Unequal Loading in Performance of SST

In the CHB rectifier, unequal loading by increasing 25% to 50% to investigate the
performance of isolation stage output and overall SST output value of voltage and
the current can be seen in the following figures. Figure 15 shows the DC link voltages
across four levels CHB rectifier for loading as R1 = 20 �, R1 = 25 �, R1 = 30 �

and R1 = 20 �.
It is to be found that due to unbalance loading DC voltage across each level of

CHBcalculated obtained asV dc1 = V dc4 = 3880V,V dc2 = 4090V andV dc3 = 4253V
for simulation time t = 0.3 s. This effect of unbalance loading will not disturb the
output performance.

6.5 Temperature Rise Analysis for IGBT

The semiconductor switches integrated with a diode such as diode IGBT model to
allow both the losses in the semiconductor switch and the diode individually specify
using only one set of lookup table. Due to the reverse polarity of the diode, the diode
losses are added to the tables of the loss in the semiconductor switch by the extension
of the table of the negative voltage and the current of the negative direction for losses
diode in conduction, and the positive voltage and the direction of the negative current
to the diode switching losses can be seen from Figs. 8, 9 and 10.

7 Conclusion

In this paper, a topology for various rectifiers, DC–DC converter and the inverter
output have been discussed and proposed outcome of the multilevel topology suited
to compound the series connection of multiple inverters sublevels. The complete
proposed topology has been optimized for different purposes. This topology has been
compared with the topologies presented in symmetrical CHB inverter multilevel and
multilevel inverters asymmetric CHB. Tables 1 and 2 show the number of parameters
SST topology and algorithms suggested topologies presented in using rectifier stage,
and the average DC voltage is achieved. Rectifier controls the input power and high
voltage reduce stress levels. DC–DC isolated ensure proper regulation of sides of the
input and output. The simulated result shows good SST performance of the balance
with the control strategy of the proposed state.
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Fig. 8 Turn on loss by temperature rise

Fig. 9 Turn off loss by temperature rise
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Fig. 10 Temperature rise in IGBT during switching
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Efficient Object Removal and Region
Filling Image Refurbishing Approach

Mahroosh Banday

Abstract Inpainting is a technique to restore damaged portions in images such that
it is imperceivable to the naked eye. The challenge is to fill the damaged regions
of images such that it looks more discernible and visually plausible while restoring
the unity of the picture. Inpainting has various applications such as restoration of
damaged photographic images, paintings and removal of particular objects from
photographs and images. In this paper, a novel inpainting approach has been intro-
duced that removes objects from images in an indistinguishable manner. Although
the exemplar-based traditional object removal approach has certain plus points such
as ability to preserve textural, structural details of an image and also preserves
lucidity in images, it does not preserve the visual quality of inpainted images. This
paper proposes a robust “image refurbishing” algorithm for both synthetic and real
unshaded textured images wherein the local information from synthesized patch
is used to reconstruct the target area in the image in pixel-by-pixel manner, thus
propagating structural as well as textural information simultaneously using a single
efficient algorithm. Furthermore, the state-of-art inpainting methods available till
date use air-brush masking method; however, in the proposed approach, masking is
automatically donewhich helps in reducing the inpainting time. The inpainted images
obtained using the proposed approach are visually appealing which depict the effi-
ciency of the proposed method in removing desired large objects from photographs
and other images. The experimental results of the proposed method compare favor-
ably to the state-of-the-art object removal approaches, showing supremacy of the
proposed technique over others in terms of computational efficiency, visual quality
of inpainted images and inpainting time.
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1 Introduction

Inpainting is the term borrowed from medieval art where the restoration artists are
tasked to bring the old photographs and damaged paintings close to the original state
by filling in the missing gaps in order to make the destroyed artwork plausible while
restoring its uniqueness. Image inpainting is a new and active research area [1] during
the present decade, and its objective is to revert deterioration (scratches and cracks in
photographs) and to remove undesired writings and objects from the image [2]. The
inpainting problem first appeared in telecommunication sector where it was required
to fill the image blocks lost during the transmission.

Digital image inpainting refers to the technique that is used to reconstruct
corrupted and missing portions in an image utilizing information from neighboring
areas of that particular image in such a way that the alterations made in restored
workpiece are apparently valid [3]. The purpose of inpainting is enhancing the
overall quality of the image by reverting deterioration to make it more legible while
conserving the unity of the image. In recent years, an important part of artistic
and scientific work is stored in the form of image and film archive. Thus, digital
image inpainting has become a hotspot in digital photography and film industry.
Image inpainting has numerous applications such as photo and film restoration,
disocclusion, text removal, special effects in movies, red eye removal. Digital image
inpainting is actually a linear transformation [4, 5]. A large number of inpainting
algorithms continuously come forth due to extensive technology advancements and
research in this field and the goal of all is to enhance the quality of image. The
general steps that determine the underlyingmethodology (Fig. 1) [6] of any inpainting
algorithm are:

1. Thefigure determines theway inwhich the target region is to be filled, the purpose
being to conserve the unity of the image. Thus, the first step is to identify/mask
the target region (�) to be inpainted.

2. Structure of hole (∂�) is extended into the gap.

Fig. 1 Entire image I, the
target area � to be restored
and its contour ∂�
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3. The target region/gap is then filled with pixels (x, y) ε � that match with those
at the inpainting domain (∂�) boundary.

4. Minute details are then inpainted, or in other gates, the texture is added.

In order to retain the image data and conserve the unity of the picture, various
techniques of inpainting have been proposed by researchers. Generally, digital
inpainting approaches can be categorized into two main classes—diffusion method
and exemplar method.

The most basic diffusion techniques are pixel interpolation-based [7–10].
Bertalmio et al. [11] was the first to present the digital inpainting approach that
has been inspired from the partial differential (PD) heat flow equations. The partial
differential equation-based approach is modeled to reconstruct the corrupted areas
by diffusal of information from the known image area into the target area along
direction of the isophote [12]. The main problem of this method is that it cannot
restore textured images where it gives blurry result.

Another class of inpainting methods is the exemplar-based technique. Each state-
of-the-art exemplar algorithm is based on the technique of synthesizing a texture
sample using the information fromneighboring region. Criminisi et al. [13] presented
a patch-based exemplar approach that works on standard texture images where the
accurate match texels from the original source region are recognized and copied
directly into the missing region. Exemplar-based method combines features of both
diffusion methods and texture synthesis [14] to determine the fill-in process. On
comparing with the PDE method, exemplar-based method gives better results for
large missing regions, but the overall cost of exemplar-based method is huge because
of its iterative nature.Moreover, in most of exemplar-basedmethods, accurate results
cannot be achieved because large missing area is filled with small synthesized arti-
ficial patches producing observable artifacts [15]. Zhang et al. [16] presented an
inpainting method for filling in missing regions using the superpixel segmentation
approach and considering aminimal user input.Ding et al. [17] proposed an algorithm
for inpainting images using geometric structures and texture having large missing
regions. The method reproduces the textural information using a nonlocal Gaussian
texture measure and also uses trimmed mean filter for enhancing pixel intensity so
as to achieve inpainted images. In [18], the authors have proposed a pixel-based
algorithm for removal of objects from the images, and algorithm repairs the affected
region by using the similar contour pixels that are around the affected areas.

In this paper, we introduce a new and efficient pixel-based “image refurbishing”
approach for removal of bigger objects from images. This method utilizes local pixel
information from the synthesized sample texture for reconstructing the lost data in the
target region, propagating both structural and textural information simultaneously,
thereby providing improved visual quality. Unlike all inpainting algorithms, our
algorithm masks the target region automatically which adds to the efficacy of our
algorithm.Compared to the exemplar-based algorithms, our algorithmgives plausible
inpainting results.

PaperOutline: Section 2 presents the idea of traditional exemplar-based inpainting
approach. Section 3 of this paper presents the proposed refurbishing algorithm for
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object removal. The experimental results of the proposed algorithm and traditional
exemplar technique are compared in Section 4 of this paper. Section 5 discusses the
conclusion and future scope of the work.

2 Exemplar Inpainting Approach

The idea behind the exemplar inpainting technique refers to the use of texels or
image blocks extracted from either the source region in same image or from another
image belonging to a set of representative images. The aim is to fill the hole with
best candidate patch from the same image source region [6, 19]. One of the most
important algorithms that is given as a referencewhile discussing exemplar inpainting
approach is the one put forward by Criminisi et al. [13]. This algorithm focuses on
removal of large objects from the image while filling in hole that is left behind
with the information from the neighboring area. The very essence of exemplar-
based inpainting method is extending the linear structure of the image and finding
the patches from the complementary area of the hole which contains the desired
information that needs to be filled in the gap. A description of the underlying concept
of exemplar inpainting method is presented here for better understanding.

Figure 2 depicts the procedure of exemplar-based inpainting approach [20, 21].
Let us denote the input image as I, target area and its boundary by� and ∂� = I −�,
respectively, � = I − � is known area, �p denotes the target patch, and the source
patch/candidate patch is denoted by �q. This method starts the inpainting process
by filling the missing regions first near the boundary of the target area (�) using
texels blocks from the source area (�)[22]. The priority value P(p) for all the
boundary points is computed, and the patch centered at the point (p) of the boundary
(∂�) having maximum priority is filled first. The priority of patch is computed as
multiplication of data term D(p) and confidence term C(p). The confidence term
C(p) gives the count of pixels known in target texel, and data term D(p) is a function
that determines isophote at point (p) [23, 24].

Thus,

P(p) = C(p) · D(p) (1)

Here, C(p) is the confidence term defined as:

C(p) =
∑

q∈�p∩� C(q)
∣
∣�p

∣
∣

(2)

here,
∣
∣�p

∣
∣ is the size of patch �p. And D(p) is the data term given as:

D(p) =
∣
∣∇⊥ Inp .

−→np
∣
∣

α
(3)
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Fig. 2 Texture synthesis using exemplar-based method a image with φ as source area, � as target

and ∂� as boundary. b restoration region delimited by the ψp patch having center at p. c
(
� ′

q, �
′′
q

)

as candidate patches in the source area. d best-match candidate patch extended to the area delimited
by patch ψp, getting l fill-in of � partially

here, α is the factor of normalization (for gray-level image, α = 255), −→np is the
orthogonal unit vector to the contour (∂�) at point p, and ∇⊥ Inp is isophote which
is located at point p. Taking initial value of C(p) = 0;∀Pε� and C(p) = 1;∀Pε�,

the below given steps are iterated till all the target region (�) is fully filled [13]:

1. Identify the region to be filled ∂� from target region (�).

2. Compute the priorities of patches for all patches centered at the boundary of
�.

3. Select �p patch with highest patch priority P(p).
4. Within the source�, the best-match�p patch selected that has the least sum-

of-squared difference (SSD) with the �p patch with center at p∀pε(�p ∩
�).

5. Fill the region (�) in target area patch with the pixel data from the best
candidate patch �q, ∀qε�.

6. Update the pixel confidence term at point p in unknown/target patch �p.
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3 Proposed Image Refurbishing Algorithm

Themain issuewith traditional exemplar inpainting approach is thatmostly, the target
patch has not sufficient required source pixels due to which they do not completely
make use of content redundancy [25] in image for a meaningful representation. This
thing in turn has adverse effects on the final result leading to blurring in some portions
of the target region. Image refurbishing, a more robust but easy method to select the
target patch in such a way that it contains enough of pixels from the known region
to produce qualitative results, is introduced in this paper. Moreover, our algorithm
uses automatic masking unlike other exemplar-based approaches that use manual
masking using some airbrush software. Our concept is to synthesize a bigger target
patch and use that information in a pixel-by-pixel manner on the target region which
has proved effective for removing large objects from unshaded textured images. We
now proceed with the illustration of our algorithm as follows.

3.1 Masking

Masking of the target region is the foremost step in any inpainting technique. All the
inpainting techniques till date use manual masking using some airbrush softwares
[26] like Photoshopwhich of course is very time consuming. So, in order to overcome
this cumbersome masking method, we have introduced an efficient, automatic yet
easy masking method. First of all, the user points out the target region � that is to
be removed by making freehand boundary ∂� around the target region �. Once the
marking is done, our algorithm automatically masks the marked region. After that,
we perform calculations on the masked image in order to get the coordinates of the
bounding box around the mask. Knowing the coordinates, we crop that portion from
the image and store its dimensions for use in patch synthesis.

3.2 Color-Pixel Refurbishing

Once the masking is complete, we utilize the dimensions of the cropped masked
region in order to synthesize a patch of similar dimensions from the source area (�)
that is defined as whole image I subtracted the target area, (�) i.e., � = I − �.
Thus, the bigger best-matching patch�Bq from source area (�) is selected, and pixel
information P�i from this patch �Bq is propagated into the target region � till all
pixels (P�) in target area (�) are completely filled in.

As illustrated inFigs. 3 and4, the target area (�) is filledwith information P�i from
the source region (�) in an efficient manner. For clear understanding, the masked
values (P�) in the target area (�) were filled with most appropriate values of pixels
(P�6, P�7, P�10, P�11) from the source region (�). The color-pixel refurbishing
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Fig. 3 Structure and texture
propagation by image
refurbishing algorithm

Fig. 4 Image refurbishing a synthesized source patch �Bq . b Masked target region �.
c Inpainted/restored target area

process is governed by the following mathematical equation:

x2∑

i=x1

y2∑

j=y1

3∑

k=1

Im(i, j, k) = P�

∀Im(i, j, k)ε� and P�ε� (4)

where P� is the value of pixel outside masked area from source patch �Bq . The
changes made in the inpainted region thus seem undetectable to the casual observer
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resulting in visually plausible outputs that look reasonable to the human eye. Formu-
lating, a precise reckoning approach for depicting the success of our algorithm is
an important yet useful task. To evaluate accurately, both the qualitative and quan-
titative approaches are used. The qualitative assessment of the results is done by
human visual analysis (HVM), and the quantitative evaluation is done by analyzing
and calculating mean square error (MSE) and peak signal-to-noise ratio (PSNR) of
images. These correlation methods are mathematically expressed as:

MSE = (1/mn)

m−1∑

i=0

n−1∑

j=0

‖I (i, j) − U (i, j)‖2 (5)

Here, I is reference image and U denotes its inpainted version, i and j are the
coordinates of the pixels and m and n represent the number of rows and columns
of original image, respectively. Lesser the MSE, the better is quality of inpainted
image. PSNR gives ratio of maximum signal power noise power that corrupts signal.
The PSNR values are usually represented in dB (decibels). Greater the value of the
PSNR, better is quality of inpainted image. PSNR is mathematically expressed as:

Peak SNR = 10 log10

(
(2n − 1)2

MSE

)

(6)

where n is the number of bits.
Values of PSNR and MSE obtained from our algorithm are compared with the

values obtained from traditional exemplar-based approach showing that our tech-
nique gives both qualitatively and quantitatively much better results than those
obtained by exemplar-based algorithm.

4 Experimental Results and Discussion

For evaluating the performance of proposed approach, the experiments were
conducted onMATLAB13b, and the results obtainedwere comparedwith traditional
exemplar approach results. A set of 20 images has been utilized as test images so as
to analyze performance efficiency of proposed approach. The quantitative analysis
and evaluation of the proposed and traditional methods is done using peak signal-
to-noise ratio (PSNR) and MSE. The result summary of MSE and peak SNR values
is given in Table 1. The proposed “image refurbishing” approach shows improved
MSE and peak SNR results than those obtained from traditional exemplar methods
for all test images.

We tested our proposed technique on high-resolution football field image as
depicted in Fig. 5a. Masked target area (the football) is shown in Fig. 5b. In the result
obtained fromexemplarmethod shown inFig. 5c, the inpainted/restored grasses show



Efficient Object Removal and Region Filling … 95

Table 1 Comparison of MSE and peak SNR of traditional exemplar method and proposed image
refurbishing

Image Resolution (dpi) Exemplar-based method Image refurbishing method

MS PSNR (dB) MSE PSNR (dB)

Horse 220 3.0622 79.4275 0.3604 88.7200

2.6787 80.0087 0.4284 87.9695

3.8012 78.4887 0.4970 87.3239

Field 115 6.2913 76.3005 1.2965 83.1602

4.7103 77.5574 1.1812 83.5645

5.6131 76.7959 1.5573 82.3643

Man 130 4.3404 77.9126 0.9877 84.3415

3.8935 78.3845 0.9994 84.2903

4.1685 78.0881 1.0055 84.2643

Fig. 5 Inpainting football field image

blocky effect and some blur. However, our method overcomes this blocky effect and
provides better visual quality without image blur as depicted in Fig. 5d.

A comparison of exemplar method (E) and the proposed “image refurbishing”
method (P) is given in Table 1. Also, performance evaluation graphswith the compar-
ison of peak SNR and MSE values for three different images are depicted in Fig. 6a,
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Fig. 6 Comparison of peak
SNR and MSE using three
different images

b, respectively. It shows that proposed approach has improved not only the quality
of inpainted image but also the inpainting efficiency.

5 Conclusion

In this paper, a new and efficient “image refurbishing” approach has been presented
for removing larger objects from images. The proposed approach marks target area
using automatic masking unlike traditional inpainting methods, wherein masking
is done manually, thereby reducing time required for inpainting an image. In our
method, information from a synthesized sample patch from the same image is prop-
agated into the target area in a pixel-by-pixel manner until all unknown pixels in
target area are completely filled. The proposed method propagates both structure and
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texture in target area with single potent scheme. Automatic masking of the proposed
method not only reduces the inpainting timemanifold but also uses pixel information
from a bigger patch. The proposed approach significantly outperforms work done in
traditional methods both by increasing computational efficiency and visual quality at
the same time. The results obtained depict superiority of the proposed algorithm over
traditional exemplar approach, since its peak SNR value is high and MSE has low
value. However, it is applicable to unshaded textured images and quality is reduced
with complicated/irregular textures. The future work will concentrate on investi-
gating extensions to modify the current algorithm further for processing complex
textures in photographs as well as for removing objects from videos.
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Analysis of Underground Renewable
Energy Storage Tunnels Subjected
to Capricious Superstructures

Md. Rehan Sadique , Mohammad Zaid , M. Wasif Naqvi ,
and M. F. Akhtar

Abstract The construction and development of different modes of energy storage
has been increased with urbanization and development of smart cities. The advent
of modern underground excavation techniques in developing nations like India has
put on swing the construction of underground storage. Explicit study of underground
structures for different field scenario has been mandatory due to changing geology,
influence of local infrastructure, variation in groundwater table, etc. The develop-
ment of infrastructure facilities on the surface above or near tunnels is an unavoidable
situation. Hence, it must be dealt with intense care due to its ability of significantly
affecting the stability of underground structures. Further, it may also stimulus the
design-parameters of underground facilities. The load intensity of the superstruc-
ture is an important parameter for stability of these structures. The present study
describes a three-dimensional mathematical modelling of an underground tunnel.
Simulation has been performed by using Abaqus, which is based on a continuum
finite element. The elastoplastic Mohr–Coulomb constitutive model of the soil has
been incorporated in analysis. The number of storey of a superstructure has been
varied to assess the consequence of the superstructure on the behaviour of an under-
ground energy storage tunnel. The numerical model has been modelled, and the
load changes in a stepwise manner, no load to 50-storey building. The results are
compared in terms of displacement and stresses generated in soil, and it has been
observed that the construction of a structure has significant influence on an existing
underground structure.
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1 Introduction

Urbanization has increased globally, with huge population drifting towards
metropolitan cities and its suburb. The movement for work or elevate living stan-
dards towards cities has amplified the population density of these areas. For illus-
tration, in case of Delhi (India), the change in population density is from 9340
persons/km2 in 2001 to 11,297 persons/km2 in 2011 [1] and hence forcing the plan-
ners and developers to go underground to accommodate rapid transportation system,
infrastructure and storage. Geotechnical structures have been increasingly engaged
as energy geostructures worldwide [2]. More and more underground caverns and
tunnels have been constructed at an exponential rate. The increasing need for renew-
able energy sources has led to the expansion of shallow geothermal applications for
heating and/or cooling of buildings [3]. Tunnels move through different geological
condition and different overburden pressure [4–12]. Compressed air energy storage
(CAES) systems are a relatively new technology for storing huge amount of energy
[3]. These airtight tunnelling technologies can be applied to a variety of energy under-
ground storage facilities, e.g., compressed natural gas (CNG), liquefied petroleum
gas (LPG), demethyl ether (DME), etc. [13]. In urban areas, both types of construc-
tion have been in progress, i.e., construction of buildings over the existing tunnels
and vice-versa.

In the open literature source, a lot of research paper is existing about different
ground effect like settlement, sink hole, ground movement, soil subsidence, etc., due
to the excavationof tunnellingunder a constructed structure [14].Khan et al. [14] have
also summarized the different factors effecting the response of tunnel liners. Baruah
andBharadwaz [15] had analysed the surface subsidence in the term of ground trough
of subsidence. The settlement trough had been reported in the route of the tunnel and
also in the transversely direction of the tunnel. Ground deformation along with the
surface settlement occurred due to tunnel boringmachine (T.B.M.) or different tunnel
coring equipment has also been illustrated [16]. Surface subsidence investigation due
to the construction of tunnel has been reported by Maraš-Dragojević [17]. Neverthe-
less, the influence of additional loading due to the building erection on the existing
underground structures has not been studied satisfactorily. Few researchers have
considered the influence of deep foundation excavation and its loading on existing
underground excavation and tunnel [18]. Kumar and Ayothiraman had considered
the result of the vertically loaded pile on an urban tunnel in constructed in clay [19].
Calabrese and Monaco had investigated the stresses developed in an existing deep
tunnel because of driving a pile [20]. Furthermore, an underground transportation
tunnel in Bangalore (India) had been studied for performance under different static
loads. The hydrostatic pressure of water table, self-weight due to soil and load of the
traffic movement on the ground surface had been considered [212223].



Analysis of Underground Renewable Energy Storage … 101

Therefore, it has been concluded that there is still wide scope for further study
related to effect of superstructure constructed above an existing underground struc-
ture. The numerical analysis carried out in the present paper deals with the effect of
different storey buildings on the tunnel being used as an energy storage structure.
The parametric study consists of variation of number of storey a building has, i.e.,
five to fifty. In addition, the insitu stresses are also included in the present paper for
better simulation of field conditions.

2 Problem Definition

As a result of the shortage of land, gigantic structure were being constructed above
the existing underground structures. These big infrastructures may bring a high risk
to the stability of underground facilities. Further, the stability of structure itself will
be endangered, if built on the external ground in the neighbourhood of tunnels.
The present work has been carried out to observe the influence of construction of
superstructure on the strength of the built tunnel. The tunnel has been assumed to be
already built and having a concrete lining support system. It is found to be safe when
tested under gravity load only. Theweight due to a varying storey number of structure
extending from five to fifty is enforced on the soil above the underground tunnel. The
developed stresses in soil and liner have been observed. Further, ground movement
due to load of the construction on the critical locations of underground structure has
been analysed. The deviation of the parameters in the direction of tunnel axis has
been observed. The validation of analysis has been performed using Terzaghi and
Richart [24] solutions. The analysis provides significant outcomes on the values of
important design parameters that recommends the tunnel permanency. Moreover, it
extracts the anodyne construction perimeter of the structure on the green field above
the underground tunnels.

3 Numerical Modelling

A three-dimensional finite element geometric has been constructed using finite
element package. Figure 1a shows the typical meshed models of soil mass, and
Fig. 1b shows the concrete lining.

3.1 Tunnel Modelling

The finite element model of an underground soil tunnel, constructed in an Indian
city situated in the Indo-Gangetic delta, has been chosen. Tunnel has the diameter of
6.35 m with an inside concrete lining having thickness as 28 cm. The tunnel lining
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(i) Soil Mass model (ii) element characterization of Concrete lining

Fig. 1 3D model with mesh

Table 1 Properties of the
model used

Sand of Yamuna

Unit weight of sand 15 kN/m3

Young’s modulus of sand 25 MPa

Poisson ratio of sand 0.3

Friction angle of sand 37.5

Cohesion of sand 500 kPa

Concrete lining

Density of lining 25 kN/m3

Young’s modulus of lining 23.48 GPa

Poisson ration of lining 0.2

has been meshed using C3D20R (quadratic hexahedron) elements available in finite
element package Abaqus/CAE. Twenty-four hundred elements are present in tunnel
lining, which has a mean element size about 0.5 m. The material properties opted for
the lining have been stated in Table 1.

3.2 Modelling

The quadratic hexahedron reducing elements (C3D20R) ofAbaqus have been applied
to characterize the soilmass. The 12,260 number ofC3D20Relementswith size 1.5m
and aspect ratio as unity were present in the model. The Mohr–Coulomb material
model has been utilized for providing the elastoplastic properties of the soil. Table
1 illustrates the properties of the soil employed in the model. The dimension of the
soil model base/height/depth is 38× 35× 30 m3. All the proportions, excluding the
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top, were kept such that all the aspects were at a distance three times the diameter
of tunnels, measuring from the centre of the underground tunnel. Hence, gaining
the satisfactory boundary condition, i.e., the stress contour became non-significant
at this distance, and the effect of stress on the boundary is trivial beyond it. The
underground tunnel is fixed at the midpoint of model, from the top surface at a depth
of 12.5 m. It makes the simulation further representative.

3.3 Loading and Boundary Conditions

The base of the tunnel model has fixed support, as the soil extends to a semi infinite
depth, which is several times higher than the depth of numerical model. Moreover,
the vertical sides of the soil mass are roller supported, and therefore, the lateral
displacement has been neglected in the present study. The vertical displacement has
major contribution in causing damage in tunnel. The footing of 10 m × 10 m has
been placed at the middle length of tunnel, and the load has been applied in the form
of pressure. The magnitude of pressure corresponds to the weight of the total number
of floors in a multi-storey building. There are seven different storey of a building
have been varied, i.e., 5, 10, 15, 20, 25, 35 and 50-storey.

4 Result Validation

The tunnel model of the present paper has been modelled with the results presented
by Terzaghi and Richart [24] through analytical equations. The two stresses around
the tunnel, i.e., tangential and radial stresses are considered, which show close resem-
blance with the solution of Terzaghi and Richart [24], and plotted in Fig. 2. The radial
distance has been considered along the hoop direction at the middle of tunnel length.

Fig. 2 Stress distribution
around tunnel (validation of
numerical results by
Terzaghi and Richart [24]
solution)
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5 Results and Discussion

In the present paper, a 3D nonlinear finite element has been carried out to understand
the influence of superstructure on an underlying energy storage system. The finite
element modelling has been carried out by using Abaqus, and behaviour of concrete
lining and soil has been observed.

5.1 Stresses Plot of Concrete Lining

The number of storey of the superstructure has been varied to incorporate the effect of
surcharge loading. Figure 3 has been plotted to illustration to variation of radial and
tangential stresses in the tunnel lining. The data points along the lining correspond

Fig. 3 Principal stresses
variation at tunnel lining

(i) Radial stress in lining of tunnel

(ii) Tangential stress in lining of tunnel
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to the boundary supporting the soil around the tunnel at the central section of the
model. It has been observed that the stresses along the springline increase with
increasing number of storey. Moreover, tensile nature of radial stresses has been
observed at the crown position as shown Fig. 3a. However, the maximum tensile
stresses that have been observed at crown show a decrease along the springline,
and its value becomes negligible at 3 m from the crown. Afterwards, an increase in
the compressive stresses has been observed after 3 m from the crown, magnitude
of which initially decreases and becomes zero. The tensile stresses show higher
deviation in magnitude as compared to compressive stresses in the radial direction.
In case of no load, the tensile stress on the crown is 1.48 MN/m2, while it increases
by approximately by 10-times to a maximum of 15.27 MN/m2 for the superstructure
having 50th storey. Moreover, the maximum compressive stress at 3 m from the
crown has magnitude of 0.24 MN/m2 and 2.44 MN/m2 in case of no load and 50th
storey, respectively. However, minor deviation has been observed in the magnitude
of compressive stresses in comparison with tensile stress.

In addition to radial stresses, the stress in the tangential direction also has signif-
icant effect on the tunnel stability as observed in Fig. 3b. In case of tangential
stresses, tensile behaviour has been observed up to 2 m in the proximity of crown for
different cases of superstructural load. In addition, severe increase in the magnitude
of compressive stresses has been observed up to springer. The compressive stress
in the tangential direction has a magnitude of 2 MN/m2 and 15 MN/m2 in case of
no load and 50th storey load, respectively. Therefore, 7.5-times higher magnitude of
compressive stress has been observed due to 50th storey load.

Figure 4 shows the variation of radial and tangential stresses, and it has been
observed that both have maximum magnitude at the crown, i.e., below the point
of loading. Moreover, S11 has higher magnitude as compared to S22; however,
magnitude of both the stresses decreases with the distance farther from the position
of loading. In addition, difference in the magnitude of stresses at the crown and at
a point 15 m away from loading location increases with the number of storey of
superstructure. In case of 50th storey load, S11 and S22 have a magnitude of 15.27
MN/m2 and 0.2 MN/m2, respectively, 1.5 MN/m2 and 0.02 MN/m2, respectively, in
case of no load. Also, the response of tunnel due to load from superstructure has
close relation with results reported by Ramamurthy [25].

5.2 Stresses Generated in Soil Surrounding the Tunnel

The stresses in the soil resulted due to superstructural load have significant effect
on the stability of underground structures, and therefore, contours of stresses under
varying loading condition have been shown in Fig. 5. The extent of stress magnitude
and area of influence increases with the number of storey of superstructure. The load
due to superstructure results in higher concentration of stresses up to a 5 m depth.
The maximum stresses are observed in 50 storey loading case, i.e., 0.49 MN/m2,
and minimum stress has been found in case of 5 storey superstructure, i.e., 0.0.088
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Fig. 4 Graph of principal
stresses at the crown point
along the tunnel or
excavation

(i) Radial Stresses at the crown point along tunnel

(ii) Tangential Stresses at crown point along tunnel-length

MN/m2. The stress has higher concentration along the springline of tunnel. It has been
concluded that significantmonitoring system for tunnel is requiredwhile constructing
a high-rise building above it by considering the bearing capacity and stress dissipation
in soil.

5.3 Displacement at Critical Location

From the Fig. 6, it has been observed that displacement in the different cases of
tunnel follows a similar pattern. In addition, magnitude of displacement decreases
with increase in the distance between the location of loading and point of observation,
i.e., tunnel crown. When the 50 storey superstructure has been constructed above the
tunnel, it resulted in 80 mm of displacement, while 23 mm of displacement has
been observed in no load case due to tunnelling itself. The maximum variation of
10 mm of displacement has been observed at crucial points, namely crown, invert
and springer for the case of 50 storey. The vertical displacement in case of 50 storey
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(i) (ii)

(iii) (iv)

(v) (vi)

(vii) (viii)

Fig. 5 Contours of stresses generated in soil due to applied load in case of a zero surcharge weight,
b weight of 5-storey building, c weight of 10-storey building, d weight of 15-storey buildings,
e 20-storey, f 25-storey, g 35-storey and h 50-storey
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Fig. 6 Variation of
displacement along critical
underground tunnel points
moving from centre to exit of
tunnel a crown, b springer,
c invert

is approximately 4-times higher than no load case at crown and springer locations,
while in case of an invert, this variation is 3 times. Therefore, number of storey has
substantial influence on the crucial points which causes instability of underground
energy storage tunnels.
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6 Conclusion

This study has been carried out to understand the influence of superstructure construc-
tion above the underground energy storage tunnel. The finite element technique has
been adopted for the present analyses by usingAbaqus. It has been concluded that the
radial stresses on tunnel liner near crown are higher; however, tangential stresses are
higher at the springline of tunnel. The nature of stresses numerically observed in the
present study has a close agreement with that predicted analytically in the available
literature. A high-rise building just above the energy storage structure may lead to
failure of soil, which in turn deforms the underneath tunnel significantly. Further, it
has been concluded that the construction of superstructure even with raft foundation
should be strictly checked to avoid any underground disaster. The results may vary
significantly with consideration of heterogeneous profile of the soil above the tunnel.
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Solar Inverter with Integrated
Monitoring and Control System

Gauri Goenka, Mazhar Ahmad, Prakriti Ghosh, Abhishek Kumar,
and Mohd. Saquib Faraz

Abstract In a dynamic world where a constant effort has to bemade in order to keep
up with the energy requirements of rapidly growing population, we need remedies
to monitor energy wastage until the ways to derive sufficient amount of energy from
renewable energy resources are invented. This paper proposes a system wherein
power is obtained from solar energy and has a monitoring system put in place using
an Arduino board and NodeMCU. NodeMCU has an integrated ESP8266 Wi-Fi
module that will act as a node for various loads to be monitored. IoT is used in this
system to create an environment that will keep in check the energy used by different
loads.

Keywords Solar-based power conversion system · Arduino · IoT · ESP8266
Wi-Fi module

1 Introduction

In this paper, we propose an inverter system which is powered by solar energy,
thus acting as a hybrid systems. System aims at minimising the energy demand.
To make the system more interactive and user friendly, we collect real-time data
of the instantaneous current used by the loads and is processed to calculate power
consumption and plotting it along with time on an IoT platform.
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Fig. 1 Block diagram of entire system

In order to achieve this, we have divided our project into three parts.

(a) Power Source and Conversion System—Solar energy is promoted
(b) Power Monitoring System—Power consumed recorded to make smart decision
(c) Battery Management System—Put in place to increase battery life (Fig. 1).

2 Literature Review

IoT-based smart inverter using Raspberry Pi [1] In this paper, the authors have
used Raspberry Pi as a controlling board. A solar panel is being used to power the
inverter battery. An Internet of things (IoT) environment is developed which is used
to monitor energy consumption by the loads.

Remote monitoring of solar inverter (An application of IoT) [2] Various
sensors are used to devise a system which collects and feeds data to an Arduino
board. AWi-Fi module is used by the authors to feed data to the IoT platform which
helps in representing the data collected.

An IoT-enabled smart inverter [3] The paper presented focuses on the wireless
control of home appliances along with monitoring battery health. A voltage divider
circuit is used to step down voltage of the battery, and the resulting voltage value
is fed to the microcontroller board where an algorithm runs to map the voltage and
give the exact voltage value. An LCD display is used to represent runtime of various
loads. The data is represented on a mobile application, and in order to send the data
to the mobile application, a Wi-Fi module is used.

Energy monitoring and control using the Internet of things [4] The authors
have used a current transformer to monitor the current reading. An analog to digital
converter is used to monitor and convert analog values of the current to the digital
values which are fed to the Raspberry Pi board which is used as a processing board
in this case.

Research on smart home energy monitoring system [5] The system proposed
is a combination of smart metering system, smart grid system and home automation.
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IoT-enabled smart inverter [6] A lead acid battery is used as an energy bank.
The Wi-Fi module is used to send data to a Wi-Fi-enabled PC from the controller
board. LCD displays runtime of loads.

3 Solar-Based Power Conversion System

A solar panel is used to charge a 12 V, 7Ah lead acid battery thus creating a hybrid
environment for a battery to be charged. The 12 V DC battery is connected to the
inverter circuit which produces a square wave AC voltage. In order to create the
inverter circuit, we have a 555 timer IC which is used in the form of an astable
multivibrator. It has a square wave as output. Two IR540MOSFETs are used in push
pull configuration to further amplify the square wave. A 12-0-12 V centre tapped
transformer is used in reverse form in order to step up the voltage level. The circuit
designed gave an AC square voltage of 52 Hz and has a root main square value of
180 V. The above system is designed in order to harness solar energy, thus reducing
dependency on the traditional power sources.

4 Power Monitoring System

The power monitoring system is realised using ACS712 current sensor which can
operate a 5 V and calculate instantaneous current up to 30 A, based upon the Hall
effect. Voltage (Vrms) is 180 V, output of the inverter. In order to calculate the
Irms, samples of instantaneous current are collected using ACS712 sensor. The loads
chosen for this project have a power factor of 0.9. TheNodeMCUboard further calcu-
lates the energy utilised after every one hour with the help of real power calculated.
The data is further sent to the ThingSpeak API using the TCP/IP protocol which
further helps in visualising the data in real time with the help of plotting graphs. The
loads in a house are scattered and cannot be connected to a single controlling board
as it will require a large amount of wires which will unnecessarily increase the
complexity of the project and add on to its cost. In order to avoid such a havoc,
NodeMCU is used as it helps in creating more number of nodes and enables better
communication. The power monitoring system helps the user to make a better deci-
sion by identifying loads which consume a greater amount of energy and switching
them off if there is no necessity to use them at the moment. The above-explained
system helps in collecting and logging data of power consumption which can be used
to smartly monitor loads and make billing predictions as well (Fig. 2).
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Fig. 2 Power monitoring
system flow chart

5 Battery Management System

A battery management system is also provided along with the inverter system which
helps the user to determine the battery life of the battery and runtime of loads. It
also calculates the voltage of the battery which helps the user to keep a check on the
battery, and if it drains out, it will help the user to know that it needs charging. In this
system, we have used the DC voltage sensor based on Hall effect. The sensor used
calculates the voltage of the battery using following formula [7, 8] (Figs. 3 and 4).

Battery Life = Vt × Cb

Wattage
(1)

6 Result

Our project records real-time data of power consumed and is logged (via MQTT)
in ThingSpeak API which makes it interactive for users as they can interpret graphs
easily and make decision based on it. The data collected can also be used to
devise energy-saving algorithms which can help in actuating loads according to
their usefulness.
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Fig. 3 Algorithm of battery management system

Fig. 4 Battery management system LCD
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Table 1 Table showing
runtime of different use cases
for bulbs

S. No. Operating bulb Runtime (h)

1 9 W 7.4

2 12 W 5.6

3 9 + 12 W (Parallel connection) 3.2

Fig. 5 Obtained result

The battery monitoring system helps in looking after battery health and gives data
about battery voltage (undervoltage and overvoltage can be detected) and battery life
(duration till which the battery in use will last) (Table 1; Figs. 5 and 6).

7 Conclusion

In fast developing world, we need such innovative solutions to the basic problems
such as energy wastage as renewable resources as of now are difficult to harness,
and thus to tackle growing energy demands and saving available resources, avoiding
wastage is the only solution. The current need is to make such solutions more afford-
able and user friendly through the use of automation and if possible, AI. Such
measures will ensure that these solutions are available to all, and it will make a
contribution to the fast development of the world.
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Fig. 6 Display of real, active, apparent power to the user using ThingSpeak API
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A Survey on Solar Power for Present
and Future Perspective in Indian Market

Abhinav K. Gautam, R. K. Chauhan, J. P. Pandey, and K. S. Verma

Abstract In the ancient world, therewas no fossil fuel, mineral oil and coal available
for utilization. Renewable energy sources especially solar have very good potential in
India and the world as well. The small (KW) plants at the micro grid/local grid level
and the large (MW) plants at the national/state grid level can produce the electricity.
If the mineral oil and coal were not found as a fuel, the solar/renewable technology
would have developed with its utmost potential. But this is the starting of the renew-
able technologies. The future is only for the renewable technologies where a lot of
scope seems to be there with the points of the good business, good environment, good
technologies, good research and developments, overall good livelihood. At present,
we see the adverse effects of the polluted environment as a result of the removal
of the breeds of birds, animals, flies—mostly butterflies, etc. Removal of the EM
Waves from the environment is essential to save the ecological system on the earth.
This could be achieved by sustainable and economic technological development for
optimum utilization of the natural resources. Innovations in low voltage electricity
generation and proper channelization of the mini grid/micro grid/local grid interac-
tive power system concept are desirable for the future aspects. Optimumutilization of
renewable resources like the hybrid solar photovoltaic, biomass/biomass gas, biogas
and wind power plants does not mean to be far away. Limited utilization of the high-
frequency-related equipment’s and development of the low-frequency utilization
technologies is essentially required for themedical fitness of the humanity and to save
the life expectancy for today. Emphasis in this paper is to achieve the highest growth
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and development in the solar technological innovations and suggestions. Commercial
and deployment activities for the solar projects implementation may be the areas for
developing EPC Solar NET metering/Gross metering and rooftops/ground mounted
for better business solutions. The government should take keen interest and initia-
tives to collect and provide funds for these projects. A transparent fit in tariff (FIT)
should grow to build up the mass scale solar business.

Keywords Renewable energy · Solar power · Government solar polices

1 Introduction

Despite the general economic crisis, India’s energy demand is growing and continu-
ously rising with the global warming and the disastrous consequences. The expected
economic and population growth, together with urbanization and industrialization,
point towards continued growth in energy demand. The energy demand is expected to
increases 4.5% annually by 2035 from 3.5% which are previously projected demand
during 2000–2017. The total use of electricity in India is 1010 kWh, compared with a
world average of 3200 kWh [1], and several literatures have been cited in [2, 3]. There
are only one solution for this problem is to focus on renewable energy. India concen-
trates on renewable energy and has been projected to generate up to 84,000 MW
of hydroelectric power at 60% load factors. The government mainly concentrated
in the country’s southern part and also preparing to accelerate a hydro-development
programme to install 50,000 MW of new capacity by 2026 (around the end of the
14th Five-Year Programme) [4]. Also revealed at the 2015 Paris Climate Summit was
a “Solar Alliance,” which seeks to increase its solar generating capacity to 175 GW
by 2022. India is increasing its solar energy as the name implies, with aims to have
100 GW capacity by 2022 [5].

India is the nation of villages and townswhere the integrated approach to empower
the people of the community is essential. Electricity is required to improve the health-
care, water and agriculture, education and enterprises facilities in the villages, towns
and cities in the country. Lighting system in the villages as well as in the towns is
very poor. People community especially in the villages and small towns of India
are living in energy poverty. Newly announced 19th EPS projects with a demand
for electricity of 1743 TWh (6.59% CAGR) from 2017 and a peak load of 299 GW
(6.32% CAGR) by 2027.

2 Government Perspectives

The energy sector of India is exciting to transformand build a stable, scalable, produc-
tive and supportable network by 2027 to deliver people with reliable and good energy
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through the use of creative technology and guidelines to meet the desires and expec-
tations of all, through active shareholder sharing [6]. Technological transition makes
it difficult to forecast of future mix energy of India, but even considering increased
domestic supply energy and its higher energy efficiency, India’s energy import depen-
dence could grow from 36 to 55% by 2040. Our Indian government should take the
interest to improve the condition of the existing villages and towns and also should
take keen interest in developing the smart and new cities for economic and industrial
growth of India. Though the concept of developing smart cities is good enough for
a long period progress of the nation but at the time the development in the villages
and towns systems should be the first priority. Integrated approach of using solar
energy solutions with local grid concept at the sites is technically feasible to power
the community lighting system. Such type of development model should be adopted
where the people of India get their enterprises, their production, theirmachineries and
equipment’s powered by sufficient electricity, generate their economies, and achieve
and avail all the facilities of a smart city. They get the qualitative educational facil-
ities in the villages and small towns with new efficient computers, laptops, highly
equipped laboratories, etc. They get the water and agriculture, powered water wells,
clean drinking water, drainage and roads, pumps and year round crop irrigation
systems powered by the solar photovoltaic systems. A good quality of transport and
communication powered by the solar photo voltaic, medical and health facility with
good quality of laboratories, diagnostic equipment’s and vaccine refrigerators will
definitely improve the living standard of the gentry of our India and the country as
well. They will definitely fully utilize and digitalize their skill with their strengths.
The standard of the people in this way definitely will improve and the villages and
towns will get smartness—in living, growth and development.

Villages should be selected and electrified under the remote rural development
programs. The use of solar power must be intensified and independent off grid solar
power projects should be launched on the basis of local/micro grid technology. Grid
tied/hybrid solar power projects should be sanctioned as the mega solar projects to
feed the Indian or national grid. For that the national/Indian/private integration, instal-
lation and commissioning companies/institutions should be funded. Good initiatives
for the investors are also required to solve the monetary and funding problems.
National/Indian/private banks and institutions may also be involved for the direct
investment in building the solar park. A good qualitative and transparent funding
scheme with clear bidirectional tariff policies should be introduced.

2.1 Government Policies and Regulations to Promote Solar
Energy in India

1. 1982: Commission of Alternatives sources of energy was created
2. 2003: Electricity Act, 2003
3. 2005: National Electricity Policy, 2005
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4. 2006: National Tariff Policy, 2006
5. 2006: National Rural Electrification Policies, NREP, 2006
6. 2007: Semiconductor Policy, 2007
7. 2008: National Action Plan on Climate Change, NAPCC, 2008
8. 2009: Generation-based initiatives to encourage solar PV energy in India
9. 2010: Jawaharlal Nehru National Mission, JNNSM, 2010
10. 2011: Renewable Energy Certificates, RECs.

2.2 The NITI Aayog’s National Energy Policy Aims
to Improve Its Energy Sector Are as Follows

Smart grid has a very wide ranging vision of the forthcoming and is working enthu-
siastically toward achieving the targets and objectives propagated in the 13th and
14th Five-Year Plans [6]. Presently, the government is working on 13th Five-Year
Plan from 2017 to 2022 and focused the following targets:

1. Reduction of transmission and distribution losses to up to 10% in all services
2. End of load shedding
3. Increase in power quality
4. Efficient estimation and shipment of renewable energy
5. Substructure and requirements for EV
6. 1200 kV AC network in operation
7. Distribute of smart grid goods to the abroad market.

2.3 The Future Plan of the Government in the Next
Fourteenth Five Years Plan from 2022 to 2027 Will
Investigate

1. Economically possible services
2. Constant 24 × 7 electricity supply to all customer.
3. 33% or extra renewable in power system.
4. Electric vehicle setup control as VPP
5. Transfer of smart grid goods, technologies and facility to abroad.
6. Clean cooking access through efficient and affordable gasoline.
7. Information technology network and CRM system for electric utilities delivered

to further service providers, for example, water and gas delivery, land revenue
collection.
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3 Solar Energy

Solar energyhas longbeen recognized as the green energy, ensures the energy security
and the economic growth, renewable and carbon targets and is environment friendly.

Wind power interpretation for the maximum at 46% (around 36 GW), after that
solar with a stake of 36% (30 GW) share. Biomass captured the residual market
at 12% (9 GW) and small hydro ventures at 6% catered for 5 GW. In India, wind
energy capacity has risen 1.7 times in the last four years. In addition to this, last year
record 100 bn+ renewable electricity generation units. Solar power has risen from
2.6–28.18 GW in March 2019 by more than 11 times in the last five years [7]. As
of 29 February 2020, solar installed capacity in the country exceeded 34.404 GW.
India has the lowest cost of capital per MW for building solar power plants globally
[8].

3.1 Benefits of Solar Energy Are Following

1. Power cut management
2. Reduction in fuel and electricity consumption
3. No smoke, no noise, clean and green energy
4. Increased production and minimum cost of energy
5. High societal impact and potential to commercialize
6. Increased battery life and ensures energy efficiency and energy security concerns.

1. On Grid Connected

See Table 1.

2. Solar Off-Grid Basis

Scheme Objectives Funding assistance Time duration

Off grid and dispersed
solar photovoltaic
application
scheme—under phase
II

Connection of an
added off-grid solar
capability of 118 MW
power by 2020 over
ensuing application:
• 3,00,000 solar street
lights

• 25,00,000 solar
study lamps

• 100 MW power of
off-grid solar power
plants

• CFA of 30% of the
cost for solar street
lights and solar
power plants in
developed states and
CFA of 90% of the
system in
northeastern states
including Sikkim, J
& K, HP, UK,
Lakshadweep and
A&N

• CFA provides 85%
cost for solar lamps

Till 31.03.2020

(continued)
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(continued)

Scheme Objectives Funding assistance Time duration

PM KUSUM To achieve
25,750 MW through
renewable sources up
to 2022 with total CF
support of Rs.
344,220,000,000/-

DISCOMs will
purchase the produced
renewable power at a
feed-in tariff mandated
by the respective state
electricity regulatory
commission, SERC

Till 31.12.2022

Atal Jyoti Yojna
(Ajay) phase II

To install 304,500
Solar Street Lights
through phase II

SSLs with a 12 W LED
capacity will be
installed in compliance
with the MNRE
description and 75% of
the SSL device expense
will be covered by the
MNRE budget and the
lasting 25% from the
MPLADS fund

Till 31.03.2021

Scaling up access to
renewable energy for
efficient use in rural
areas

Improving the use of
safe and affordable
renewable energy for
efficient rural
usages/life and the
usage of fossil fuels in
underserved and
under-served areas
only for Assam, MP
and Odisha

MNRE release will
release up to 30% of
CFA as advance and
balance 70% based on
progress

June, 2020

Off-grid and open
solar thermal
technologies (CST)

Promoting off-grid
solar thermal systems
applications to meet
the goals set by the
JNN solar program

CFA will only be issued
by each of the regional
test centers (RTCs) for
reimbursement-related
inspection

2017–18 to 2019–20

4 Future Perspectives in Solar Power in India

For the better uses of solar power will contribute grow in GDP. So it is necessary to
improve the solar power efficiency government should work on as following areas:
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Table 1 Perspective of solar schemes

Scheme Objectives Funding assistance Time duration

Solar-based park
creation and
ultra-mega-solar
power projects

To improve the power
from 20 to 40 kMW

Financial assistance up
to Rs. 25 lakh/solar
park DPR and Rs. 20
lakh per MW or 30% of
the entire project price

Up to 2021–22

Founding of more than
5 kMW
grid-associated SPV
power projects
beneath JNNSM
PHASE-II

To boost grid power
and distribute
renewable energy
projects nationally,
reducing transmission
costs and losses

Up to Rs.
10,000,000 MW for
open category and Rs.
12,500,000 MW for
projects in domestic
category project

Financial year
2015-16 to 2018-19

Establishment of
scattered
grid-connected solar
PV energy projects at
A & N and
Lakshadweep Island

Developing
pollution-free islands
by phasing out diesel
usage for electricity
production and
contributing to the
Iceland’s NAPCC&G
along with reducing
power production
costs

CFA of up to 40% of
the project Cost

2016–17 to 2019–20

CPSU scheme
phase-II for setting up
12,000 MW
grid-connected solar
PV power

To establish solar PV
projects by
government to
facilitate national
energy security and
environment
sustainability for
government purpose

VGF of up to Rs. 70
lakhs/MW and 50%
shareholding of
Central/State Govt

2019–20 to 2022–23

Grid-connected solar
PV rooftop scheme

For attaining
collective capacity of
40 kMW from RTSS
up to year 2022

CFA to residential
sector up to 4 GW

Till 31.12.2022

4.1 Seamless Availabilities

Thegovernment should ensure the seamless solar projects implementation and should
commit the challenges to be a forefront of the solar PV revolution underway in the
Indian ensuring to achieve high energy efficiency and high energy yield. Our Indian
government aim should be to take the initiatives to provide and deliver the cost
competitive and affordable solar solutions for clean energy technologies with the
following capabilities:

1. Financial modeling and economic analysis
2. System design and engineering
3. Integration, installation, construction and commissioning
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4. Complete project management, operation and maintenance
5. EPC solutions for grid tied/hybrid/off-grid power plants
6. Real-time monitoring and controlling facilities.

Indian government should take the interest to improve the economics of manu-
facturing units of solar panels, inverters, batteries, and other utility equipment being
used in solar energy systems to stop the imports of the cheap China solar products.

4.2 Initiatives

The Indian government should take interest and initiatives in developing solar tech-
nologies and establish the laboratories/virtual laboratories to perform research and
development in three major branches of solar energy

A. Photovoltaic (also called solar electric systems)
B. Solar thermal systems (solar heating systems)
C. Solar cooling systems.

The sustainability and the use of solar systems in aviation andmedical fields persist
high-grade and efficient solar technological development. In this way, the solar R&D
cell might cover the full spectrum from fundamental studies to commercialization,
systems development and integration to improve performance and reliability in the
following research areas:

1. Research and development in solar cells and modules technologies.
2. Research and development in solar fields and radiations
3. Research and development in solar system installation and integration
4. Research and development in solar thermal
5. Research and development in solar heating
6. Research and development in solar cooling
7. Research and development in silicon materials and devices
8. Research and development in polycrystalline thin-film materials and devices
9. Research and development in III-V multifunctional materials and devices
10. Research and development in solar power plants structures
11. Research and development in solar economics.

4.3 Role of Industries and Institutions

The institutions should go for R&Dwith planningwith pilot project activities towork
with local, Indian federal and state governments and private industries/institutions
and organizations to deploy renewable energy technologies that are commercially
available with energy efficiencies. The experts should plan to prepare the market for
emerging technologies with the aim of project development, technical assistances
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and disaster resiliency and recovery by removing barriers to adoption and deploy-
ment resources to move the projects in forward directions. The researches with data
preparation uniquely and continuously utilize the ideas along with academic institu-
tions, industries, agencies, and laboratories. The data might be used for renewable
energy, climate change studies, atmospheric research, conversion systems, carbon
capture, technological development and testing.

4.4 Methodologies

Government should go for a firm planning, monitoring and developing the depart-
ments to offer the unique and the distinguished advantages in the fields of solar
photovoltaic, thermal and electronic projects mutually that may broadly be classified
as:

A. Solar photovoltaic projects

(1) Solar photovoltaic power generating systems
(2) Grid-interfaced SPV system:

(a) Single-phase GISPV system with
(b) Three-phase GISPV system with single stage or double stage
(c) Stand-alone SPV system with single stage or double stage: The

capacity range is from 1 Kw residential projects to Mw commercial
projects.

(d) Solar surface/Submersible pumping systems
(e) Solar street lighting:

B. Solar thermal projects

(1) Solar thermal power projects with flat plate collectors
(2) Solar thermal power projects with latest evacuated glass tube technology
(3) Solar chimney power plants

C. Solar electronic system

(1) LED lighting arrangement
(2) Solar street lighting system

D. Solar LED luminary.

4.5 Best-Fit Solutions

As it is seen from the data, the rate of CO2 emissions is increasing every year with
a rapid rate. Improving energy efficiencies is the key tool to reduce CO2 emis-
sions. This requires the optimum utilization of clean and renewable energy to secure
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future generation. The Indian government can work/look/distribute the projects to
the customers to fulfill the commercially viable requirements:

1. Energy-efficient solutions
2. Energy savings and securities
3. Cleaner and reasonable alternative to diesel
4. Rooftop solutions for sustainability
5. Bilateral industry open access contracts
6. Off-grid energy access opportunities
7. Grid interface SPV power generation opportunities
8. Achievement of green ratings for companies
9. Power transmission and distribution execution opportunities
10. Solar lighting opportunities
11. Solar water heating opportunities.

4.6 Guidelines

For the projects, the Indian government should issue the proper guidelines and the
ratings for the commercial projects such as:

1. Quality and engineering products
2. Challenges—always focus on cost effectiveness
3. Raise capability to utilize solar power
4. Upgradation and innovation
5. Right amount reliability and optimum design considerations
6. Following IEC/NEC/REC/MNRE standards
7. Meticulous spirit with strong commitment to meeting with all the requirements

of esteemed customers
8. Design and development of high-level technology with high-precision and

sustainability.

4.7 Activities and Development

Commercial and deployment activities for the solar projects implementation may
be the areas of the following with the efforts of developing EPC solar, NET
metering/Grossmetering, and rooftops/groundmounted for better business solutions:

1. Land in the villages/towns/cities
2. Grounds/Roofs of the houses, industries, institutes, hospitals, schools, colleges,

etc.
3. Government buildings
4. Petrol pumps
5. Sides of the streets, rivers, canals, etc.
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6. Shadow free area in the hotels, orchids, and resort centers petrol pumps.
7. Housing societies/townships.

4.8 Interest

The government should take keen interest and initiatives to collect and provide funds
for these projects. A transparent fit in tariff (FIT) should grow to build up the mass
scale solar business. It can accelerate the investors to invest the money in such
projects and form the public enterprises to provide the institutional support for the
industries in setting up the commercial solar energy projects. Policies should be clear
and supportive with financial subsidies and market strategies.

5 Conclusion

Solar power system is only the alternative to produce electricity. The government
should inculcate and develop the transparent policies for solar business in such a
way that it should become the business of the masses. Most of the people should
participate and grow this business as electricity is required for the growth and all
round development of the country since development of any nation depends on per
capita generation and utilization of the electricity. Optimization of hybrid renewable
electricity model consisting of photovoltaic arrays, Battery bank and combined heat
and power systems along with micro grid tools to deploy the off-grid residential
solutions can be coupled to fulfill the load demand in Indian rural. Fossil fuels,
biomass, biomass gas, biogas-based small-scale CHP systems can be combined with
the solar PV systems to improve the benefits of co-generation in getting electricity,
space heating and cooling, water heating, etc. Power management systems are to be
proposed to cope up the micro grid to mitigate and suppress the disturbances due to
the integration of renewable electricity into such grids. Software algorithms should
be designed and suggested to filter out the adverse effects of the power events and to
improve the power smoothing index of the complex hybrid electrical network (grid)
system.
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Comparison of Direct Torque Control
and Indirect Field-Oriented Control
for Three-Phase Induction Machine

Sawsan Sayed , Mena Elmenshawy , Mariam Elmenshawy ,
Qamar Bader , and Atif Iqbal

Abstract Inductionmotors turn out to be the economical workhorses in the industry
for the AC motor drive application. To satisfy the steady-state and transient perfor-
mance specification of AC drives, control techniques are required for the induction
motors. This paper presents the different control methods of the induction machine
such as the scalar control, direct torque control (DTC), and the indirect field-oriented
control (IFOC). Also, the principle of operation with the required mathematical
equations and the Simulink models for the DTC and IFOC methods are described
in detail. Moreover, these methods are implemented using MATLAB/Simulink, and
their results are verified. A comparison between these methods is presented.

Keywords Induction motor · MATLAB/Simulink · Motor drives

1 Introduction

In the 1980s, the DC motor drive was commonly used in the variable speed drives
owing to the simplicity of its control and due to having decoupled armature and
field current. However, there are several drawbacks of the DC motor such as regular
maintenance requirement for the commutator, brushes, and brush holders, in addi-
tion, limited current carrying capability for high-speed applications [1–16]. Accord-
ingly, the DC motor has been replaced by the squirrel cage induction motor that is
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commonly employed because of the following advantages: high reliability, robust-
ness, less regular maintenance, low cost and weight, and wide power range for the
variable speed applications [1, 2]. Merging the merits of both the DC motor and the
induction motor together into a variable speed brushless motor drives is the main
reason for substituting the DC motor with an induction motor [1].

Generally, the AC drives control is more complex than DC drives control [15, 16].
There are different control methods for the induction motor, which are the scalar
control or constant Volts/Hz control, and the vector control or the field-oriented
control (FOC) [1]. The scalar control is the simplest and cheapest speed regulation
approach for induction motor drives. The scalar control scheme can improve the
steady-state operation, while the transient response remains poor. The vector control
can solve the aforementioned problems [1].

The vector control or the FOC technique has been proposed in the 1970s, where
both the magnitude and phase of the control variables are controlled. The prin-
ciple of FOC depends on attaining decoupled torque and flux control variables
through nonlinear coordinate transformation and controlling the direct-quadrature
(dq) components. The FOC includes twomethods which are the direct torque control
(DTC) and the indirect FOC (IFOC) [1, 3].

The DTC method directly measures the rotor flux for the determination of the
transformation angle. The flux is measured by mounting a sensor in the air gap that
senses the flux. The flux estimated value may be reliable at the high-speed ranges;
however, this is subjected to errors from harmonics at lower speeds. Accordingly, this
method is not widely used due to the presence of a sensor that results in a complex
construction of the motor, and its unreliability at low speeds. Therefore, the IFOC
method is generally used instead of the DTC method in order to estimate the rotor
flux by using the FOC model [1, 2]. By the IFOC technique, the flux estimated value
is computed through either the voltage model estimator, such that by utilizing the
stator voltages and currents, or the current model estimator, such that by using the
stator current and rotor speed. The IFOC scheme disadvantages are dependence on
the rotor resistance, in addition to being calculation-based model and inherent time
consumption model [1, 3].

This paper presents the operation principle and Simulink models of the DTC and
IFOC methods for an induction motor. In addition, a comparison between the two
methods is presented with simulation results.

2 Direct Torque Control (DTC) Strategy

2.1 DTC Strategy Operation Principle

TheDTC uses the inductionmotor model to evaluate and predict the required voltage
that drives to the demanded torque and flux values [4]. This control scheme results
in independent control of the motor flux and torque through the optimum selection
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of the inverter switches mode [4–7]. The calculations of the stator flux and elec-
tromagnetic torque are acquired by the stator voltages and currents. The inverter
switches operate according to a voltage vector selection, that depends on restricting
the flux error and torque error to some specific band, which is the hysteresis bands
[4, 5]. The main building blocks for the implementation of the DTC control with
the induction machine are the three-phase inverter, speed controller that generates
the electromagnetic torque and the DTC controller [6]. The DTC controller is made
of a flux and torque estimator block, hysteresis controllers, and sector selection and
switching table blocks, such that the switching table output is the gating signals for
the inverter switches [6].

Stator Flux Control. The stator flux vector in dq frame, λs = [
λds λqs

]T
, can be

represented as shown in Eq. 1, where vs and i s are the stator voltage and current
vectors in the stationary reference frame, respectively [5]. This is referred to as the
flux estimation based on the stator voltage model [5].

λs =
∫

(vs − i sRs)dt and |λs| =
√

λ2
ds + λ2

ds (1)

where Rs is the stator resistance.

Torque Control. The interaction among the stator flux and rotor flux produces the
electromagnetic torque, Te, that is represented by Eq. 2, where γ is the position
between the stator flux and rotor flux (i.e., λs and λr , correspondingly) [7].

Te = 3

2

P

2

Lm

Ls Lr
λs λr sin γ (2)

whereP represents the total poles. Lm is themagnetizing inductance for the induction
motor. Ls is the motor stator self-inductance. Lr is the motor rotor self-inductance.

HysteresisController. A torque and stator flux hysteresis controllers are required for
DTC technique. The torque hysteresis controller is composed of three-level control
that takes as input the torque error, �Te, while gives output the torque error status,
HT e, as three digital outputs −1, 0, or 1 to the voltage vector selection. The torque
error status decides the requirement of the torque to be increased, decreased, or
remain the same with the conditions shown in Eq. 3, where �Te = Te,ref − Te [5, 7].
Te,ref is the torque reference signal.

|HT e| = 1 if |Te| <
∣∣Te,ref

∣∣ − |�Te| ∴ Torque Increase

|HT e| = −1 if |Te| >
∣∣Te,ref

∣∣ + |�Te| ∴ Torque Reduce

|HT e| = 0 if
∣
∣Te,ref

∣
∣ − |�Te|≤ |Te| ≤ ∣

∣Te,ref

∣
∣ + |�Te| ∴

Torque Remain Unchanged (3)
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A flux hysteresis control consists of a two-level control that takes as input the
stator flux error, �λs, while its output is the stator flux status error, Hλs , that can be
two values 0 or 1. The status Hλs is given to the switching table to decide the flux
requirement of increasing/or decreasing with the conditions shown in Eq. 4 [5, 7].
This hysteresis controller keeps the stator flux constant to achieve control over the
torque. λs,re f is the stator flux reference signal.

|Hλs | = 1 if |λs| ≤ ∣∣λs,re f

∣∣ − |�λs| ∴ Flux Reduce

|Hλs | = 0 if |λs| ≥ ∣∣λs,re f

∣∣ + |�λs| ∴ Flux Reduce (4)

Sector Selection and Switching Table for Flux and Torque Control. The output
produced from the hysteresis controller of the stator flux and the torque, in addition to
the sector selection table, provides the information for selecting the suitable switching
voltage vector as shown in Table 1. Where the sector numbering S(n) refers to the
angle range shown in Eq. 5, for n = 1 to 6 [6].

− 30◦ ≤ θ < 30◦ → Sector 1

30◦ ≤ θ < 90◦ → Sector 2

90◦ ≤ θ < 150◦ → Sector 3

150◦ ≤ θ < 180◦ → Sector 4

− 180◦ ≤ θ < −150◦ → Sector 4

− 150◦ ≤ θ < −90 → Sector 5

− 90◦ ≤ θ < −30◦ → Sector 6 (5)

Three-Phase Inverter. A three-phase inverter of six switches is taken into consid-
eration, thus, eight possible combinations of the voltage vectors are possible
[5, 8].

Table 1 A switching table considering three-phase inverter of six switches by space vector

Hλs HTe S(1) S(2) S(3) S(4) S(5) S(6)

1 1 V2 V3 V4 V5 V6 V1

0 V7 V0 V7 V0 V7 V0

– 1 V6 V1 V2 V3 V4 V5

0 1 V3 V4 V5 V6 V1 V2

0 V0 V7 V0 V7 V0 V7

−1 V5 V6 V1 V2 V3 V4
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2.2 Simulink Modeling for DTC

The MATLAB/Simulink implementation of the DTC method is elaborated in this
section. Figure 1 shows the complete Simulink blocks for the DTC integrated with
the induction motor and the three-phase inverter.

The induction motor Simulink sub-block model consists of the motor stator flux,
rotor flux, stator current, and rotor current equations in the stationary reference frame,
as further elaborated in [8–10].

The calculation of the electromagnetic torque for the induction motor is based on
(6), where λs and i s vectors are both in the stationary reference frame [6].

Te = 3

2

P

2
(λs × i s) (6)

The sub-block for the calculation of the rotor speed, ωr , follows the equation
presented in Eq. 7, where TL is the load torque, Bm is the mechanical damping
coefficient, and J is the rotor moment of inertia.

ωr = 1

J

∫
(Te − TL) − ωr Bm (7)

Fig. 1 Complete matlab/simulink implementation of the DTC for an induction motor
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3 Indirect Field-Oriented Control (IFOC) Strategy

3.1 Indirect FOC Strategy Operation Principle

In the vector control, it is possible to acquire an independent control of the torque
and flux, or it can be said that the IFOC relies on decoupling the torque and the flux
to achieve the DC machine performance [11, 12].

For IFOC application with an induction machine, the inverter switching
commands are generated by the control scheme to achieve the required electromag-
netic torque at the motor shaft. The IFOC algorithm can be summarized as follows
[1].

• The induction machine is connected with a current-controlled inverter of variable
frequency and pulse width modulation (PWM). The error between the motor
speed, ωr , and the reference speed, ω∗

r , is given as an input to the speed controller.
The output of the speed controller is the reference electromagnetic torque T ∗

e .• The reference q-axis stator current, i∗
qs , is obtained using the electromagnetic

torque, as shown in the following equation.

i∗
qs = 2

3

2

P

Lr

Lm

T ∗
e

λ̂r

(8)

where λ̂r is the rotor flux linkage estimated value.

λ̂r = Lmids

1 + τr s
(9)

where ids is the d-axis stator current. The time constant of the rotor is described as
τr = Lr

Rr
. Rr is the rotor resistance.

• The reference stator current in the d-axis, i∗
ds , is obtained by using the reference

rotor flux linkage, |λr |∗, as shown in the following equation.

i∗
ds = |λr |∗

Lm
(10)

• The rotor flux position, θe, needed for the transformation blocks is attained by
integrating the synchronous speed, ωe, which is the summation of the rotor speed
and the rotor slip speed, ωsl .

θe =
∫

ωedt =
∫

(ωr + ωsl)dt = θr + θsl (11)
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• The slip speed is obtained from themotor parameters and the q-axis stator current,
iqs , as shown in the following equation.

ωsl = Lm Rr

|λr |Lr
iqs (12)

3.2 Simulink Modeling for IFOC

The MATLAB/Simulink implementation for an induction motor with the IFOC
scheme is presented in this section. Figure 2 shows the complete Simulink blocks
integrated with the induction motor and the three-phase inverter.

By the IFOCmethod, the rotor flux is oriented along the motor’s d-axis, assuming
a synchronously rotating reference frame, as follows [13, 14].

λdr = λ∗
r = Lmi∗

ds (13)

λqr = dλ∗
r

dt
= 0 (14)

where λdr is the d-axis rotor flux linkage. λqr is the q-axis rotor flux linkage.
In this case, the slip speed of the rotor is expressed as follows.

ωsl = ω∗
sl = Rr

Lr

i∗
qs

i∗
ds

= 1

Te

i∗
qs

i∗
ds

(15)

Fig. 2 Complete matlab/simulink implementation of IFOC for an induction motor
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While the torque can be expressed as follows.

Te = 3P

2

L2
m

Lr
idsiqs (16)

4 Simulation and Results

This section shows theMATLAB/Simulinkmodeling results for a three-phase induc-
tion machine with the DTC and IFOC techniques. The induction motor parameters
and the overall system design conditions are presented in Table 2.

4.1 Direct Torque Control Simulation

The simulation conditions no-load torque 30N.m and rotor speed reference 1200 rpm
with step time 0.05 s are considered for the DTC method. While the load torque is
set to 12 N.m with step time 0.3 s, The induction machine mechanical rotor speed

Table 2 Induction motor and
system parameters for the
DTC and IFOC schemes

Parameter DTC scheme IFOC scheme

Rs (�) 1.77 0.1

Rr (�) 1.34 0.1

Lsl (mH) 13.93 21

Lrl (mH) 12.12 21

Lm (mH) 369 19.9

Poles 4 4

Speed
reference

1200 rpm with Step
Time 0.05 s

157 rad/s

Flux reference
(Wb)

0.996 44.321

TL (N.m) 12 with step time 0.3 s 12 with step time
3 s

No-load torque
(N.m)

30 17.36

J (Kg.m2) 0.025 0.1

Additional
parameters

DC-Link voltage =
700 V

Rater power =
7500 W

Bm = 1e − 5 N.m.s

Where Lsl is the stator leakage inductance. Lrl is the rotor leakage
inductance
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Fig. 3 Response of the (a) mechanical speed and (b) torque, with the DTC method

response is shown in Fig. 3a, and it can be seen that the machine takes some time
until it reaches the expected speed value with a small deviation when the load torque
is enabled. The electrical torque and load torque responses are presented in Fig. 3b.
When the machine starts running at 0.05 s, then the electrical torque reaches the no-
load condition that is 30 N.m. While during steady-state for the machine speed, the
electrical torque drops to zero. When a load torque is applied at 0.3 s, the electrical
torque follows it and in the steady state it reaches 12 N.m. The electrical torque
response follows the load torque behavior, however, with some ripples.

4.2 Indirect Field-Oriented Control Simulation

The simulation of the IFOC method is based on no-load torque 17.36 N.m and rotor
speed reference 157 rad/s. The load torque is set to 12 N.m with step time 3 s. The
induction machine mechanical rotor speed response is displayed in Fig. 4a. Based
on the results, the machine speed rises gradually till it reaches the expected speed
value of 157 rad/s. The electrical torque and the load torque responses are presented
in Fig. 4b. After the machine starts running, the electrical torque reaches the no-
load condition of 17.36 N.m. While after the machine speed starts converging to the
reference speed, the electrical torque drops to zero. When the load torque is applied
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Table 3 Comparison between the DTC and IFOC schemes

Point of comparison DTC IFOC

Reference frame transformation Not required Required

Control scheme Simple Complex

Stator current control Not Required Required

Motor parameter Rs Rs, Rr , Lls, Llr , Lm

Sensitivity to parameter variation Less sensitive Sensitive

PWM Hysteresis Carrier based, space vector PWM,
hysteresis

Switching frequency Variable Fixed

at 3 s, the electrical torque follows it until reaching 12 N.m. As presented in Fig. 4b,
the electrical torque response is following the load torque behavior.

A summary for the comparison between the control techniques is presented in
Table 3 [11].

5 Conclusion

Conclusively, induction machine control is a necessity since it is a common machine
that is always used in control systems of industrial motors. Accordingly, an induction
machine drive with simple construction, low cost, rugged, and low maintenance is
essential. In this paper, two control schemes were applied to an induction machine,
which are the DTC and the IFOC. These schemes were studied and simulated using
the MATLAB/Simulink. The key dissimilarity among the two vector control tech-
niques is that field sensors are used for the DTC approach to acquire the rotor flux
magnitude and position. However, in IFOC, the rotor flux position is acquired by the
slip speed. The electrical torque response and the speed response for both control
schemes were presented.

References

1. Lodhi RS, Thakur P (2013) Performance and comparison analysis of indirect vector control of
three phase induction motor. Int J Emerg Technol Adv Eng 3(10):716–724

2. VachhaniUV,PatelAR (2017)Analysis of field oriented control strategy for inductionmotor. In:
International conference on research and innovations in science, engineering and technology,
pp 214–219. Kalpa Publications in Engineering

3. Singh G, Singh G (2014) Modeling and simulation of indirect field oriented control of three
phase induction motor using fuzzy logic controller. Int J Eng Res Technol (IJERT) 3(8):1126–
1130



Comparison of Direct Torque Control and Indirect … 141

4. Ozkop E, Okumus HI (2008) Direct torque control of induction motor using space vector
modulation (SVM-DTC). In: 2008 12th International middle-east power system conference,
pp 368–372. Aswan

5. Patra N (2013) Study of induction motor drive with direct torque control scheme and indirect
field oriented control scheme using space vector modulation. Master Thesis

6. Tazerart F,Mokrani Z, RekiouaD, Rekioua T (2015) Direct torque control implementationwith
losses minimization of induction motor for electric vehicle applications with high operating
life of the battery. Int J Hydrogen Energy 40(39):13827–13838

7. Allirani S, Jagannathan V (2012) Direct torque control technique for voltage source inverter
fed induction motor drive. Int J Electr Eng 5(5):629–640

8. Leedy AW (2013) Simulink/Matlab dynamic induction motor model for use in undergraduate
electric machines and power electronics courses. In: 2013 Proceedings of IEEE southeastcon,
pp 1–6. FL

9. Douiri M, Nasserm T, Essadki A, CherkaouiM (2010) Direct torque control of induction motor
based on artificial neural networks with estimate and regulation speed using the MARS and
neural PI controller. J Theor Appl Inf Technol 20:15–21

10. Fattahi SJ,KhayyatAA (2010)Direct torque control of brushless doubly fed inductionmachine.
In: 2013 Proceedings of IEEE southeastcon, pp 1744–1747. Pisa

11. Gopal V (2017) Comparison between direct and indirect field oriented control of induction
motor. Int J Eng Trends Technol (IJETT) 43(6):364–369

12. Guoa Z, Zhanga J, Suna Z, Zheng C (2017) Indirect field oriented control of three-phase
inductionmotor based on current-source inverter. In: Procedia engineering 13th global congress
on manufacturing and management, vol 174, pp 588–594

13. Masiala M, Vafakhah B, Salmon J, Knight AM (2008) Fuzzy self-tuning speed control of an
indirect field-oriented control induction motor drive. IEEE Trans Ind Appl 44(6):1732–1740

14. Fayath RS, Ibrahim MM, Alwan MA (2005) Simulation of indirect field-oriented induction
motor drive system using matlab/simulink software package. Sciences 31(1):83–94

15. Iqbal A et al (eds) (2020) Soft computing in condition monitoring and diagnostics of electrical
andmechanical systems, vol 1096. In:Advances in intelligent systems and computing. Springer,
Singapore. https://doi.org/10.1007/978-981-15-1532-3

16. Iqbal A et al (eds) (2020) Meta heuristic and evolutionary computation: algorithms and appli-
cations, vol 1096. In: Studies in computational intelligence. Springer, Singapore. https://www.
springer.com/gp/book/9789811575709

https://doi.org/10.1007/978-981-15-1532-3
https://www.springer.com/gp/book/9789811575709


Rotor Flux-Oriented Control
of Three-Phase Induction Motor Using
Sliding Mode Controller and Rotor Flux
Estimator

H. M. Sabbir Ahmad , Mohammad Meraj, Atif Iqbal ,
and Nader Meskin

Abstract The work focuses on implementing rotor flux-oriented control (RFOC)
for controlling the rotational speed and torque of a three-phase squirrel cage induc-
tion motor (IM). The speed controller has been implemented based on sliding mode
controller (SMC). SMC is a robust control scheme which provides a means of
achieving the control objective in the presence of model uncertainties and distur-
bances arising externally. Two different sliding mode controllers have been proposed
in this paper. The first scheme is based on a discontinuous control input law which
poses some performance limitations which have been illustrated though the simu-
lation results. The second controller is designed using continuous control input law
which overcomes the performance constraints of the first controller. A rotor flux
estimation technique has been proposed to determine rotor flux position required
for implementing RFOC. The performance of the sliding mode controllers and rotor
flux estimator has been verified using computer simulation in Simulink using the
mathematical model of a three-phase IM.

Keywords Rotor flux-oriented control · Sliding mode controller · Rotor flux
estimation

1 Introduction

Owing to the necessity of IMs in several performance critical applications, there has
been various control methods designed amongst which one of the widely known
control methods is the field-oriented control (FOC) proposed in [1–3]. Concep-
tually, FOC is implemented by decoupling the torque and flux control loops to
achieve the control requirement of the IM. There are multiple source of uncertainties
that arises in the system including model parameter variations, for example, distur-
bances in external connected load, un-modelled dynamics and linearization also
raises uncertainty. Thus, studies have been conducted by applying various different
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established techniques from control theory to address the performance degradation
due to uncertainties. In [4, 5], authors have implemented predictive control for IMs.
Adaptive control of IM has been proposed on [6]. Finally in [7, 8], the controllers
have been designed using robust control and fuzzy control, respectively. One of the
nonlinear control techniques that takemodel and parameter uncertainties and external
disturbances is the SMC control and hence appears attractive for IMs [9].

Rotor flux-oriented control is a type of FOC/vector control which is implemented
by aligning the rotor flux along the d-axis, thus requiring the position of the rotor flux
at all times which can be measured using Hall effect sensors. Addition of sensors
poses several cons including added costs, additional source of uncertainty, reduced
overall reliability and installation difficulty. In [10, 11], the authors proposes an esti-
mator design for an IM. The technique in [10] measures the stator current of the IM
and uses it as a reference to compare it against the estimated stator current based on
stator voltage–current model. In [11], authors propose estimation using unscented
Kalman filter. Although UKF takes into consideration measurement noise, it is
computationally expensive and thus poses an implementation challenge in embedded
controllers.

This paper introduces two robust slidingmode controllers. Slidingmode controller
is deemed appropriate since it considers uncertainties in the measurement of the
mechanical parameters; for example, the load torque is a parameter which can vary
over a wide range. This paper considers the moment of inertia of the machine as a
source ofmeasurement error. Besides that, the load torque is considered as a source of
disturbances to the IM. The first controller is based on a discontinuous input control
law, whereas the second input control law is continuous with a boundary layer. The
rotor flux is estimated using the equations of the reduced order model of the IM
which is included in the later sections of the paper. This paper is organized into
five sections. The second section includes the reduced order model of the IM along
with the concept of RFOC and rotor flux estimation for calculating the rotor flux
position. Results from MATLAB and Simulink simulations are included in the third
section along with interpretation and conclusions deduced from these results. The
paper concludes with highlighting results and advantages of the proposed controllers
in the fourth section.

2 Methodology

2.1 Reduced Order Model of Induction Machine

The reduced order model represents variables associated to three phases of the IM
with two variables, thus reducing the overall order of the system. The transformation
from three-phase ‘abc’ to two-phase ‘d-q’ frame as shown in Fig. 2 is achieved using
the following matrix.
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[
Ud

Uq

]
= 2

3

[
cos(ωt) cos

(
ωt − 2π

3

)
cos

(
ωt + 2π

3

)
− sin(ωt) − sin

(
ωt − 2π

3

) − sin
(
ωt + 2π

3

)
]⎡
⎣ Ua

Ub

Uc

⎤
⎦ (1)

In (1), the term ωt represents the position of the d-axis in reference to phase a
and ω is the angular velocity of the d-q reference frame. Assuming the d-q frame
is rotating at arbitrary speed ω, the two-phase model of the can be represented as
follows.

Vds = rsids + pψds − ωψqs (2)

Vqs = rsiqs + pψds + ωψds (3)

Vdr = rr idr + pψdr − (ω − ωr )ψqr (4)

Vqr = rr iqr + pψqr − (ω − ωr )ψdr (5)

ψds = Lsids + Lmidr (6)

ψqs = Lsiqs + Lmiqr (7)

ψdr = Lr idr + Lmids (8)

ψqr = Lr iqr + Lmiqs (9)

In case of stationary reference frame ω = 0, for synchronously rotating reference
frame ω = ωe. In (2)–(9), [Vds, Vqs, Vdr , Vqr] and [ids, iqs, idr , iqr] correspond to the
stator and rotor voltages and currents along the d- and q-axis, respectively. [�ds,�qs,
�dr , �qr] represents the flux linkages along the d- and q-axis.

2.2 Rotor Flux-Oriented Control

RFOC is implemented using the reduced order of themodel in synchronously rotating
d-q frame. The control scheme aligns the rotor flux along the d axis. Thus, the rotor
flux along synchronously rotating d-q frame becomes the following:

ψe
qr = 0;ψe

dr = ψm
r ;

Combining the rotor flux values, (4) and Vdr = Vqr = 0 gives the following
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i e
dr = 0

Substituting the value of i e
dr in (8) results in the equation below.

i e
ds = ψe

dr

Lm
(10)

Using the values of rotor flux along synchronously rotating d-q frame, the
following is obtained from (9)

i e
qr = −Lm

Lr
ie
qs (11)

Thus, the torque equation for the reduced order IM under RFOC is as follows:

Te = 3

4
p

Lm

Lr
ψm

r .i e
qs = KT .i e

qs (12)

As can be seen the electromechanical torque becomes a function of the rotor d-axis
flux and the q-axis stator current in synchronously rotating d-q frame. The IM speed
is controlled using the electrochemical torque. The torque is manipulated by keeping
the rotor flux along d-axis fixed and changing the q-axis stator current. The rotor flux
along d-axis is controlled using d-axis stator current. This paper implements RFOC
in voltage control mode implying the currents along d-q axis are controlled using
the voltage along d-q axis, respectively. Combining Eqs. (2) with (6), (7), (8) and (9)
gives the following equation for calculating voltage reference along d-axis.

V e∗
ds = rsi e

ds + τ
′
srs

die
ds

dt
+ Lm

Lr

dψe
dr

dt
− ωeτ

′
srsi e

qs

V e∗
ds = V e′

ds + ed; V e′
ds = rs(ids + T

′
s

di e
ds

dt
);

ed = Lm

Lr

dψe
dr

dt
− ωeT

′
s rsi e

qs

V e∗
qs = rsi e

qs + T
′

s rs

die
qs

dt
− ωe Lm

rs Lr

dψe
dr

dt
− ωeT

′
s i e

ds (14)

V e∗
qs = V e′

qs + eq; V e′
qs = rs(iqs + T

′
s

di e
qs

dt
)

eq = −ωe Lm

Lr
ψe

qr − ωeτ
′
srsi e

ds

σ = 1 − L2
m

Ls Lr
; τ

′
s = σ

Ls

rs
(15)
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The expression (14) and (15) gives the equation for calculating the d- and q-axis
voltage value for any given d- and q-axis current reference. As can be seen, each
equation contains two terms. The term ed and eq are considered as a feedforward
terms which are fed to the voltage value required for controlling the d- and q-axis
current, respectively.

2.3 Rotor Flux Angle Estimation

The rotor flux angle required for transforming three-phase variables to synchronously
rotating d-q reference frame. It can be calculated from the rotor flux in stationary d-q
reference frame. Substituting ω = 0, Vdr = V qr = 0 (as the rotor is made of squirrel
cage winding) in (4) and (5) and combining with (8) and (9) renders the following
two equations used for rotor flux estimation in stationary d-q reference frame.

Pψ̂dr = Lm

τr
ids − 1

τr
ψ̂dr − ωrψqr (16)

Pψ̂qr = Lm

τr
iqs − 1

τr
ψ̂qr + ωrψdr

τr = Lr

rr
(17)

Combining (19) and (20) the angular position of the synchronously rotating
reference frame can be estimated as follows.

θ̂e = tan−1

(
ψ̂qr

ψ̂dr

)

2.4 Speed Controller Design

The following mechanical equation describes the dynamics of the rotational speed
of the three-phase IM.

J ω̇m + Bωm + TL = Te (18)

In (19), J, B, TL and Te correspond to inertia, friction coefficient, load torque and
electromechanical torque (given by (12)), respectively. Combining (12) and (18) the
mechanical equation can represent as follows.

J ω̇m + Bωm + TL = KT .i e
qs (19)
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2.5 Robust Sliding Mode Controller Design

In practical circumstances, any modelling technique includes inaccuracies due to
parametric uncertainties (unknown plant parameters, tolerance of the measuring
device, etc.) and un-modelled dynamics (considering friction as linear). SMC is
based on controlling an nth-order system using a first-order system dynamics. With
this notion, the mechanical equation in (19) can be written as below.

ωm = (a + 	a)ωm + (b + 	b)i e
qs + ( f + 	 f ) (20)

where

a = −B

J
; b = KT

J
; f = −TL

J
;	a = ±	B

J
;	b = ±	KT

J
;	 f = ±	TL

J

	a, 	b and 	 f represent the uncertainties in friction coefficient, uncertainties
in torque constant, and disturbances and uncertainties in load torque. The sliding
surface is S(t) can be defined with integral error component as follows.

S(t) = e(t) −
∫

(a + bK )e(τ )dτ (21)

where K is a linear feedback gain. Sliding mode occurs on the sliding surface when
S(t) = Ṡ(t) = 0 and therefore (21) can be represented using the equation below.

ė(t) = (a + bK )e(t) (22)

In (22), (a + bK) is the pole of the error dynamics when sliding mode occurs. For
the error to converge to zero upon reaching S = 0, the following condition has to be
obeyed.

(a + bK ) ≤ 0; K ≤ 0 (23)

The SMC is designed to ensure that sliding mode occurs by converging the error
to zero. The tracking speed error is defined as:

e(t) = ωm(t) − ω∗
m(t)

Taking the derivative of e(t) yields the following:

ė(t) = (a + 	a)ωm(t) + (b + 	b)i e
qs + ( f + 	 f ) − ω̇∗

m(t)

ė(t) = ae(t) + (
aω∗

m(t) + bie
qs + f − ω̇∗

m(t)
)

+ (
	aωm(t) + 	bie

qs + 	 f
)
ė(t) = ae(t) + ueq(t) + d(t) (24)
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where

ueq(t) = aω∗
m(t) + bie

qs + f − ω̇∗
m(t)

d(t) = (	aωm(t) + 	bie
qs + 	 f )

The controller is designed using two parts: the first part of which called the
equivalent input control law is used to make ueq(t) = 0 and the other part called
the switching input control law is used to counteract the disturbances, control the
convergence rate and ensure once sliding mode occurs S(t) stays on the surface S =
0. The first part can be expressed as follows by setting ueq(t) = 0.

i e
qseq = 1

b

[−aω∗
m(t) − f + ω̇∗

m(t)
]

(25)

The two switching input control law designed is discussed in following subsec-
tions.

Discontinuous switching law: The switching input control law is expressed as
following.

i e
qssw = K e(t) − βsgn(S(t))

sgn(S(t)) =
{
1 if S(t) > 0
−1 if S(t) < 0

(26)

The sgn(S(t)) term introduces extremely high-frequency switching of the input
signal causing a phenomenon called chattering. Chattering has the following
drawbacks.

1. It can excite un-modelled high-frequency dynamics of the system.
2. The bandwidth of the PWM inverter limits the maximum switching frequency

possible that may degrade tracking performance.

Combining (25) and (26) gives the complete input control law given by the
equation below.

i e∗
qs = K e(t) − βsgn(S(t)) + 1

b

[−aω∗
m(t) − f + ω̇∗

m(t)
]

(27)

The problem of chattering is overcome in the next choice of switching control
input law which is described below. For the choice of input control law in (26),
the error dynamics in state space form until sliding mode occurs can be found by
substituting (27) in (24).

ė(t) = (a + K )e(t) − βsgn(S(t)) + d(t)

ė(t) = (a + K )e(t) + u(t)

u(t) = −βsgn(S(t)) + d(t) (28)
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Continuous switching law with boundary layer: To eliminate chattering, the
sgn(S(t)) term in (26) is replaced, thus giving the following switching input control
law.

i e
qssw = K e(t) − β sat

(
S(t)

ϕ

)

sat

(
S(t)

ϕ

)
=

{ s(t)
ϕ

when|S(t)| ≤ ϕ

sgn
(

S(t)
ϕ

)
otherwise

(29)

In (29), ϕ represents the width of the boundary layer. The sat
(

S(t)
ϕ

)
terms provide

a continuous switching law and eliminate the problem of chattering. The complete
input control law is gained by combining (29) and (25).

i e∗
qs = K e(t) − β sat

(
S(t)

ϕ

)
+ 1

b

[−aω∗
m(t) − f + ω̇∗

m(t)
]

(30)

Similarly, the error dynamics in state space form for the control law given by (29)
can be computed by substituting (30) into (24) which gives the following equation.

ė(t) = (a + K )e(t) − β sat

(
S(t)

ϕ

)
+ d(t)

(a + K )e(t) + u(t)

u(t) = −β sat

(
S(t)

ϕ

)
+ d(t) (31)

For both choices of control inputs given by (26) and (29), the error dynamics
contains a pole at (a+K)whichdecides the rate of converge of the rotor speed tracking
error. The sliding mode condition in (23) implies K has to be strictly negative. As
a is constant the value of K is chosen such that speed tracking is achieved within
reasonable time. The value of β in (27) and (31) is chosen to make u(t) zero as per
the following condition.

β ≥ d(t)

3 Discussion and Results

The motor parameters used for simulation are tabulated below.
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Table 1 Motor parameters

Parameter name Parameter value Parameter name Parameter value

f (Hz) 50 	 KT (kg m2 s−2 A−1) 0.01

P 4 	 TL (N.m) 8

Prated (kW) 7.5 Rs (�) 0.1

I rated (A) 26.8 Rr (�) 0.1

V rated (V) 240 Lm (H) 0.001986

J (kgm2) 0.1 Ls (H) 0.021

B (Nm (rad/s)) 0.01 Lr (H) 0.021

KT (kg m2 s−2 A−1) 2.5 	 KT (kg m2 s−2 A−1) 0.01

	 B (kgm2) 0.0005

3.1 Response of Discontinuous and Continuous Controller

See Table 1.

3.2 Closed-Loop Response of Three-Phase IM Using
Discontinuous Sliding Mode Controller

The simulation of three-phase IM using the discontinuous sliding mode controller
for β = 34 and K = −50. The higher value of K was chosen for speed control of
the IM because the response time of the controller depends on rotor speed dynamics
and the dynamics of the q-axis current along synchronously rotating d-q frame while
controlling the speed of the IM. The higher value ofK was chosen for speed control of
the IM because the response time of the controller depends on rotor speed dynamics
and the dynamics of the q-axis current along synchronously rotating d-q frame. The
simulation was done using the uncertainties in inertia and electromechanical torque
constant along with disturbances in load torque using the values included in Table 1.
The load torque was changed from 10 to 18 Nm at 30 s during simulation.

As can be observed from Fig. 1, the IM is able to track the reference rotational
speed within an acceptable amount of time with ±0.01% error. Lastly, as anticipated
the use of discontinuous input control law introduces chattering the q axis current and
voltage reference as shown in Fig. 1b, c whichmay not be achievable in hardware due
to the limitation in switching frequency thus will degrade the tracking performance.
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(b) q axis current for synchronously rotating d-q frame against time

(c) Voltage along the q axis for synchronously rotating d-q frame

(a)  Rotor speed tracking against time

Fig. 1 Closed-loop parameter response for the three-phase IM using discontinuous sliding mode
controller
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3.3 Closed-Loop Response of Three-Phase IM Using
Continuous Sliding Mode Controller

With β = 34 and K = −50, the response of three-phase IM using the continuous
slidingmode controller implemented as shown in Fig. 2. The uncertainties and distur-
bances tabulated in Table 1 were included during simulation. The load torque was
changes from 10 to 18 Nm at 25 s. Figure 2a shows the controller achieves good
tracking with accuracy of ±0001% in less than 5 s. The chattering phenomenon
is eliminated with the use of continuous SMC as can be seen from Fig. 2a, b,
respectively.

(a) Rotor speed tracking again time

(b) Voltage along q axis for synchronously rotating d-q frame

Fig. 2 Closed-loop response of three-phase IM for the proposed continuous slidingmode controller
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4 Conclusion

To conclude the presented results shows that both the proposed controllers are able to
achieve good rotor speed tracking with very little error within an acceptable amount
of time. The use of sliding mode controller provides reference tracking in the pres-
ence of parameter uncertainties and external disturbances. Finally, the discontin-
uous controller introduces chattering, which is overcome using the continuous input
control law.
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Performance Analysis of Induction
Motor Utilizing SPRS Based
on MOSFET/IGBT Ćuk Converter
Topologies

Gourav Vardhan, O. P. Rahi, and Arun Kumar Bugaliya

Abstract In slip power recovery scheme (SPRS) to avoid the wastage of slip power
in rotor resistance, it is used as feedback to main power supply. Several types of
topologies are used for SPRS, i.e., boost, buck, buck–boost and Ćuk converter. Other
than this, various switching devices like SCR, MOSFET, GTO, IGBT, etc., are used.
Analysis of SPRS based on induction motor drive (IMD) utilizing MOSFET/IGBT
Ćuk converter and voltage source inverter based on IGBT with pulse width modu-
lated scheme is carried out in the paper. Various performance analyses of IMD
have been executed by utilizing the IGBT and MOSFET in converters. Wound
rotor induction motor (WRIM) model based on SPRS utilizing pulse width modu-
lated (PWM) scheme and voltage source inverter (VSI) has been developed using
Simulink/MATLAB toolbox. The effect of duty ratio on speed, DC link current,
supply current, source reactive power, supply power factor and total harmonic distor-
tion (THD) has been investigated. IGBT produces better results as compared to
MOSFET shown by simulation results.

Keywords Chopper · Induction motor · IGBT · Slip power recovery scheme ·
Efficiency · MOSFET

1 Introduction

SPRS is among the best methods of WRIM speed control [1–14]. SPRS is widely
used in industries where intermittent operation of drive is required in applications
like cranes, hoists, lifts and conveyers because it is easy to control slip power by slip
rings. To control speed of motor, slip power is supplied back to main power source.
The features of the inverter can be controlled in the rotor circuit, and this controlling
of features makes WRIM suitable for variable speed applications [1]. This drive
operates in limited range of speed, and slip power is just a fractional part of motor
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rating, so rating of converter is quite less and hence it results in less cost of converter
[2]. Major drawbacks of SPRS are lesser supply power factor, high reactive power
requirement and high content of harmonics [3, 4, 13, 14]. The presence of harmonics
produces distortion in supply. Interest of researchers is increasing in the renewable
energy area as a result of new upcoming technologies being introduced in converters
[5].

Pulse width modulation (PWM) inverters and capacitive compensation
approaches have been used for the improvement of power factor [6, 7]. A 12-pulse
SCR-based inverter and IGBT-based boost converter have been used to get better
power factor of supply, SPRD using VSI and boost converter decreases the THD of
source, and hence there is improvement in the power factor [8].

Inverter alongwith chopper enhances power factor and efficiency of the SPRDand
also the power quality [9]. Chopper control methodologies along with PWM voltage
source inverter allows decoupled control of speed and nowadays the simultaneous
speed control is attractive for researchers in this area [10].

2 Proposed Methodology

2.1 Conventional SPRS Model

The rotor windings are connected to slip rings through 3-phase full-wave rectifier.
By varying the emf of inverter (V2), we can control the power sent back. The emf of
inverter can be changed easily just by changing value of firing angle of inverter.

To reduceDC ripples (Idc), DC link inductor is there. Also, a recovery transformer
is used to match the rectifier and inverter voltages [11]. By neglecting losses of stator
and rotor drops, we can write

V1 = 3
√
2

π
× sV

a
= 1.35 × sV

a
(1)

V2 = 3
√
2

π
× V

b
cosβ = 1.35 × V

b
cosβ (2)

where V1 = rectifier’s output voltage, V2 = inverter’s output voltage, s = slip, β =
inverter’s firing angle, a = stator to rotor turn’s ratio, b = transformer’s turn ratio,
V = supply voltage. For the safe commutation of the thyristor, maximum value of
firing angle is kept at most 165°. By choosing firing angle appropriately required
speed can be achieved [12].

Neglecting drop across the inductor, we can write

V1 + V2 = 0 (3)
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From Eqs. (1)–(3), we will get

s = a

b
|cosβ| (4)

On referring equivalent motor circuit to rotor side, approximating DC equivalent
circuit and neglecting magnetizing branch, the equations for air gap power, DC link
current and developed torque are given by

Idc = V1 + V2

2
(
s R′

s + Rr
) + Rd

(5)

Neglecting copper loss, we can write

s Pg = |V2|Id = 1.35 × V

b
cosβ × Idc (6)

From Eqs. (4) and (6),

Pg = 1.35 × V

a
× Idc (7)

Pm = Td × wm(1 − s)
2

p
(8)

Pm = (1 − s)Pg = Td × wr (9)

Td = p

2
× Pg

wm
(10)

From Eqs. (7) and (10),

Td = p

2
× 1.35V

a × wm
× Idc (11)

where Idc = current at DC link,Pg = air gap power, Td = torque developed, Pm =
mechanical power.

wm = synchronous speed in rad/s, wr = rotational speed of rotor in rad/s,R′
s =

rotor side referred stator resistance, Rr = resistance of rotor, p = number of poles.

2.2 SPRS Using MOSFET/IGBT Ćuk Converter

In conventional slip power scheme, there are many drawbacks but the main draw-
back is that more reactive power is drawn from source on increasing β above 90°.
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Fig. 1 SPRS simulink model using MOSFET/IGBT

Due to this, THD is increased and power factor is decreased. To overcome this
problem depicted above, a scheme has been introduced in which MOSFET/IGBT
Ćuk converter is utilized as depicted in Fig. 1. By changing the duty ratio (D) and
keeping β of inverter constant, the speed control operation of SPRD is carried out.
Voltage drop in inductor, voltage at inverter output, slip (s) and current at DC link
are given by [8]:

V2 = 1.35 × V

b

( −D

1 − D

)
cosβ (12)

s = a

b

( −D

1 − D

)
|cosβ| (13)

Idc = V1 − V2

Rdc
(14)

Rdc = s

{
2R′

s + 3

(
X ′

s + Xr

π

)}
+ Rr + Rd (15)

where D = duty ratio and Rdc = DC link circuit resistance
where X

′
s = rotor side referred stator reactance and Xr = rotor reactance

Pg = |V2|Idc

s
(16)

T = Pg

wm
= |Vd2|Idc

swm
(17)
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cosφ = Ps − Pr√
(Ps − Pr )

2 + (Qs + Qr )
2

(18)

where Ps = active power drawn from source, Pr = active power recovered from
inverter, Qs = reactive power drawn from source, Qr = reactive power recovered
from inverter

Pr = 1.35 × V × Idc

( −D

1 − D

)
cosβ (19)

Qr = 1.35 × V × Idc

( −D

1 − D

)
cosβ (20)

From Eq. (20), it can be seen clearly that by decrement of D with constant β

reactive power drawn will decrease. Hence, source power factor will increase as
seen from Eq. (18).

3 Simulation Model of SPRS

In this paper, IGBTandMOSFETare used in Ćuk converter and then the performance
ofWRIM is analyzed by using the two switching devices. For this scheme, simulation
model is developed using Simulink as depicted in Fig. 2. For this model, a 2.1 hp,
415 V, 50 Hz, 4-pole motor is used. The duty ratio (D) for the speed control is varied
from 80 to 30%, and firing angle of inverter is at 91°. Various results are shown in
Figs. 3, 4, 5, 6, 7 and 8.

Fig. 2 SPRS simulink model using MOSFET/IGBT
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Fig. 3 Graph between supply current and duty ratio

Fig. 4 Graph between DC link current and duty ratio

Fig. 5 Graph between speed (r.p.m) and duty ratio
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Fig. 6 Graph between reactive power (VAR) and duty ratio

Fig. 7 Graph between THD and duty ratio

Fig. 8 Graph between power factor and duty ratio
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4 Results and Discussion

4.1 Supply Current Versus Duty Ratio

On changing the duty ratio, the supply current will also vary. This variation of supply
current with duty ratio is depicted in Fig. 3. Here, Is1 and Is2 are the source currents
for MOSFET and IGBT, respectively. From the graph, it can be observed clearly
that IGBT chopper topology draws less current as compared to MOSFET chopper
topology for the same duty ratio and load torque. So, losses are less in case of IGBT
chopper topology as compared toMOSFET chopper topology. Hence, IGBT chopper
topology has more efficiency.

4.2 DC Link Current Versus Duty Ratio

The graph of DC versus duty ratio is depicted in Fig. 4. Here, Idc1 and Idc2 are the DC
link currents for MOSFET and IGBT, respectively. From this graph, it is observed
that IGBT chopper topology draws less DC link current as compared to MOSFET
chopper topology. So in case of IGBT, less variation of electromagnetic torque is
there that provides the smooth control.

4.3 Speed Versus Duty Ratio

The variation of WRIM speed is depicted in Fig. 5. Here, G1 and G2 represent the
speed of rotor of WRIM for MOSFET and IGBT topologies, respectively. It can be
illustrated from the graph that there is increment in speed with the increment in duty
ratio. Speed control is linear as well as smooth in case of IGBT as increment or
decrement in speed by changing duty ratio is less.

4.4 Source Reactive Power Versus Duty Ratio

The graph of supply reactive power versus duty ratio is depicted in Fig. 6. In this
graph, Q1 and Q2 represent the reactive power drawn from source for MOSFET
chopper topology and IGBT chopper topology, respectively. From the graph, it is
illustrated that IGBT draws less reactive power from MOSFET for the same duty
ratio. Less reactive power drawn means high power factor. The average value of
reactive power for MOSFET chopper topology is 402.64 VAR, and average value of
reactive power for IGBT chopper topology is 298.92 VAR.
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4.5 Total Harmonic Distortion (THD) Versus Duty Ratio

The graph of THD versus duty is depicted in Fig. 7. In this graph, Th1 is total THD for
MOSFET chopper topology and Th2 is THD for IGBT chopper topology. The average
value of THD forMOSFET is 8.69%, and the value of THD for IGBT is 8.59%. From
the graph, it is observed that THD is almost same for both the topologies.

4.6 Power Factor of Supply Versus Duty Ratio

The graph of power factor of supply versus duty ratio is depicted in Fig. 8. In this
graph, PF1 represents the power factor of supply for MOSFET chopper topology
and PF2 represents the power factor of supply for IGBT chopper topology. Power
factor in case of IGBT is higher than MOSFET topology as observed from Fig. 8.
The average power factor for MOSFET is 0.93, and average power factor for IGBT
is 0.941.

5 Conclusions

This paper presented the analysis and thus the performance of speed control of
WRIM by SPRS. In SPRS, Ćuk converter with MOSFET/IGBT has been used.
These models have been created in Simulink/MATLAB. Effect on source current,
power factor, DC link current, reactive power, THD and speed with the change in
duty ratio is depicted by various graphs. Other than this, the parameters like source
current, power factor, DC link current, etc., have been compared for MOSFET and
IGBT chopper topologies. These results have shown power factor is 0.93 and 0.941
for MOSFET and IGBT, respectively. THD is almost same for both the topologies.
Hence from results, it can be concluded that the IGBT with Ćuk converter is better
option than IGBT for good performance.
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Design and Analysis of Grounding Grid
Performance Using ETAP 16.0.0
Software

Arun Kumar Bugaliya, Gourav Vardhan, and O. P. Rahi

Abstract This paper gives the different grounding mat design modifications and the
impact on the design parameters of these modifications. Different modifications in
different cases like case 1: grounding mat design without earth electrodes, case 2:
grounding mat design with the electrodes at the corner of mat, case 3: grounding mat
design with compression ratio without earth electrode, and case 4: grounding mat
design with compression ratio and earth electrodes have been applied with the appli-
cation of ETAP 16.0.0 version software. The primary framework of the grounding
mat solidly depends upon, Rg , Vtouch, Vstep, and ground potential rise (GPR). These
quantities are of great concern for safety of any grounding system. Here, our main
concern is to minimize the design quantities by inserting electrodes and by changing
the compression ratio to meet the standard safety regulations annunciated in various
guidelines and standards. Here, in this paper, homogeneous soil model is considered
for designing the grounding mat.

Keywords ETAP 16.0.0 version software · Grounding grid · Step voltage · Touch
voltage · Compression ratio

1 Introduction

Grounding system of the substation should be designed in such a way that it should
assure the secure and unswerving/unwavering operation of system and must also be
committed to the safety measures of human beings in event of any kind of fault in
the system [1]. Reduction in the ground resistance and ground potential increases
the safety of power system equipment, but the safety of personnel can be ensured by
emulating the potential spreading on the ground surface and by diminishing the step
as well as touch voltage.With the regular increment in power system dimensions and
voltage range, the frailty current has also rise with the same ratio as the dimensions
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and range. Before designing the grounding grid, the complexity of different types of
grid shapes and multi-layer soil model should be considered.

A method using non-uniform spacing between the grounding conductors of
substation has been proposed by the Sverak [2]. The optimal arrangement of
grounding grid’s horizontal conductor is illustrated by Dawalibi [3–5]. By this
optimal pattern, without exceeding the number of wires and potential, the leakage
current is more uniformly distributed and that is the reason for obtaining low step
voltage and low touch voltage [2]. The lack of side effects of a homogenous soil
model has been discussed in IEEE standard [3].

In this paper, the authors have examined the effect of inserting grounding elec-
trodes and also the effect of unequal span arrangement of horizontal conductors
on touch potential and step potential for a particular substation built in Himachal
Pradesh. In this paper, the four cases have been critically analyzed.

2 Methodology

Grid conductor size is one of the main concerns in grounding grid designing. Grid
conductor helps to achieve the step voltage Vstep and touch voltage Vtouch. Grid
potential rise (GPR) is considered as remote earth potential, while establishing the
grounding grid for substation, some criteria are fixed that are defined in IEEE guide-
lines cum standard, i.e., IEEE-80-2000 [3]. To protect the electric equipment and
personnel from shock, safety guidelines should be followed as given in IEEE-80-
2000 [3]. Control equipment in substation and telecom equipment can be protected
by effective grounding [7].

2.1 Grounding Grid Conductor Size

In this analysis, the grounding grid conductor used is stranded soft drawn copper.
Grid conductor is required to be round so as to expose more cross-sectional area (up
to 400 mm2) with the surface. Coastal regions having low soil resistivity (similar
to rainy season) are preferred to use tin copper conductor as grounding conductor.
Sometimes electric joints may be formed under worst case scenario and to stop this,
fusing copper-clad steel conductors are preferred. These worst situations are likely
to occur in substation, e.g., increment in frailty current and increment in frailty
period to which conductor are unprotected. For effective grounding, the grounding
conductor is required to be made of soft drawn, annealed copper. Standard IEEE-80-
2000 discusses the formula which is mandatory to calculate the cross-sectional area
of grounding conductor. The formula, given for the calculation is as given below:
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A = I f√(
TACP∗10−4

TC αr ρr

)
ln

(
k0+tm
k0+ta

) (1)

where
Tc = Max. clearing time 1.0 s
αr = Conductor resistivity’s thermal coefficient at ref. temp, Tref = 0.0039
ρr = Ground conductor’s resistivity at ref. temp., Tref in micro �-cm = 1.70
TACP = heat measurement p.u. vol. [7] joule/cm3 °C = 3.42
tm = Fusing temp = 1085 °C
ta = Context temp = 55 °C.
Touch voltage Vtouch, and it is the voltage divergence b/w a person and electrically

conducting appliance which is touched by the person. It may be possible that the
person is touching the equipment by one hand or by both hands and feet are in
resting on ground. Same is given by the following equation:

VTouch = (103 + 1.5 ∗ Cr ∗ ρ)
0.116√

t f
(2)

Here,
Cr = Reduction factor
CS = 1, in absence of the protective surface layer (resistivity of both protective

layer and soil is same)
CS < 1, soil resistivity is lower than the protective layer.
t f = Shock current duration, which is in 0.5–1.0 s range
ρ = Surface layer resistivity in �-m.
The fault hazard analysis is done for explaining the requirement of having touch

voltage in limit [8].

2.2 Permissible Vstep

Step voltage Vstep is the voltage divergence b/w surface voltage that felt by a human
being between their feet maintaining the distance of 1 m without being in touch with
any kind of grounded tool.

VStep = (103 + 6 ∗ CS ∗ ρ)
0.116√

t f
(3)

Step and touch voltages also depend on the person’s body impedance and type of
shoes.
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2.3 GPR

The ground potential rise is defined by [4]:

GPR = Igrid ∗ Rgrid (4)

Here,
Igrid = Max. grounding grid current in amps, Rgrid = Grounding resistance in �

[8]
The following formula is used for the computation of substation Rgrid

Rg = ρ ∗
⎛
⎝ 1

LTotal
+ 1√

20 ∗ A
∗

⎛
⎝1 + 1

1 +
√

20h2

A

⎞
⎠

⎞
⎠ (5)

Here,
Rg = Ground resistance in �, A = space covered by the gnd. grid in m2, h =

Grid’s buried depth in m, ρ = Ground resistivity in �-m
LTotal = Total conductor buried in m

3 Grounding Grid Designing Process

Whenever, a specific voltage is applied to anymaterial, due to its resistivity, a definite
amount of current passes through it. There are many methods for the calculation of
resistivity, one of them is four-electrode Wenner array method [9]. To calculate
average soil resistivity, following equation is used:

ρ = 2πa R (6)

Here,
ρ = Avg. soil resistivity, a = gap b/w electrodes, R = Testing inst. reading in �

Here, we have crushed rock surface having resistivity of 3300 �-m up to 0.1 m
depth, than we are considering single layer soil model of resistivity 220 �-m.
Conductor is at depth of 0.6 m. Grounding conductor is of MS FLAT and grounding
electrode is of MS rod. Figure 1 is showing the soil model for the entire work carried
out. Later the difference in different cases is of only number of grounding electrodes
and optimal compression ratio [10].
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Fig. 1 Soil model

3.1 Case1: Grounding Grid Design Without Earth Electrodes

Here, first case is the basic conductor arrangement with zero grounding electrodes.
The calculated step voltage is 365.3 V and calculated touch voltage is 634.7 V. As
per IEEE rules both VStep and Vtouch should be less than the permissible limits of VStep

and, Vtouch.
The ground potential rise is defined by (Figs. 2 and 3):

Fig. 2 Step voltage profile
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Fig. 3 Touch voltage profile

3.2 Case2: Grounding Grid Design with Earth Electrodes

Here, grounding electrodes are inserted at corners than again VStep and Vtouch calcu-
lated. The permissible VStep is 2407.2 volts and calculated VStep is 331.9 volts (Figs. 4
and 5).

The tolerable Vtouch is 724.8 volts and calculated Vtouch is 421.7 volts, which is
less than that of case 1’s Vtouch.

4 Grounding Grid Designing Process

Optimal designing is the arrangement of conductors in substation’s grounding grid
in such a way that it equalizes potential of grounding surface and the leakage current
distribution; this can be done by ensuring all grounding grid conductors fully exploit
and thus reducing the Vstep and Vtouch. Diagram. 6 shows grounding grid alignment
having irregular spacing between conductors. By this arrangement, potential gradient
decreases and it is safe and economic way of designing. The problem arises in
achieving the uneven spacing according to the complexity in figure where conductor
span reduces from middle to edges of the grid. The jth conductor span from the
middle conductor is:

D j = DmaxC j , ( j = 0 to M) (7)
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Fig. 4 Step voltage profile

Fig. 5 Touch voltage profile
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Fig. 6 Grounding grid with
OCR

Here, C defining or is the notation for the compression ratio, that is unchanging
factor, the value of C is between ‘zero’ and ‘one’, if C having value ‘one’, that means
conductor span is uniform, conductors having equal spacing between them. If grid
has odd conductors, at that time M = N−3

2 and if even, at that time M = 2N−4
4

(Fig. 6).
If
L is grounding systems side length,
N conductors are placed on a direction of the grounding system, then the span for

the middle conductor is given as:

Dmax = L(1 − C)

1 + C − 2C( N−2
2 )

(N → even) (8)

Dmax = L(1 − C)

2 − 2C (N−1)/2
(N → odd) (9)

The OCR is taken as 0.75 as here the step voltage and touch voltage reaches
minimum. At this OCR, next two cases have been analyzed.

4.1 Case3: Grid with Optimal Compression Ratio
and Without Earth Electrodes

Here, in this third case, the basic grounding conductor arrangement having compres-
sion ratio of 0.75 with zero grounding electrodes has been considered. The calculated
Vstep is 301.4 V and calculated Vtouch is 397.2 V. As per IEEE guide lines, both the
Vstep and Vtouch should be less than the permissible limits of Vstep and Vtouch (Figs. 7
and 8).
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Fig. 7 Step voltage profile

Fig. 8 Touch voltage profile
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Fig. 9 Step voltage profile

4.2 Case4: Grid with Optimal Compression Ratio
and with Earth Electrodes

Here, in this last but not the least fourth case, basic grounding conductor arrangement
having compression ratio of 0.75 with grounding electrodes has been taken up for
analysis. The calculated step voltage is 246.6 V and the touch voltage is 256 V. As
per IEEE standards both the Vstep and Vtouch must be less than the tolerable limits of
Vstep and Vtouch (Figs. 9 and 10; Table 1).

5 Conclusion

Here, authors have investigated an important grounding technique for 132 kV substa-
tion, for increased ground potential resistivity of surface which was quite high in this
substation. The impacts of CS on grid parameters have been examined with a single
layer soil model for two cases including vertical conductors and excluding vertical
conductors. The analysis was moved forward by taking optimal CS from reference
paper which ensure the minimum VStep, Vtouch, and Rg .
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Fig. 10 Touch voltage profile

Table 1 Comparison table of the results of all the four cases

S. No. Tolerable Vstep Vstep Tolerable Vtouch Vtouch

1. Grid without earth electrodes 2407.2 v 365.3 v 724.8 v 634.7 v

2. Grid with earth electrodes 2407.2 v 331.9 v 724.8 v 421.7 v

3. Grid with optimal compression ratio
and without earth electrodes

2407.2 v 301.4v 724.8 v 397.2 v

4. Grid with optimal compression ratio
and with earth electrodes

2407.2 v 246.6 v 724.8 v 256 v

The results of this research work have shown the grounding grid mesh design
for a 132/33 kV substation with maximum grid current of 31.7 kA. Finite element
method was used to determine the tolerable limits of different parameters like step
potential, touch potential, etc., on ETAP 16.0.0 software.
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Grid-Interactive Microgrid Charging
Infrastructural Network for Electric
Vehicles with International Standards

Zeeshan Ahmad Arfeen, M. Saad Bin Arif, Md Pauzi Abdullah,
Fatimah Khairiah, Esam Abubaker Ali Abubaker, and Heng Wei Wei

Abstract The electrification of road transport networks is an encouraging attempt
to green highways and to lessen the impacts of global climatic scenarios. This
research enlightens the current status, up-to-date employment, in compliance with
numerous power charging topologies, and examines Electric vehicles (EV) influ-
ence and outlooks to society. Moreover, in this paper, the comparison of on and off
board mode of recharging methods with one-direction and bi-directional energy flux
are exclusively addressed. The work is well supported with Tables and Figures to
outskirts the details. The international standards for EV charging and infrastructure
for refuelling stations are also discussed and highlighted. In a sense, the paper gives
fast insight and understanding of the current scenario of the charging pattern of EV
to the readers.

Keywords Battery management system · DC bus · Power converter ·
Fast-charging station · Vehicle to grid

1 Introduction

Lowering power demand in road transport is the utmost challenging tasks to meet
carbon dioxide (CO2) reduction targets and Green House Gases emission (GHG).
Because of the sector’s reliance on conventional fuel generation sources and the
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Fig. 1 Comparison of pattern ICEV versus EV [17]

colossal adverse effects for ecological change, air pollution and other social comport-
ments, Electric vehicles (EVs) is a cost-effective alternative over conventional vehi-
cles (CVs), which is eco-friendly, sustainable in the present phase [1]. EV exposure
brings laurels to energy systems, like uplifting generation capacity during peak load
intervals, load balancing, likely investment deferment; voltage-frequency regulation,
spinning standby facility and reduce dependence on crude oil and green gas emis-
sions, bringing economic and environmental benefits [2]. Apart from supporting the
grid with the active power, EVs have the potential to improve the power quality by
compensating the reactive power. The emissions over the complete running of EV,
which include both the power generators and fuels used to energize vehicle-tank to
car wheels and the direct tailpipe exhaustion generally called well to wheels is far
less than ICEV [3]. The typical energy flow of a conventional internal combustion
electric vehicle is shown in Fig. 1.

The electric vehicle refueling decks market is projected to exceed USD 27.7
billion by year 2027 from an projected USD 2.5 billion in twin year. DC Charging
Station will bring in healthy gains adding significant momentum to global growth
To date, there is about 400 electrified vehicle charging infrastructure fuel station in
Malaysia. BMW, Schneider companies, aim to leverage on strategies by Green Tech-
nology Malaysia corporation. In this context about three thousands fast recharging
stations for electric driven vehicles (EVs) set up in 2019 countrywide to cater to the
growing concern in electric driven vehicles. The government of Malaysia also gives
the privilege to free charge at the Charge EV charging stations nationwide currently.
Solar-powered electric vehicle (EV) charging stations will be installed along the
North-South Expressway (NSE) by early 2020. According to a leading newspaper
report “The STAR” the cost of solar-EVCS in Malaysian Ringgit is approximately
RM450000.

The hierarchy of the review is as under: Sect. 2 includes the recharging pattern,
control strategy of zero-emission vehicles, International charging standards and
infrastructure of refuelling stations. Section 3 is dedicated to power chargers along
with its topologies off-board and onboard chargers. The ac and dc charging power
level also placed in this section, and Sect. 4 is categorized with power streams of
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unidirectional and bi-directional energy flow. The concluding remarks are in the last
Sect. 5.

2 Charging Pattern

Electric vehicles are generally based on the type of charging, either random or coor-
dinated. In random charging the EVs start charging as they reside at house or car
parking slots, heading to possible chaotic impacts on the national grid. Within this
contemporary strategy, maximum energy losses, system congestion, overloading of
the grid, voltage drops, exceed the thermal limits of the substation transformer, which
result in accelerating the transformer’s ageing [4]. On the other hand, coordinated
charging builds on amodest union of procedures, such as time-delayed charging (pre-
programmed charging) or intelligent charging, i.e. an optimized adaptive charging
under the control of the local operator, based on load, cost or regulatory body [5],
and other examples are given in [6, 7].

2.1 Barriers and Behaviors

Despite the environmental and economic benefits, EVs have a negative influence
on the power grid if the way for intelligent charging is not developed. Random
charging functionalities could place various types of technological problems. Subop-
timal production dispatches, power demand load profile rises, system losses, trans-
former overloading, harmonics contents in current and voltage, large voltage varia-
tions, decreased network efficiency, and substantially raise the likelihood of power
breakdown viz of system overloading arises. Nonetheless, due to the partial unpre-
dictability of both consumers and power production from renewable sources, there
are possible power imbalances between the generation output and the load. A robust
and efficient power flow charging algorithm-based controller should be designed to
exploit the practice of RES and cater to the impacts and burden of vehicle charging
on the ac utility grid.

2.2 International Standards for Electric Vehicles

A few well-known standards are developed for EV recharging levels, for example
SAE J1772, charge demovedCHAdeMOprotocol and International Electrotechnical
Commission IEC 61851-1 [8]. NIST—National Institute of Standards and Tech-
nology of the U.S Department of Commerce has a task to interlink and develop a
framework that incorporates protocols and standardizations for data control manage-
ment activity and to monitor the interoperability of intelligent grid appliances and
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networks [9]. Different standard .organization enlisted the U.S. NEC—National
Electric Code: 690, SAE—Society of Automotive Engineers and IEEE-Engineers
1000~3~2, upkeep the standard to levelized the amount of harmonics and pure DC
insertion. IWC- Infrastructure working council, a company, is working to build
multiple codes and standards concerning the grid code interface. The standards
defined by the SAE for EVs charging are. SAE J1772, J2293, J2836, J2847, J 2894
[10].

In the digital age, the dependence on fossil fuels and major concerns about the
green gas environment, alternative fuel is the dire need for zero-emission vehicles.
Considering the energy savings and long- mileage travel journey, the present status
of the battery is immature in technology and becoming the bottleneck for its real
implementation of EV. As the new battery coming in the market with features of
having least cost, less weight, high power density, thus PHEV is becoming one of
the promising answers for the novel power vehicle in the automation industry. As the
power of a plug-in hybrid vehicles likely origin from the battery stacks, an energy
supervisory strategy is desired to resolve the multi-power coupling issues [11].

3 EV Chargers

EV fast chargers play a vital role in the mass deployment and growth of the EV
charging equipment. The lifetime, state of health (SoH) and the charging-discharging
span have a closed affiliation with the features of battery quick chargers. An active
battery power should possess momentous features like compact mass and volume,
extremely reliable and effectual, elevated power density, and less price. They are
generally classified as on and off-board power chargers (Fig. 2).

3.1 On/off-Board Energy Chargers

In a car-mounted battery charger, the customers have the freedom to avail of the
provision of charging their vehicles whenever there is power source availability. The
significant barriers regarded to an onboard power charger are the constraint of Level-
1 power only. Moreover, in car-mounted onboard chargers the mass, area and cost
restraints are the major causes to limit its power. In contrast, the off-board rapid-
refuelling areas are gaining momentum in this regard. Despite the elevated price of
infrastructure DC fueling decks, it offers tremendous promising characteristics such
as lessen the mass of the zero emission vehicle; charging at raised energy levels;
competence of rapid charging; dynamic recuperate networks for refuelling the EVs.
However, active correspondence between utility companies and aggregators (station
owners) make the fast charging station cost incentives. Table 1 gives the fast insight
into the two modes of charging.
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Fig. 2 local charging on board-off board with wireless charging of EVs [18]

3.2 Charging Power Levels

EVpower chargers can be classified on the base of power rating.A variety of charging
category aswell as their particular range of energy are as follows—(i) chargingLevel-
1: 120 V ac, 1-φ, 16 A and 2-KW power is utilized to charge car-mounted charger.
Charging Level: 208–240 V ac, 1-φ, maximum of 12–80 A and (3–19.2) kW of
power is confined to charge EV. Level-3 AC charging: In this specific type 400 V,
3-φ ac power is transformed into DC and after this power is directly supplied to
charge EVs. Level-3 dc charging: power at 300–600 V DC is straight away supplied
to accumulate EVs. On average, a maximum of 400A and 240 KW of power can be
given by this type of fast charger [12].
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Table 1 Comparison of onboard and off-board chargers

Types Merits Demerits

On-board chargers Deprive of battery heating due to
least power absorption

Slowly charging

It doesn’t involve more
interconnection issues. Standard
signal J1172 is applied for the action

Low power levels in KW

Recharge everyplace within an
electrical outlet, little infrastructure

Consideration of mass and size due
to manufacturing of EV design;
added components for charging

Needed things by onboard, BMS are
supplied voltage

Protocols concerning
communication are not
well-standards

Max rated current and phase outline
of the charging facility

Voltage, rated current capacity and
phase configuration of the refueling
area are necessary by onboard BMS

Off-board chargers Superior rate of energy in (KW) Battery heating arises, battery
fading, battery recycle constraint

Fewer concerns over size and weight Independency is gone. Liable to
refuel only at the station

Better BMS systems Risk of charging adoption

Charge at elevated power levels Troubleshooting—battery banks is
not permissible by remote BMS

Fringe benefits to both parties.
(utility stakeholders and charging
site owners)

Batteries to receive charge is limited

BMS is matured and automated Charging station personnel are the
officials to check charging profiles

Fast charging Sophisticated infrastructure cost
raised

The inclusion of a battery
management system causes more
complexity and cost

3.3 Power Level-1, 2 and 3

As defined previously, the time-consuming method to achieve the charging dilemma
of EV is by level-1 charging scenario. In this particular type of assembly might
employ a standard connector J1722 for the ac socket of EV. In the second level
charging scenario power is provided through dedicated facilities at public (station)
and private places (shoppingmalls, hospitals, universities, etc.). The bright feasibility
of level-2 has lesser power electronics interface converters, while the car mount
facility is offered at this range of power level charging. Besides, adequate equipment
is necessary to install at the public and household places for the level-2 charging.
The level-3 charging process is applied to commercially and offers the quickest
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charging interval within half an hour. The working operation for level-III charging is
equivalent to 480-V or needs a superior three-φ circuitry. A newly standard DC rapid
charging popularly known as charge de move “CHADeMO” Consortium originated
from Japanese state protocol is receiving recognition rapidly around the globe [13].
This defined standard is intended to raise the initiations of ground transportation and
to lessen the anxiety concerning the distance among the users of EVs. CHADeMO
can refill the battery up to 80% SoC around 30 min via optimal DC power cable, i.e.,
50-kW (nearly 500 Volts, 100 A) (Table 2).

3.4 DC Recharging Systems

DC power networks demand dedicated electric wiring and equipment installations
and can be fixed at public garages or refuelling areas. They have constant electric
power than the AC networks and can charge EVs rapidly. All DC charging systems
have permanently connected electric vehicle supply equipment (EVSE) that incor-
porates the dc charger. Connectors that are generally used in this category are SAE
J 1772 Combo, CHAdeMO and IEC 62196 Mennekes Combo. Their taxonomy is
according to the power levels provide in Table 3.

4 Power Streams

They are typically classified as unidirectional energy flow and bi-directional energy
flow. These are discussed in detail in the following sections.

4.1 Unidirectional Energy Flow

In the case of electricity geared vehicles, usually, the rapid charging procedure of
battery banks is done outside the car assembly via a fast power charger. Usually,
two types of chargers are readily available in the market. Single directional energy
flow has its merits which are pointed in the given Table 3. Some major contributions
are; reduced hardware, simplified interconnection circuitry, and battery depletion of
charges are less [14]. The main prospect to accept these single way chargers by grid
utilities is the simple control architecture that managed the packed saturated feeders
while the inclusion ofmass penetration of vehicles. On another end,many issues such
as performance, reliability, and safety are not fully covered. The cost of a one-way
charger is less as compared to two-way chargers. Only an off-board outlet is required
for fast charging the vehicles. Continuous charging and discharging cycling is the
absence in single flow chargers so battery life prolonged in this case.
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Table 3 DC Power levels to
charge zero-emission vehicles

DC power
level

Current rating
(A)

Voltage rating
(V)

Power rating
(KW)

Stage-I 80 450 36

Stage-II 200 450 90

Stage-III 400 600 240

4.2 Bi-Directional Energy Flow

In this dual power flows several salient features are the stabilization of power, V→G
technology, sufficient and controlled translation of power. Green vehicles with two-
way chargers offer distinctive merit as a source of an engineering advancement as V
→ G [15]. When a fleet of electric vehicles are in office parking or rest car places, it
can deliver power to intra-grid at its supreme level request of load balancing and thus
improve the efficiency; this concept is first initiated the concept by Willett Kempton
in his paper [16]. The pioneer believe that V → G concept its reality to conceivable
stockpile and produce power from the fleets of car to poise stochastic intermittent
renewable resources, enforce grid energy stability, clean and green environment and
maximize profit, especially in peak hours. V → G, vehicle to vehicle V → V, and
vehicle to home (V → H) are the promising solution of electricity-powered vehicles
related to two-way flow. In the case of V2H, the extent of power accumulated in the
battery pack will consider as a standby generation for home utilities with additional
renewable resources. In the case of a vehicle to vehicle concept, local fleets of EVs are
formed tomutual intake and outflowcharge on themutual strategy of the owner’swill.
Nonetheless, customerwillingness is the prime blockade to indulge all these two-way
energy concepts. The two-way energy flow implementing V2G features, accelerates
the flexibility, sustainability, reliability and dynamics for the power system to control
the power of EVs. Table 4 depicts a comprehensive assessment between one and two
ways of charging energy flow hierarchy.

5 Conclusion

This manuscript examines the current values, the fleet status strategy by availing the
benefits of the bidirectional functionality of fast battery chargers. The mass deploy-
ment and upgrading concerns in the real implementation of vehicle infrastructure
are described. Energy level 1, 2, and 3 to charge the battery are investigated with
IS-International Standards. Moreover, the paper gives a deep insight into the use
of the car onboard and off-board charging systems with one and two-way energy
direction. The progressive expansion, employment and adequate induction of green
vehicles in recent days are proportionally hocked with the initiations of the latest
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Table 4 Infrastructural comparison of unidirectional and bi-directional charging [20]

Salient features Structure for
single-directional
mode-charging (G2V)

Structure for dual-directional
mode-charging (V → G)

Present standing Access Access denied to all charging
places

Power levels Applicable to 1,2, 3 levels Applicable to level 2 and 3

The direction of energy flow Grid to vehicle only Charge and discharge of the
vehicle battery can be done

Switches topology Diode bridge, one-way
converters

Lower power MOSFET,
normal power IGBT, excess
power GTO

Battery influence Battery life extends due to
only charging phenomenon

Continuous
charging/discharging cycling
cause battery life shortens

Price matters Low cost High cost

Isolation and protection Isolated as well as
non-isolated components

• Increased protective events
• Anti-islanding safety Iso

Control demands The simple, firm grip of
current charging; Time of use
(TOU) power; dynamic
billing applied to cope with
ordinary control

• Complex control application
• Additional drive controller
• Massive precaution
measures are employed

The necessity of hardware for
the distribution system

A modest network for
communication; Refreshing
data usually not required;
Utility equipment can be
achieved with a massive
deployment of zero-emission
vehicles

Bidirectional battery charging
communication system;
The initial investment is
required;
The condition of essential data
information to gain utility
tasks

Issues and assignments Power connection is
mandatory;
Reduced facilities

A duplex communication
system is compulsory and
standard power cable is
needed. Advanced metering
infrastructure is required.
Modest interchange of data is
necessary. Elevated cost.
Greater stress and strain on
equipment. Greater power
losses. convoluted
infrastructure, battery fading
issue arise

(continued)
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Table 4 (continued)

Salient features Structure for
single-directional
mode-charging (G2V)

Structure for dual-directional
mode-charging (V → G)

Merits • Simple supervisory control
and user-friendly

• Doesn’t imply interlinking
matters

• Dynamic modifications
facility;

• Q-power of charge’s rate is
readily available, even in
case of reversal

• The current and phase-angle
method helps Q-the power
to absorb or transmit
without discharging of EV

• Realize control of v and f
• No issue of battery
degradation

• Reduced utility losses
• Reduced utility overloading
• Stability of voltage
• Improved load pattern
• Reinforcement for real and
virtual power

• Ancillary facilities, i.e.,
compensation of v and f

• Max power modelling
• Filter harmonics current
• Higher profit
• more income generated
• Spinning stocks
• Max load shaving
• access to valley filling
criterion

• Beneficial for utility and EV
owner

• Load issue enhancement
• Harmonizing of
generation-load demand

• More absorption for RES
• more customer favourite

International standards and recharging grid codes. Appropriate infrastructure, intelli-
gent and adaptive power chargers, progression in battery chemistry and user-friendly
software-based fueling stations are the working area by the researchers.
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Design Kinematics and Control
for a Differential Drive Mobile Robot

Shahida Khatoon, Md Istiyaque, Sajad Ahmad Wani,
and Mohammad Shahid

Abstract The problem of differential drive mobile robot (DDMR) is to work in an
organized way, in this research themain aims to design and control a DDMRwhich is
on two differentwheels. The construction and control for aDDMR is simple and easy.
In this paper it has been shown that the classical PID-Controller of DCmotor used for
controlling the motion of the mobile robot platform. The work focuses on mechanics
and map-reading or finding way of the mobile robot platform is a restriction free
indoor environment. Mechanically the structure of the robot is fully prepared and
drawing is presented in detail. Mobile robot motion is point to point movement and
the mobile robot position error is reduced when it moves from a point to another
points. The distance and orientation error of the robot is eliminated by translating
and rotating the robot simultaneously. The control law is governed by kinematical
model that provides the updated reference velocity to the PID-Controller connected
to the DC motor. The tuning of the PID-Controller could do by the different gains
to accomplish the desired motor speed for controlling the velocity. The SIMULINK
model of the robot is prepared to confirm the effectiveness of the algorithms used
and their implementation on a mobile.

Keywords Differential drive · Kinematics · Navigation · PID-controller and
simulink model

1 Introduction

Robotics is the application of Science, Computer science and Engineering and is a
rising research subject. Robotics was originally used in defense and military projects
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but slowly it finds its way in every face of human life like in cultural industry,
education, for farming etc. [1–14]. Mobile robot is an electro-mechanical or virtual
smart and quick. Among the differential kind of mobile robots DDMR is one of the
simple and effective used structures [1]. Differential drive mobile robots have the
ability to move freely in a prearranged workspace to achieve the desired trajectory
[2]. This portability ability makes them superior for an extensive application in
structured and nonstructural surroundings. The differential drive is made up of two
wheels placed on the both end of the moving cart platform which is independently
controlled for position and velocity [3]. In some cases, an extra wheel called the
Castor wheel is used for balance in case of any instability [4]. Different cases arise
in the rotation of DDMR. When both wheels rotate in the direction of the robot at
same speed, the DDMR moves in a straight direction [5]. If one wheel rotates but
the other is at rest, the DDMR moves in a circular path with the center the midpoint
of the static wheel and vice versa [6].

The present research has been done on the mechanical structure of DDMR and
its speed is controlled by using a PID-Controller and tuned accordingly. There are
two types of errors suffered by a mobile robot platform, one is the systematic error
and another is a not-systematic error. First error is caused by some inaccuracies
present in the system and non-systematic error is caused by producing some external
disturbances. That will be further decoded using PID controller. This researchmainly
focused on the systematic error for the straight motion in an obstacle-free indoor
environment. The kinematic model is used to design and analyze the point to point
motion of the differential drive mobile robot in an obstacle free environment [7]. It
is a dynamic model for the position and motion estimation. Here the PID Controller
is used based on kinematic model for the control of angular-velocity of both the
motors present in the on either side of the mobile robot platform [8]. PID Controller
is preferred because of its simple structure and theory [13, 14].

2 Mobile Robot Designing

In this paper, the model of the mobile robot used having two DC motors that have
an optical encoder also which is connected to each motor. The robot positioning
and velocity control is made possible by the kinematic model and the controller [9].
Mobile robot design generally consists of:

A. Kinematical Modelling
B. DC motor modelling
C. Implementation of PID-Controller with the model

A. Mathematical Modelling of Mobile Robot

The motion of a differential drive consists of two differently driven wheels that are
placed on different side of DDMR Platform. The direction of motion of the Robot is
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change by changing the motion of both the wheels. Most of the mobile robots have
a drive mechanism called Differential Drive having two wheels mounted on either
side of the Robot. Each wheel is independently controlled by the DC motor with the
help of PID controller connected [10].

The different parameters on which our present mobile robot is designed are as
follows

Ui—left sided wheel Velocity
Ur—Right sided wheel Velocity
x, y—Relative robot position in Inertial frame
Theta—Relative Robot heading in Inertial frame
V—Mobile robot Targeted linear velocity
W—Angular velocity of Targeted mobile robot
D—Right and left wheel distance (D = 15 cm)
R—Radius of the wheel (R = 1.5 cm)
These parameters are important and useful as the input of basic kinematical design

of the DDMR platform.
For the rolling motion of mobile robot to occur, the robot should move around a

point known as Centre of Curvature (ICC). ICC is a point which lies midway along
the common left and common right wheel axis. When we change the velocity of the
DDMR the trajectory also changes. Since the rotation rate ‘w’ of both wheels is same
about the ICC, we can write as:

Uin = r

(
WR + WL

2

)

W = r

(
WR + WL

L

)

In this paper two coordinate systems explain the movement of the DDMR. One
is Inertial frame of reference (Xi, Yi) and other is Robot frame (Xr , Yr). Inertial
Reference frame is the frame fixed to the surroundings in which the robot moves and
robot frame is a local frame attached with the robot [10]. The Robot position P[x y
q] is given by the Inertial frame of Cartesian coordinate system. Following equation
expresses the relation between the inertial reference frame and robot frame of the
present robot system:

The Robot under study is a Differential drive robot powered by two DC motors
attached to each wheel of the robot. The motion of the wheels is controlled inde-
pendently. The forward motion of the Robot is possible when both the wheels are
driven in the direction of the robot. Turning right or left is possible when the velocity
of the two wheels is not equal. When the motion of the two wheels is the same but
in the different direction, the robot turns about a fixed point. A third wheel called a
Castor wheel is needed for proper balance and stability of the mobile robot platform.
Each wheel individually contributes to the motion of the robot as well as imposes
constraints on its motion. Here it is assumed that the motion of the wheels of the
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robot is only in one direction at a time and does not slide or slip in other direction.
This condition is best expressed by the Non-Holonomic constraint.

The angular velocity of the robot is calculated by the contribution of both the
wheel independently. First, we consider each wheel’s spinning speed at point P in
the direction of +Xr . If any of the wheels of the robot spins while the other is at
rest, then the second wheel contributes nothing to the linear speed (U2 = 0). Since
point P lies in between the two wheels, the robot moves instantaneously with half
the speed, that is Ux. If this condition is applied to the other wheel the same thing
happens, that is

Ux = 1

2
wl

Summation of these two speeds results from the final linear velocity of the mobile
robot is given by

If only the right wheel rotates, the robot pivots around the left wheel and vice
versa. The rotational velocity w1, when only right wheel spins can be computed as
the wheel is moving instantaneously about the center of the left wheel of radius D.
Therefore

Wl = R

D
Wr

The same thing is true for the left wheel with the exception that it spins in the
opposite direction at point P, that is w2 = −(R/D) wl. The summation of these two
speeds gives the final angular velocity of the mobile robot.

B. Modelling of DC-Motor

DCMotor is broadly used activating device or primemover in the industry nowadays.
Advanced technology has produced such DC motors with ironless rotors having low
inertia and hence achieving a high ratio of torque-to-inertia. The DC motor is a form
of Transducer converting Electrical energy into Mechanical energy. In this research
work, Permanent Magnet Brushed DC (PMBDC) motor is utilized as the activating
device for the motion control of the Differential Drive Robot [11]. PMBDC motor
is the simplest form of DC motor having high torque-to-inertia ratio (Figs. 1 and 2).

Electrically PMBDC motor is modeled as a series combination of three electrical
parameters, that is the Resistor (R), an Inductor (L) and an Electro-motive voltage
source (V) as shown in Fig. 3. Mechanically the model is a combination of a moving
mass (with inertia ‘J’ with units kg-square m) and a Viscous damping component
B (units of B is N per meter per second) in this above simulink output the error is
98.7% that is removed using PID-controller in further section -C.
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Fig. 1 DC Motor block diagram

Fig. 2 Simulink model of DC motor with P-controller
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Fig. 3 Linear speed of close loop DC

C. Implementation of PID Controller with the model

The PID control known as Proportional-Integral- Derivative (PID) control. PID
controller is considered to be simple, robust and the best controller in the control
system designing. PID control works on a feedback mechanism used to control a
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Process or Plant in a control system. It is a low class controller which is used to
control the motion of a DC motor by assigning different values to the constants
Kd , Ki and Kp. Kp measures the present error, Kd measures the prediction error
and Ki is a measure of Past errors. The combination of all these Controllers gives
control signal that is used to achieve the best control performance [12]. To acquire
this optimal performance the three constants of the PID Controller must be tuned
correctly and technically based on the Transfer Function of the DC motor with the
help of its individual parameters.

The activating signal provided by the PID Controller, which is given to the DC
motor, is given by the transfer function of the PID Controller (Figs. 4, 5, 6 and 7).

T (S) = K p + K I

s
+ K D S

The graph above shows how the different parameters changes by increasing the
values of K p, Kd and Ki .

Fig. 4 Simulink model of closed loop DC motor with PID controlle

Fig. 5 Linear speed simulink model of closed loop using PID Controller controller
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Fig. 6 Simulink modelo of DDMR of two wheel

Fig. 7 Response curve of left and right using PID Controller

3 Conclusion

It is clear from the abovework and theMATLABoutput shown that the PID controller
remove the error very well. The precise movement of the DDMR is depends on the
DCmotor used for the particular job, so that the robot can easily move in the different
places where we wish to send without any disturbance. The controller designed in
this paper for the robot is used for theminimizing application tomove from one place
to other, even could be well known and useful for the dangerous and risky mining
condition it shows robust and easily controllable. That can of robot is also useful for
the farming and transporting various plants for the same.
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Triple-Switch DC-to-DC Converter
for High-Voltage Boost
Application—Revista

Shima Sadaf , Nasser Al-Emadi, Mahajan Sagar Bhaskar ,
and Atif Iqbal

Abstract The presented manuscript gives a comparison of the recently proposed
three-switch three-mode (TSTM-HS) and dual-duty three-mode (DDTM) DC-to-
DC converters. DC microgrid is the easiest, fail-safe, economical, expandable, and
high-yield solution which is gaining attention throughout the world and has become
an important part of the distributed generation system due to its centralized renewable
energy generation and decentralized storage. However, the non-conventional energy
generation sources like fuel cells or solar PV cells are small-voltage power sources,
which necessitate the use ofDC–DCconverters having a high gain and high efficiency
in DCmicrogrids. For the voltage gain improvement, a TSTM-HS converter employs
the voltage lift technique, and an extra switch is added to enhance the range of the
duty cycle of the converter. Furthermore, there are three modes of operation with
two kinds of duty cycles, and the use of extreme duty cycle across all the switches
is avoided. On the other hand, three switches having two separate duty ratios, i.e.,
dual-duty are used to control the three working modes of the three-mode converters
to obtain a broad duty ratio range.
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1 Introduction

In the recent past years, DC microgrids have gained large attention due to the use
of highly efficient and reliable power electronics converters associated with it and
their contribution to achieving the system safety, reliability and installation relia-
bility [1–3]. Nonconventional energy sources like fuel cells, solar PV, etc., have
also improved the DC microgrid systems incorporating DC–DC power electronic
converters [4]. The DC voltage obtained by these renewable resources is quite low,
i.e., 12–48 V, which necessitates the use of DC-DC power electronic converters with
large voltage gain for the improvement of the output voltages in the DC microgrid
connected system [5]. The traditional boost converter can theoretically provide a large
gain in voltage at a greater value of the duty cycle. However, in practice, because
of the capacitor and inductor effective series resistance, electromagnetic interfer-
ence effect, the diode reverse recovery problem, and conduction losses across the
switches, the classical boost converter is unable to attain the required large gain in
voltage at extreme duty cycle [6]. High gain in voltage can be attained by employing
the converters like half/full-bridge, push-pull, forward converters, and flyback of
the isolated DC–DC type by adjusting the coupled inductors or transformers’ turns
ratio [7, 8]. However, these converter configurations possess sharp voltage rise across
switches, loss of power, a saturation of the transformer core, etc., caused by the trans-
former leakage inductance [9]. These drawbacks can be overcomewith the addition of
a high-frequency transformer, snubber circuits, which in turn increases the converter
price and size [10]. In order to attain a large gain in voltage together with decreased
cost and size, the non-isolated or transformer-less converter can be a suitable option,
if galvanic isolation is not needed [11]. Many different converter configurations such
as quadratic boost and cascaded, the hybrid switched-capacitor/switched inductor
along with a boost converter, voltage lift method, switched capacitor, voltage multi-
plier, etc., have been discussed in the literature so far considering numerous steps
of boosting without incorporating any coupled inductors or transformers to avoid
the leakage inductance, excessive ripples in the input current, and sharp rise in the
voltage across the switches [12, 13]. However, circuit complexity, size, and cost
increase due to an increase in the number of manifold stages involving capacitors
and inductors. Furthermore, high transient current and high conduction losses are
introduced across the switches in case of switched-capacitor topologies because of
the multiple capacitor stages, which in turn decreases the efficiency, and also, high
current capability inductor is required to overcome this issue [14, 15]. In order to
overcome the above issues, for applications in DC microgrid, two recent converter
topologies, three-switch three-mode high step-up (TSTM-HS) converter [16] and
dual-duty three-mode (DDTM) DC/DC converter [17], respectively, have recently
been proposed. In this paper, similarities and comparison studies of TSTM-HS and
DDTM converters are presented.
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a b

Fig. 1 Power circuitry of the a three-switch three-mode high step-up and b dual-duty three mode
DC/DC converters

2 Three-Switch Three-Mode-HS Converter

The TSTM-HS converter is capable to attain a large gain in voltage without using
any transformer or coupled inductor-based structure, operating with a broad duty
cycle range where two different kinds of duty cycles are varied to obtain the output
voltage. Furthermore, the load is supplied with the accumulated energy, and a high
gain in voltage is attained by utilizing a lesser number of semiconductor devices.
TSTM-HS converter’s power circuit is shown in Fig. 1a. Both the switches S1 and
S2 are supplied with the same gate pulse and the duty ratio k1, whereas S3 switch
is supplied using a different gate pulse with duty cycle k2 and delay k1T seconds.
Both the inductor L1 and L2 currents linearly increase during Mode 1 and Mode 2,
while in Mode 3, currents through both the inductors L1 and L2 linearly decrease.
The changes in the voltage gain are analyzed by keeping one of the two duty cycles
constant at a time and varying the other. A large gain in voltage is observed to be
attained by the three-switch three-mode-HS converter with the suitable duty ratio
variations.

3 Dual-Duty Three-Mode (DDTM) Converter

The topology of theDDTMconverter is developedwithout the use of any transformer,
multiple switched capacitor/inductor, or voltagemultiplier, and it has the capability of
achieving a large gain in voltagewith a broad duty cycle range alongwith a decreased
switch voltage stress. The ease of duty ratio selection being the main advantage of
DDTMconverter, the increased range of operation because of the option of dual-duty
ratios, and the converter can be regulated using various methods with the variation in
voltage at the input. Furthermore, the occurrence of energy transfer from source to
loadwithout incorporatingmany energy transfer loops leads to an improved converter
efficiency and performance. This property of achieving a high voltage gain with a
broad range of duty cycles and higher efficiency makes the DDTM converter a better
choice for DCmicrogrid applications. Figure 1b shows the DDTM converter’s power
circuit. The inductor L1 and L2 currents are increased linearly having constant slope
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values in Mode 1 and Mode 2, whereas the currents through the inductor L1 and
inductor L2 in Mode 3 are decreased linearly with a constant slope.

4 Similarity and Comparative Study

Table 1 presents a detailed comparison of both the converters. A large gain in voltage
with a broad duty cycle range, and a reduced component voltage stress is provided by
the three-switch three-mode-HS converter. The main advantage of the three-switch
three-mode-HS converter topology is its increased range of operation since it can
work with a dual-duty ratio in all the three modes, which facilitates the working
of the converter at a larger duty ratio (i.e., due to two duty ratios). Furthermore,
efficiency and performance are improved due to the energy transfer without incor-
porating several energy transfer loops. The TSTM-HS converter possesses a broad
range of duty cycle and a flexible voltage gain control by simply controlling the two
different duty ratios and hence providing reliable operation. Therefore, devices with
small voltage rating and internal resistance values can be used to develop the TSTM-
HS converter. The DDTM converter topology provides high voltage gain for a given
value of duty ratio and possesses a broader duty range, needs low voltage switches,
and uses a lesser number of components in the circuit. Furthermore, both converters
are observed to be providing voltage gain adjustment facility by suitably choosing
the duty ratios, which makes it better than any converter operated on a single duty
ratio.

In paper [16], the experimental investigation of the three-switch three-mode high
step-up converter was carried out in the laboratory. The switches S1 and S2 were
controlled by generating two gate pulses with half of the duty cycle (k1), and the

Table 1 Comparison of
TSTM-HS converter with
DDTM converter

Parameters TSTM-HS
converter

DDTM converter

Voltage gain (3 − k1 − 2k2)/[
1− (k1+ k2)]

(2 − k2)/[1 −
(k1+ k2)]

Max. switch voltage 0.5(V2 − V1), V2
− 2V1

0.5, (1 − V1/V2)

PIV of load side
diodes

−(V2 − V1)/2 −(V2 − V1)/2V2

PIV of intermediate
diodes

−(V2 − V1) −(V2 − V1)/V2

Average efficiency 92.06% 93.43%

No. of components Diodes = 3,
inductors = 2

Diodes = 2,
inductors = 2

Switches = 3,
capacitors = 3

Switches = 3,
capacitors = 2
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switch S3 was controlled by generating a gate pulse with 35% of the duty cycle and
with a converter switching frequency of 50 kHz.Based on various tests performed, the
TSTM-HS converter’s average efficiency was observed to be 92.06%. Therefore, the
results of the experimental investigations validated the theoretical analysis in good
agreement, and hence, the TSTM-HS converter was found to be suitable for DC
microgrid applications. In paper [17], to experimentally investigate the performance
of DDTM converter, also a laboratory prototype was developed by considering duty
ratio typical values as k1= 50% and k2= 35%. The highest value of efficiency was
found to be 95.47%, and it was obtained at duty ratio values k1= 50% and k2=
35%, respectively, and after performing various tests, the DDTM converter’s average
efficiency was observed to be 93.43%. Therefore, the DDTM converter was found
to be suitable and a better option for DC microgrid applications. The three-switch
three-mode-HS converter’s experimental results are shown in Fig. 2a, which indicate
that the input voltage value of 36.3 V produced an output voltage of 401.1 V. A rise
of 9.38 A in the input current is observed at the beginning of mode I because of
capacitors C1 and C2 charging, whereas a rapid drop of the input current is observed
as soon as the working of the converter was changed from mode I to mode II. On
the other hand, Fig. 2b shows the experimental results for DDTM converter. The
input/output average current and voltage values were observed to be 1.24A, 38.2 V,
13.61A, and 400.32 V, respectively. For the three-switch three-mode high step-up
converter, the effect of duty cycles k1 and k2 on the gain in voltagewas studied in [16].
Figure 3a shows the variation in voltage gain when k1 is changed while k2 is kept
constant and changes in the voltage gain by changing k2 while k1 is kept constant.
It is important to note that a large gain in voltage is attained by using the TSTM-HS
converter by changing k1 and k2 appropriately. Figure 3b shows the voltage gain
versus k1 and k2 plot for the DDTM converter. The gain in voltage attained by the
DDTM converter is observed to be the same as that of TSTM-HS converter when
the sum of duty ratios k1 and k2 is selected appropriately.
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a b

Fig. 3 Voltage gain plots with the two duty ratios for a TSTM-HS and b DDTM converters

5 Conclusion

The recently proposed TSTM-HS converter possessing a broad duty cycle range
works in three modes, where two separate duty cycles are used to regulate the voltage
gain. Furthermore, it avoids using a high duty cycle for individual switches to attain
a large gain in voltage with low-voltage stress on semiconductor devices. Hence, for
the DC microgrid applications in case of low to high voltage conversion, the TSTM-
HS DC–DC converter is a viable solution. On the other hand, for applications in
DC microgrid, the new DDTM converter can attain a large gain in voltage with
a lesser components count as compared to the TSTM-HS converter. Therefore, the
DDTM converter is observed to be a better choice for improved efficiency with lower
voltage stress on semiconductor devices and to attain a large gain in voltage and a
lesser number of components and hence reducing the circuit complexity, size and
cost.
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Initial Sizing and Sensitivity Analysis
of a Personal Air Vehicle

Mohammad Irfan Alam

Abstract Megacities of the world are going through the unprecedented challenge
of increasing congestion and frequent traffic jams. There is an immediate demand
for a fast, safe, and efficient mode of mass mobility, especially in the densely popu-
lated cities of the world. Personal air vehicles could play a vital role in solving the
above problems by blending the speed and efficiency of an airplane with the cost and
convenience of a car. This paper discusses the initial sizing approach of a personal
air vehicle. The objective is to size an electric vertical takeoff and landing (eVTOL)
aircraft for the range of 200km and payload of 200kg. A dataset of various ongo-
ing eVTOLs under development is used for the initial estimate of weight sizing. A
sensitivity analysis is also carried out to study the effect of some design parameters
which influence the selection of the final configuration. This study is based on the
preliminary investigation andmeant to serve as initial steps in the process of problem
formulation for multidisciplinary design optimization of the system of transport.

Keywords Electric aircraft · On-demand urban-air-mobility (OD-UAM) · Air taxi

1 Introduction

Currently, megacities of the world are facing an unprecedented challenge to deal
with alarming traffic situations due to the steep rise in the urban population. It has
boosted demand for an alternate solution for urban travel. The projected population
of some of the world’s most populous cities indicates an average two-fold increase in
the urban population over thirty years [1]. With the boom of the urban population, a
significant amount of productive time is being wasted in traveling, due to congestion
and long traffic jams in those megacities. Apart from the productivity loss, it also
affects thework-life balance, social relationship, and health of individuals, especially
living in those cities. Moreover, lives are under constant threat due to the increase in
carbon footprints by increasing personal vehicles. Consequently, a dream of flying
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Fig. 1 On-demand urban air
mobility Helicopter
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cars of the past has become a need in the present world. Therefore, to push the limit
beyond the trivial way of mass mobility viz. Road transport, a new way of urban
mobility through personal air vehicles, is the focus of research and development. A
mode of travel that should be efficient, fast, safe, and reliable. In a nutshell, a personal
air vehicle in the context of the future of on-demand air mobility should necessarily
blend the features of a helicopter, an aircraft, and a private car, as illustrated in Fig. 1.

Now, the necessary technologies have reached the level, at which the third dimen-
sion of mass mobility for personal use is being explored [2]. Thematurities of techni-
cal advancement and urgent demand for alternative urban transportation, have opened
the enormous market potential of a private air vehicle [3, 4]. On realizing the fact,
aviation tech industries and several startups are intensifying efforts to grab the oppor-
tunities. Ehang 184, Lilium, Kitty Hawk Cora, Joby S4, Vahana, Volocpter 2X are
few to name among tens of efforts currently going on to achieve the common goal.

Polaczyk et al. [5] have discussed the worldwide efforts by the various industries
involved in the design and development of personal air vehicles and their concepts.
As a result of the ongoing efforts in the industries’ front, PAV is now a focused area
of research over the globe. Liu et al. [6] have discussed the PAV research activities
focused on the United state and Europe.

In recent times, some interesting studies related to the initial sizing and conceptual
design of all-electric small aircraft were carried out. Riboldi andGualdoni [7, 8] have
presented an approach for preliminary weight sizing of all-electric aircraft. Similarly,
a conceptual design and performance analysis are also carried out [9, 10]. However,
these studies are limited to conventional aircraft, i.e., without VTOL capability.
Though, their model development and subsystem analyses could be useful at the later
phase of electric VTOL design. Comparative analyses of different configurations and
optimization studies for the possible application of on-demand urban air-mobility are
also carried out [11, 12]. These studies play a vital role in decision making based
on the given requirements at the early stage of design. Brelje and Martins [13] have
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presented a detailed overviewof various design approaches andongoing development
efforts related to the electric and hybrid aircraft.

The standard initial sizing procedure of a conventional (CTOL) aircraft involves
three main aspects. First, the estimation of an empty weight fraction driven by the
fuel fraction (which is a dynamic mass), second, a sizing matrix plot (SMP) derived
through the performance constraints and third, reliable historical datasets of various
aircraft. However, the traditional approach for the initial sizing of an airplane is not
directly applicable in the case of a personal air vehicle. In this study, a VTOL aircraft
powered by a battery is being designed. The battery is a static mass, i.e., although
it will discharge during operation, the weight will remain the same. Therefore, the
SMP is not directly relevant due to the requirement of VTOL. There is a lack of
reliable historical datasets of PAVs, thereby reducing the confidence of a designer
on the initial sizing results.

It is worth mentioning that the initial sizing and conceptual design approaches
vary in the literature primarily due to the variations in design requirements and
possibly due to the lack of sufficient reliable datasets. Therefore, standardization
of the methodology supported by reliable datasets to enhance the confidence of the
developed concept at the initial stage of design is essential.Moreover, this step plays a
critical role in accurate modeling for high-fidelity tools and multidisciplinary design
analyses and optimization.

This paper is a result of a preliminary investigation for the conceptual design of
PAVs, thereby serves as an initial process to achieve the final goal. It provides a basic
sizing methodology backed by the relevant datasets of existing electric VTOL under
active design and development. The present study explains the method step-wise,
discusses the initial results and the PAV configuration.

2 Initial Sizing of PAVs

For any aircraft, its design requirements and mission specifications drive the design.
Existing PAV configurations that are under development and testing vary frommulti-
copter (e.g., Ehang 184) systems to the winged body (e.g., Lilium) depending upon
mission requirements.

2.1 Design Requirements and Mission Specifications

Table1 lists the design requirements for the present study. The vehicle needs to carry
two passengers for a range of 200km (a return journey on a single charge).

Figure2 illustrates the complete mission specifications for the present study.
Based on the design requirements and mission specifications mentioned above,

the initial concept of the vehicle could be achieved. Figure3 represents the concep-
tualization based on the requirements.
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Table 1 Design requirements

Parameters Value

Range (R), (km) 200

Payload (mp), (kg) 200

Maximum speed (vmax), (km/hr) 270

Fig. 2 Mission specifications
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Fig. 3 Conceptualization of personal aerial vehicles
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Multi-copter configurations exhibit excellent hover performance. However, those
are inefficient and have speed limitations during the cruise. Winged body configura-
tions have an efficient-cruise and can achieve higher speed. However, being a VTOL
could be energy-intensive [11]. In the present study, a winged body configuration
is selected to meet the design requirements. The optimal shape could deviate sub-
stantially from the chosen concept when a high fidelity multidisciplinary analysis is
carried out. The next section describes the sizing approach.

2.2 Initial Sizing Methodology

Analogous to a standard sizing approach of a conventional aircraft, the maximum
gross takeoff mass (m t) can be expressed as a summation of masses of payload (mp),
battery (mb), motor (mm) and structure (ms) as:

m t = mp + mb + mm + ms (1)

The payload mass (mp) is obtained from the design requirements. The battery mass
(mb) can be expressed as:

mb = max
{
mbe, mbp

}
(2)

where mbe and mbe are the battery masses based on energy and power respectively.
mbe can be estimated as:

mbe = Et

ηb · eb
(3)

where ηb and eb are conversion efficiency and energy density of the battery, respec-
tively. Et is the total energy, which is the sum of the energy demand for hover (Eh)
and energy demand for the cruise (Ec) as:

Et = Eh + Ec (4)

Et can be further expressed in terms of hover power (Ph) and cruise power (Pc) as:

Et = Ph · th + Pc · tc (5)

where th and tc are hover duration and cruise duration of the PAV, respectively. Similar
to mbe, mbp be expressed as:

mbp = 1

ηb
max

{
Ph

ep
,

Pc

ep

}
(6)
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Fig. 4 An initial sizing methodology of a personal air vehicle

where ep is power density of the battery. Ph is calculated based on standard actuator
disk theory [11, 14] as:

Ph =
√ (

T
K

)3

2ρ Ad
where, K =

{
1.26, if ducted fans

1, otherwise
(7)

where ρ is air density, and Ad is total disk area required by the vehicle to hover.
Figure4 depicts the methodology used for the initial sizing of a vehicle. Figure5
is used. The figure is plotted based on the data available for various PAVs under
development and testing. Figure6 gives the estimation of total hover power required
based on the initial maximum takeoff mass of the vehicle. Figure6 may not provide a
reliable estimate due to the limited availability of data in the open literature. However,
it can be used in the initialization of the sizing procedure because the feedback
loop ensures the convergence of the vehicle mass-breakdown. Once hover power is
estimated, the total disk area required can be calculated. For the given number of
fans, its diameter can be obtained for the total disk area or vice-versa.

The payload mass is obtained from the design requirements. To get an estimate
of maximum takeoff mass based on the payload of the vehicle.
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Fig. 5 MGTW estimation
based on payload
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estimation
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Figure7 is plotted for the number of comparable sized existing CTOL electric
airplanes. It was assumed that the vehicle would be as efficient as of them during the
cruise condition. Therefore, the cruise power requirement can be estimated from the
figure. At the last, motormass is estimated based on the installed power of the vehicle.
Though the data used is limited, it gives the fair estimate of currently availablemotors
used in some of the small electric airplanes as 5 kW/kg (Fig. 8).

Table2 lists the design parameters used in initial sizing of the PAV.

3 Results and Discussion

This section discusses the initial results of a personal aerial vehicle obtained through
the initial sizing methodology. Figure9 illustrates the system mass breakdown.
Although, these results much depend on the design requirements and the mission



212 M. I. Alam

Fig. 7 Power required to
cruise
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Fig. 8 Estimation of motor
weight
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Table 2 Design parameters

Parameters Value

Battery energy density (eb), (Wh/kg) 400

Battery power density (pb), (W/kg) 1000

Battery conversion efficiency (ηb) 0.85

specifications. It is worth mentioning that battery weight contributes around thirty
percent of theMGTW in the present case, which is significantly higher in comparison
to the conventional aircraft, due to the low energy density of battery compared to
aviation fuels. Table3 lists the results obtained.
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Fig. 9 System mass
break-down
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Vehicle [508 kg]
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29.7%

6.4%

28.2%

35.7%

Table 3 Output parameters

Parameters Value

Total energy required (Eb), (kWh) 71

Total power required (Pb), (kW) 220

Total number of fans 4

Total number of ducted fans 20

Diameter of fans (df ), (m) 0.50

Diameter of ducted fans (dd), (m) 0.15

4 Conclusions

Personal Air Vehicles have the potential to become a game-changer for Urban-
Mobility. Once fully implemented, it could play a vital role in reducing travel time
and carbon footprints. Although the system is far from fully developed formass adap-
tation, and several barriers are ahead on the road, several companies have already
demonstrated their models. The paper presented a methodology that can be used for
the initial sizing of a vehicle based on given requirements.
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Trajectory Tracking of Quadrotor Using
LQR Controller

Mohammad Shahid , Md. Istiyaque, Shahida Khatoon, and Ibrahim

Abstract The quadrotors are more often used as an unmanned aerial vehicle in
commercial as well as personal applications. But the quadrotor is inherently an
unstable system due to its complex dynamics and need of dual controller for inner and
outer loop control. The modelling and control of quadrotor UAV has been presented
in this paper. The modelling of the quadrotor is done using Newton-Euler equations.
And for controlling the quadrotor intelligent Hybrid controller and Linear Quadratic
Regulator (LQR) control schemes are used. The results obtained after applying both
controllers are compared and an optimal controller is proposed.

Keywords Quadrotor · Hybrid controller · ANFIS · LQR · UAV

1 First Section

The UAV have been defined in many ways from time to time in literature. In common
man’s perception, UAVs is a class of small aircraft that flies without any human
pilot. They may be fully autonomous or remotely operated by a human pilot. An
autonomous vehicle can be defined as an airplane that is operated and controlled by
onboard computer. These types of flying vehicles are generally designed for a set of
tasks or a specific mission. Generally, UAVs are powered or unpowered, tethered or
untethered aerial vehicles. UAVs are generally used in military applications but in
recent years they have been gaining interest in civil applications [1].

In this paper, a quadrotor which is classified as a rotorcraft is chosen for the
investigation. The quadrotor has a very high non-linear and its variables are coupled
in nature and closely interdependent. The quadrotor is a multivariable, complex and
highly non-linear dynamical system and generally has four control inputs with six
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degree of freedom so as to act as an under-actuated system [2]. The under-actuated
systems have degree of freedom more than the number of controlling inputs. These
systems are very difficult to control due to nonlinear coupling between control inputs
anddegree of freedom [3]. Themodel uncertainties andparameter variations are some
significant difficulties that has been encountered during quadrotor controller design.
However, a very short period of time is permitted to stabilize the quadrotor with the
desired precision. The actuator speed of all propellers’ must be matched to attain
attitude and altitude tracking and control in all three axes. Therefore, a more precise
controller scheme is required to fulfil its high maneuver capabilities. Due to this
reason, the modelled quadrotor needs an external controller.

The complete quadrotor control scheme is formed by combining these two control
loops:

(a) Inner Control Loop
(b) Outer Control Loop.

The attitude angles are stabilized by the inner control loop whereas, the altitude is
controlled using outer control loop. Due to the fact that only four degree of freedom
from six can be stabilized using input voltages, the quadrotor is considered as under-
actuated system. In this paper the roll, pitch and yaw as an internal loop and altitude
from outer loop are considered as control states.

In the work, carried out in the paper, the quadrotor dynamics is modelled using
Newton-Euler approach. The two modern and intelligent control strategies are
applied to design the control systems for the quadrotor model and their performances
are compared.

2 Quadrotor Modelling

The quadrotor control is quite difficult because of its nonlinear dynamics. Therefore,
it is proposed to develop a simplified UAV model with least number of output states
retaining main features of real aircraft.

2.1 Concept and Generalities

Quadrotor is a four-rotor fixed pitch type aerial vehicle. In Fig. 1, the four rotors
indicate generated thrust (Ti). The navigation and control of aircraft is done by
varying the speed of rotors. The direction of rotation of front and rear rotor is anti-
clock wise, while the direction of rotation of left and right rotor is clock wise. This
is necessary to remove the need of tail rotor in these types of helicopters. Figure 1
shows the quadrotor in hovering condition. The quadrotor structure is shown with
blue colour. The vertical thrust and the force due to gravity are shown by red arrows.
The earth fixed frame is shown with black colour [4].
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Fig. 1 Simplified diagram of quadrotor model

In the above diagram, the T 1, T 2, T 3 and T 4 are the thrusts produced by the
propeller action and x, y, z are the coordinate axes in inertial frame. The collective
sum of these thrust results in hovering of the quadrotor aerial vehicle. The red arrow
pointingdownward represents the effect of force of gravity on themodelledquadrotor.
The earth fixed frame is represented by black colour. For roll movement, the speed of
right side (or left) rotor is increased (or decreased). Similarly, for pitch motion, the
front (or back side) rotor speed is increased (or decreased). And for yaw movement,
the speed of front rotor is decreased (or increased) while increasing (or decreasing)
the speed of rear motor concurrently. It is important to note that the total amount of
force will remain constant during entire process.

The inputs of the quadrotor are designed in such a way so as to give desired
performance as that of real aircraft. The derived inputs to the quadrotor motors
are labelled as U1, U2, U3 and U4. Each input has different effects on quadrotor
dynamics. The variation in U1 changes the altitude of quadrotor while U2, U3 and
U4 are responsible for the change in Euler’s angle (Pitch, Roll and Yaw movement)
of quadrotor [5].

The quadrotor dynamic model is a set of equations which are highly complex
[6]. The equations of motion are derived using aerodynamics and forces acting on
the aircraft. The complex quadrotor equations are linearized and converted into state
space form for better understanding.

2.2 State Space Model

Defining the state space vector X of quadrotor:

X = [x1x2x3x4x5x6x7x8x9x10x11x12]
T (1)
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This has to be mapped with quadrotor’s degree of freedom in the following
manner:

X = [∅ ∅̇ θ θ̇ ψ ψ̇ x ẋ y ẏ z ż]T (2)

where,

x1 = ∅̇ x7 = x
x2 = ẋ1 = ∅̇ x8 = ẋ7 = ẋ
x3 = θ x9 = y
x4 = ẋ3 = θ̇ x10 = ẋ9 = ẏ
x5 = ψ x11 = z
x6 = x5 = ψ x12 = ẋ11 = ż

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(3)

The state vector defines the linear and angular velocity and position of the
quadrotor in space.

The control input vector U is given by:

U = [U1U2U3U4] (4)

where the inputs are mapped as:

U1 = b
(
ω2
1 + ω2

2 + ω2
3 + ω2

4

)
(5)

U2 = bl
(−ω2

2 + ω2
4

)
(6)

U3 = bl
(−ω2

1 + ω2
3

)
(7)

U4 = d
(−ω2

1 + ω2
2 − ω2

3 + ω2
4

)
(8)

ωr = (−ω1 + ω2 − ω3 + ω4) (9)

The object frame is converted to earth fixed frame using transformation matrix.
The transformation matrix used to convert object frame is shown below:

Rxyz =
⎡

⎣
CϕCθ Cϕ Sθ Sψ − SϕCψ Cϕ SθCψ + Sϕ Sψ

Cϕ Sθ Sϕ Sθ Sψ + CϕCψ Sϕ SθCψ − Cϕ Sψ

−Sθ Cθ Sψ CθCψ

⎤

⎦ (10)

where Sθ= sin (θ ), Cψ= cos (ψ), etc., and Rxyz is the transformation matrix.
The state spacemodel of quadrotor UAV obtained after simplification is described

below:
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f (X, U ) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∅̇

θ̇ ∅̇a1 + θ̇a2ωr + b1U2

θ̇

∅̇ψ̇a3 + ∅̇a4ωr + b2U3

ψ̇

∅̇θ̇a5 + b3U4

ż
g − (cos θ cosϕ)U1

m
ẋ

ux U1
m

ẏ
uy

U1
m

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(11)

where,

a1 = Iyy − Izz

Ixz
(12)

a2 = Jxx

Ixx
(13)

a3 = Izz − Ixx

Iyy
(14)

a4 = Jyy

Iyy
(15)

a5 = Ixx − Iyy

Izz
(16)

b1 = l

Ixx
(17)

b2 = l

Iyy
(18)

b3 = 1

Ixx
(19)

ux = CθCψ + S∅Sψ (20)

uy = C∅Cθ Sψ + S∅Sψ (21)

where x, y and z are three positions and θ , ψ , and ϕ are the pitch, roll, and yaw
respectively.
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Where b denotes the thrust coefficient and d denotes the drag coefficient, Ui are
the input variable to the input vector, ωi are the angular speed of the of the propeller,
and Ixx , Iyy and Izz are the moments of inertia of the quadrotor. Many assumptions
are made and disturbances are ignored while developing the model [7].

Transfer function obtained for pitch, yaw, roll and altitude are as follows:
Pitch channel

G1 = 56.65s + 4391

s3 + 105s2 + 870s + 4430
(22)

Yaw Channel

G2 = 105

s2 + 413s
(23)

Roll channel

G3 = 65s + 4560

s3 + 109s2 + 1023s + 2935
(24)

Z-Axis

G4 = 1.63

s2 + 5s
(25)

2.3 Modelling of Brushless Direct Current Motor

The model of the BLDC motor can be described as linear second order system. The
armature current and motor torque are related by a constant K as:

M(t) = K .i(t) (26)

The back emf VEMF is proportionate to the angular velocity of BLDC motor:

VEMF(t) = e(t) = K .ω(t) = K
dθ

dt
(27)

We can write the equation based on Newton’s law combined with Kirchhoff’s law
as follows:

J
d2θ

dt2
+ dθ

dt
= K i (28)
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L
di

dt
+ Ri = V − K

dθ

dt
(29)

where R is a resistance and L is an inductance of the armature and J is a moment of
inertia of the rotor. The transfer function derived for motor is shown below [8]:

G4 = K
[
(R + Ls)(Js + b) + K 2

] (30)

where, the implemented values are V (s)= 12 V; J = 1 × 10−2; b = 3 × 10−4; K =
23 × 10−1; R = 1; and L = 0.5.

3 Controller Design

To stabilize the quadrotor different control schemes are applied and investigated.
Among many two effective control schemes are discussed and compared in present
paper. The control algorithms discussed in this paper are: TheLinearQuadratic Regu-
lator, and a newly developed intelligent PD-ANFIS based hybrid controller. These
applied techniques and controlled system responses are discussed in the following
section:

3.1 LQR Control of Roll Moment

It is a convincing substitute to the techniques used to solve MIMO control problems.
It is usually called as LQ or LQR. The LQR technique is used to generate best gain
matrixK, exempting the pole placement methodology. In LQR, the system errors and
control efforts are balanced optimally. The cost functions are defined by the designer
that specifies the importance of control efforts and errors.

For a state space model:

x = Aẋ + Bu (31)

With cost function:

J =
∞∫

0

(xT Qx + uT Ru + xT Su)dt (32)

The linearized quadrotormodel (22–25) is utilized to calculate the systemmatrices
to apply LQR control algorithm. The values of weight matrix, gain matrix and the
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new system matrix A_lqr used for roll, pitch, yaw and altitude control are calculated
using equation (33–35) respectively.

Q = W ∗ C ′ ∗ C (33)

K = lqr(A, B, C, D) (34)

A_lqr = A − B ∗ K (35)

The values obtained for input matrix B and Control matrix C are as it is used in
new system matrices B_lqr and C_lqr respectively. As already discussed earlier that
the aircraft is considered in hover condition, in which the disturbances associated are
considered negligible. That’s why the value of matrix D is considered zero during
attitude control using LQR.

3.2 Hybrid Controller

The results obtained by applying ANFIS controller are not acceptable in case of
a highly unstable nonlinear unmanned aerial vehicle. A fast control is required to
control the quadrotor so that it can stabilize the systemwithin very short time and can
prevent the flying vehicle from falling to the ground. In investigation it is found that if
two controllers are applied simultaneously to the quadrotor dynamics, it can achieve
highly appreciable results [9]. So, an intelligent Hybrid Controller is developed as
an initial experiment. In this controller, two control strategies are combined namely:
(a) P-D and (b) PD trained ANFIS control scheme. The strategy is to utilize P-D
controller for altitude and yaw control and the remaining roll and pitch moments
are controlled by using intelligent PD trained ANFIS controller [10]. On combining
the controllers provided appreciable results. Figure 3, describes the architecture of
developed intelligent hybrid PD trained ANFIS controller (Fig. 2).

To stabilize the UAV, the LQR and intelligent PD trained ANFIS controller are
applied and the results are analyzed. The comparison of responses concludes that the
LQR control scheme provides better control for quadrotor UAV. Figure 3 Shows the
comparative result after applying LQR and intelligent hybrid controller for altitude
and attitude control.

4 Results and Discussion

See Fig. 3.
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Fig. 2 Block diagram representation of hybrid control scheme applied to the quadrotor model

Fig. 3 Comparative results after applying LQR and intelligent hybrid controller to the (a) roll
moment (b) pitch moment (c) yaw moment (d) altitude of the quadrotor
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5 Conclusion

The present paper describes the modelling of quadrotor UAV using Newton-Euler
formulation. The unstable behavior of the quadrotor convinced the researcher to
search for an external controller to stabilize the vehicle. In investigation, it is observed
that two controllers (i) LQR and (ii) intelligent hybrid controller have provided
appreciable results. The results are compared for altitude and attitude stabilization
of quadrotor. The comparative study proposed that the applied LQR control scheme
is best suited for the quadrotor.
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Performance Analysis of PV Array
Connection Schemes Under Mismatch
Scenarios

Mohd Faisal Jalil, Mohammad Shariz Ansari, Sourav Diwania,
and Mohammed Aslam Husain

Abstract The power produced through the photovoltaic (PV) plants is exposed to
mismatch/partial shading scenarios, the actual position of the panel and connection
scheme of the PV array. Consequently, peak power point tracking becomes complex
owing toward the existence of compound maxima in power–voltage characteristics.
There are different connection schemes of PV array, available in literature particu-
larly series–parallel (S-P), honeycomb (H-C), bridge link(B-L). Then total cross tied
(T-C-T) regularly used during partial shading scenarios. For each of the abovemen-
tioned connections, the scheme has relative benefits and drawbacks. In this paper, all
conventional connection schemes are reconfigured by the odd–even arrangement. A 6
× 6 PV array is considered for investigation for two severe partial shading scenarios.
The odd–even reconfiguration arrangement scatters the influence of intense shading
over complete PV array and hence reduces the mismatch losses. The global maxima
move close to the typical functional point as all strings contribute to overall instanta-
neous power generation. The results obtained present the improvementwith reference
to fill factor, peak power yield and the amount of multiple maxima.

Keywords Partial shading condition · PV array configuration · Reconfiguration
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1 Introduction

The solar energy’s potential is tremendous; it is capable of supplying the world’s
demand for energy many times over [1–12]. The International Energy Agency fore-
casts that photovoltaic (PV) will contribute about 16% of worldwide electricity
supply by 2050. Solar power is produced by transforming energy from sunlight into
electricity, either straight using solar cells (PV) or secondarily using concentrating
solar power (CSP) systems. In the PV power plant, PV modules transform sunlight
into the electric current as per the photovoltaic effect. Whereas, the CSP system
employs lenses or mirrors and tracking schemes to focus sunlight onto a fluid. The
fluid is heated to 250–1000 °C and used to generate steam. In 2018, the global elec-
tricity production capacity of PV is 505 GW and CSP is 5.5 GW. In this work, we
will be focusing on PV’s issues and challenges. At the end of 2018, PV accounted
for 2.4% of the world’s electricity production. Although the global electricity supply
from renewables is 26.2% with 15.8% hydropower, 5.5% wind power, 2.4% solar
power and remaining from other sources.

The power produced by the PV power plant is reliant on several constraints such
as irradiance, temperature, soiling and aging effect. The most significant parameter
among these is irradiance.Whenmodules in a PV array are receiving even irradiance,
there will be a unique global peak in power–voltage characteristics for maximum
power output. On the occurrence uneven irradiance due to neighboring construc-
tion, deposition of bird wastes and dust, shades of trees, etc., there will be several
peaks in power–voltage characteristics, therefore operation at optimum power point
becomes difficult and conventional MPP algorithms become ineffective under these
conditions [1, 2]. There are several researchers used mostly commonly embraced
single diode models for modeling PV module as it is sufficiently accurate but under
low illumination or in uneven insolation, the implementation of this single diode
model requires improvements [3]. Some researchers preferred two diode model for
modeling PV panel under these uneven irradiances or partial shading conditions
with improved results in comparison with the previous model at cost complexity as
it requires estimation of seven parameters. The operation of the PVmodule in second
and fourth quadrant is optimally presented with the help of the Bishop model [4].
Several researchers used thismodel but there is no generalized technique available for
parameter estimation of Bishop model. The operation of PV array in these uneven
conditions is presented for simple series and parallel connections, and outcomes
show that series connections in the PV array must be avoided to obtain higher-power
output in these conditions [5, 6]. There are several analyses on PV array connection
schemes available in literature aiming to obtain optimal power output under partial
shading conditions [7, 8]. Analyzed S-P, B-L, H-C and TCT for shades on equal
PV array area but in different patterns. The power is different for different patterns
irrespective of the same shade area. The TCT connection scheme is the most effi-
cient in terms of maximum power output, and this is since the TCT connection
scheme reduces mismatch that is occurring due to the non-uniformity in irradiance
of PV array. Some authors further reconfigured array connection schemes to reduce
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these mismatch losses [9]. There are two types of reconfigurations, namely electrical
reconfiguration and physical reconfiguration. The physical reconfiguration is more
popular among researchers as it is simple and economical in comparison with elec-
trical reconfiguration. The authors in [10] proposed the odd–even technique as fixed
reconfiguration to structure the PV array electrically connected in TCT configuration.
They only implemented the odd–even technique for TCT configuration. There are
certain PV array configurations especially asymmetrical in which HC configurations
give higher maximum power yield in contrast among distinct connection arrange-
ment. This paper presents effectiveness investigation of PV plant configurations
series–parallel (SP)–odd–even series–parallel (OESP), bridge link (BL)–odd–even
bridge link (OEBL), honeycomb (HC)–odd–even honeycomb (OEHC), then total
cross tied (TCT)–odd–even total cross tied (OETCT) with reference to peak power
output.

2 PV Array Connection Schemes

The connection schemes S-P, B-L, H-C then T-C-T stand are presented in Fig. 1a–d
[11, 12]. All these connection schemes have their own relative benefits and short-
comings. The peak power output of the PV plant depends on these configurations
and shading pattern. Among these configuration, maximum power output is possible
for T-C-T for most of the conditions, but in some conditions other configurations
present better performance. This section presents a comparative analysis among
abovementioned configurations and when these configurations are reconfigured as
odd–even scheme of PV modules. Every module in a PV array has unique position.
For example, module-23 presents module available in third column and second row
of the PV array. For odd–even arrangement, electrical connections remain unaltered
as in respective configuration, whereas physical arrangement is decided as odd–even
technique [10] (Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 and 13; Table 1).

3 Conclusion

In this paper, comparative analysis of PV array connection schemes and recon-
figurations, namely series–parallel (SP)–odd–even series–parallel (OESP), bridge
link (BL)–odd–even bridge link (OEBL), honeycomb (HC)–odd–even honeycomb
(OEHC) and then total cross tied (TCT)–odd–even total cross tied (OETCT) have
been done for two severe partial shading scenario. An investigation is carried on 6
× 6 PV plant with MATLAB/Simulink. The instantaneous energy generation of the
PV plant is same for all connection schemes and reconfigurations under uniform
illumination conditions. For considered shading scenario, TCT connection scheme
provides leading maximum power output of the array followed by HC, BL and SP
connection schemes. Results show if TCT, HC, BL and SP connection schemes are
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Fig. 1 a 6 × 6 PV array as per series–parallel connections ,b 6 × 6 PV array as per bridge link
connections, c 6 × 6 PV array as per honeycomb connections, d 6 × 6 PV array as per total cross
tied connections

Fig. 2 Shading scenario for
PV array for case 1
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Fig. 3 Shading scenario for
PV array for case 2
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Fig. 4 Shade dispersion for
shading scenario considered
in case 1
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Fig. 5 Shade dispersion for
shading scenario considered
in case 2
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reconfigured as per odd–even arrangement, and then there is increment in peak power
yield through the PV plant. As per the results, if it reconfigures the PV array without
changing the electrical connection scheme, then performance of the PV array is
improved.
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Fig. 6 P-V curves
concerning SP and OESP for
mismatch scenario
in situation 1
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Fig. 7 P-V curves
concerning BL and OEBL
for mismatch scenario
in situation 1
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Fig. 8 P-V curves
concerning HC and OEHC
for mismatch scenario
in situation 1
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Fig. 9 P-V curves
concerning TCT and OETCT
for mismatch scenario
in situation 1

0 50 100 150 200

Voltage (V)

0

1000

2000

3000

4000

5000

6000

Po
w

er
 (W

)

OETCT

TCT



232 M. F. Jalil et al.

Fig. 10 P-V curves
concerning SP and OESP for
mismatch scenario
in situation 2
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Fig. 11 P-V curves
concerning BL and OEBL
for mismatch scenario
in situation 2
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Fig. 12 P-V curves
concerning HC and OEHC
for mismatch scenario
in situation 2

0 50 100 150 200
Voltage (V)

0

1000

2000

3000

4000

5000

Po
w

er
 (W

)

HC

OEHC

Fig. 13 P-V curves
concerning TCT and OETCT
for mismatch scenario
in situation 2
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Table 1 Results in terms of instantaneous maximum power of PV array

Case 1 Configuration Imax (A) Vmax (V) Pmax (W)

SP 44.02 79.96 3520

OESP 33.02 112.1 3702

BL 32.97 112.2 3700

OEBL 29.78 139.8 4164

HC 32.99 112.2 3702

OEHC 23.51 170.9 4019

TCT 33.83 109.5 3705

OETCT 31.05 161.9 5028

Case 2 SP 23.48 171.1 4018

OESP 31.24 139.2 4349

BL 37.61 108.6 4084

OEBL 26.22 166.3 4361

HC 23.94 170.3 4078

OEHC 26.30 169.4 4456

TCT 24.09 171.1 4123

OETCT 44.04 107.7 4744
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Modelling and Analysis of Bridgeless
PFC Boost Convertor

Md. Shamsuddin and Piyush Agrawal

Abstract All type of electronics devices works on the DC power supply and use
AC-to-DC conversion device. Passive elements are used in the AC-to-DC conver-
sion device which creates the harmonics in the system. Harmonic current always
introduces poor power factor in operating device. The low power factor created in
any type of the electrical or electronics devices deteriorates its performance. PFC
boost converter helps in improving the power factor. Power factor correction boost
converter significantly improves both power factor and harmonic distortion Two
types of circuit model (a) conventional and (b) bridgeless type are discussed in this
paper. The difference between the conventional power factor correction converter
and bridgeless power factor correction is that diode bridge is present in conventional
power factor correction circuit, but no diode bridge is present in the type (b) PFC.

Keywords PFC · Bridgeless PFC · THD

1 Introduction

In recent years, as the demand has increased, the need for better power factor and less
total harmonics distortion in the current drawn from the power supply has become an
area of concern [1–9]. The need for electricity supply has always been there, andwith
increased demand and generation, power quality has always been an issue. Though
there is a economic slowdown in most of the world, still the demand of electricity
continues to grow. It grows at 2.1% per year according to IEA. The development of
power electronic equipment’s has led to more advanced converters and given many
other advantages. The drawback is being increased harmonic contents andpoor power
factor. Many ways have been proposed to reduce harmonic like use of different types
of filters and FACTS devices. In the development of PFC, mostly, researches are
related to the continuous conduction mode (CCM) because CCM topology is simple
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and has high power gain [8, 9]. It may be used for universal voltage range. In recent
year, electronic companies areworking to reduce the size andweight of the electronics
converter which are also used in the residential, commercial and industries. All street
is supplied from different types of three-phase supply which creates unbalancing in
a housing scheme. Unbalanced current flow throws the neutral of star connection
configuration [1–3]. The waveform of the supply voltage gets distorted because of
reactive power. The bridgeless PFC has no bridge loss because bridge rectifier is not
present in this topology, and the bridgeless topology is mostly used in the dual boost
PFC rectifier. Dual boost topology also reduced the conduction losses because of
reduction of the semiconductors in the line current path.

2 Boost Converter (PFC)

Angle cos(φ) between the voltage and current is known as the power factor. Unity
power factor is also considered as the best power factor. Good power factor provides
the better operating quality for the device. The main work of the PFC circuit makes
the input power supply to work as a pure resistor. When the ratio between current
and voltage is constant, then the input will be resistive and PF is unity [4, 5]. When
the ratio is not constant between the current and voltage, then due to the existence
of nonlinear load, input will contain phase displacement and harmonics distortions,
and then, the power factor also becomes poor.

2.1 Low Power Factor

Power factor depends on the type of load. In case of purely resistive load, power
factor is good. In case of inductive load, power factor is not good because in case of
inductive load, current lags with the 90° from voltage. In condition of current lag or
lead, the harmonics are generated in the device, and it makes cause of the low power
factor.

Low PF does not provide better operation for the device.
The harmonics current is caused by a nonlinear load or by a solid-state rectifier

[6–8].

2.2 Need of Power Factor Correction (PFC)

Nowadays, in the industry, residential and commercial places used a huge variety
of electronic system which require supply. The electronic system uses DC-to-DC
converter as they require DC power supply.

In Fig. 1, waveforms with and without PFC are shown.
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Fig. 1 Waveform using PFC and without PFC

2.3 Types of PFC

• Passive PFC;
• Active PFC.

Passive PFC as shown in Fig. 2 uses filter at the input. In the circuit of the passive
power factor correction, only passive elements are used, for example, inductor (L)
and capacitor (C). In the passive PFC circuit, the use of extra electronics component
such as the bridge rectifier is a disadvantage. Passive elements also help to improve
the nature of line current. [9] The use of PFC circuit improves the power factor to
about 0.7–0.8. Low-pass filter is used in passive PFC circuit.

Benefits of Passive PFC

• Passive PFC has a normal structure.

Fig. 2 Passive PFC
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• It is good in quality and well built.
• In the passive PFC, only filter is required.
• Has no high switching loss.
• In the passive PFC, the used element does not create high-frequency EMI.

2.4 Active PFC

Figure 3 shows active PFCwhich givesmuch better result than the passive PFC. THD
obtained from it is much lower than passive THD. The size and weight of active PFC
are also less compared to passive PFC. The cost of active PFC circuit is less as it
does not use the passive elements. Active PFC circuit works on the high switching
frequency.

Benefits of Active PFC

• It is smaller than the passive PFC.
• 0.95 PF is generally achieved through this method.
• Active PFC also reduces harmonics current which is present in the device.

3 Conventional PFC Boost Converter

The use of electrolyte capacitor is for rectification and filter of harmonics in case of
conventional PFC as shown in Fig. 4. It improves the distorted input and harmonics
content. The important thing is that it decreases the harmonics and provides the better
power factor in the input current for the power supply. The conventional method is
the most widely used method in the improvement of power factor application. In
the conventional PFC boost converter, full wave rectifier bridge is used. It works
as the AC-to-DC converter [6]. This method is better for small to average power
supply. As the increment in the power level, then heat dissipation in bridge rectifier
becomes important for this application. It is also protected from heat problem in
specific surface area (Figs. 5, 6 and 7).

Fig. 3 Active power correction
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Fig. 4 PFC boost converter (conventional)
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Fig. 6 Output voltage

Table 1 shows variation in power factor and THD with change in load at constant
voltage 24 V. Load change at constant voltage O/P power is increased and PF is
improved.
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Fig. 7 Output current

Table 1 Change in PF and
THD at 24 V

Input voltage 20 Vac

Power factor THD (%) Output power

0.9618 15.80 101.6

0.9693 14.12 112.2

0.9762 12.50 125.3

0.9826 10.96 141.8

0.988 9.53 163.4

4 PFC Boost Converter (Bridgeless)

In the converter circuit, no bridge rectifier is used for the AC-to-DC converter. In
this convertor, heat generates in the small amount. The bridgeless PFC converter is
shown in Fig. 8. The inductor is present on the ac source side. Only two diodes are
present, D1 and D2. Both diodes are connected in the parallel, and inductor is also
connected in series. [6] Capacitor (C) which is used in the parallel also improves the
PF of the system. There are two MOSFETs which are denoted as S1 and S2 used in
the converter circuit.

5 Operations

Operation mode of this converter

• Boost converter;
• Return path ac input signal.

Mode-1
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Fig. 8 Basic bridgeless PFC boost converter

Power MOSFET used in the bridgeless PFC is denoted by the switch S1, and it is
an important part of the circuit. Power MOSFET is used for amplifying signal and
switching purpose. MOSFET is high when AC voltage has positive cycle on gate of
S1, and then, S1 is turned on and inductor stores the energy from the input source.
After the closing of MOSFETS1, the stored energy passes through the diode D1, and
its return path is diode 2 and MOSFET 2 as shown in Fig. 9.

Mode-2

Fig. 9 Positive ½ line cycle
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Turning on the powerMOSFETS2, inductor stores the energy.When S2 is turned off,
then inductor passes the stored energy through the (D1) and off the circuit through
the load. The power MOSFET (S1) may be driven ON/OFF only on positive ½ line
cycle and power MOSFET (S2) driven ON/OFF only in case of negative ½ line cycle
as shown in Fig. 10.

The output current and output voltage are shown in Figs. 11 and 12, respectively.
Table 2 shows variation in power factor and THD with change in load at constant

voltage 24 V. Change in load at constant voltage PF is increased and harmonics
decrease.

Fig. 10 Negative ½ cycle

Fig. 11 Output current
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Fig. 12 Output voltage

Table 2 Change in PF and
THD at 24 V

Input voltage 20 Vac

Power factor THD (%) Output power

0.9656 13.07 120.3

0.9727 11.41 132.8

0.9792 9.78 148.2

0.9852 8.20 167.6

0.9903 6.67 192.9

0.9946 5.23 227.2

0.9979 3.87 276.3

0.9996 2.62 351.7

0.9987 1.54 482.6

5.1 Conventional Versus Bridgeless PFC Boost Converter

In bridgeless power factor correction converter, diodes are replaced with the power
MOSFET, and inductor current passes through the two semiconductors, whereas in
conventional PFC, circuit has a full bridge and inductor current passes through the
all diode in the bridge. Efficiency is also improved in the bridgeless PFC converter
because it has only two slow diodes but the conventional PFC has four slow diodes.
The bridgeless PFC converter reduces the semiconductor devices, and it provides
better power factor as compared to conventional PFC converter. Total harmonic
distortion is reduced in the bridgeless PFC device.
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6 Conclusion

Total harmonics distortion is reduced after use of PFC and PF is increased. Power
factor correction method is also divided into the two parts (1) active and (2) passive.
Bridgeless and modified bridgeless PFC are part of the active filtering method, and it
also improves the power factor and current quality. After using the bridgeless power
factor correction, power factor increases near about to unity power factor, and it is
also utilized the grid power. The bridgeless PFC gives better result than conventional
PFC.
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Performance Analysis of Different
Sliding Mode Controller on Single Link
Inverted Pendulum

Ajit Kumar Sharma and Bharat Bhushan

Abstract This article presents comparative study of three types of control involving
slidingmode approaches, which are quasi-sliding law, robust reaching law and equiv-
alent law. In order to stabilize the pendulum at upright position, these strategies have
been deployed on inverted pendulum simultaneously fetching the cart to a chosen
position. Sliding mode surfaces and control functions of each strategy are formu-
lated. Control performance of these sliding mode controllers has been compared
on the basis of performance measures in terms of time of convergence, disturbance
rejection, chattering and stability.

Keywords Sliding mode control · Inverted pendulum · Exponential reaching law ·
Quasi-sliding mode

1 Introduction

Themain requirement of any system depends on its control action taken by controller
[1–12]. The control action is specifically designed to achieve the object. And it
becomes more challenging for researcher to achieve optimal control performance if
system complexity increases [1–12]. And due to gruesome complexity, conventional
controllers are not much more comfortable to deal with plant uncertainties. For
the same reason, sliding mode control (SMC) approach is applied as a controller
which has ability to work satisfactorily under consideration of nonlinear factors of
system as well. Sliding mode control evolved from pioneering works in the 1960s
in the former Soviet Union [1, 2]. SMC is developed in 1960 by former Soviet
Union. Since then for all linear and nonlinear system, SMC provides robust control
technique, which also includes time variant systems, MIMO systems and large-scale
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systems. And due to its interesting features, SMC is extensively used in dynamic
control of uncertain systems. Design and implementations of SMC are simple and
cost effective. Further, SMC enforces order reduction and robustness against system
uncertainties and disturbances [3, 4].

Among the other control methods, SMC method is considered as variable struc-
tured one [5]. System state space reaches at described surface and always remains
there, whenever any discontinuous control structure reverses the system. The surface
mentioned in the state space is known as sliding surface. Multiple control structures
are designed to obtain the movement of state trajectory only move in the direc-
tion of switching. Hence, not a single control structure can define or cover absolute
trajectory. Instead the absolute trajectory travels in the direction of the margins of
control structures. And these movements of system which slides around boundaries
are known as sliding mode [6]. And the ideal sliding motion is when the system
dynamics restricted to move towards the sliding surface. Generally, we follow two
rules to design SMC. First rule comprises system response which is achieved by
designing a sliding surface. Hence plant dynamics are coercible its state variable to
satisfy the other set of equation which define its switching surface. The second rule is
to design a switched feedback gain which forces the state trajectory of plant towards
the sliding surface. These two rules are formulated on the generalized Lyapunov
stability theory [7].

Although, SMC is an efficient tool of control system, still it has few drawbacks.
In ideal situations, switching of control must occur at infinitely high frequency. The
trajectory of the system dynamics is being pushed by the switching to glide along the
subspace of restricted sliding mode. But practically, the control computation takes
so much time delay, and also, due to physical limitations of switching devices, it
makes impossible to switching of control at high frequency. And the results this
high frequency provides oscillations known as chattering. Chattering may result in
energy loss, system instability, and sometimes it may lead to plant damage. Another
issue reported in literature is sliding mode control scheme can completely reject the
matched uncertainties, but fails in case of unmatched uncertainties [8–12].

In this study, three methods of control regarding sliding mode, i.e.: Quasi-sliding
mode, exponential reaching law and equivalent control have been compared. Inverted
pendulumhas been chosen as control problem to test the efficacy of these approaches.
The objective of control action is to bring the pendulum at a stabilized point in
upright position point while maintaining the desired position of cart. In each of these
control approaches, sliding mode surface is designed, and thereafter, control func-
tions are formulated to meet control objectives. The performance measures in terms
of chattering, time taken to converge, disturbance rejection and stability are recorded.
Thereafter, a comparison analysis is performed on the basis of these performance
measures.

This paper is organized as follows. In section, the objectives of the work have
been introduced. In Section II, different sliding mode control is explained. System
modelling is illustrated in Section III. Finally, the results obtained from the simulation
of the present work have been presented in Section IV. Section V represents the
conclusion which is followed by references.
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2 Controller Design

For any plant uncertainty and external disturbance, SMC provides best solution due
to its robust control techniques. And to deal with this plant uncertainty and external
disturbances, a high gain control input is applied. However, this high gain control
produces input chattering, which generates a high frequency in plant dynamics may
produce unexpected instabilities [18, 19].

2.1 Reaching Law Control SMC

In reaching law approach, controller describes about reaching phase and sliding
phase of system [16]. Reaching phase maintains system stable, and the sliding phase
provides equilibrium to system. The objective of sliding mode may be represented
in Fig. 1.

Let the plant be

θ̈ (t) = − f (θ, t) + bu(t) + d(t)

where f (θ, t) and bu(t) are plant parameters and d(t) is external disturbance
The sliding function may be described as

s(t) = ce(t) + ė(t) (1)

where ‘c’ is a constant which must satisfy Hurwitz condition, c > 0.
The tracking error and its derivative are defined as

e(t) = x(t) − θ(t)

Fig. 1 Idea of sliding mode
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ė(t) = ẋ(t) − θ̇ (t)

where x(t) is ideal positional signal.
Therefore, we have

ṡ(t) = cė(t) + ë(t)

= c
(
ẋ(t) − θ̇ (t)

) + (
ẍ(t) − θ̈ (t)

)

= c
(
ẋ(t) − θ̇ (t)

) + (ẍ(t) + f (θ, t) − bu(t) − d(t)) (2)

Again on the basis of exponential reaching law, we know

ṡ = −ε sgn(s) − ks (3)

where ε > 0, k > 0
From Eq. (2) and (3),

(
ẋ(t) − θ̇ (t)

) + (ẍ(t) + f (θ, t) − bu(t) − d(t)) = −ε sgn s − ks (4)

The design of the controller functioning as sliding mode has been developed as

u(t) = 1

b

(
ε sgn(s) + ks + c

(
ẋ(t) − θ̇ (t)

) + ẍ(t) + f (θ, t) − d(t
)

(5)

From the above equations as the disturbance ‘d’ is an unknown quantity among
all other plant quantities, so to solve above problem, d is replaced by a conservative
known quantity dc.

Then, the governing equation for the controller based on sliding mode can be
written as

u(t) = 1

b

(
ε sgn(s) + ks + c

(
ẋ(t) − θ̇ (t)

) + ẍ(t) + f (θ, t) − dc
)

(6)

where dc is chosen for guarantee in reaching condition.
Substituting Eq. (6) into Eq. (2) and by simplifying it,

ṡ(t) = −εsgn(s) − ks + dc − d (7)

Reaching condition is ensured by term dc. Hence, it gives guarantee that d is
bounded, and therefore, dc.

dL ≤ d(t) ≥ dU (8)

where the bounds dL and dU are known.
Hence,
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(i) When s(t) > 0, ṡ(t) = −ε sgn(s) − ks + dc − d and we want ṡ(t) < 0 so
dc = dL

(ii) When s(t) < 0, ṡ(t) = −ε sgn(s) − ks + dc − d and we want ṡ(t) > 0 so
dc = dU

Therefore, if we define d1 = dU −dL
2 ,

d2 = dU + dL

2

dc = d2 − d1sgn(s) (9)

2.2 Quasi-sliding Mode SMC

Although SMC is a robust control technique but having drawback of chattering.
The system components are getting damaged due to an undesirable phenomenon
of oscillations, known as chattering. In order to reduce the chattering, around a
switching surface, a boundary layer has been proposed by using continuous control.
In this proposed method to reduce chattering, system forces its state to stay in range
of its neighbourhood.

Let the plant be

θ̈ (t) = − f (θ, t) + bu(t) + d(t)

where f (θ, t) and bu(t) are plant parameters and d(t) is external disturbance
The sliding function may be described as

s(t) = ce(t) + ė(t) (10)

where ‘c’ is a constant which must satisfy Hurwitz condition, c > 0.
The tracking error and its derivative are defined as

e(t) = x(t) − θ(t)

ė(t) = ẋ(t) − θ̇ (t)

where x(t) is ideal positional signal.
Therefore, we have

ṡ(t) = cė(t) + ë(t)

= cė + (
ẍ(t) − θ̈ (t)

)
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= cė + (ẍ(t) + f (θ, t) − bu(t) − d(t)) (11)

Hence, the proposed controller will be

u(t) = 1

b
(cė + ẍ(t) + f (θ, t) + ηsgn(s)) (12)

Lyapunov function is defined as

L = 1

2
s2

Therefore,

L̇ = sṡ = s(ẍ ẍ(t) − f (θ, t) − bu(t) + cė)

= s(ẍ(t) − f (θ, t) − (− f (θ, t) + cė + ẍ(t) + η sgn(s)))

= s(−d(t) − η sgn(s))

− sd(t) − η|s| (13)

To control the chattering, a saturated function sat(s) function is used, instead of
sgn(s).

sat(s) =
⎧
⎨

⎩

1 s > �

−1ks |s| ≤ �, k = 1
�

−1 s < −�

(14)

where � is defined as boundary layer, switch control is used for outside boundary
layer and linear feedback is used for inside boundary layer.

Since sliding variable and state variables does not converge to zero due to its
smooth control law, but in its place converge to domains in a neighbourhood of the
origin due to the effect of the disturbance. The said smooth control law is known as
quasi-sliding mode control.

2.3 Equivalent Control SMC

SMC controller usually comprises the switching control usw and the equivalent
control ueq. System state is managed by switching control and equivalent control
and maintains the system on sliding surface.

If we neglect the uncertainty of plant and external disturbance, the plant may be
defined as

x (n) = f (x, t) + bu(t) (15)
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The tracking error vector will be defined as

e = xd − x = [ e e. e(n−1)] T
(16)

And switch function

s(x, t) = ce = c1e + c2e. + · · · e(n−1) (17)

where c = [
c1c2 · · · cn−11

]

Let s . = 0
Then,

s .(x, t) = c1e. + c2e.. + · · · en

= c1e. + c2e.. + · · · cn−1en−1 + x (n)
d − x (n)

n−1∑

i=1

ci e
(i) + xn

d − f (x, t) − bu(t) = 0 (18)

Hence, the control input is designed as

ueq = 1

b

[
n−1∑

i=1

ci e
(i) + xn

d − f (x, t)

]

(19)

To satisfy the reaching condition of sliding mode,

s(x,).ṡ(x, t) ≤ −η|s|, η > 0

The switching control law

usw = 1

b
K sgn(s) (20)

where K = D + η

Hence, sliding mode controller

u = ueq + usw (21)

And the stability equation will be

sṡ = s(−K sgn(s)) − s.d(t) = −η|s| ≤ 0 (22)
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3 System Modelling

Figure 1 portrays a single link inverted pendulum which consists of a rod hinged on
a moving cart. Table 1. gives the different parameters of inverted pendulum (Fig. 2).

The system’s motion equation is determined by Euler–Lagrange method and
Newton–Euler formalism while keeping system motion is frictionless.

(m + M)ẍ + ml cos θθ − ml sin θ θ̇2 = F (23)

(
ml2 + I

)
θ̈ + mlẍ cos θ − mgl sin θ = 0 (24)

By solving for θ̈ , and ẍ from Eq. (23) and (24), the state space equation of inverted
pendulum is defined as

θ̈ , t(t) = − f (θ, t) + bu(t) (25)

Where

Table 1 Parameters and their
units

Parameter Meaning Unit

θ Pendulum angle rad

x Cart displacement m

m Pendulum mass kg

M Cart mass kg

l Pendulum’s length m

g Gravitational acceleration m/s2

Fig. 2 Single link inverted
pendulum
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f (θ, t) = m(m + M)gl

(M + m)I + Mml2

And,

b = ml

(M + m)I + Mml2

4 Implementation of Algorithm in MATLAB

Simulation is done on MATLAB/Simulink environment to evaluate the results for
different controller cases. Simulation results give a brief about the algorithm need to
be implemented in the system.

The following parameters were chosen for simulation: M = 1; m = 0.010; L =
0.50, g = 9.8 m/s2.

4.1 Results of Reaching Law Control SMC

Let the ideal position of pendulum be r(t) = sin t, the initial state is [−0.15 0.15],
and other constants are given as c = 15, ε = 0.5, k = 10.

In Fig. 3, the simulation model of controller and pendulum is shown. Figure 4
gives the control input for plant with a constant reaching law, and the cart position
and speed at equilibrium point are shown in Fig. 5.

4.2 Results of Quasi-sliding Mode Control SMC

Figure 6 shows the simulation model of controller and pendulum. On the basis of
sliding mode control, the upper bound has been represented as, M=1 using sgn
function The control input is shown in Fig. 7. Correspondingly, cart position and
speed are shown in Fig. 8.

4.3 Results of Equivalent Control SMC

Let d(t) = 50 sin(t), η = 0.10, r (i.e. the ideal position of signal) = sin(2π t), if c
= 25, then D can be obtained = 50. The simulation results of control input and cart
position and speed are shown in Figs. 10 and 11 (Fig. 9; Table 2).
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Fig. 3 Simulink model of system

Fig. 4 Control input

From above results, it can be inferred that as far as stability is concerned all three
control modes display satisfactory performance. Sliding mode controller with quasi
law stands out on account of chattering, while equivalent mode has moderate effect
of chattering. Reaching law is poorest among three and worst affected by chattering.
As already stated that chattering is undesirable feature due to un-modelled dynamics
and discrete time implementation of plant, this problem reduces the control accuracy
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Fig. 5 Cart position and speed tracking

Fig. 6 Simulink model of system

and strength of mechanical components. Both reaching law and equivalent mode
demonstrate superior convergence, while quasi mode has some delay in convergence.
Disturbance rejection is least in equivalent law, while reaching law and quasi mode
have moderate disturbance rejection.
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Fig. 7 Control input

Fig. 8 Cart position and speed tracking

5 Conclusion

This paper highlights the difference among three different control technique of
sliding mode control, their control strategies and performance measures. Inverted
pendulum was chosen as control problem to analyse the performance of sliding
mode control employing reaching law, equivalent law and quasi law. The objec-
tive of control action was to stabilize the pendulum at upright position point while
bringing the cart to a desired position. Sliding surface and control functions were
designed for each of these control strategies. Performance results of sliding model
controllers were obtained on MATLAB platform. Finally, performance measures
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Fig. 9 Simulink model of system

Fig. 10 Control input

were analysed on the basis of convergence rate, disturbance rejection, chattering and
stability performance. From observations, it was noted that on stability sliding mode
controllers gave similar stability performance. However, chattering phenomenon,
disturbance rejection and convergence rate were different. Sliding mode controllers
with quasi law gave standout results in chattering andmoderate disturbance rejection
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Fig. 11 Cart position and speed tracking

Table 2 Differences between
all three controllers

Analysis Reaching Quasi Equivalent

Stability High High High

Chattering More Less Moderate

Disturbance rejection Moderate Moderate Less

Convergence Fast Medium Fast

and convergence. Sliding mode controller with equivalent law had fast convergence,
moderate chattering, but its performance was poor in disturbance rejection. Sliding
mode controller with reaching law demonstrated fast convergence, moderate distur-
bance rejection. However, it performed worst on account of chattering among three
strategies.
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A Resilient Hybrid Output Converter
with Inherent Cross-Regulation
Avoidance Feature

Raj Kumar Yadav, Adil Sarwar, Dipti Saxena, Mohammed Asim,
and Chandra Prakash

Abstract Power electronic converters are required for integrating renewable energy
sources with the grid. Concept of hybrid micro-grid allows coordinated operation
and integration of AC and DC micro-grid. But it requires separate converters for
feeding power to the grid which increases cost and control complexity. This paper
proposes a hybrid multi-output converter (simultaneously AC and DC output) for
standalone application and can be extended for grid application. DC and AC loads
can be supplied simultaneously from a single DC source. The DC–DC operation
utilizes quadratic boost circuitry to obtain higher gain at lower duty ratio, thereby
reducing conduction loss. While a multilevel AC output is obtained which has a
lower total harmonic distortion. The converter is tested under different dynamically
changing load conditions. The parallel operation of DC–DC and DC–AC part of the
proposed converter ensures cross-regulation-free operation.

Keywords Hybrid multi-output converter · Multilevel inverter (MLI) · Quadratic
boost converter · Resilience
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1 Introduction

The conventional energy resources which played a major role in meeting the elec-
trical requirement of the globe are being seen as a threat to humanity because of the
pollution which produces in due process of electricity generation [1–7]. At present,
renewable energy is looking one of the most prominent alternative sources of energy.
This pollution is contaminating the air, soil and water bodies which are ultimately
affecting human beings. Hence, the importance of renewable energy has seen a
tremendous growth in the previous decade and seems to grow even more in the
coming decade. The government initiatives of many countries also propagate it.
These policies give stress on reducing generation from fossil fuels and look for alter-
nate sources like renewable energy sources. Especially, solar energy is abundantly
available throughout the world and can be utilized either by tapping heat content
of sunlight or converting the solar energy directly into DC electricity by way of
photovoltaic effect. PV has gained importance because of many factors such as low
maintenance, ease of availability of sun, and technology availability. Although there
are many emerging technologies to mitigate the problems of conventional sources,
but the photovoltaic (PV) technology is one of the cleanest and popular with ease of
generating power [1, 2]. Unlike wind energy solar PV technology can be installed
anywhere, at any place around the world, even very close to the load center. This
could eliminate the cost of transmission of electricity by way of costly transmission
system. Moreover, it has many other advantages such as low operational and mainte-
nance costs as well as long life. In most of the cases, maximum power point tracker
is added to improve the efficiency of overall system. The efficiency of the system
improves considerably.

Nowadays, there is a rapid increase in the use of power electronic converters
in many devices such as aircraft, electric cars, and ships [6, 7]. With the use of
these converters, the size, weight, maintenance, and cost of the system have come
down, while the efficiency reliability and safety have increased. Both AC and DC
loads characterize these power systems. In most of these, including the conversion of
primary power, auxiliary systems are needed to boost up the voltage for the effective
operation of the overall system [3].

These systems consist of different types of load—the interface of DC and AC
with various kinds of energy sources including both non-conventional and conven-
tional using converters of power electronics [2]. The figure shown in Fig. 1 displays
the internal architecture of the system where an individual DC source (V dc,is), e.g.,
solar panel, fuel cell, etc., supplies both the AC and DC loads(V ac,out and V dc,out,
respectively). The architecture of Fig. 1a uses different power converters for both
the conversion type, i.e., DC–AC and DC–DC, while Fig. 1b shows both the conver-
sions utilizing a single power converter stage. The converter in Fig. 1b is known
as the hybrid converter in this paper. Due to the inherent shoot-through protection
capability, this hybrid converter has the very important features of better reliability
and higher power processing density [4]. These characteristics enable the hybrid
converter perfect to use in smaller and compact systems with both the loads, i.e., AC
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Hybrid Converter

DC Source

DC Load

DC/ACDC/DC

AC Load

DC Source

DC Load AC Load

Vdc,in

Vdc,out Vac,out Vac,outVdc,out

   (a)    (b)

Fig. 1 a Architecture for power converter to supply AC and DC loads. b Hybrid converter-based
architecture for supplying DC and AC loads

and DC loads. As an example, consider that both an AC fan and a LED lamp can be
powered simultaneously by a hybrid converter at an initial stage of individual DC
input.

Non-conventional energy sources supply purified and clean energy, so it is mostly
connected to systems in smart residencies. These intended energy sources are highly
limited or bounded and have very low power ratings which are approximate of the
order of a hundred watts and terminal voltage due to space limits. To solve these
issues, various topologies of hybrid converter were developed to simultaneously
power DC and AC loads [4]. The disadvantages of conventional hybrid converters
are discussed below.

In applications where high power handing is required, higher current rating oper-
ation for longer duration results in an increase in conduction losses and a reduction
in the efficiency.

The main motto of the researchers is to design and develop new topologies of a
power converter having lesser number of power semiconductor devices and reduced
complexity. There is an amalgamation of multiple renewable energy sources to AC
and DC system buses in hybrid grid system. This integration needs two individual
converters, i.e., a DC–DC boost converter and a multilevel inverter.

Literature [4] suggests a topology of the converter that provides simultaneously
DC and AC output, but there is a disadvantage of the operating range in this network
topology due to which the range should be maintained in M + D ≤ 1 which has
been discussed above. Moreover, the two-level AC output produced by the hybrid
converter in [4] has a higher THD and requires larger passive filters which makes
the converter bulky and costly.

The shortcomings of [4] can be overcome by the proposed hybrid converter in
this paper. The main objective of the paper has been summarized as follows:

(1) To outline a hybrid converter that will be capable of imparting AC and DC
outputs simultaneously without the limit of m + D ≥ 1.

(2) To use more gain DC–DC converter topology in parallel with the inverter for
more efficient operation.
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2 Proposed Converter Circuit

The proposed topology has a high gain DC–DC converter in parallel with a modified
H-bridge inverter as shown in Fig. 2.

The proposed converter operation is explained in the following subsection.

2.1 Quadratic Boost Converter

Conventional boost circuit is used to step up the voltage at a high duty ratio. At
high duty ratio, generally inductor gets saturated. Moreover, the gain obtained in
case a conventional boost converter is limited to 4–5 times the input voltage. So, the
DC–DC converter part of the circuit consists of a quadratic boost converter (QBC)
configuration. The efficiency of quadratic boost converter is less when the duty ratio
is low, but when the duty ratio is high, there is a significant increase in efficiency.
As shown in Fig. 3 when the switch is on, then diodes D1 and D2 are off. The input
current flows through inductor L1 and diode D2.

The equations when the switch is on are given by

�i L1 = Vin

L1
(1)

�i L2 = Vc1

L2
(2)

�Vc1 = − i L2

C1
(3)

�Vc2 = − Vout

Rc2
(4)

S7

S1

S4

S3

S2

S5

S6

D1

D2

C1C2R Vdc

R

L

D3
Vc

Fig. 2 Proposed topology
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D2

C1C2R

D3 L2 L1

Vdc

S

D1

D2

C1C2R

D3 L2 L1

Vdc

Fig. 3 Working mode of operation

When the switch is turned off, diodes D1 and D3 are turned ON, and diode D2

is in OFF state. The capacitors C1 and C2 are all charged by inductor L1 and L2,
respectively. The load energy demand is supplied by the inductor, as shown in Fig. 3.

The differential equations related to the state variables when the switch is turned
OFF are

�i L1 = Vin

L1
− Vc1

L1
(5)

�i L2 = Vc1

L2
− Vout

L2
(6)

�Vc1 = I L1

C1
− I L2

C1
(7)

�Vout = I L2

C2
− Vout

Rc2
(8)

The average model equation of QBC

�i L1 = Vin

L1
− Vc1

L1
(1 − D) (9)
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�i L2 = Vc1

L2
− Vout

L2
(1 − D) (10)

�Vc1 = I L1

C1
(1 − D) − I L2

C1
(11)

�Vout = I L2

C2
− Vout

Rc2

(12)

The net inductor voltage must be zero in a switching period for steady state
operation of an inductor in a DC–DC converter.

�i L1(closed) + �i L1(open) = 0 (13)

Vin

L1
DT + Vin

L1
(1 − D)T − Vc1

L1
(1 − D) = 0

Vin

L1
T = Vc1

L1
(1 − D)T

Vc1 = Vin

(1 − D)
(14)

�i L2(on) + �i L2(off) = 0 (15)

Vc1

L2
DT + Vc1

L2
(1 − D)T − Vout

L2
(1 − D)T = 0

Vc1 D + Vc1(1 − D)−Vc1 D = Vout(1 − D)

Vc1 = Vout(1 − D) and
Vin

(1 − D)
= Vout(1 − D)

Vout = Vin

(1 − D)
(16)

3 Modified H-Bridge Inverter Operation

Due to the advantage of higher-power quality waveforms, low electrical switching
losses, and higher voltage generation capability, the use of multilevel inverter has
been increasing day by day. There are several advantages of multilevel inverter. The
minimized harmonics distortion in output voltage waveform is the most important
being. In order to obtain the desired output voltage, several DC power supplies are
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interconnected via power electronic switches [5]. The output voltagewaveform of the
converter approaches nearly a sinusoidal waveform as level increases. In comparison
with other topologies, the cascadedMLI is far better as it does not need any clamping
diode and flying capacitor. The primary advantage of using H-bridge inverter is its
modularity, while the disadvantage is that each cell of the H-bridge requires an
isolated DC source. As the number of units connected in cascade increases, the
number of levels of output also increases. The shortcoming of an H-bridge config-
uration (requirement of multiple DC power supply) can be partially mitigated by
using modified H-bridge configuration and a capacitor in place of DC power supply
(Fig. 4).

The operation of the cascaded three levels MLI is shown in Table 1. The most
important task or a key issue in designing MLI is to reduce its harmonics distortion.
To obtain a stepped output voltage resembling a sinusoidal waveform, multiple DC
power supply are interconnected using power electronic switches in a multilevel
inverter.

Fig. 4 Modified H-bridge
3-level MLI

S1

S4

S3

S2

S5

S6

Vdc

R

L

Vc

Table 1 Switching states for modified H-bridge inverter

S1 S2 S3 S4 S5 S6 Vout

1 1 0 0 1 0 V c

1 1 0 0 0 1 Vdc

1 1 0 0 1 1 (Vdc–V c)

0 0 1 1 1 0 −V c

0 0 1 1 0 1 −Vdc

0 0 1 1 1 1 −(Vdc–V c)
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4 Simulation and Results

The simulation has been performed inMATLAB®/Simulink environment interactive
development platform. The various parameters taken in the simulation have been
shown in Table 2.

The simulation has been performed under various dynamically load changing
conditions. Figure 5 shows the output AC andDC voltage when there is a step change
in the DC load. The load is halved after 0.02 s (one cycle) of the operation. There is
no effect of change in load on the output voltages implying that the cross-regulation
effect has been avoided (Fig. 6).

The effect of change in a purely resistive load has also been seen. (1) by reducing
the load resistance as shown in Fig. 7 and (2) By increasing the load resistance as
shown in Fig. 8. In both cases, the output voltage (AC as well as DC) has a resilient
feature.

Table 2 Simulation
parameters

S. No. Parameters Value in simulation

1 Vdc 50 V

2 C1 and C2 2200 µF

3 Load (R and L) 10 �, 10 mH

4 L1, L2 10 mH, 20 mH

O/P AC 
Voltage

O/P DC 
Current

O/P DC 
Voltage

Step change in DC Load

Fig. 5 Effect of changing DC load
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Fig. 6 Effect of changing AC load (from RL to R)
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Fig. 7 Effect of decreasing the resistive load
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Fig. 8 Effect of increasing the resistive load
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Fig. 9 Effect of change in modulation index

Nearest level control has been used to control the output AC voltage. The figure
shown in Fig. 9 shows the effect of changing the modulation index from 0.6 to 0.8.
The stresses across the various switches have been shown in Figs. 10, 11, and 12.
The stress is very low in all the rest of the switches, while the stress is very higher
in switches S1 and S3.

5 Conclusion

A hybrid output converter has been successfully modeled, and simulation results
have been presented under different dynamically changing load conditions which
prove the resilient nature of the converter topology. Modified H-bridge configuration



272 R. K. Yadav et al.

Vo
lta

ge
 (V

ol
ts) Switch 1 

Stress
Switch 2 

Stress

Fig. 10 Voltage stress across the switches S1 and S2
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Fig. 11 Voltage stress across the switches S3 and S4
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Fig. 12 Voltage stress across the switches S5 and S6

has been utilized for AC output voltage generation, while simultaneously quadratic
boost converter topology has been utilized for DC output voltage generation. AC
and DC output voltage boosting is the attractive feature of the proposed topology.
Moreover, stepped wave AC output has a superior waveform quality with lower total
harmonic distortion.
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Review of Various Load Frequency
Controllers

Alok Kumar, Mohammed Asim, Mirza Mohd. Shadab, and Iram Akhtar

Abstract In a power system, various fluctuations can occur in voltage and frequency
due to the disturbances and sudden changes in the load (due to load change or fault).
Whenever there is a change in the load, voltage and frequency get affected/disturbed.
Voltage regulator is designed to compensate the voltage fluctuations and to compen-
sate or maintain the frequency of the system. A load frequency controller (LFC) is
designed. A large number of LFC are proposed and designed in order get the most
effective, accurate, efficient and adaptive control. In this paper, various controller
designs are studied that are proposed for load frequency controller.

Keywords Frequency · LFC · Settling time

1 Introduction

In a power system, high numbers of power elements and devices, it is nonlinear in
nature and is based on multi-input multi-output (MIMO) system. The system perfor-
mance can be improved by various control techniques and are used to compensate
the disturbances along the path of the system [1–7].

Different control techniques have evolved in the past and in order to main-
tain the power system in its secure state and protect from various disturbing
phenomenon. Various techniques such as excitation system control, generator prime
mover control, clearing the faults faster, power compensation, current injector and
voltage compensators. [1].

Nowadays, various modern techniques such as FACTS controllers, HVDC
controllers and static VAR compensators (SVC) [3] are used as they provide more
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accurate, efficient and fast response. Automatic generation control (AGC) consists
of control of voltage and frequency both. This paper discusses various proposed LFC
controllers that are used. To understand the basics of load frequency control, a basic
diagram representation of an AGC is shown in Fig. 1.

Various objectives [2] of AGC are as follows:

• The system frequency is maintained constant near to nominal value.
• Uphold the value of interchange of power between the areas.
• Each generator that is connected in the system is to be maintained at most

economical values.

A number of load frequency controllers are proposed based on various techniques
such as direct synthesis approach, various adaptive techniques such as by using
interaction estimations, fuzzy logic control approach for load frequency control and
neuro fuzzy simulation-based hybrid intelligent PI control.

The basic components that are to be considered in a load frequency controller are
turbine, governor, generator and load, controller and droop. All these components
are used to maintain the system frequency [3, 4]. The various parameters of these
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SYSTEM
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FREQUENCY 
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VOLTAGE 
SENSOR

AUTOMATIC 
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REGULATOR
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STEAM
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Fig. 1 Automatic voltage regulator
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Fig. 2 Single-area system with load frequency controller

components are considered in Laplace form. The block diagram of a general load
frequency controller is shown in Fig. 2.

In this paper, various load frequency control models are compared on various
previous-based proposed techniques and the various control parameters of the
proposed techniques are compared.

2 Types of Load Frequency Control Methods

2.1 Internal Model Control (IMC)

In this controller design technique, the control is based on Q parameterization
technique. This technique has been developed for various discrete and continuous
time systems. It can be used for single-input single-output, multi-input multi-output
systems and discrete systems.

This technique provides a good option instead of using a robust controller or an
optimal controller. It can be used in process control industry to reduce error and also
reduce noises.

2.2 Soft Computing

In a complex power system or plant, the traditional control systems cannot provide
accurate results and are therefore it is difficult to control the plant using conventional
methods. Soft computing technique uses approximation in order to solve very difficult
problems.

Soft computing is a technique that is a part of computational intelligence (CI)
family. It consists of a largenumber of innovative search techniques.These techniques
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Fig. 3 Basic diagram of a
fuzzy logic controller

FUZZY KNOWLEDGE BASE AND INFERENCE

FUZZIFICATION DEFUZZIFICATION

PRE POST

POWER SYSTEM

DOMAIN EXPERT

are obtained from various branches like physics, chemistry, mathematics, etc. Some
of the soft computing techniques that are widely used are genetic algorithm, particle
swarm optimization, optimization, fuzzy logic, etc. [6, 7].

2.3 Fuzzy Logic Controller

Dynamic characteristics of a power system are complex and variable, and various
conventional methods of control cannot provide the result that is desired. Therefore,
intelligent controllers can be replaced with conventional controllers to get fast and
good dynamic response in load frequency control problems.

The fuzzy logic controllers can be used to solve awide range of control problems if
the system robustness and reliability are more important as conventional controllers
are slow and have low efficiency in nonlinear system applications. It minimizes the
fluctuation on system output.

A fuzzy logic controller mainly consists of three parts—fuzzification, rule base
table and defuzzification [7] (Fig. 3).

2.4 Genetic Algorithm (GA)

There are various evolutionary algorithms, and genetic algorithms are the part of
evolutionary algorithms. Natural selection and genetics is the basis of operation of
this algorithm. These are generally used to obtain a high-quality solution for search
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and optimization problem. This newly intelligent soft computing control technique
can be used in load frequency controller [5].

Genetic algorithm consists of five stages.

2.4.1 Initial Population

Initially, the set of individuals are called a population. Every problem can be solved
with the help of each individual. The parameters or properties of an individual are
called genes. A chromosome is formed with the help of string, which is formed when
various genes are joined together.

2.4.2 Fitness Function

It is a function that determines the fitness of an individual. Fitness is an individual
ability to compete with others. Each individual is assigned with a fitness score.

2.4.3 Selection

In this phase of the genetic algorithm, the individual that is the fittest in the population
is selected and its genes are transmitted to the future generation. On the basis of the
fitness score, parents are selected which is pair of individual. In the population,
individuals which have high fitness or fitness score are likely to be picked up for
reproduction.

2.4.4 Crossover

It is the most important phase in a GA. A crossover point is chosen at random from
within the genes for each pair of parents to be mated.

2.4.5 Mutation

In various offsprings that are formed in the process, various genes that have low
random probability can be subjected to mutation. It means that the bits in the string
can be flipped.
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2.5 Seeker Optimization Algorithm (SOA)

These algorithms are designed based upon the type of the plant and its various
parameters and components. A multi-area system is completely different from a
single-area system because the control operation required is complex and the design
of a load frequency controller is also complex

Seeker optimization algorithm is also based on population just like other opti-
mization techniques such as PSO and GA. In 2007, seeker optimization technique
was introduced by Dai et al.

Each member of the seeker population is known as seeker. The flowchart below
shows the algorithm and process of a seeker optimization algorithm. In this method,
every seeker is the member of the population. Each seeker tends to move to its best-
suited position according to his opinion. The best position of the seeker is updated
by optimum solution [6].

In order to find the optimum solution very accurately and fast, these algorithms
are used. However, premature convergence can be found in many studies which is a
drawback in these algorithms.

These problems can be improved by using a hybrid or a very highly accurate
technique and can be implemented to systems. The controller can be designed by
various algorithms, optimization techniques and classical methods with new systems
implemented. The PID controller parameters are to be selected for optimal values
by optimal solution and load frequency control (Fig. 4).

2.6 Direct Synthesis Approach

In this method, a new PID controller is designed which is based on direct synthesis
approach in frequency domain. Various parameters of the controller are obtained
using frequency response matching with the DS controller. This method provides
the linear equations, and the solution of these equations gives the values of the
controller parameters. This design method is developed for both single-area system
as well as multi-area power systems (Fig. 5).

Let us consider some examples and compare themwith various proposedmethods.

Example 1 A non-reheat turbine system for single area is considered, the design
methods of some predefined controllers are compared, and the results are shown in
Table 1.

Example 2 A reheat turbine system for single area is considered, the some of the
design methods are compared, and the results are shown in Table 1 (Fig. 6; Table 2).
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Fig. 4 Seeker optimization algorithm

3 Conclusion

The various load frequency control technique from the literature are studied and
compared. It is seen that various techniques such as direct synthesis approach, seeker
optimization control, robust decentralized control, fuzzy logic controller, adaptive
load frequency controller, etc., are being used in industries nowadays. Thesemethods
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Fig. 5 Unity negative output feedback configuration

Table 1 Comparison of various parameters by Nishat and Pan, Padhan and Majhi and Tan

S. No Method Settling time Peak value ISE

1 Nishat and Pan Low Low Low

2 Padhan and Majhi Moderate Moderate Moderate

3 Tan High High High
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Fig. 6 Unity negative output feedback configuration
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Table 2 Comparison of various parameters by Nishat and Pan, Padhan and Majhi and Tan

S. No. Method Settling time Peak value ISE

1 Nishat and Pan Moderate Low Low

2 Padhan and Majhi Low Moderate Moderate

3 Tan High High High

focus on the best possible control of the load frequency that varies in a power system
significantly. Depending upon the type of the system, the design of the controller
varies. It is clear that by changing some of the parameters and using optimal solution
for these values, the response of the whole system can be improved significantly.
The system parameters such as settling time, magnitude and the integral square error
have improved, and a better response is obtained.
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Techno-Economic Analysis
of Diesel/Wind/PV/Battery Hybrid
Energy System for Androth Island

Mohammad Shariz Ansari, Md. Faisal Jalil, Manaullah, and Sourav Diwania

Abstract The net present cost (NPC) and the cost of energy (COE) are very high
in the remote islands because energy is mainly generated from diesel generators.
Pollution is also increasing due to the usage of diesel generators. So, the objective
in this work is to minimize the NPC, COE, and pollution by using renewable energy
sources, for example, solar and wind in addition to diesel. Androth Island of union
territory of Lakshadweep (UTL ) in India has been considered for the study. The
average wind speed and average daily radiation at Androth Island are 5.34 m/s and
5.68 kWh/m2/day, respectively. The modeling, simulation, and optimization have
been performed by hybrid optimization model for electric renewable (HOMER)
software. The model that gives an optimal solution includes diesel–PV–battery. This
model gives the least NPC and COE. For sensitivity analysis, the wind speed (m/s)
and the fuel rate ($) have been considered as sensitivity variables. The optimal system
is obtained for the sensitivity variable of 5.38 m/s of wind velocity and 1$/L of diesel
price. This optimal system also reduces pollution by 90%.

Keywords Optimal system · NPC · COE · Renewable energy · HOMER

1 Introduction

Energy is a basic requirement for every single social action, generation everything
being equal and the arrangement of all services. Then again, energy is additionally and
still to be the greatest emergency to individuals, since right now, most of the energy
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utilized on earth originates from customary petroleum products, and some of them
will be depleted in a very long while as per the ongoing investigating and devouring
rate [1–3]. Also, there are still about 1.5 billion occupants overall as yet have no
accesses to power [4]. For these remote islands and towns, energy is being regularly
supplied by diesel generators. In any case, they felt progressively increasingly tense
since they as often as possible face inflated fuel costs as a result of the gigantic climb
in the cost of diesel and shipment cost [5]. Additionally, the negative natural effects
from crafted by diesel hurt the nearby biological system and cause water, noise, air,
and soil contamination. In the issue, they experience the ill effects of energy shortage
or power outages often. Luckily, remote regions are typically rich in locally accessible
sustainable power resources [6]. Because of the increasing expense of diesel fuel and
the quickly decreasing expense of sustainable power resources, the supply of energy
by renewables is presently getting to be more focused with conventional energy,
accordingly encouraging broadly use of sustainable power sources for stand-alone
system, for example, PV–battery,wind–battery or hybrid system.Until now, look into
onRESs is normally done in the area ofmodeling of the system, sizing of the element,
simulation, economic evaluation, and especially optimization of the system. For
doing such type of research, the computer tools and simulation models are normally
required. 37 PC tools for understanding the RESs have been looked into in [7], and
an audit of the strategy of optimizing the hybrid renewable energy sources was done
in [8, 9]. Out of these simulation devices, HOMER software is a standout among the
most broadly utilized for stand-alone RESs [10]. Utilizing HOMER for RES techno-
economic analysis, simulation andmodeling have been the topic of considerable prior
investigations, for instance, the likelihood of accomplishing energy sovereignty in
an island utilizing wind turbine, PV, biogas generator, and battery was assessed in
[5]. A techno-economic study of RES for Rural Electrification in South Algeria has
been done in [11].

2 Profile of Androth Island

The Androth Island is one of the inhabited islands in the union territory of Lakshad-
weep. It is situated at east of Kavaratti Island. The distance from Androth Island and
Kochi is 64 nautical miles (119 km). The area of Androth Island is 34.90 km2. It is the
major island in union territory of Lakshadweep. It is shown in Fig. 1. The maximum
span of the island is 4.66 km, and width is 1.43 km. It lies between 10°48′ and 10°50′
N latitude and 73°38′ and 73°42′ E longitude. It has east–west and north–south trend
with a long tail on the east. Out of all ten inhabited islands, Androth Island has least
lagoon area [12].
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Fig. 1 Location of Androth Islands of UTL

3 Optimal Hybrid Model for Androth Island

3.1 Inputs to the HOMER

For simulation and optimization in HOMER, six kinds of information are required.
These data include meteorological data, load profile data, economic data, technical
data, equipment characteristics data, and search space data.

3.2 Meteorological Data for Androth Island

Monthly average solar global irradiance (SGI) data for Androth Island is downloaded
fromNASAdatabase.Monthly average global horizontal radiation has been recorded
by NASA. The monthly average solar global irradiance for Androth Island is shown
in Table 1. Table 1 gives the clearness index and daily radiation in kWh/m2/day. This
table shows the maximum clearness index is 0.679 and minimum lucidity index is
0.453. This maximum andminimum lucidity index occurs in themonth ofMarch and
June, respectively. Themaximum andminimum daily radiation shown by Table 1 are
6.92 kWh/m2/day and 4.68 kWh/m2/day, respectively. The maximum solar radiation
at selected location falls in March and minimum falls in June. The yearly average
radiation is 5.68 kWh/m2/day [13].

Monthly average wind speed data at Androth Island in (m/s) is downloaded from
NASA database. Monthly average wind speed has been recorded by NASA for dura-
tion of 10 years. Average monthly wind velocity is also shown in Table 1. Maximum
speed of wind is 8.93 m/s, and it is accessible in June. Minimum speed of wind is
3.48 m/s, and it is accessible in February. The normal wind velocity is 5.38 m/s.
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Table 1 Monthly average
solar global irradiance (SGI)
and wind speed data for
Androth Island

Month Clearness index Daily radiation
(kWh/m2/day)

Average wind
speed (m/s)

Jan. 0.659 5.79 4.22

Feb. 0.678 6.43 3.48

Mar. 0.679 6.92 3.82

Apr. 0.647 6.81 4.17

May 0.57 5.97 5.19

Jun. 0.453 4.68 8.93

Jul. 0.456 4.72 7.95

Aug. 0.5 5.22 7.66

Sep. 0.557 5.71 6.1

Oct. 0.548 5.29 4.28

Nov. 0.585 5.21 3.95

Dec. 0.629 5.36 4.86

Average 0.580 5.68 5.34

3.3 Load Profile of Androth Island

The load shape of the selected island is an important input data for the optimiza-
tion of proposed model in HOMER, because for an optimal sizing, different energy
sources depend on the load shape. Figure 2 displays the load shape of Androth
Island. Figure 2a shows the daily residential load shape, and Fig. 2b displays the
daily commercial load profile. In Androth Island, energy is mainly utilized to fulfill
the residential and industrial loads only. Hence, only these two types of loads will be
painstaking inHOMER. The energy consumptions by the residential and commercial
load at Kavaratti Island are 6.52 MU per year and 1.05 MU per year, respectively,
in [12]. The conversion of these data into daily energy consumption gives 15,397.26
kWh/day for residential load and 2876.71 kWh/day for the commercial load. The
peak loads of residential and commercial loads are 3270.43 kW and 481.00 kW,
respectively. HOMER uses these data for simulation and optimization.

(a) Daily residential load profile (b) Daily commercial load profile 

Fig. 2 Load profile of Androth Island
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Fig. 3 Proposed system
model for Androth

4 System Architecture of Proposed Model for Androth
Island

In Androth Island power is generated mainly from diesel generators, but there are
huge potential of solar PV and wind is also available. Since diesel is costly and it is
depleted very fast, so the aim is to decrease the use of diesel and maximize the usage
of renewable energy. The author has proposed a model shown in Fig. 3 that consists
of wind turbines, solar PV, diesel generators for emergency use, batteries, converters,
and loads. The rating and cost of these components have been described in previous
chapter. HOMER simulates the proposed model to give the optimal result.

5 Results of Proposed Model for Androth Island

5.1 Sensitivity and Optimization Results

The sensitivity and optimization results from HOMER are presented in Fig. 4. The
upper part of the figure gives the result of different sensitivity variables, and lower
part gives the optimization result for a particular selected sensitivity variable.

The sensitivity variables for diesel price have been taken as 0.9$/L, 1$/L and
1.1$/L. The sensitivity variable for wind speed has been taken as 3.0 m/s, 8 m/s,
10 m/s, and 5.38 m/s. The average speed of wind for the considered island has
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Fig. 4 HOMER sensitivity and optimization result for Androth Island

been taken from NASA by HOMER, and it is 5.38 m/s. HOMER has used all the
combination of these sensitivity variables for simulation and optimization. Total
32,106 solutions were simulated, and all of them are feasible. Out of them, total
4033 were omitted in which 2634 omitted for lacking a converter and 1255 omitted
for having an unnecessary converter. The actual value of sensitivity variables at the
considered island is 5.38 m/s. Using these sensitivity variables for the optimum
solution, HOMER uses only solar PV, diesel generators, and storage systems. The
optimum solution for this combination comes out to be total net present cost as
$22,368,262.22 and levelized cost of energy as 0.262 $/kWh.

Fig. 5 Optimal system type plot for Androth Island
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Optimal system type plot for the proposed model of the Androth Island is shown
in Fig. 5. It shows that which combination of hybrid system is optimal at a partic-
ular value of wind speed and diesel price. Green color displays the hybrid system
consisting of all sources, and red color shows all sources except wind. From the
optimal system type plot, it is clear that for slow wind speed at Androth Island,
diesel/PV/battery system is giving optimal solution, and if wind velocity is high,
then system consisting all the sources is giving an optimal solution. Table 1 shows
that the typicalwind velocity is 5.38m/s. For thiswind speed, optimal system consists
of diesel/PV/battery systems only.

5.2 Net Present Cost (NPC)

Figure 6 and Table 2 give the category wise net present cost in bar chart form and in
tabular form, respectively. Total net present cost comes out to be $22,368,262.22 that
consists of operating cost, capital cost, salvage value, replacement cost, and resource
cost for the considered model.

Fig. 6 Cost summary of proposed model at Androth Island

Table 2 Net present cost of proposed model at Androth Island

Name Capital Operating Replacement Salvage Resource Total

Autosize genset $420,000 $1.82 M $115,934 −$84,975 $2.84 M $5.12 M

Generic 100 kWh
li-Ion

$7.40 M $18,919 $2.59 M −$331,751 $0.00 $9.67 M

Generic flat plate
PV

$5.90 M $754,343 $0.00 $0.00 $0.00 $6.66 M

System converter $689,906 $0.00 $287,874 −$53,582 $0.00 $924,198

System $14.4 M $2.60 M $2.99 M −$470,308 $2.8 M $22.4 M
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Table 3 Emission by diesel-only system and hybrid system

Pollutant Emission by only
diesel generator
(kg/year)

Emission by
PV–diesel–battery system
for diesel price $1/L
(kg/year)

Emission reduction
(kg/year)

Carbon dioxide 7,787,491 593,161 7,194,330

Carbon monoxide 49,088 3739 45,349

Unburned
hydrocarbons

2142 163 1979

Particulate matter 298 22.7 275.3

Sulfur dioxide 19,070 1453 17,617

Nitrogen oxides 46,113 3512 42,601

Total NPC includes $14,400,000.00 as capital cost, $2,600,000.00 as oper-
ating cost, $2,990,000.00 as replacement cost, −$470,308.00 as salvage value, and
$22,368,262.22 as resource cost. Among these, the maximum cost is capital cost
which is $14,400,000.00 that accounts for Gen sets capital cost ($ 420,000), Li-
ion batteries capital cost ($7,400,000.00), PV capital cost ($5,900,000.00), and
converters capital cost ($689,906.00). The total operating cost is $2,600,000.00,
total replacement cost is $2,990,000.00, total salvage value is −$470,308.00, and
total resource cost is $2,840,000.00

6 Emission of Different Pollutants at Androth Island

Table 3 shows the emission of different types of pollutant materials by only diesel
system and by a hybrid system. These pollutant materials are CO2, CO, unburned
hydrocarbon, particulate matters, SO2, and nitrogen oxide. From Table 3, it is clearly
seen that a huge amount of pollution is reduced if we use a hybrid system. In
a diesel-only system, the CO2 emission is 7,787,491 kg/year, and in the hybrid
system, the CO2 emission is 593,161 kg/year. It means a reduction in CO2 emission
is 7,194,330 kg/year which is a great reduction. The reduction of other pollutant
materials such as carbon monoxide, sulfur dioxide, nitrogen dioxide is mentioned in
Table 3.

7 Comparative Analysis of Both the System

Table 4 gives comparative analysis of both the systems for different value of sensi-
tivity variables, i.e., for different value of diesel price and wind speed. This table
shows that NPC of $21.1 M and COE of 0.262 $/kWh are minimum for a hybrid
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system consisting of all the sources for diesel price 0.9 $/L and wind speed 8 m/s.
But the typical wind velocity is limited to 5.38 m/s, and the actual price of diesel as
of today is $1/L at the considered island. That is why we are considering wind speed
of 5.38 m/s and diesel price of $1/L for the actual value of NPC and COE that comes
out to be $22.4 M and 0.262 $/kWh, respectively, for a PV–diesel–battery hybrid
system.

Table 4 also shows that the NPC and COE for the same sensitivity variable of
diesel-only system and that comes out to be $64.9 M and 0.762 $/kWh, respectively.
Comparing these two values for hybrid and diesel-only system at the same wind
speed and diesel price, i.e., 5.38 m/s and $1/L, respectively, it is clearly seen that the
NPC is reducing from $64.9 M to $22.4 M, and COE is reducing from 0.762 $/kWh
to 0.262 $/kWh. It means If we use a hybrid system in place of diesel-only system,
then there will be a great reduction in NPC and COE. If we use a mix system in place
of diesel-only system, then CO2 emission will be reduced from 7,787,491 kg/year
to 519,327 kg/year which is again a great reduction.

8 Conclusions

The sensitivity and optimization results obtained from HOMER are shown in Fig. 4.
In order to obtain the optimal result, the proposed model is being simulated for
thousands of combinations by HOMER. The combination which gives the optimal
result includes diesel–PV–battery and converters. This combination gives the least
NPC and COE which is $22,368,262.22 and $0.262, respectively. For sensitivity
analysis, the wind speed (m/s) and fuel rate ($) have considered as sensitivity vari-
ables. The above optimal solution, i.e., least NPC as $22,368,262.22 and least COE
as $0.262 has been determined for 5.38 m/s of wind speed and $1/L of diesel price.
Figure 5 shows the optimal system type plot. This plot shows that for different
rate of wind velocity and for different rate of diesel price which type of system
is economical, i.e., PV–diesel–battery system is economical, or PV–wind–diesel–
battery system is economical. From the optimal system type plot, it is clearly visible
that for a higher value of wind velocity, wind–PV–diesel–battery system is econom-
ical, and for a lower value of wind speed, diesel–PV–battery system is economical.
Table 2 and Fig. 6 give the NPC and cost\summary that contains operating cost,
capital cost, salvage value, replacement cost, and resource cost. Among these, the
maximum cost is capital cost which is $14,400,000.00 that accounts for Gen sets
capital cost ($ 420,000), Li-ion batteries capital cost ($7,400,000.00), PV capital
cost ($5,900,000.00), and converters capital cost ($689,906.00). The total operating
cost is $2,600,000.00, total replacement cost is $2,990,000.00, total salvage value is
−$470,308.00, and total resource cost is $22,368,262.22.
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Transformer-Based DC-to-AC
Grid-Connected Multi-Level Inverter
Topology

Shahbaz Ahmad and Farhad Ilahi Bakhsh

Abstract The traditional line inverters contain line current of square shape in which
the harmonics of higher order are present. Due to this, higher order harmonic content
EMI is produced due to which large amount of heat in the core of the transformer
is triggered. In this paper, a transformer-based grid-connected multi-level inverter
topology is presented where transformer with multiple tappings is used to get the
output voltage nearly sinusoidal. The output of the inverter is connected to the grid.
During each periodic cycle, switching of power electronic devices is done in a very
systematic order using the controller circuit. The voltage is given as a command
signal to the controller circuit since MOSFET is used as a switch. The complete
performance of the DC-to-AC converter is controlled by varying the quantity of the
output voltage by utilizing the tap-changing transformer. The analysis of the circuit
is done in the MATLAB/Simulink which shows the extreme curtailment in total
harmonic distortion.

Keywords DC-to-AC inverter · Tap-changing transformer · MATLAB ·
Multi-level

1 Introduction

The power electronics-based converters are extensively used in various applications
such as commercial, telecommunication, transportation, generation, distribution and
transmission of electrical energy. AC-to-DC converters are broadly intended for
various uses such as battery charging in different appliances [1–9]. Generally, in
grid-connected inverter, AC-to-DC converter is operated at switching angle greater
than 90° [2–5]. Thus, the power is flowing from DC source to the grid. However, the
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conventional converters or rectifiers have ample amount of higher order harmonics
content in the current (line). Therefore, the line current which is square shaped and
has high total harmonic distortion will be their on the AC side. This circuit topology
has a simple construction, but it is not frequently used forDC toACpower conversion
because it contains harmonics in the line current. To overcome this, an inductor is
required of large value on the load side which increases the cost of the frequently
used inverter [6, 7].

Here, a transformer-based grid-connected inverter is used. The transformer is
used have multiple tappings. On primary side or multiple tap side of the transformer
battery, source and the switches are placed, whereas on the other side of the trans-
former, grid is connected. TheDCsource and the switches are placed in such amanner
that when proper switching of the switches is done with the help of controller circuit
in both the positive and negative cycles of AC grid, the output voltage is nearly
sinusoidal. Due to this, THD in the output voltage will be very low as compared to
the conventional system. MOSFET of low current rating is used as a switch as the
number of switch used is large in number.

2 Description

Figures 1 and 2 present the block and circuit diagrams of the projected inverter,
respectively. Here, source (DC) is put in the middle on the multiple tapping side
of the transformer. The switches T 1, T 2 up to Tn and T ′

1, T ′
2 up to T ′

n are power
semiconductor switches whose proper switching is done so that it can operate for
the desired duration of time. The tapping of every switch is done in such a manner
so that the output voltage becomes nearly sinusoidal as shown in Fig. 3, which is
connected across the grid.

Fig. 1 Block diagram of the proposed grid-connected multi-level inverter
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Fig. 2 Internal diagram of the proposed grid-connected multi-level inverter
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3 Working

3.1 First Half Cycle

For the conduction duringωt= 0 toωt= 180°, the switches T 1, T 2 up to Tn conduct.
The duration of conduction of each switch for one periodic cycle and the input voltage
to the grid is shown in Fig. 4.

The time period of conduction of switch T 1, T 2 up to Tn is α1, α2 up to αn,
respectively

V1 = N0

N1
Vdc

where V 1 is output voltage generated.
When switch T 1 conducts, V 1 will be the output voltage whose duration depends

upon the time period of switch T 1 which is α1. When switch T 2 conducts, V 2 will be

nα
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Fig. 4 Output voltage and gate pulses from for ωt = 0 to ωt = 180°
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the output voltage whose duration depends upon the time period of switch T 2 which
is α2, and in the similar manner, the other switches will operate. The output voltage
is given by

V0 = V2 = N0Vdc

N2

where Nn−1 < Nn.

3.2 During the Second Half Cycle

For the conduction during ωt = 180° to ωt = 360°, the switches T ′
1, T ′

2 up to T ′
n

conduct. The duration of conduction of each switch for one periodic cycle and the
input voltage to the grid is shown in Fig. 5.

The time period of conduction of switch T ′
1, T ′

2 up to T ′
n is α′

1, α′
2 up to

α′
n, respectively. When switch T ′

1 conducts, −V 1 will be the output voltage whose

nα
’

1
2

1
2

2
2

2
2

1
2

n 1
2

n

3
2

3
2

n

T 1

T 2

T 3

T n -1

T n

V

ω t

Fig. 5 Output voltage and gate pulses from for ωt = 180° to ωt = 360°
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Fig. 6 Block diagram of the proposed three-phase inverter with (a) separate sources (dc) (b) three
capacitors and a source (DC)

duration depends upon the time period of T ′
1 which is α′

1. When T ′
2 conducts, −

V 2 will be the output voltage whose duration depends upon the time period of T ′
2

which is α′
2, and in the similar manner, the other switches will operate.

In this manner, each half cycle requires ‘n’ switches. Therefore, total number of
switches used in each periodic cycle will be ‘2n’ for generating n level of output
voltage. With the increase in the levels, the output voltage becomes more close to
sinusoidal which reduces the total harmonic distortion. The system described above
can be implemented for three-phase system presented in Fig. 6.

4 MATLAB Simulation

4.1 Simulation Model

TheMATLABsimulationmodel of the transformer-based grid-connectedmulti-level
inverter is shown in Fig. 7, where multiwinding transformer is taken for the Simulink
library, in which required number of tappings is done, which is used for variation of
amplitude of the voltage level in the respective duration of switch used. The power
MOSFET is taken as a switchwhich is represented asM1,M2 up toM9. The duration
of conduction of each switch depends upon the pulse or the combination of pulses
given to the switches. The pulse transformer is represented by P1, P2, up to P14.

4.2 Simulation Results

The output voltage and grid current waveforms obtained from the developed simula-
tion model are shown in Figs. 8 and 9, respectively. It can be observed from Figs. 8
and 9 that the waveforms of output voltage and grid current are almost sinusoidal in
shape whose Fourier analysis is shown in Figs. 10 and 11, respectively.
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Fig. 7 MATLAB/Simulink model of the proposed inverter

Fig. 8 Waveform of the output voltage

The output voltage value observed is 226.7 V with THD 8.98%, the grid current
is 0.272 A, and its THD is 3.91%. The power fed to grid is 57.44 W.

5 Conclusion

A transformer-based multi-level inverter model and its method of controlling are
shown in this paper. The output is attained by switching eight power MOSFET in
a strategical way with the help of tappings in the transformer. The duration of each
level of voltage is controlled by operating each switch for relevant time period which
results in output voltage waveform to become nearly sinusoidal. Hence, the total
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Fig. 9 Waveform of the system grid current

Fig. 10 Output voltage Fourier analysis
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Fig. 11 Grid current Fourier analysis

harmonic distortion is reduced substantially, i.e., around 9% compared to 48.3% in
case of conventional inverters. Moreover, the grid current waveform is also almost
sinusoidal, and its THD is about 4.5%. The MATLAB simulation model developed
is showing the acceptable performance.

Appendix

The conduction period of power MOSFET:
T 1 = T

′
1 = 2 * 7.77 * 10−4 s,T 2 =T

′
2 = 2 * 1.11 * 10−3 s,T 3 = T

′
3 = 2 * 1.22 * 10−3

s, T 4 = T
′
4 = 2 * 2.88 * 10−3 s.
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A Stratified Optional Mathematical
Model

Tanveer Ahmad Tarray, Zahoor Ahmad Gani, and Baziga Youssuf

Abstract This paper advocates a stratified optionalmathematicalmodel constructed
via Singh and Mathur’s model with comparative and Neyman provision and grander
increase in productivity. The delinquent verbalized stays cracked through Lagrange
multipliers method, and the optimum allocation is grown. Mathematical artworks
stand prearranged in sustenance of the existing learning and the consequences
verbalized over LINGO.

Keywords RRM · SRM · Proportional allocation · Neyman allocation · Mean
square error

1 Introduction

For the literature, see Tarray et al. [3].

2 Mangat [1] Randomized Response Model

α = π + (1 − π)(1 − P)

and

π̂ = (α̂ − 1 + P)/P

where

α̂ = n′/n
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.

V (π̂) = α(1 − α)

n P2

= π(1 − π)

n
+ (1 − π)(1 − P)

n P
.

3 Singh and Mathur [2] Optional Randomized Response
Model

and

α1 = πT + (1 − T )α

π̂1 = n′/n

MSE(π̂1) = α1(1 − α1)

n
+ (1 − T )2(1 − P)2(1 − π)2.

4 Proposed Model

In this proposed model, we extent Singh and Mathur [2] study to stratified sampling
with

Yi = TiπSi + (1 − Ti ) αi , i = 1, . . . , k

with

π̂mi = n′
i

ni
,

and

π̂ST =
k∑

i=1

wi π̂s =
k∑

i=1

wi
(
n′

i/ni
)

Theorem 1
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B
(
π̂ST

) =
k∑

i=1

wi (1 − Ti )(1 − Pi )(1 − πSi )

Proof we have

B(π̂ST ) = E(π̂ST ) − πS

=
k∑

i=1

wi (1 − Ti )(1 − Pi )(1 − πSi )a

Theorem 2

V
(
π̂ST

) =
k∑

i=1

w2
i

Yi (1 − Yi )

ni
,

where Yi is given already.

Theorem 3

MSE
(
π̂ST

) =
k∑

i=1

w2
i

Yi (1 − Yi )

ni
+

[
k∑

i=1

wi (1 − Ti )(1 − Pi )(1 − πSi )

]2

.

4.1 Proportional Allocation

Theorem 4 For ni = n (Ni/N)),

MSE
(
π̂ST

)
P = 1

n

[
k∑

i=1

wi Yi (1 − Yi )

]
+

[
k∑

i=1

wi (1 − Ti )(1 − Pi )(1 − πSi )

]2

4.2 Neyman Allocation

Theorem 5 Subject to n = ∑k
i=i ni

ni

n
= wi

√
Yi (1 − Yi )∑k

i=1 wi
√

Yi (1 − Yi )
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Theorem 6 Mean square error π̂ST is as

MSE
(
π̂ST

)
N

= 1

n

[
k∑

i=1

wi

√
Yi (1 − Yi )

]2

+
[

k∑

i=1

wi (1 − Ti )(1 − Pi )(1 − πSi )

]2

5 Relative Efficiency

We write MSE of π̂1 as

MSE
(
π̂1

) = [Y (1 − Y )]
n

+ [(1 − T )(1 − P)(1 − πS)]2 (1)

with Y = T πS + (1 − T ){πS + (1 − P)(1 − πS)} and πS = w1πS1 + w2πS2.

5.1 Proportional Allocation

(π̂ST)P reduces to

MSE
(
π̂ST

)
P = 1

n

[
2∑

i=1

wi Y
∗
i

(
1 − Y ∗

i

)
]

+ [(1 − T )(1 − P)(1 − πS)]
2 (2)

where πS = (w1πS1 + w2πS2) and Y ∗
i = T πSi + (1 − T ){πSi + (1 − P)(1 − πSi )},

for i = 1, 2, …, k and πS1 �= πS1.

From (1) and (2), PRE
((

π̂ST
)

P , π̂1
) = MSE(π̂1)

MSE(π̂ST)P

× 100

Discoveries are publicized in Table 1.

5.2 Neyman Allocation

Beneath hypothesis for two strata

MSE
(
π̂ST

)
N = 1

n

[
2∑

i=1

wi

√
Y ∗

i

(
1 − Y ∗

i

)
]2

+ [(1 − T )(1 − P)(1 − πS)]
2 (3)

PRE
((

π̂ST)
)

N , π̂1
) = MSE

(
π̂1

)

MSE
(
π̂ST

)
N

× 100
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Table 1 PRE of π̂ST via π̂1

n πS1 πS2 T w1 w2 πS P

0.6 0.63 0.66 0.69 0.72

10 0.08 0.13 0.50 0.90 0.10 0.09 100.03 100.03 100.04 100.04 100.05

0.80 0.20 0.09 100.05 100.06 100.07 100.08 100.09

0.70 0.30 0.10 100.06 100.07 100.09 100.10 100.12

0.60 0.40 0.10 100.07 100.08 100.10 100.11 100.13

0.50 0.50 0.11 100.08 100.09 100.10 100.12 100.14

0.40 0.60 0.11 100.07 100.08 100.10 100.11 100.13

0.30 0.70 0.12 100.06 100.07 100.09 100.10 100.12

0.20 0.80 0.12 100.05 100.06 100.07 100.08 100.09

0.10 0.90 0.13 100.03 100.03 100.04 100.04 100.05

20 0.18 0.23 0.70 0.90 0.10 0.19 100.04 100.05 100.05 100.06 100.07

0.80 0.20 0.19 100.08 100.09 100.10 100.11 100.12

0.70 0.30 0.20 100.10 100.11 100.13 100.14 100.15

0.60 0.40 0.20 100.12 100.13 100.14 100.16 100.18

0.50 0.50 0.21 100.12 100.14 100.15 100.17 100.18

0.40 0.60 0.21 100.12 100.13 100.14 100.16 100.18

0.30 0.70 0.22 100.10 100.11 100.13 100.14 100.15

0.20 0.80 0.22 100.08 100.09 100.10 100.11 100.12

0.10 0.90 0.23 100.04 100.05 100.05 100.06 100.06

30 0.28 0.33 0.90 0.90 0.10 0.29 100.09 100.09 100.09 100.09 100.09

0.80 0.20 0.29 100.15 100.16 100.16 100.16 100.17

0.70 0.30 0.30 100.20 100.20 100.21 100.21 100.22

0.60 0.40 0.30 100.23 100.23 100.24 100.24 100.25

0.50 0.50 0.31 100.24 100.24 100.25 100.25 100.26

0.40 0.60 0.31 100.22 100.23 100.24 100.24 100.24

0.30 0.70 0.32 100.20 100.20 100.20 100.21 100.21

0.20 0.80 0.32 100.15 100.15 100.15 100.16 100.16

0.10 0.90 0.33 100.08 100.08 100.09 100.09 100.09

Results are compiled in Table 2.

PRE
((

π̂ST
)

N ,
(
π̂ST

)
P

) = MSE(π̂ST)P

MSE(π̂ST)N
× 100

for unalike ethics of n, P, w1, w2, πS1, πS2, and T. Discoveries are publicized in
Table 3.
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Table 2 PRE of π̂ST via π̂1

n πS1 πS2 T w1 w2 πS P

0.6 0.63 0.66 0.69 0.72

10 0.08 0.13 0.50 0.90 0.10 0.09 406.05 377.03 349.39 323.11 298.19

0.80 0.20 0.09 586.06 544.48 504.90 467.32 431.74

0.70 0.30 0.10 796.13 739.67 685.98 635.06 586.91

0.60 0.40 0.10 974.12 904.57 838.49 775.87 716.73

0.50 0.50 0.11 1032.78 958.18 887.37 820.32 757.07

0.40 0.60 0.11 936.08 867.71 802.87 741.54 683.73

0.30 0.70 0.12 740.16 685.78 634.26 585.56 539.72

0.20 0.80 0.12 532.21 493.15 456.17 421.25 388.41

0.10 0.90 0.13 363.24 336.76 311.72 288.09 265.89

20 0.18 0.23 0.70 0.90 0.10 0.19 291.46 273.15 255.91 239.79 224.81

0.80 0.20 0.19 421.67 395.49 370.87 347.86 326.51

0.70 0.30 0.20 574.17 538.82 505.60 474.57 445.80

0.60 0.40 0.20 704.25 661.05 620.49 582.63 547.54

0.50 0.50 0.21 748.50 702.61 659.55 619.40 582.21

0.40 0.60 0.21 680.06 638.39 599.33 562.92 529.23

0.30 0.70 0.22 538.99 506.09 475.26 446.55 420.00

0.20 0.80 0.22 388.42 364.90 342.88 322.38 303.44

0.10 0.90 0.23 265.67 249.77 234.89 221.05 208.27

30 0.28 0.33 0.90 0.90 0.10 0.29 166.93 164.54 162.33 160.29 158.44

0.80 0.20 0.29 243.35 239.95 236.81 233.92 231.29

0.70 0.30 0.30 334.03 329.47 325.24 321.35 317.81

0.60 0.40 0.30 413.22 407.64 402.48 397.74 393.43

0.50 0.50 0.31 443.06 437.14 431.66 426.62 422.03

0.40 0.60 0.31 406.04 400.67 395.69 391.11 386.93

0.30 0.70 0.32 324.40 320.16 316.24 312.62 309.32

0.20 0.80 0.32 235.49 232.47 229.67 227.09 224.74

0.10 0.90 0.33 162.13 160.10 158.21 156.48 154.90

6 Conclusion

This manuscript speeches the delinquent of assessing the quantity πS inhabitants
fitting subtle group using optional randomized response technique. An optional RRM
using the estimator π̂1 model has been proposed. The anticipated RRM model is
supplementary competent than Singh and Mathur [2] optional RRM.
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Table 3 PRE of π̂ST via π̂ST

n πS1 πS2 T w1 w2 πS P

0.6 0.63 0.66 0.69 0.72

10 0.08 0.13 0.50 0.90 0.10 0.09 405.94 376.91 349.26 322.97 298.04

0.80 0.20 0.09 585.78 544.17 504.58 466.97 431.36

0.70 0.30 0.10 795.62 739.12 685.40 634.43 586.22

0.60 0.40 0.10 973.41 903.80 837.67 774.99 715.77

0.50 0.50 0.11 1031.99 957.34 886.46 819.35 756.02

0.40 0.60 0.11 935.39 866.97 802.08 740.70 682.82

0.30 0.70 0.12 739.68 685.27 633.71 584.98 539.09

0.20 0.80 0.12 531.95 492.87 455.87 420.93 388.07

0.10 0.90 0.13 363.14 336.66 311.60 287.97 265.76

20 0.18 0.23 0.70 0.90 0.10 0.19 291.33 273.01 255.77 239.64 224.66

0.80 0.20 0.19 421.33 395.14 370.52 347.49 326.12

0.70 0.30 0.20 573.58 538.21 504.96 473.91 445.11

0.60 0.40 0.20 703.42 660.19 619.59 581.70 546.58

0.50 0.50 0.21 747.57 701.65 658.56 618.37 581.15

0.40 0.60 0.21 679.26 637.56 598.47 562.03 528.30

0.30 0.70 0.22 538.43 505.51 474.66 445.93 419.36

0.20 0.80 0.22 388.12 364.59 342.55 322.04 303.09

0.10 0.90 0.23 265.55 249.65 234.77 220.92 208.14

30 0.28 0.33 0.90 0.90 0.10 0.29 166.79 164.40 162.18 160.15 158.29

0.80 0.20 0.29 242.98 239.58 236.43 233.54 230.90

0.70 0.30 0.30 333.37 328.79 324.56 320.67 317.12

0.60 0.40 0.30 412.28 406.70 401.53 396.78 392.45

0.50 0.50 0.31 442.02 436.09 430.60 425.55 420.95

0.40 0.60 0.31 405.13 399.75 394.76 390.17 385.99

0.30 0.70 0.32 323.77 319.53 315.59 311.97 308.67

0.20 0.80 0.32 235.14 232.11 229.31 226.73 224.38

0.10 0.90 0.33 161.99 159.96 158.08 156.35 154.77

References

1. Mangat NS (1994) An improved randomized response strategy. J R Statist Soc 56(1):93–95
2. Singh HP, Mathur N (2003) An optionally randomized response technique. Alig J Statist 23:1–5
3. Tarray TA, Sigh HP, Masood S (2019) An endowed randomized response model for estimating

a rare sensitive attribute using poisson distribution. Trends Appl Sci Res 12:1–6



Internet of Things Applications
in Electric Vehicles—A Review

Aminul Hoque Emdadul Hoque, Mohammad Rafi Ahmed, Anas Barber,
Annaufal Rizqullah, Atif Iqbal, and Amith Khandakar

Abstract The Internet of things (IoT) is a revolutionary field that contributes to the
Fourth Industrial Revolution along with artificial intelligence (AI), machine learning
cloud computing, and many other fields that contribute to constructing smart ecosys-
tems. Such rapid developments in these fields affect the lifestyle and daily usage of
things around. Since the IoT mainly refers to develop smart behavior of the devices
used in the environment and managing the energy consumptions in an efficient and
optimizedmethod. However, electric vehicles (EVs) would play a great role in power
consumption of daily life specially to meet the environmental concerns and energy
insufficiency. This would result in a huge investment in the infrastructure along with
new related legislations. Such machines require very huge electrical energy storage
which surely needs smart power management and monitoring systems. Batteries of
EVs are very huge electrical energy storage which needs an accurate charging esti-
mation to protect the powered equipment in the EVs. This paper discusses the field
applications of IoT in EVs that would enhance the experience of using EVs in daily
life in terms of environmental issues and improving the experience of having EVs.
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1 Introduction

The Internet of things (IoT) has become increasingly popular in theworld over the last
two decades. There is a tremendous need for IoT in many applications since things
are becoming smarter, automated, and efficient. The use of IoT is extended in both
civil and military purposes where it covers different aspects as complimentary and
necessity. Data produced by IoT devices such as sensors, cameras, vehicles, and other
devices would further enhance the research and developments in this field. These
applications will benefit all sectors including companies, citizens, and companies in
daily life by using and building the IoT ecosystem [1–26].

The purpose of this review paper is to connect the dots and clarify the big picture
of the use of IoT in a revolutionary area which is electric vehicles (EVs). Research
papers are prepared and published in many fields to tackle many problems in a
different area, where this review paper is concerned with the main purpose of the
new lifestyle of transportation which is reducing pollution as a general issue and
carbon emission as specialized. Furthermore, charging is the main concern for EV
owners or people who are planning to be one of the owners of EVs. Energy storing
unit as a whole is an issue for researchers to tackle the charging efficiency and speed,
quality or time, and cost. Both subjects are discussed to shed light on these two main
issues.

2 Environmental Contribution

2.1 IoT Tools to Monitor Green and Brown Energy in EVs

Electric vehicles are (EVs) are dramatically increasing and becoming popular and
contributing to reducing carbon emissions [1, 2]. The main concern of the EVs is
to resolve the emission of CO2 which is the environmental concern. Such an issue
is not completely resolved just by using EVs. The charging process is a part that
should be considered whether it is charged from green and renewable energy or not.
EV batteries are charged with renewable green energy sources such as solar and
battery-stored energy or the grid produced by gas turbines [3, 4]. Such mixed energy
sources for the EVs needed to be monitored because of the environmental concerns
reduce the emission carbon to the air. Such a monitoring system is becoming easy to
be applied by IoT-based systems. Setups are applied to monitor the feedings of the
energy to EVs battery in addition to developing an algorithm that is used to process
this, especially where the data could be collected in the buildings that provide data
that cannot be calculated directly. The IoT infrastructure provides the potential in
this domain as a complementary function for EVs drivers [6].

The two months test was conducted as a pilot study to prove the methodology
to differentiate the mixed energy in the UK. It is coming to conclude that different
households could be connected to take collaborative decisions [5] (Fig. 1).
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Fig. 1 IoT based smart
energy management system
for EV charging

The tests have successfully distinguished the flow of mixed energy supplied from
many sourced and mechanism of the separating process [6].

2.2 Gathering Environmental Data to IoT Cloud

An increase of 0.4%carbon dioxide, nitrogen dioxide annually, results in vapors chlo-
rofluorocarbons 5% annual gas which contributes to global warming and damaging
the ozone layer. It is becoming a chance to use non-polluting and soundless cars
whereas reopening EVs were a matter of discussion in 1960, nowadays, research has
to tackle the phenomenon of the energy crisis. Countries are searching for alternatives
to the crude oil after 1973 when the problem of oil reserve appeared [7, 8].

EVs are great potentials to work as data providers. A group of sensors could
be added to the vehicle and form develops a communication protocol that allows a
vehicle to vehicle (V2V) communication. Every vehicle shall be consisting of many
sensor types to get data on geographic location. All data could be stored and on a
cloud, and then a smart and interactive map could be developed to show the real-time
info of the cities on the map [9] (Fig. 2).
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Fig. 2 Conceptual model of
the system

3 IoT Systems as Smart Solutions for EVs

3.1 Smart Parking and Charging System

Nowadays, adopting IoT ecosystems is becoming very popular, especially in perusing
to build things smart such as homes, buildings, mobility, and environments. However,
non-interoperability in the IoT is one of the obstacles that have seamless communica-
tion between IoT devices [15]. There are many different domains and standards used
as interoperability which causes the problem of communication with each other [10,
11]. IoT application , therefore, tends to vertical communication type of model that
does not allow data sharing horizontally with IoT ecosystems. To solve this problem,
an independent IoT massaging domain was published by Open Group in 2014 which
are Open Messaging Interface (O-MI) and Open Data Format (O-DF) along with
IoT project bIoTope in the EU [15]. These domains were extended practically for
reaching interoperability in the smart mobility domain, electric vehicle charging in
the context of smart cities. Many levels of challenges resolved as a part of a proof of
concept of the smart EV charging ecosystem with a mobile app interface. Since the
expectation of the EVs is very high with the rise in the sales of EVs. The feedback
of using EVs is to have a more sustainable tool along with reducing the greenhouse
emissions; however, the impact is dependent on the primary energy source which
will include the grid, distribution network, charging infrastructure, etc. [12, 13].

Interoperability is consisting of many different domain bases, and generally, data
exchange interoperability could be defined as the ability to exchange and process
information whenever whatever by whoever needed [14].

The proposed paper is to bring the O-MI and O-DF in practical use and an IoT
market place relying on those standards to complete the ecosystem of IoT. Further-
more, it evaluated the real implementation of the bIoTope ecosystemwithin the smart
city domain depending on the EV charging case [15].
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Fig. 3 EV charging service sequence diagram

Generally, smart cities would have many challenges to face, where non-
interoperability between the technologies used in the area since many different
entities is involved: users, telecommunication networks, buildings, etc.

With the help of the tools available, it is possible to develop an IoT infrastructure
that would help to find the needed parking lots and charging slot details which include
the distance of the parking, charging quality, adaptors, the possibility to reserve and
so on (Fig. 3).

3.2 IoT Based Battery Management System

IoT offers the technology of interconnectivity between devices to devices with the
help of the Internet. Along with the advancement of technology, smart devices
can communicate and share beneficial data with each other. The application of
IoT allows people, public administration, and companies to benefit day-to-day life
[15, 16, 25, 26].

The world is advancing toward making the concept of smart city a reality. This
implies that public administration services would be digitized to increase the quality
of people’s life. Smart grid is a part of the revolution of smart city, and IoT can
immense the improvement of the smart grid. IoT, i.e., network-based interconnection
system links with the wireless network using the interface of sensor and electronic
identifiers to establish communication between a man and machine or from one
machine to another.

With the widespread adoption of EV, development of batteries and the bidirec-
tional power flow system (V2G), power peak, and problem can be solved. IoT would
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play a very important role in the monetarization of this whole process. Firstly, an EV
user can use a mobile application to figure out the parking and charging station in a
convenient location. With the mobile app, the user can view the availability of the
charger and reserve a time for the EV after providing information car and the battery
specification. The user can either choose to supply power from the stored energy in
an EV battery or can charge the EV. The IoT-based battery monitoring system can be
integrated into this technology so that the user canmonitor the battery while charging
or discharging, the estimated time it would take to charge the battery and the state
of charge of the battery. The user arriving at the designated time at the station is
required to provide a passcode to get access to the charger, and the rest of the update
can easily be seen from the mobile app. Electric vehicles (EV) charging system is
already being integrated into the smart city with the help of IoT-based technology
[17].

3.3 IoT as a Solution to Expand the Shared Charging
Stations

One of themain obstacles that are the topic of challenge discussion is to overcome the
charging issues in the EVs where the time and quality matter since it directly deals
with the main and most expensive part of the EV [25, 26]. Shared electricity is one
of the challenges in compounds and condominiums because of unprepared infras-
tructure. IoT system developments are a key solution along with sensing devices and
communication systems [19]. Few homeowners will only use the general reluctance
of the EV charging stations, and there would be also issues of health, safety, and
environment (HSE) [20]. Additionally, authorization issues may be faced as a part
of granting permission from local governors [23]. Lopez-Behar study showed four
main issues in sharing EV charging station which are parking availability, rules, and
regulations, unavailable charging infrastructure, and building limitations [22].

To tackle these problems, Fig. 4 illustrates an overview of the compounds and
the solution as an EV charging platform. This solution has many advantages that
are avoiding different identification cards by the charging infrastructure because
every charging infrastructure has different cards since there will be no need for
preregistration with the local service providers [19]. Additionally, digital currencies
could have introduced using peer-to-peer framework [3], and the cost would be
reduced since there is no need for third-party management. The main feature of the
proposed solution is that it is user authentication by Bluetooth Low Energy (BLE)
communication using cellphones that process the charging energy for the EV [23].
Moreover, the IoT system will monitor the energy consumption which consists of
sensors and a microcontroller board to transmit the data to a server that would play
the role of the management unit [23].
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Fig. 4 Overview of the proposed electric vehicle (EV) charging platform in shared spaces

4 Conclusion

IoT is a key solution for many challenges in the field of EVs and adapting smart
solutions as mainly the paper summarized the charging management concept in
terms of green and brown energy that would evolve the experience of preserving the
environment by reducing the usage of the grid in charging the EVs on peak time.
The environmental issues are the main concern in the adaptation of these tools which
depend on the primary source of the energy. The user should be provided with key
solutions that concern the daily need of any consumer. As moving to the BMS, smart
parking and charging are themain contribution of these concerns. Furthermore, future
research also should convey some more key solutions and specialized in regional
characteristics and the behavioral of different individuals in different societies that
could be achieved with artificial intelligence and machine learning.
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Space Heating for Kashmir Valley:
Issues, Challenges and Remedies

Ahmed Sharique Anees, Salman Ahmad, and Zahoor Ahmad Ganie

Abstract In winters especially in Kashmir, the power cut is frequent and the quality
of power is very poor, i.e., low voltage, so for to survive the harsh winter, the people
here adopt traditional heating system like bukharis, angithi and hamams and gas
bukharis. No doubt they protect them from harsh winter but they are associated with
lots of disadvantages. These traditional heating arrangements produce toxic gases
which produce hazardous effect on our health. In this regard, we have developed a
prototype systemwhich eliminates these toxic gases from rooms, when their concen-
tration rises drastically. This paper also discusses the feasibility of using passive
ground source heating system (GSHS), which is an alternate environment-friendly
and safe solution.

Keywords Passive space heating · Ground source heat system · Ground heat
exchanger

1 Introduction

In many regions, winter is associated with snow and freezing temperatures. In the
past, the heat generated by burning fossil fuels and firewood is used to be only option
in order to survive the harsh cold during winters. But with the advancement in the
time, humans developed other more efficient, more safe and most importantly more
environment-friendly heating systems. These include electric blowers, electric blan-
kets, electric heaters, electric furnaces, etc. These heating systems not only provide
better heating facilities but also ensure high level of safety during its operation, but
the capital and running costs of electrical heating equipments are high, and those
expenses can seldom be tolerated by a person living under poverty line [1–24]. As
per the data published by CIA World Fact book on 10-01-2017 that nearly half of
the population of the world falls below poverty line [1]. A study conducted by EU
SILC survey has found a correlation between the population living under poverty line
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Table 1 Different cases along with no. of person died

Case No. Dated No. of Death District Reasons of Death

CASE 1 06-01-2019 05 Srinagar Gas heater

CASE 2 14-01-2018 02 Pulwama Angithi

CASE 3 20-01-2019 01 Bandipora Gas heater

CASE 4 29-12-2018 04 Pattan Gas heater

CASE 5 01-03-2010 03 Rajouri An earthen stove

and the populations which cannot afford to keep their homes adequately warm [2].
Following the same trend, the majority of peoples in Kashmir living below poverty
line makes use of conventional heaters like Bukharis and gas heaters for heating
their homes. These heating arrangements despite saving cost are still quite disad-
vantageous and dangerous as far as safety of the people is concerned. Some of the
examples in the form of case studies of the past untowards incidents are mentioned
in Table 1, which caused the loss of many lives [3–7].

2 Literature Review

Ahmed Abdullah Ibrahim (2018) employed a MQ-7 carbon monoxide gas sensor
and an MQ-135 air quality sensor. When the value of the readings touched the safety
limits, the buzzer beeped indicating danger. He made the whole system so compact
that it could be carried from one place to the other [8]. H. Saha et al. (2007) employed
microelectromechanical systems (MEMS) structure and nano-crystalline zinc oxide,
and these structures power consumption range of 100–150Mwand temperature range
of 150–2000 °C have been achieved with moderately high sensitivity and response
time of less than 15 s [9]. YU-KAI HE et al. (2006) used four-detector system which
is employed and majority of the interference factors like power source anti-jamming,
mismatch of the detectors, gas cell material’s absorption and dusts influence, etc.,
can be compensated [10]. Emil CORDOS et al. (2006) designed a single sensing
unit developed which could detect both carbon monoxide and methane. They even
presented the detection method and circuitry [11]. S.O. Podgornyi et al. (2016)
conducted their research on cadmium telluride (CdTe) nano-films. They success-
fully developed COmicro-impurities sensors in the laboratory. They investigated the
surface physiochemical properties of CdTe nano-films and evaluated their applica-
bility in CO diagnostics. [12].M.Mello et al. (2006) integrated a photodetector based
on gallium nitride (GaN) and an UV light source of detection of carbon monoxide.
Thus, the fraction of light in the UV spectral region is modified which is detected
by the GaN photodetector as a function of the concentration of the gas [13]. M. N.
Mohammad et al. (2019) aimed to design a system for vehicles which could sense
and detect the harmful gases and alarmed the passengers and particularly the driver
once the carbon monoxide content exceeded the safe level so that the driver could
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operate the ventilation system immediately. The setup also had the provision that a
text message (SMS) was delivered to the authorized user through GSM [14]. Pratik
Makh et al. (2018) aimed to develop a low-cost sensor system to detect bronchitis
by sensing the carbon monoxide concentration in the exhaled air. The humidity and
temperature of the exhaled breath were also taken into consideration with the help
of sensors. They processed and analyzed the collected data using an Arduino micro-
controller. Thus, they determined whether the subject was suffering from bronchitis
or not [15]. M.L. Homer et al. (2010) developed two types of polymer-based sensors
for the detection of carbon monoxide [16].

Another promising long-term solution for space heating via renewable energy is
by utilizing ground heats. The soil heat is transferred to the fluid flowing inside the
metallic pipe. Thus, the air enters in the room at some temperature higher than the
actual temperature of the space. An active ground heat systemwith pump is proposed
in [17]. The ground heat profile for designing of an effective system to harness most
of its heat energy is drawn in [18]. The steady periodic temperature profile is utilized
for designing of such systems. The experimental results and perdition results have
been compared in [19]. Another method called no dig method for underground heat
exchanger is proposed in [20], for an input of 0.89 kW, the output was found to be
2.9 kW, and the energy saving as compared with the vertical ground heating system
was found to be 29% [21]. However, most of the methods proposed in the literature
are of active types which include an electric pump and therefore continuous power
supply is required [22].

3 Traditional Heating Systems

In this section, different traditional methods with their advantages and disadvantages
are discussed.

3.1 Kangri

Asmall earthen pot enclosed inwooden basket is used for individual heating as shown
in Fig. 1. The fuel for Kangri is wooden coal covered with wood powder and ash. Ash
is used to slow down the rate of burning coal. A small steel spoon is also attached
to make opening for to increase heating. This is a movable heating arrangement but
this makes fire in case of mishandle, due to burning of coal it produces CO gas and
also consumes oxygen.
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Fig. 1 Traditional small
movable Bukhari

3.2 Fixed Bukhari

This is a metal cylinder or box type. In this heating arrangement, small piece of wood
or coal is used as fuel. There is an opening in the top portion for inserting fuel and in
the bottom section another opening for removing the by-product. This container is
connected through the pipe, which removes the flue gases from the container to the
outside room which needs to be heated as shown in Fig. 2, but this is a fixed-type
heating arrangements. When the container gets heated up, this in turns heats the
surrounding as well.

Fig. 2 Traditional
fixed-type Bukhari
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Fig. 3 Outside and inside view of the traditional Hamam

3.3 Hamams

These hamams are used for centralized heating of the houses. Hamams also run on
the firewood as shown in Fig. 3. These have an advantage that they have an opening
on the outside through which fuel can be inserted. Thus, they remain cutoff from
the house, but they have a disadvantage that they require a proper installation which
lands at a very huge cost. Below the floor, some piped arrangements are laid down
which runs through the wall and floor when flue gases pass through these pipe, and
it gets get heated up and radiates its heat to the surrounding.

3.4 Gas Heater

This is more sophisticated than above methods, but it is costly as well. In this, LPG
gas is burned to warm up the space directly. The air gets heated up instantly and
the toxic gases mixed up to the living space air which becomes very dangerous if
proper ventilation would not be provided. There are several models of gas heaters
are available in the market.

The main disadvantage of the above-discussed traditional home heating system
is the productions of toxic gases like carbon monoxide, methane, butane, etc. These
gases are responsible for causing suffocation in the surrounding atmosphere and
may even cause a serious casualty if proper measures are not taken. Inhaling CO can
become fatal; it reduces the oxygen-carrying capacity of blood cell. CO is a poison
gas which is also called as silent killer having these characteristics colorless, odorless
and tasteless.

4 Prototype System and Its Working

The schematic diagram of the proposed system is shown in Fig. 4. The system is
designed based on the low cost so that it should be affordable to the poors and will
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Fig. 4 Block diagram of CO detection system

save many lives. Operating these cheap heating systems requires extremely careful
handling, and many a times there occurs the ventilation failure which poses a threat
to life. So by employing this system, one could afford being a bit careless while
operating cheap heating systems like Bukhari and gas heaters. The actual prototype
developed in the laboratory is shown in Fig. 5.

The main components of the developed prototype are shown with the arrows.
These components include arduino UNO, buzzer, voltage regulator, fire sensor, etc.,
when the concentration of carbon monoxide increases in air due to lack of proper
ventilation. The MQ2 gas sensor senses concentration of the toxic gases. Now if
the value comes out to be more than the preset value, a signal is generated which
is received by the relay through microcontroller. In this way, the load circuit which
was open till now is completed by the action of relay. And the exhaust fan runs and
evacuates all the toxic gases from the atmosphere along with alarm. In addition to
this, we have a flame detector sensor on this setup as well.

If the fire is detected, the digital output sends a high signal to the microcontroller
and buzzer beeps making us aware about the fire.

5 Renewable Energy-Based Passive GSHS System

It is also known as earth air heat exchanger or underground air tunnel. In this tech-
nique, air is admitted into the pipes which are seated deep down the earth (3.5 m)
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Fig. 5 Prototype model for CO detection system

in vertical or horizontal fashion. The air circulates through these pipes for charge
or discharge and then is sent to the building for heating/cooling as shown in Fig. 6.
Figure 6 demonstrates the open loop air-based ground heat exchanger be taken by
natural wind or fan. To put this system in practical use, we have to first dig the earth
about 3.5 m deep, as we know the soil temperature below a certain depth remains
constant throughout the year. Long horizontal PVC pipes of diameter 0.10 m are
buried in flat land with dry soil. With the help of fan, primary air is blown into the
pipes.

In order to eradicate/remove the primary air supply at a continuous level, we can
back fed the already conditioned air from the roomwith the help of fan through pipes
at a depth of (3.5m), then this air is readmitted into the room, and the cycle continues.

Fresh cold air

Ground heat
 exchanger

Fan
Indoor

Exhaust air

Fig. 6 Schematic diagram of the air-based GHE preheating/precooling
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Fig. 7 Hybrid closed loop model of GHE

This constitutes the closed loop system as shown in Fig. 7. As the potential of ground
heat energy is relatively low as compared to other means, there is an inevitable need
to increase its output efficiency rates. For achieving this goal, we have proposed
coupling the passive ground heating system unit with a solar air heating duct and
LPGgas system formaximumpossible efficiency. The passiveGSHSor semi-passive
GSHS consumes very small amount of electrical energy which is only 20–50% of
any other electrical heating method, which is the main advantage. Humidity of the
space can also be controlled by the GSHS. The ground temperatures more or less
remain constant throughout the year because of that the thermal output and proper
functioning of GSHS will not be affected by the outside weather condition.

In order to determine the feasibility of GSHS temperature of room, surrounding
and underground need to be monitored. We notice that there is sufficient temperature
differences between room and underground which can be utilized for cooling and
heating purposes. The temperature at different location and levels is shown below in
Table 2.

The thermal properties of the ground heat exchanger depend on the length of
the heat exchanger, thermal conductivity of soil, diffusivity of the soil and type of
soil and movement of underground water. The main steps in installing GSHS are to
estimate the length of ground heat exchanger (GHX) to meet the heating and cooling
demand requirement. The length of GHX can be calculated as given in (1).

Table 2 Temperature at
different location and levels

S. No. Temperature sensor
location

Temperature in °C

1. Room temperature 26–28

2. Surrounding temperature 27–31

3. At 75 cm underground
temperature

19–21

4. At 150 cm underground
temperature

17

5. At 220 cm underground
temperature

15
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l = lh Retr + ly Rgtr1y + lm Rgtr1m + lh Rgtr6h

Tm f − (Ts + Tc)
(1)

where l is the length of heat exchanger, Tmf is mean fluid temperature, Ts temperature
of underground soil, and Tc is temperature compensation associated with GHX. Also
lh, ly and lm are peak,/ground load for six hours, 1 month and 1 year, respectively.
Rgtr6h, Rgtr1m and Rgtr1y are ground thermal resistance for six hours, 1 month
and 1 year, respectively. Retr is the effective thermal resistance of GHX. The heat
exchange rate is found from using (2) or (3).

Her = M•
a Csh(Toft − Tift) (2)

or

Her = ρV •Csh(Toft − Tift) (3)

where M•
a is the mass flow rate, and Csh is the specific heat. The Toft and Tift are

output and input temperatures. Using the above expressions, the actual heat transfer
rates can be calculated. The effectiveness which is defined as actual heat transfer rate
and maximum heat transferred can be found using (4).

ε = Her_GHX

Her_max
(4)

6 Conclusion

In this paper, a carbon monoxide detection system is developed by employing an
MQ2 gas sensor. If the concentration of harmful gases is found to be more than
the threshold value, a signal is generated and sent to run the exhaust fan, and the
toxic gases are evacuated. Further a provision for fire detection is also installed.
The buzzer beeps in order to make an aware sound about the flame. The whole
setup works on a 12 V DC battery which eliminates the requirement of a continuous
main supply for working of the proposed system. In other words, this system is
self-sustaining and beneficial as it is cost effective. In cold regions like Kashmir
where there have occurred a number of asphyxiation-related incidents in the recent
past, this setup would be extremely helpful to prevent such mishaps. For long-term
solutions from renewable energy, the passive and low-energy means must be adopted
as neat alternatives for heating/cooling. Also in this paper, a feasibility analysis of
the passive GSHS is carried out to figure to long-term solution for space heating by
utilizing ground heat.
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Deregulation and Its Effect on Indian
Power Industry

Vimal Singh Bisht, Navneet Joshi, Jagdish Singh Mehta, and James Kunjwal

Abstract Nowadays, electricity is considered as a commodity for consumers, and
quality of power is a very important issue which cannot be neglected. Through this
paper,wewill understandhowderegulation has played an important role in improving
the state of power sector in India. This paper provides an idea of how Indian power
sector have reformed itself with growing demand of power; it presents a detailed
understanding of Indian power industry before and after of deregulation. It helps
us to understand the current structure of power industry in different states of India.
Salient features of the Indian Electricity act, 2003, are also discussed in the paper.

Keywords Deregulation · Indian power scenario · Electricity act 2003 ·Market
models

1 Introduction

The term deregulation focuses on unbundling of the major components present in
the power system, i.e., generation, transmission, and distribution. Deregulation also
focuses on availability of these components for sale, thus givingmarket a competitive
look. For achieving all these features, new set of rules for operation and sales need
to be defined [1–17].

Laai [1] Concept of deregulation comes into existence in the year 1982 when
Chile restructured its power sector for the first time followed by United Kingdom in
the year 1990. Deregulation is basically changing the monopoly rule and regulation
of regulated industry that affects how companies do business and how consumer may
buy electricity, thus allowing other independent generators and transmitters to access
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the transmission and distribution grid to serve the customers. Deregulation leads to
a competition eventually resulting in a low price of electricity to the consumers.

When we talk about India power sector, it is an industry of almost a century year
old, and in these years, it has changed itself at a very slow pace. With the change
in power industry around the world, Indian power sector had also changed itself
and it all started in 1998, as a regulatory commission was formed under the Elec-
tricity Regulatory Commission Act 1998. The purpose of this act was to introduce
competition in the power industry of the country.

Followed to this in the year 2003, Electricity Act 2003 comes into force from June
10, 2003, and bulk trading of electricity was introduced in this act. It also provided
open access to transmission and distribution system, thus providing opportunities for
new players to enter in Power industry.

Now over the years, the power supply industries in India have experienced a
gradual and shatter growth. The ratification of the Electricity Act 1948 led to the
solidification of the power industry, both at the state level and regional level. This
step led to the public sector ownership of almost the entire industry, and the private
sector has effectively enrolled themselves in the power generation and in meeting
todays demand supply, hence participating in the betterment and smooth functioning
of the countries power demand.

2 Power Scenario in India

As India is the second largest country in the world with respect to its population,
there is a huge need of developing a strong power sector to meet the demand of
1.4 billion people. India has done significantly well in reforming its power sector
leading to meet its growing demands. India is working a lot on renewable energy
sources particularly on solar energy to meet its energy demand as a result there
is significant drop in energy imports from Bhutan. Indian power sector will offer
motivating example for many countries in the world [16, 17].

The initial power scenario in India was owned and governed by numerous govern-
ment agencies. Over the years, there has been a radical change in the power sector
in India, and we entered into the league of privatization since post 1991. Earlier in
1990s, there was no involvement of private sectors in India. But due to continuous
increase in demand of power and failure of government in meeting it compelled the
government to go for the privatization of power sector. This policy leads to the new
reforms in power generation. Generation growth pattern of the country for conven-
tional sources of energy is given below in (Fig. 1). It can be clearly seen that there
has been significant growth since 2009–10 with the current year target of 1330 BU.
The power scenario in India comes under the concurrent list in the constitution of
India that is both state and the central government have the full authority to codify the
sector. Largely, the whole power industry can be divided in to three parts: generation,
transmission, and distribution (Table 1).
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Fig. 1 Upstream and
downstream monopoly
(1947–1998)

Table 1 Generation pattern
in past years for conventional
generating sources [15]

Years Generation in billion
units

Growth in percentage
(%)

2009–10 771.551 6.6

2010–11 811.143 5.56

2011–12 876.887 8.11

2012–13 912.056 4.01

2013–14 967.150 6.04

2014–15 1048.673 8.43

2015–16 1107.822 5.64

2016–17 1160.141 4.72

2017–18 1206.306 3.98

2018–19 1249.337 3.57

2019–20 1252.611 0.26

2020–21 91.913 −22.85

2.1 Generation

These are also termed as “GENCOS” in the deregulated markets. The function of
this body is to generate power using various renewable and non-renewable sources of
energies available around us. Thus, it is this body which is responsible for meeting of
the energy demand of the nation. This is a bodywhich is responsible for generation of
power. In India, there are more than 30 government & private generating companies.

The generation levels of the power in the country have been considerably increased
from 1110.458 BU (in the year 2014–15) to 1390.467 BU in the year 2019–20 [9]. If
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we talk about year 2019–20, we have reduced thermal generation limit by focusing
more on renewable sources of energy. India has great potential to improve renewable
generation limits by focusingmore on solar generation. In past fewyears, government
has launched various schemes to promote generation via solar energy. As per the
recent data, the total installed capacity of the country is 3,70,348 MW out of which
maximum is of thermal generation which is 230,600 MW, i.e., 62.8%, of the total
[9]. To meet its installed capacity, India also imports electricity from Bhutan, and
for this year (2020–21), a target of 7.230 BU is set for Bhutan [9].

2.2 Transmission

As the resources of power generation in India is located at different places and are
limited to certain regions, therefore, there is a need to evacuate this power produced
by different generating stations. Power Grid and Central Transmission Utilities are
responsible for the interstate power transmission, whereas State Transmission Utili-
ties are responsible for intra-state transmission. Power Grid is a company formed in
the year 1989 and is fully owned by government of India. Power Grid is responsible
for operation and establishing of national and regional grids for easy transmission
of power by providing better quality, security & reliability. Improvements of this
sector are very important since demand and generation are both expected to grow at
a very rapid rate in the near future. The main challenge for the sector is to minimize
the transmission losses and planning of future expansion. Currently as on December
2016, the total installed capacity of lines was 362,121 circuit kilometers, out of which
104,640 circuit kilometers is achieved during 12th plan, i.e., up to December 2016.

2.3 Distribution

This entity acts as a very important Link between consumers and utilities in power
industry. In deregulated environment, it is also termed as “DISCOS.”As power lies in
concurrent list, its duty of state is to distribute the power to the urban and rural areas
of the state with the assistance of the central government. There are approximately 60
distribution utilities (both government and private players) in India. Its main function
is to provide quality power to consumer ends and controlling its theft. Distribution
companies continuously update their metering system to control theft of electricity.
In India, there are approximately 200 million customers fetching load from 400 GW
connected load. It is the only source of revenue for the entire power industry.
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3 Indian Electricity Act. 2003

The actwas notified in the gazette of India on2/06/2003, and it came in to enforcement
from 10/06/2003. 2003 act is a very comprehensive act which replaced Indian Elec-
tricity Act 1910, Electrical Supply Act 1948, and Electricity Regulatory Commission
Act 1998. 2003 Electricity Act mainly focuses on consolidation of laws related to
generation, transmission, and distribution, i.e., introducing completion in the power
market. This act replaced some very old aged existing policies existing in the country.
The act has been amended twice once as amendment 2003 and one as amendment
2007. Though the act has been enacted nicely and is very beneficial, there are still
many section those to be enacted. The key features of the act are listed below:

• Power generation was de-licensed, and captive generation was allowed freely,
provided that they should comply with the technical standards relating to
connectivity with grid.

• One cannot transmit, distribute, or trade electricity without a valid license.
• Generating companies would be free to take up distribution licensees.
• There will be an open access to the transmission system.
• The state governments were asked to restructure their electricity board, and State

Electricity Regulatory Commission (SERC) was made mandatory.
• Metering of the power supplied was made necessary, and strict provisions were

made to control theft of electricity.
• Special emphasis was given to rural electrifications and distributed generation,

and distribution was permitted in rural and remote areas.
• It was said that Central Electricity Authority (CEA) will be responsible to prepare

National Electricity Plan, i.e., preparing all technical standards for commissioning
of new electrical plant and connecting it to the grid.

4 Restructuring Across States

It started offwith breakingvertically unbundlingof the utilities.Vertically unbundling
means separation of generation, transmission, and distribution. Odisha was the first
state in India to witnessed restructuring of its power sector, i.e., in the year 1996,
whenOdisha Electricity Regulatory Commission (OER)was established. Odisha has
become the first state of India where government provides no subsidy to the power
sector 1996. Before, this government was giving an amount of 250 crore (approx) as
subsidy. Also Odisha is the only state where no budget is provided to the distribution
companieswhich is approx.minimumof 100 crore in any state of India andmore than
5000 crore to the distribution companies since deregulation Odisha has witnessed
major drop in losses and high growth of revenues.

Haryana was the second state of the country to follow Odisha. In the year 1998,
Haryana Electricity Regulatory Commission was formed (HERC) consisting of
Haryana Power Generation Corporation Limited (HPGCL),
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Haryana Vidyut Prasaran Nigam Limited Uttar Haryana Bijli Vitran Nigam
Limited (UHBVN), and Dakshin Haryana Bijli Vitran Nigam Limited (DHBVN).
Andra Pradesh and Karnataka also joined the league in year 1999 followed by Uttara
Pradesh in 2000 which formed three bodies UPRVUNL and UPJVNL which are
set up for generation, and for distribution and transmission, UPPCL was formed.
An additional company was formed for rural electrification which work under these
companies.

Uttarakhand andRajasthan deregulated there power sectors in the year 2001.Delhi
and Madhya Pradesh were next to follow in the year 2002. In Delhi, distribution was
first to get privatized whose 51% of the stake was sold to two private companies,
whereas transmission system is still with the government. Assam and Gujrat joined
the reform in year 2004, followed by Maharashtra in year 2005, and West Bengal in
the year 2007.

5 Indian Power Market Structure

Indian market has been reformed significantly since 1947 and is still changing to
provide better services to the consumers. If we look in to 1947–1948 era, we use
to follow upstream and download model shown (Fig. 1). Here, we can clearly see
that there is a huge monopoly in the industry. Consumers have no options other than
going to distribution sector. This causes customer to pay a higher tariff, and in turn,
the quality of supply was also poor [16, 17].

With the starting of 1998, a partial competition was introduced in the market with
competition in the upstream and monopoly in downstream, i.e., captive generators
can also do generation. Though there was still no choice for the consumer to buy
electricity, different generating companies were there which can be seen below in
(Fig. 2). This somehow helped in meeting the generation and demand gap. It was
for the first time that private generators were in the competition. Involvement of
private GENCOS reduces the monopoly up to certain amount; however, over all,
there was still monopoly in the market because consumer still has to buy it from a
single distributor.

This monopoly was suppressed up to a larger extent by the starting of 2003, when
the Electricity Act was introduced. Form 2003–2016, it was distribution companies
who had the choice, i.e., they can buy power directly from the generating companies
and sell it to the consumers. In this model, distribution company moved to the gener-
ator who were providing quality power at reasonable price. This causes generating
companies to lower their tariffs and to provide quality power, so that they can sustain
in the business.Working of model can be understood from (Fig. 3). This environment
can still be seen as partial competitive environment as consumers still do not have
any choice other than going to distribution companies, which was the case since
establishment of the industry.

Now with the starting of 2016, we entered in to a new era of possibilities, wherein
consumers along with distributors had choices available. This model broke the
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Fig. 2 Upstream partial competition, downstream monopoly (1998–2003)

Fig. 3 Upstream competition, downstream partial competition (2003–2016)

monopoly of eras at once. Now, consumers have direct choice of going to generators
directly bypassing the distributors. It was for the first time that power exchangers
were introduced in the market. Independent power producers were also allowed to
generate and distribute directly or through power exchanger to the consumers. This
structure of market has introduced a very healthy competition among the market
players. Working of model can be understood from (Fig. 4). But we still have lot to
do; we need to upgrade this model to a model, wherein we can further subdivide the
distribution system in to smaller division to increase the profit.
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Fig. 4 Current market scenario (2016 onward)

6 Conclusion

Despite of various constraints, the Indian power sector has achieved significant
success. Deregulated environment have facilitated consumers by providing more
options of buying quality power at efficient rates. It is due to the deregulated envi-
ronment that distributed generations are gaining popularity, and thus, overall gener-
ation capacity of the entire system is getting improved. Generating companies can
directly transmit electricity to the customers, i.e., they can bypass the distribution
companies. Transmission scenario has lot to change as there is very minor changes
since 1991 to present condition; thus, emphasis should be given to improve power
quality and minimization of losses. New metering systems are used to control theft.
Deregulation of power sector alone does not mean that it is end to every problem;
there are still many unturned stones. As demand of power in India is increasing at a
very rapid rate, we need to upgrade our power system entities at same rate, so that
we can match our demand and generation capacity.
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The Impact of Energy, Chemical
Reaction, Power Radiation,
and MHD-Free Convection
in the Presence of Thermophoresis

Navneet Joshi, Vimal Singh Bisht, Abhijit Singh Bhakuni,
and Manoj Kumar Singh

Abstract The present study signifies the impact of study of power radiation, chem-
ical reaction, thermophoretic, and MHD flow for a dense viscous fluid having
viscosity and thermal conductivity dependent on temperature. The study is performed
in the presence of radiation for lower stagnation point considering an isothermal
cylinder. Using similarity transformation for governing flow are nonlinear partial
differential equation is obtained which is then transformed into ordinary differen-
tial equation considering various physical parameters these equations were solved
and the results are demonstrated. The effect of different parameters is studied and is
represented in the form of graphs. The effects of S.F.C and Nusselt number on the
isothermal cylinder are also represented in tabular form.

Keywords Chemical reaction · Power radiation · MHD · Lower stagnation point ·
Natural or free convection

1 Introduction

The temperature difference-driven free convention flow finds great application in
industries. Buoyancy is also of great importance from an environmental point of
view. If the difference between the land temperature and air temperature rises, it
may lead to complex flow patterns [1–13]. Such flows are importance in various
branches of engineering. Nuclear power plants, missiles, thermal power plant, gas
turbines, and few are examples of engineering domains. Hossain et al. [3] examine
the effect of temperature on transmission of fluid on curly surface when it is heated
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vertically, whereas the radiation conduction impact on mixed transmission of hori-
zontal cylinder was investigated by Hossain et al. [3]. Merkin [4] and [5] studies
the elliptic cross section of the cylinder for free conviction at its boundary layer. An
elliptic cross-sectional cylinder’s free transmission boundary layer was examined by
Merkin et al. [6]. The evanescent-free transmission close to the lower immobile end of
a cylindrical surface prone to an abrupt change in the surface temperature was exam-
ined by Harris et al. [2]. Molla et al. [7] examined the changing viscosity’s effect on
cylindrical surface while fluid passes through it. Ahmad et al. (2008) investigated the
constant laminar-free transmission boundary on a horizontal cylinder having elliptic
cross section where both horizontal (blunt elliptic cylinder) and vertical (slender
elliptic cylinder) axes are subjected to a uniform face examining the fluid to be in
compressible and viscous. Sravanthi et al. (2019) examined the radiation absorption
and impact of chemical reaction on Rivlin–Ericksen flow past a vertical plate which
is porous in nature. Bhatt et al. [11] performed the recent study on nanofluid consid-
ering the stretching cylinder model in a porous medium. It has been seen that study
of mathematical models plays an important role and the variety of applications is
very high. Hence, studying CFD problem gives a chance to researchers in related
field and problems easily match with those existing in industry.

The objective of work is to analyze the various parameters of chemical reaction
effects which are temperature dependency of viscosity and the thermal conductivity
dependency of thermophoretic with temperature on the free transmission flowMHD
which is very near to the torpidity point of a circular cylinder which is isothermal in
nature.

2 Problem Formulation

Let us consider a porous isothermal cylinder having radius r and the temperature Tw

Assume temperature of fluid to be T∞. It is assumed that “O” is the centre of curvature
and “a” is the radius of curvature of the body surface. Further a uniformmagnetic field
of strength “B0” is applied normally to the surface of isothermal cylinder. Choosing
O as the orthogonal coordinate system at a point near to the stagnation level which
is x and y.

The governing equations of the flow will be as follows:
Continuity Equation:

ux + vy = 0 (1)

Momentum Equation (2):

uux + vuy = gβ(T − T∞)ax + 1

ρ

[
μ(T)uy

]
y
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− σB2
0

ρ
u − μ

ρk ′ u + gβc(C − C∞) (2)

Energy Equation:

ρCP
(
uTx + vTy

) = (
k(T)Ty

)
y − (qr )y (3)

Diffusion Equation:

uCx + vCy = DCyy − K1(C − C∞) − [VT (C − C∞)]y (4)

From the equations mentioned above, u represents fluid velocity in the x-axis
direction and v represents velocity in the direction of y-axis. Vt is thermophoretic
velocity, T is fluid temperature, gravity acceleration is represented by g, thermal
expansion is represented by β, concentration expansion is βc, electrical conductivity
defined as σ , magnetic field applied is having strength of B0, assuming pressure
to be constant specific heat is represented as C p, viscosity of fluid depending upon
temperature is μ(T ), and thermal conductivity depending upon temperature is k(T ).

The radiation heat flux given by Brewster [2] is:

qr = −4σ1

3k1

∂T4

∂y
(5)

Assuming the boundary conditions initially as:

u = 0 (initial), v = 0 (initial), T = Tw(wall temperature) at y = 0

u tending to zero, T tending to infinity as y tending to infinity (6a)

μ(T )—Viscosity, k(T )—Thermal conductivity varieswith temperature as follows:

μ(T ) = μ∞
1 + γ (T − T∞)

(7)

k(T ) = k∞(1 + (b(T − T∞))) (8)

Introducing the similarity variables and non-dimensional parameters:

ψ = Gr
1
4 axν f (η) η = Gr

1
4 ay θ = T − T∞

Tw − T∞
(9)

Gr = gβ(Tw − T∞)

a3ν2
Gm = gβc(Cw − C∞)

a3ν2
ϕ = C − C∞

Cw − C∞



348 N. Joshi et al.

where θ and f are non-dimensional reduced temperature and stream function,
respectively, and also the stream function is defined by ψ :

f ′′′ = A

[
f ′2 − f f ′′ + εθ ′ f ′′

(1 + εθ)2
+ 1√

Gr
f ′

(
Ha + 1

(1 + εθ)K

)
− θ − Gm

Gr
φ

]

(10)

θ ′′ = − 3N

4 + 3N (1 + ωθ)

[
Pr f θ ′ + ωθ

′2]
(11)

ϕ′′ = (
τθ ′ − f

)
Scϕ′ + τ Scϕθ ′′ + LϕSc (12)

Here, variable thermal conductivity and variable viscosity parameter are defined,
respectively, as (ω) = b(Tw − T∞) and (ε) = γ (Tw − T∞), Hartman number (Ha) =
σB2

0
μ∞a2 , radiationparameter (N ) = k1k∞

4σ1T 3∞
, Prandtl number (Pr) = μ∞C p

k∞ , A = (1 + εθ),

thermophoretic parameter (τ ) = −m/
T0

(Tw − T∞).
Taking initial boundary conditions as:

f (η) = 0, (initial) f ′(η) = 0 (initial) θ(η) = 1 (initial) at η = 0 (13)

f ′(η) tending to zero, θ(η) tending to zero, φ(η) tending to zero, as η tending to
infinity.

S.F.C are the most important characteristics from engineering point of view and
can be written as follows:

Nu = Gr− 1
4

ak∞(Tw − T∞)
qw, C f = Gr− 3

4

a3xν∞
τw

Using the variable Eqs. (7)–(9) and initial and boundary conditions (13), we get
local Nusselt number and skin friction:

Nu = −(1 + ω)θ ′(0) C f = 1

(1 + ε)
f ′′(0)

3 Result and Discussion

Using ordinary differential equation, from 9 to 11, the numerical values have been
calculated for velocity temperature and concentration. By adopting Runge–Kutta
method for fourth order and fifth order, the values of dependent variables are calcu-
lated at terminal point. The admissible tolerance is taken, viz. O (10−6).To achieve
missing boundary condition, we have used shooting technique � η = 0.05. The
values of dependent variables are computed at the final instant by making use of
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fourth- and fifth-order Runge–Kutta technique. For different dimensionless band of
parameters, velocity f ′(η), temperature θ (η), and concentration (ϕ) have been exam-
ined and displayed in Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 and 13. Figures 1, 2,
3, and 4 represent the distinct Hartman number impact (Ha = 0, 0.5, 1.5), chem-
ical reaction parameter (L = 0.2, 0.6, 0.8), thermophoretic parameter (τ = 0, 0.5,
1), and Schmidt number (Sc = 0.5, 1, 1.5). From the figure drawn below, it can be
concluded that there is a decrease in velocity with the increases in magnetic, chem-
ical, thermophoretic, and Schmidt number parameters, respectively. Figure 8 shows
the impact of Prandtl number on dimensionless temperature. Therefore, we can see
that with the increase in Prandtl number its momentum decreases sharply. Figure 7
exhibits that with an increase in temperature magnetic parameter increases. It is seen
from Fig. 9 that increase in viscosity parameter will result in increase of velocity,
but on moving away from the surface of cylinder it decreases. From Figs. 11, 12
and 13, we can see with an increase in chemical reaction parameter and Schmidt
number, there is a decrease in concentration level. Figure 10 exhibits that with the
increase in magnetic parameter, there is an increment in concentration. The numeric
values for S.F.C and Nusselt number are represented in Table 1 for the distinct
parameter of dimensionless parameters. It is examined that the dimensionless wall
velocity gradient f ′′(0) increases with increasing variable viscosity parameter, while

Fig. 1 Geometrical
representation of the problem

Fig. 2 Velocity profile for
various estimate of Ha at ε =
0.5, K = 1, Pr = 0.71, ω =
0.5, Sc = 0.5, Gr = Gc = 1
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Fig. 3 Velocity distribution
for various estimate of L at M
= 0.5, Sc = 0.5, ε = 0.5, Gr
= Gc = 1, K = 1, Pr = 0.71
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Fig. 4 Velocity distribution
for various estimate of τ at K
= 1, Pr = 0.71, ε = 0.5, Gr
= Gc = 1, ω = 0.5, L = 0.2,
Sc = 0.5, τ = 0.5
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Fig. 5 Velocity distribution
for various estimate of Sc at
K = 1, Pr = 071, Gr = Gc =
1, ε = 0.5, ω = 0.5, τ = 0.5
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it depreciates with increase in other parameters discussed in the work. Moreover, the
value of −θ ′(0) depreciates with the increment in magnetic parameter, chemical
reaction parameter, and Schmidt number, while there is an increment with increase
in viscosity parameter, Prandtl number, and thermophoretic parameter.
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Fig. 6 Velocity distribution
for various estimate of L at ε
= 0.5, K = 1, Pr = 0.71, ω
= 0.5, Sc = 0.5, τ = 0.5, Gr
= Gc = 1
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Fig. 7 Temperature profile
for various estimate of Ha at
ε = 0.5, Gr = Gc = 1, ω =
0.5, L = 0.2, Sc = 0.5, τ =
0.5, K = 1, Pr = 0.71
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Fig. 8 Temperature profile
for various estimate of Pr at
K = 1, Gr = Gc = 1,
ω = 0.5, L = 0.5,
τ = 0.5, Ha = 0.5, ε = 0.5
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Fig. 9 Velocity distribution
for various estimate of ε at K
= 1, Gr = Gc = 1, ω = 0.5,
L = 0.5, τ = 0.5,Ha = 0.5
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Fig. 10 Concentration
distribution for various value
of Ha at K = 1, Gr = Gc =
1, ω = 0.5, L = 0.5,
τ = 0.5, ε = 0.5
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Fig. 11 Concentration
distribution for various value
of L at K = 1, Gr = Gc = 1,
ω = 0.5, τ = 0.5, ε = 0.5,
Ha = 0.5, Pr = 0.71
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Fig. 12 Concentration
distribution for various
estimate of τ at K = 1, Pr =
0.71, ε = 0.5, Gr = Gc = 1,
ω = 0.5, L = 0.2, Sc = 0.5,
Ha = 0.5
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Fig. 13 Concentration
profile for various estimate
of Sc at K = 1, Pr = 0.71, ε
= 0.5, Gr = Gc = 1, ω = 0.5,
L = 0.2, Ha = 0.5, τ = 0.5
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Table 1 S.F.C ( f ′′(η)) and Nusselt number (−θ ′(η)) at η = 0 for various range of parameters at
Gr = Gc = 1.0

ε M L τ Pr Sc f ′′(η) −θ ′(η)

0.5 0.5 0.2 0.5 0.71 0.5 1.5268794 0.239101

2 0.5 0.2 0.5 0.71 0.5 2.450375 0.25850

0.5 0.5 0.2 0.5 0.71 0.5 1.5268794 0.239101

0.5 1 0.2 0.5 0.71 0.5 1.38861 0.23850

0.5 0.5 0.6 0.5 0.71 0.5 1.505791 0.234971

0.5 0.5 0.8 0.5 0.71 0.5 1.4666431 0.232180

0.5 0.5 0.2 0 0.71 0.5 1.41977 0.34140

0.5 0.5 0.2 1 0.71 0.5 1.39454 0.34149

0.5 0.5 0.2 0.5 7 0.5 1.488114 0.57245

0.5 0.5 0.2 0.5 0.71 1 1.46104250 0.233490

0.5 0.5 0.2 0.5 0.71 1.5 1.4183281 0.228750
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Performance Assessment of Unipolar
Control Technique-Based Cascaded
H-Bridge Multilevel Inverter

Md Abdullah Ansari, Naved Khan, Wasif Dilshad, and Khaliqur Rahman

Abstract In this paper, a single phase five level cascaded H bridge multilevel
inverter followed by unipolar control schemes have been analyzed for full range
of linear modulation indices. Pulse width modulation (PWM)—based modulation
scheme is used for the switching of power electronic switches. Inverter perfor-
mance has been analyzed and discussed by taking performance parameters as output
voltage transferred to load, harmonics in output voltage, switching stress across the
switches, power loss, and efficiency of inverter. The proposed topology is simulated
in MATLAB/Simulink.

Keywords Amplitude modulation · Power loss · Unipolar · Total harmonics
distortion

1 Introduction

With the rapid exhaustion of conventional energy sources, forthcoming power gener-
ation sector is shifting towards non-conventional resources like solar, wind, etc. As
these resources are abundant in nature, but their optimal utilization is not an easy
task due to their non-uniform presence [1–15]. Also, DC output obtained from these
resources need to be transformed to ACwhich is done by inverters [1]. Main problem
with the trivial two level inverters is their high total harmonic distortion (THD),
switching losses, low efficiency, etc. [2]. This problem has been solved by cascading
multiple units to make multilevel inverters (MLI) [3].
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MLIs are being extensively utilized in the field of medium as well as high volt-
ages and energy applications. The research areas include flexible AC transmission
(FACTS), high voltage DC transmission (HVDC), renewable energy like solar, wind,
and many more [4, 5]. They achieve desired output voltage from combination of DC
voltage sources [6]. Since, prime objective is to obtain nearly sinusoidal voltage
as output which is directly related to the number of voltage levels [7]. Higher the
output voltage levels, lower is total harmonic distortion (THD)which results in better
performance of inverter [8].

Classical topologies like flying capacitor (FC), neutral point clamped (NPC), and
cascaded H bridge (CHB) gained popularity due to their simple circuit arrangement.
Besides their popularity in the industries, they suffer from many flaws. In NPC,
number of clamping diodes increase quadratically with increase in voltage levels
[9]. And also furthermore, capacitor voltage balancing problem also intensifies with
increasing voltage levels. Similarly, FC topology requires large size capacitors whose
number also increases significantly with higher voltage levels along with voltage
balancing problem also. CHB topology requires isolated DC sources for producing
multi leveled output [10–12]. In symmetricalmode (SM), all DC sources are identical
whereas in asymmetrical mode (AM), some or all of the DC sources are different
[13–15]. In asymmetrical mode of operation, THD achieved is lower as compared
with SM. And also, higher voltage levels can be achieved for different DC source
ratios.

2 Description of Proposed Topology

2.1 Generalized Design of Proposed Topology

Figure 1 shows the basic circuit diagram of a single phase n-cell CHB-based MLI.
Each cell is responsible for producing three levels, i.e.,+VDC, 0 and−VDC.+VDC is
produced when S1 and S2 is closed, whereas −VDC is obtained when S3 and S4 are
closed. And 0 is obtained when either of switches S1 and S3 or S4 and S2 are closed.
Hence, n-cell produces 2n + 1 output voltage levels when all DC sources are equal.
Phase voltage Va obtained at the output is sum of all voltages obtained at each cell,
i.e.

V a = V1 + V2 + . . . + Vn (1)

where V1, V2, …, Vn represents the output voltage of each cell.
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Fig. 1 Single phase n-cell
CHB
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2.2 Proposed Topology

Figure 2 depicts the circuit diagram of proposed topology. The whole assembly
comprises of twoDC sources alongwith eight unidirectional switches. Table 1 shows
switching table corresponding to nine levels. State “1” represents switch in closed
position whereas “0” state represents the switch is in open position. As described
above, VDC1 is obtained at V a when S1 and S2 are closed, along with switch pair
(S5, S7) being closed which is depicted by symbol “1” in the table.

Figure 3 shows the corresponding voltage level states obtained from analyzing
Table 1. Diagonal switches are responsible for positive voltage at the output, whereas
off-diagonal switches are responsible for negative voltage and same row switches
produce zero voltage at the output.

Generalized values for n-cell single phase CHB is given below:

• Number of maximum voltage levels (V a) = 3n

• Total number of IGBT switches = 4n

Fig. 2 Proposed topology
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Table 1 Switch triggering sequence of proposed topology

State Vo S1 S2 S3 S4 S5 S6 S7 S8

1 VDC1 + VDC2 1 1 0 0 1 1 0 0

2 VDC1 1 1 0 0 1 0 1 0

3 VDC2 1 0 1 0 1 1 0 0

4 VDC1 − VDC2 1 1 0 0 0 0 1 1

5 VDC2 − VDC1 0 0 1 1 1 1 0 0

6 0 0 0 0 0 0 0 0 0

7 −VDC1 0 0 1 1 1 0 1 0

8 −VDC2 1 0 1 0 0 0 1 1

9 −VDC1 − VDC2 0 0 1 1 0 0 1 1

• Total number of DC sources = n.

2.3 Control Scheme

In order to activate the switches, there must be proper switching scheme to obtain
the desired output voltage level at the desired point of time.

Sinusoidal PWM type is dealt in this paper with unipolar switching scheme. In
unipolar scheme, the individual switches are triggered by comparing V ref and V c of
reference and carrier signals, respectively.

Phase-shifted PWM technique is used in which phase shifted sinusoidal reference
signals are compared with carrier signals in order to generate gate signals which is
shown in Fig. 4.

Circuit parameters of the proposed topology is described below.

3 Performance Analysis

3.1 Output Voltage

The net RMS value of voltage received at the output is defined as:

Vo,rms =
√

∫T
0 V 2

o (t)dt

T
(2)

where Vo(t) is the output voltage varying periodically with period T.
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Fig. 3 a–g showing different voltage levels of proposed topology w.r.t. Table 1
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Reference Signal
f=50Hz

Carrier Signal
f=5000 Hz

Fig. 4 Phase shifted PWM technique

Component Specification Number

Carrier signal Triangular Fc = 5000 Hz 2

Reference signal Pure Sinusoidal
F = 50 Hz

2

Voltage sources V1 = 100 V,
V2 = 100 V

2

Switches with anti-parallel diodes IGBT,
Ron = 1e − 3 �

8

Load R = 10 �, L = 250 mH 1

3.2 Total Harmonic Distortion (THD)

It represents the quantity of harmonics present in the signal other than the fundamental
frequency component.

THD =
√

V 2
rms − V 2

1

V1
(3)

where Vrms and V1 are the RMS and fundamental component of output voltage,
respectively.
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3.3 Switching Stress

Switching stress is a figure of merit which describes the total active switch stress
developed in the power electronics switches (S):

S =
N∑

j=1

Vj I j (4)

where Vj is the peak voltage applied across switch j,
I j is the peak current applied across switch j
For best performance, switching stress is kept minimum.

3.4 Power Loss

Power loss is the combined effect of conduction Loss (Pc) as well as switching Loss
(PSW). Conduction Loss is the composite loss of switch and anti-parallel diode due
to ON state drop in voltage and the equivalent switch resistance.

Ptotal loss = Pc + PSW (5)

Conduction loss is calculated by taking ideal IGBT switchwith anti-parallel diode.

3.5 Efficiency of Inverter

Efficiency is the net useful power delivered to the output. It is given by the formula
(6).

η = Po

Po + Ploss
× 100% (6)

4 Results and Discussion

The output voltage obtained corresponding to amplitude modulation index of 0.95
is illustrated in Fig. 5.



362 Md A. Ansari et al.

Fig. 5 Output five level waveform for ma = 0.95

Fig. 6 Output fundamental
(RMS) voltage versus
amplitude modulation index
(Ma)
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4.1 Output Voltage Transferred to Load

Since, output voltage being stair-cased form contains fundamental along with other
harmonic components, the useful output is only the fundamental part. And hence,
RMS value of fundamental is calculated which is shown in Fig. 6.

4.2 THD of Output Voltage

Coefficients of frequency terms other than fundamental frequency constitutes to noise
or harmonics in the system. Quantitative term used for determining their contribution
is known as THD. Since,
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Fig. 7 THD (%) versus
amplitude modulation index
(Ma)
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Fig. 8 Switching stress
versus amplitude modulation
index (Ma)
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n=1,3,5

4Vs

nπ
sin(nωt) (11)

From Fig. 7, it is clear that THD decreases with increase in the value of Ma.

4.3 Switching Stress

As described previously, it is the overall stress developed in the switches during
current flow in the circuit. It can be inferred from Fig. 8 that the switching stress
depends on on-state current flowing through the switches.

4.4 Power Loss

It is the actual loss that occurs due to switching as well as conduction of switches.
Average conduction loss is calculated by taking product of instantaneous voltage and
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Fig. 9 Average switching
loss versus amplitude
modulation index (Ma)
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current averaged over a complete cycle. Individual switching duration determines the
switching loss which is depicted in Fig. 9.

4.5 Efficiency

Finally, the efficiency of the inverter is calculated by calculating input power and
output power.

Pin =
2∑

k=1

Is,k Vs,k (12)

where Vs and Is are the average input voltage and input current of both source V1

and V2, respectively.

Po = Vo Io cos(ϕ) (13)

Vo and Io are the RMS values of fundamental output voltage component and
current, respectively. It is so because only the fundamental power is useful and rest
harmonic power is lost as heat and is not useful. Figure 10 explains the relationship
of efficiency with Ma.

5 Conclusion

In this paper, detailed analysis of single phase five level cascaded H bridge inverter
followed by unipolar control technique was performed. It was found that as the
value of amplitude modulation index was increased, output RMS voltage, average
switching losses, switching stress and efficiency increased, whereas value of THD
decreased.
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Fig. 10 Efficiency versus
amplitude modulation index
(Ma)
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A Scientific Study on Effect
of Polarization in Calculation of Rain
Attenuation Using ITU-R Model

Arun Kumar, Natwar Singh Rathore , and Alok Kumar Pandey

Abstract This paper addresses the current need to work on higher frequency levels
for radio wave communication because of need for higher speed requirement in
communication systemand also because the current frequency spectrum is congested.
While establishing radio communication links of higher frequencies it is important
to study various problems associated with them. Rain induced attenuation at higher
frequency is a major problem. Therefore, a study has been done on rain attenuation
and effect of polarization is calculated for six different regions of the world. The
simulation results are tested on ITU-R model and various findings throughout the
simulation work have been concluded.

Keywords ITU-R · Polarization · Rain rate · Radio wave · Specific attenuation

1 Introduction

Radio waves play the major role in communication [1–16], or it can be said that
radio wavesmake thewireless communication possible.Many scientists with likes of
Heinrich Rudolf Hertz, James ClerkMaxwell, David Edward Hughes etc. conducted
various experiments and gave their findings to the world which sets the base for
modern research which are still ongoing for further improvements in this field.
Another aspect in current communication is that the radio spectrumwhich is currently
in use is deeply concentrated which calls for higher frequencies band, as in [1]. For
the use of higher frequencies, it is essential to study the effect of polarization due
to rain attenuation because it fades signal and affect the satellite communication.
In order to predict the rain attenuation various models are being developed keeping
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in mind various parameters including geographical location, system constraints etc.
ITU-R model is the most popular and worldwide accepted model being in use to
predict rain induced attenuation [2]. It predicts the rain attenuation of a region based
on its geographical location, type of polarization used, frequency level and rain rate of
that region. It is important to know rain attenuation in radio wave communication, so
a theoretical study has been done on various region of the world with ITU-R model.
Rain attenuation is a very major problem at higher frequencies, as in [3]. Because
of absorption and phenomenon of scattering by droplets of rain, attenuation of radio
wave happens, as in [4]. Researchers have been working upon this problem for long
(since twentieth century). Various models have been developed to predict rain atten-
uation. Some of these models are Crane Global Model, Simple Attenuation Model
ITU-R, Two-Component Model etc., as in [5, 12–14]. Due to wider acceptability of
ITU-R model, it has been used by us to study rain attenuation phenomenon.

2 System Description

ITU-R model for rain attenuation prediction has been developed by International
Telecommunication Union (ITU) to predict rain attenuation. The ITU has divided
the world in 15 different regions based on their geographical location, as in [6].
Parameters like frequency and polarization type are being used to predict the rain
attenuation of that region [8–10]. The specific attenuation denoted by γR (dB/km)
is evaluated from rain-rate R (mm/h) using the power-law relationship [11]. It is
represented as:

γR = k Rα (1)

where, the values of the coefficients k and α are found as functions of frequency f
(GHz). The value of frequency ranges from 1 to 1000 GHz. The details of the evalu-
ated equations, which were calculated from curve-fitting to power-law coefficients,
are described in [7, 11].

3 Proposed Algorithm

A simple algorithm based on ITU-R model has been developed during our study that
could be used to predict rain attenuation. This algorithm can be used to develop
program to reduce computational time taken to calculate rain attenuation. The
proposed algorithm steps are shown as below:

Step 1: Initialize the algorithm with the command “Start”.
Step 2: Declare the input variables and percentage availability for rain-rate region.
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Step 3: Declare the 15 array of size 7 of all 15 rain regions with their respective
rain rate at different percentage availability.
Step 4: Declare the 4 arrays of 2 each for horizontal polarization coefficients and
vertical polarization coefficients for the all required frequency level (data of 10
frequencies are considered in this paper) in sorted type.
Step 5: Now initialize the rain region and percentage availability.
Step 6: Check rain region from 1 to 15 from predefined array of rain regions.
Step 7: For the given percentage availability, check the rain rate in rain region
obtained from step 6.
Step 8: From1 to 10 frequency levels, findSpecificAttenuation for each frequency
Specific Attenuation = Coeffecient-1 * Rain-Rate Coeffecient-2.
Step 9: Display the result
Step 10: End

The flow-chart for the proposed algorithm is depicted in Fig. 1.
Above Algorithm can be used to develop the program to find the rain attenuation

at a faster rate for many regions at different frequency range.

4 Experimental Data

Using the proposed algorithm, a C program has been developed and specific
attenuation for 6 regions have been calculated based on the ITU-R model.

The specific attenuation in (dB/km)due to horizontal polarization (SH ) andvertical
polarization (SV ) for regions A, D, G, K, N and Q have been calculated for different
frequencies, with detailed analysis (Tables 1, 2, 3, 4, 5 and 6).

5 Results

The result of above experimental data has been plotted between specific attenuation
Vs frequency for all six regions in MATLAB platform. The plot obtained for the
given regions are shown below.

In Fig. 2 for A-region, it is noticed that up to frequency 15 GHz, the attenuation
due to horizontal and vertical polarization is nearly equal and above 15 GHz for
horizontal polarization it rises faster than vertical polarization. In the Fig. 3 for D-
region, it is noticed that up to frequency 7 GHz the attenuation due to horizontal and
vertical polarization is nearly equal and above 7 GHz for horizontal polarization it
rises faster than vertical polarization.

In the Fig. 4 for G-region, it is noticed that the up to frequency 5 GHz, the
attenuation due to horizontal and vertical polarization is nearly equal and above
5 GHz for horizontal polarization it rises faster than vertical polarization. In the
Fig. 5 for K-region, it is noticed that up to frequency 5 GHz, the attenuation due to
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Start

Input the Rain Rate 
Region (R) and 

Percentage Availability 
(P)

   From ‘R’ and ‘P’, Rain 
Rate (r) is predicted

Coefficients ‘α’ and ‘k’ for ‘t’ is retrieved from 
memory for different frequency level

Specific Attenuation, 

A = α rk

Specific Attenuation for 
different frequency is 

displayed

END

Stored Data

Fig. 1 Flowchart for the proposed algorithm

horizontal and vertical Polarization is nearly equal and above 5 GHz for horizontal
polarization it rises faster than vertical polarization.

In the Fig. 6 for N-region, it is noticed that up to frequency 3 GHz, the attenuation
due to horizontal and vertical polarization is nearly equal and above 3 GHz for
horizontal polarization it rises faster than vertical polarization. In the Fig. 7 for Q-
region, it is noticed that from 1 GHz, the attenuation due to horizontal polarization
rises faster than vertical polarization.



A Scientific Study on Effect of Polarization in Calculation … 371

Table 1 Specific attenuation
(dB/km) for A-region

f (GHz) A-region

Specific attenuation (dB/km)

Due to horizontal
polarization (SH )

Due to vertical
polarization (SV )

1 0.000194 0.000184

5 0.007367 0.005670

10 0.166175 0.141413

15 0.463250 0.439026

20 0.825032 0.744803

25 1.254450 1.103227

30 1.727168 1.529171

Table 2 Specific attenuation
(dB/km) for region D

f (GHz) Region D

Specific attenuation (dB/km)

Due to horizontal
polarization (SH )

Due to vertical
polarization (SV )

1 0.000449 0.000387

5 0.031972 0.021330

10 0.492960 0.404713

15 1.22404 1.083136

20 2.05812 1.745650

25 2.977001 2.507305

30 3.923300 3.368211

Table 3 Specific attenuation
(dB/km) for region G

f (GHz) Region G

Specific attenuation (dB/km)

Due to horizontal
polarization (SH )

Due to vertical
polarization (SV )

1 0.000699 0.000572

5 0.069404 0.042937

10 0.87534 0.705152

15 2.044679 1.744934

20 3.33508 2.737095

25 4.698596 3.867924

30 6.050667 5.110802
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Table 4 Specific attenuation
(dB/km) for region K

f (GHz) Region K

Specific attenuation (dB/km)

Due to horizontal
polarization (SH )

Due to vertical
polarization (SV )

1 0.000969 0.000764

5 0.122842 0.071888

10 1.336218 1.061490

15 2.983808 2.479343

20 4.759211 3.812257

25 6.576043 5.323143

30 8.325411 6.948472

Table 5 Specific attenuation
(dB/km) for region N

f (GHz) Region N

Specific attenuation (dB/km)

Due to horizontal
polarization (SH )

Due to vertical
polarization (SV )

1 0.002138 0.001541

5 0.490744 0.250962

10 3.728094 2.862957

15 7.463659 5.813100

20 11.275698 8.515949

25 14.863460 11.550470

30 18.056126 14.638242

Table 6 Specific attenuation
(dB/km) for region Q

f (GHz) region Q

Specific attenuation (dB/km)

Due to horizontal
polarization (SH )

Due to vertical
polarization (SV )

1 0.002572 0.001816

5 0.678663 0.336278

10 4.740169 3.611422

15 9.25031 7.096316

20 13.798459 10.278690

25 17.989515 13.846835

30 21.643408 17.427540
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Fig. 2 Specific attenuation
versus frequency for
A-region

Fig. 3 Specific attenuation
versus frequency for
D-region

6 Conclusion

The type of polarization for radio wave propagation is chosen keeping in mind
various parameters. This paper is based on ITU-R model, first a simple algorithm
is developed to find rain attenuation in the model. The effect of polarization has
been shown through various simulations in six regions of the world i.e. region A,
D, G, K, N and Q. It has been observed that rain attenuation increases sharply at
5 GHz. Therefore, based on simulation results from ITU-R model, it is observed that
the wave with vertical polarization has lesser rain attenuation than the horizontal
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Fig. 4 Specific attenuation
versus frequency for
G-region

Fig. 5 Specific attenuation
versus frequency for
K-region

polarization. The proposed method is very simple, accurate, and fast, which makes
it highly suitable in real time practice.
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Fig. 6 Specific attenuation
versus frequency for
N-region

Fig. 7 Specific attenuation
versus frequency for
Q-region
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Performance Analysis
of Five-Level-Cascaded H-Bridge
Inverter

Mohd Faizan, Mohd Suhaib Ashraf, Syed Sultan Ahmed, Hamza Mashhood,
and Imtiaz Ashraf

Abstract Multilevel inverter structures have the several points of interest of running
at high DC bus voltages for higher strength applications that is executed the utiliza-
tion of an arrangement association of exchanging devices. Alternatively, reduction in
the harmonics of the output voltage is accomplished via switching between distinc-
tive voltage stages. The two important typical topologies of multilevel inverters are
clamped diode inverter and the cascaded H-bridge inverter. In this article, we will
talk about the multilevel-cascaded inverter. The multilevel-cascaded inverter uses
single-phase complete bridge inverter sequence strings to create multilevel phase
legs. A particular benefit of this topology is that every bridge has modular modu-
lation, power, and security requirements. Also, topologies of multilevel inverters
can produce a better quality of performance when operating at a lower frequency
of switching. In this paper, the traditional PWM inverter is modeled for MATLAB
Simulink. With the help unipolar and bipolar switching schemes, the performance
analysis of conventional PWM inverters and the cascaded H-bridge multilevel PWM
inverters is executed and the consequences are.

Keywords Multilevel inverter · PWM inverter · Total harmonic distortion (THD) ·
MATLAB
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1 Introduction

One of the frequent region converter topologies utilized in higher strength medium
voltage drives is the CHMI [1]. It consists of many devices of H-connect single-
stage strength cells. The H-bridge cell on their AC aspect are sometimes connected
in cascaded to realize medium voltages working and lower total harmonic distortion.
For action, the quantity of strength cells in a cascaded H-bridge inverter is primarily
determined by its working voltage and price of production. For example, a nine-level
inverter may be used in drives with the range of line-to-line voltage of 3300 V, where
the cascaded multilevel inverters incorporate a total of twelve power cell exploitation
elements of the 600 V category [2–4]. Using similar power cells results in a compact
system that is a way of decreasing cost. Multilevel inverters create an AC voltage
utilizing voltage steps acquired utilizing DC substance, condenser banks [5].

The structure of CHB MLI comprises of grouping of multiple single-stage
inverters [6, 7]. Cascaded H-bridge inverter waveform of bipolar adjustment, the sine
curve regulating waveform, triangular transporter waveform, and the gate signals,
respectively, for higher switches S1 and S3. In the similar inverter side, the upper
and base switches work in a reciprocal manner, with switched on and the different
became off [8–10]. So we want to think about two unbiased gate signals Vg1, V g3,
created by using evaluating sinusoidal wave to triangular carrier wave. Normally,
unipolar adjustment call for two sign curve waves, that are of the similar magnitude
and recurrence out of segment at 180° [11–13]. Compared with an unusual triangular
transporter wave, the two modulating waves generate gating signals for the higher
turns, separately S1 and S3. It tends to determine that the two higher devices do
not transfer simultaneously, which is particular from the bipolar pulse width modu-
lation where each of the four devices are switches at equal interval. The inverter
yield voltage switches either within the positive half pattern among zero and −Vd

or within the negative half pattern of the essential frequency among zero and Vd . So
this scheme is referred to as unipolar modulation [14].

Multilevel inverters (MLI) use different modulation techniques to acquire a
improved yield voltage with lower THD. Sine curve pulse broad regulating, specific
consonant disposal, space vector broad modulation methods for cascaded H-bridge
MI [2–4, 20, 21]. In the following way, multilevel inverters have various benefits as
compared to conventional bipolar inverter in the following ways.

• Capability for high voltage operation with a decrease dv/dt per switch.
• Higher efficiency.
• Low electromagnetic interference.

2 Control Topologies

Figure 1 shows the five-level multilevel inverter utilizing two full H-connect. The
yield voltage can be achieved by utilizing just two full bridge inverter [15]. The
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Fig. 1 Five-level multilevel
inverter
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troublesome yield voltage level can be acquired by shutting the suitable switches as
appeared in exchanging in the table. The yield voltage of both the scaffolds is either
included or subtracted by shutting separate changes to get 5 diverse voltage levels,
i.e., V 1, V 2, 0,−V 1,−V 2 [16, 17]. Table 1 shows the switching scheme for five-stage
inverter. Here level one indicates the switches is ON, level zero indicates the switches
is OFF. It comprises of two arrangement associated H-bridge MLI with a two DC
sources. The voltage heights of V dc, V dc/2, 0, V dc/2 and nV dc pulses are produced
using a multicarrier level-shifted SPWM technique. The inverter cell required for n
level is (n − 1)/2.

Table 1 Switching scheme and output voltage CHB MLI

Vs S1 S2 S3 S4 S5 S6 S7 S8

0 0 0 0 0 0 0 0 0

+Vdc 1 1 0 0 0 0 0 0

+2Vdc 1 1 0 0 1 1 0 0

+Vdc 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

−Vdc 0 0 1 1 0 0 0 0

−2Vdc 0 0 1 1 0 0 1 1

−Vdc 0 0 1 1 0 0 0 0

0 0 0 0 0 0 0 0 0
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2.1 Switching Scheme with Operation

Two H-bridges are connected in cascaded with two separate DC sources. All the
switches are OFF for 0 V in Fig. 2a. For V 1dc, S1 and S2 are switched ON for next
voltage level in Fig. 2b. For V 2dc, (S1, S2) and (S5, S6) are switched ON for getting
maximum voltage level in Fig. 2c. For−V 1dc, S3 and S4 are switchedON for negative
voltage level in Fig. 2d. For −V 2dc, (S3, S4) and (S7, S8) are switched ON for getting
maximum negative voltage level in Fig. 2e.

This topology requires a lesser number of equipments since there are no more
diodes and capacitors for clamping. But it has a separate DC wellspring of H-bridge
[18]. And it hires two different DC applications and produces five degrees of the
yield voltage.

In this process, a sinusoidal wave is compared to four triangular service waves of
identical amplitude, organized one over the other. A CHB MLI output voltage is the
complete individual DC supplies given to every one of the symmetric H-bridges as
set out in condition [19].

VO = VDC1 + VDC2 (1)

Using Eq. (2), the authentic range of steps is given inoutput voltage.

Nstep = 2n + 1 (2)

Therefore, ‘n’ is number of H module.
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Fig. 2 Five-level-cascaded H-bridge MLI (Switching topology)
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Fig. 3 Unipolar output voltage harmonic spectrum = 0.95

3 Simulation Model

3.1 Model Description of Unipolar Five-Level Inverter

In unipolar switching scheme, the switch sets S1, S2 and S3, S4 will not operate in pair.
Instead, the switches of the main leg, i.e., S1 and S4 are worked by using comparing
the triangular provider wave (Vc) with the sinusoidal reference signal (V ref). The
switches of the opposite leg, i.e., S2 and S3 are worked by means of comparing Vc

with −V ref. Following logic is utilized to work these switches:

(a) If Vref is greater than Vc, S1 is on and If Vref is greater than Vc, S4 is on.
(b) If −Vref is greater than Vc, S3 is on and If −V ref is greater than Vc, S2 is on.

The reference wave, i.e., sinusoidal wave is given a suitable shift (π/2 electrical
in our case), when compared with a carrier wave in the second 1 single-stage bridge
inverter.

4 Simulation Results

See Figs. 3 and 4.

5 THD Calculation

This paper deals with the sinusoidal PWMwhich further sub-categorized as unipolar
and bipolar. In unipolar scheme, the individual switches are triggered by using
contrasting reference and carrier signals, Vref and Vc, respectively. Whereas diag-
onal switches area is activated simultaneously in bipolar scheme. Firstly, we describe
all the parameters of success and then quantify the same. They are (1)Output voltages
transferred to load, (2) Total harmonic distortion in output voltages, (3) Switching
stress.
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Fig. 4 Unipolar output current harmonic spectrum = 0.95

Fig. 5 Output (RMS)
voltage versus amplitude
modulation index
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5.1 Output Voltage Transferred to Load

The net voltage rms obtained at the output is set to:

Vo,rms =
√

∫T
0 V 2

o (t)dt

T

where Vo(t) is the voltage of output which varies periodically with time T.
Because, together with other harmonic elements, the output voltage is stair-cased

from include fundamental, the useful output is only the basic part. And thus, the
fundamental RMS value is determined as shown in Fig. 5.

5.2 THD of Output Voltage

Other than fundamental component harmonics present in the signal.

THD =
√

V 2
rms − V 2

1

V1
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Fig. 6 THD in percentage
of fundamental versus Ma
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where V rms and V 1 are the respective RMS and fundamental part of output voltage.
The term quantitative used to determine their contribution is known a THD. Because,

V0 =
∞∑

n=1,3,5

4Vs

nπ
sin(nωt)

From Fig. 6. it is clear THD decrease linearly with increases in the value of Ma.

6 Discussion

Two complete bridges have a five-level-cascaded inverter. Each inverter stage will
produce three extraordinary voltage outputs, V 2dc, V 1dc or zero, utilizing various
connections of the four switches S1 to S4. To achieve the five-level output of every
bridge is utilized in sequence. The proposed circuit makes use of a multilevel sine
PWM method to decrease the harmonics in the voltage output wave as in contrast
to the switching perspective variation approach. Similarly, the output waveform is
obtained in the form of a staircase for five-stage H-connect multilevel inverter as
shown in the simulation results of the indicated Fig. 4. The product of voltage values
of 200, 100, 0, −100 and −200 V is studied from waveforms. The stress voltage
throughout the quantity switches of the cascaded H-bridge MLI for a modulation
index of 0.95. It is found that the stress voltage is 100 V for all the changes from S1

to S8.

7 Conclusion

The performance analysis of unipolar control scheme of five-level H-bridge inverters
is done. The performance parameters are considered as output power and THD in
output voltage. Five-level H-bridge inverter gives more adequate results than the
three-level inverter, and also find its application in the field of the grid system and
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integrating PV arrays. On comparing with the flying capacitor and diode-clamped
inverters, multilevel uses less number of components. It has low cost and light in
weight than those of the inverters (i.e., flying capacitor and diode clamped). We also
can get smooth switching with the assist of new switching methods. The results are
the output voltages and its total THD are near 30.98% and the current output wave is
much closer to the sign curve wave and has a total harmonic distortion current nearly
about 5.01%.
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Realization of a Flyback DC–DC
Converter for Experimentation-Assisted
Teaching in Power Electronics

Mohammad Fahad, Shahrukh Khan, Mohammad Muktafi Ali Khan,
and Adil Sarwar

Abstract The applications and importance of the power electronics sector are
witnessing rapid growth in the power engineering sector. However, the multidis-
ciplinary nature of power electronics leads to various challenges. The education
paradigm needs to shift from teaching mode toward learning and experimenting
mode with a wide use of software and hardware tools. In view of these factors, this
paper proposes an experimental hardware test bench for flyback converter realization.

Keywords Power electronics education · Flyback converter realization · Hardware
test bench

1 Introduction

The power electronics sector has transformed the traditional power generation, trans-
mission, and distribution and has spawned numerous new applications like electric
vehicles, smart home systems, more electric aircraft, and widespread, low-cost and
reliable renewable power, as well as smart grid concept [1–8]. Power electronics
teaching requires the incorporation of the latest simulation software and hardware
tools and discussion of advanced and interesting applications to attract present-day
students [2, 3]. Efficacious results on student enrollment for the courses of electric
machines and electric driveswere observed due to amotivating learning environment.
Power electronics, however, being a multidisciplinary field encompassing circuit
theory, signal processing, analog and digital electronics, electromagnetics, electric
machines, etc., makes it a daunting task. Lack of adequate practical experimentation
is not a solution, and it will only lead to under-skilled future engineers. Moreover,
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Table 1 Simulation
parameters

Parameters Magnitude

Operating frequency 10 kHz

Input DC source voltage magnitude 12 V

Magnetizing inductance 0.001 H

Transformer turns ratio 12:5

Capacitance 500 µF

Load 1 �

many new issues are gaining traction like electromagnetic interference (EMI) and
electromagnetic compatibility (EMC). Theoretical teaching only will develop super-
ficial skills in students tomeet the indispensable and practical issues to be dealtwith in
power electronic devices like thermal characteristics, EMI and EMC, reliability and
fault tolerance issues, etc. A major development, the Bologna declaration proposed
by 29 European countries, aims to promote higher education with the considera-
tions of globalization. The new proposed education system includes shifting the
education paradigm from teaching-based to learning-based. This paper proposes an
experimental educational hardware setup for flyback converter realization. A flyback
converter has the benefit of isolated operation of input and output unlike conventional
buck and boost DC–DC converters. DC-DC converters have been the subject of abun-
dant research with authors developing numerous topologies with high efficiency and
gain parameters [9, 10]. The output voltage ripples have the potential to be dimin-
ished by employing interleaved operation of the flyback converter as demonstrated
for a buck–boost in [4]. PV-fed systems can also be developed by adding a suitable
inverter after the buck–boost operation [5, 7, 8].

2 Description of the Flyback Converter

The flyback converter was developed by NASA in the 1960s for space vehicle appli-
cations. The operation procedure is analogous to the buck–boost DC–DC converter
with the added assets of electrical isolation between the input and output. As an
inductor is used to store energy in a buck–boost converter, similarly the magnetizing
inductance of a transformer is used to store energy in the flyback converter, the basic
function remaining the same [6]. Figure 1 compares the buck–boost converter and
the flyback converter. The switch Sw above is a power electronic switch which can be
a MOSFET, IGBT, etc. Flyback converters are generally used for power applications
below 100 W power range including power supplies for televisions and computer
displays. Also, with the use of multiple secondary windings and corresponding diode
and capacitors, multiple outputs can be procured from a single input DC source.
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Fig. 1 a Buck–boost converter schematic, b flyback converter schematic

3 Operation and Analysis

The assumptions made for the analysis of flyback converter are the following:

1. A very large capacitance value is chosen such that output voltage Vo remains
effectively constant.

2. During the steady-state conditions, all the voltages and current waveforms attain
a periodic nature with equal rise and fall values over the period.

3. The gating pulse for the switch has a high frequency of the order of kHz with
DT the closed switch period and (1 − D)T the open switch period, T as the time
period.

4. The switch and diode exhibit ideal behavior.

During the closed switch period, the magnetizing inductance of the transformer
(Lm) accumulates energy supplied by the DC source. Immediately upon the turning
off of the switch, the diode D1 conducts and the energy accumulated is delivered
across the load with the corresponding inductor voltage and current scaling up to a
value multiplied by the transformer turns ratio.

Analysis for switch closed period

During subinterval DT, while the switch Sw conducts, the equivalent circuit is high-
lighted in Fig. 2a. The respective values for the inductor voltage vl, capacitor current
ic and DC input source current iin are as follows.

vl = Vin (1)

ic = − v

R
(2)

iin = i (3)

With sufficient values of inductance and capacitance leading to a negligible
inductor current ripple and capacitor voltage ripple to boot, the magnetizing current
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Fig. 2 Two operating modes
of a flyback converter
a switch in ON state and the
capacitor supplying the load
output voltage, b switch in
OFF state and the secondary
winding supplying energy to
the load
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1:n

High freq.
Transformer

Vout

(a)

DCVin

Mosfet

CLm

1:n

High freq.
Transformer

Vout

(b)

i and output capacitor voltage v can be represented by their average DC values I and
V. The above equations are transformed into

vl = Vin (4)

ic = − V

R
(5)

iin = I (6)

Analysis for the switch open

When the switch is turned OFF throughout the second subinterval, the energy is
conveyed to the secondary side of the transformer and the diode starts conducting,
as shown in Fig. 2b. The voltage across the magnetizing inductance vl, the capacitor
current ic and the current supplied by the DC input source are, respectively, given by

vl = − v

n
(7)

ic = i

n
− v

R
(8)
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iin = 0 (9)

We obtain the following relations.
During steady-state conditions, the volt-second area for the inductor requires to

be zero, therefore we have

〈vl〉 = D(Vin) + (1 − D)

(
− V

n

)
= 0 (10)

Solving for the input–output voltage conversion ratio

V

Vin
= n

D

1 − D
(11)

4 Simulation

The simulation was implemented in PLECS® v4.1 environment. The simulation
parameters are enumerated in Table 1.

5 Experimental Test Bench Setup

The Schematic of the setup is depicted in Fig. 3. IC 7805 and IC 74122 were used to
generate pulses. Power MOSFET IRF260 was employed as the switch. The Diode
used on the secondary winding was MUR5060.
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Fig. 3 Hardware setup schematic
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(a)

(b)

(c)

Fig. 4 a Load voltage, b load current waveform, c DC source current

6 Results and Discussion

6.1 Flyback Converter Simulation Results

The output waveforms of the simulation are depicted in Figs. 4 and 5.

6.2 Experimental Verification

The hardware setup for experimental verification is depicted in Fig. 6.
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In Fig. 6, the numerous output waveforms including load voltage, input DC source
current, duty cycle pulses, inductor current, and the output of the ICs 555 and 74,122
are presented. Figure 6a depicts the input and output voltages and the pulses generated
by 74,122 and 555 ICs. Spikes present in the waveforms can be spotted due to open-
loop operation. Implementing Closed-loop operation can eliminate the spikes. Also,
Figs. 7b–e illustrate the enlargement of current ripple for a higher frequency.

7 Conclusion

This paper proposes an experimental hardware setup for flyback DC–DC converter
realization on a hardware test bench. The need of experimental-based education in
the power electronics engineering sector is demonstrated, and the description and
working rules of flyback converter are presented. The circuit is simulated to describe
the behavior of the converter. The hardware results are adequate, and the flyback
converter operation is conducted on the test bench [7].
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(a) (b)

(c) (d)

(e) load change from 27.5 Ω to 88 Ω

Fig. 7 Output waveforms obtained from experimental setup
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6. Kircioǧlu O, ÜnlüM, Çamur S (2016) Modeling and analysis of DC-DC SEPIC converter with
coupled inductors

7. Iqbal A et al (eds) (2020) Soft computing in condition monitoring and diagnostics of electrical
andmechanical systems. In:Advances in intelligent systems and computing, vol 1096. Springer,
Singapore. https://doi.org/10.1007/978-981-15-1532-3

8. Iqbal A et al (eds) (2020) Meta heuristic and evolutionary computation: algorithms and appli-
cations. In: Studies in computational intelligence, vol 1096. Springer, Singapore. https://www.
springer.com/gp/book/9789811575709

9. Ahmad J, Zaid M, Sarwar A, Lin C-H, Ahmad S, Sharaf M, Zaindin M, Firdausi M (2020) A
voltage multiplier circuit based quadratic boost converter for energy storage application. Appl
Sci 10:8254. https://doi.org/10.3390/app10228254

10. Ahmad J, Lin C-H, Zaid M, Sarwar A, Ahmad S, Sharaf M, Zaindin M, Firdausi M (2020) A
new high voltage gain DC to DC converter with low voltage stress for energy storage system
application. Electron 9:2067. https://doi.org/10.3390/electronics9122067

https://doi.org/10.1007/978-981-15-1532-3
https://www.springer.com/gp/book/9789811575709
https://doi.org/10.3390/app10228254
https://doi.org/10.3390/electronics9122067


Nine-Step Multilevel Inverter Output
Analysis Using the EP Approach

Isarar Ahamad and A. J. Ansari

Abstract Multilevel voltage source inverter has a number of advantages over
conventional inverter. By combining the different sets of DC voltage sources, stepped
AC voltage waveform is generated by Cascaded H-bridge inverter at a higher level
with fewer harmonic. When the level of inverter increases, the THD becomes low
and inverter produces a good voltage wave form and reduced the cost. Multilevel
technology is very attractive for photovoltaic application due to the necessity of
various sources on DC side. This paper provides a nine-level topology using equal
phase (EP) method. EP method is a method for finding switching angle, phase delay,
and pulse width for good waveform and lowering the THD. The nine-level inverter
model is implemented on MATLAB/Simulink.

Keywords Multilevel · Economic · THD · Simulink model

1 Introduction

The sinusoidal output waveform adds additional step when DC voltage sources at
disparate ranges increase [1–12]. For higher-power applications such as compound
system, solar system, and flexible AC transmission systems, multilevel inverters
are used. In [1, 2], by rising the voltage level, it reduces the need for filters, and
efficiency is high due to fewer harmonics. For low-power applications, switching
frequencies are not as limited as in high-power applications. In [3], the different
controlmethods can be implementing for reducing harmonics in staircasewaveforms.
The multilevel inverter is basically classified into diode clamped, flying capacitor,
and cascaded multilevel inverter. The control of cascaded multilevel inverter is very
easy as compared to diode clamp and flying capacitor. The control methods are such
asmodulation of multicarrier pulse widths or multiple hysteresis bands control. In [4,
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Fig. 1 H-bridge multilevel
inverter

5], due to their cell structure, for solar PV systems, the multilevel inverter is ideal.
That solar array offers varying levels of DC voltage. A multilevel inverter (MLI)
achieves lower costs, high output power, and less THD. The fuel cells in high-power
applications are used with the solar PV module, and we can conveniently implement
the H-bridge inverter in cascaded manner as displayed in Fig. 1.

2 Modeling of Multilevel Inverter Using EP Method

The firing angles are taken in 0–� range in equal step process displayed in Fig. 2.
The key switching angles are obtained by formula below.

Number ofH bridges(N ) = (m − 1)/2

θi = i × 1800/m

and i = 1, 2, …, (m − 1)/2
m = level of output voltage,
θ = switching angle.
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Fig. 2 Multilevel inverter output voltage and its switching angle

3 Working of Nine-Stage Multilevel Inverter

The inverter model is shown in Fig. 3 with each section of the loop, and the inverter
uses basically four legs and each leg contains H-bridge with a DC source.

To know the system in [6] operation, look at basic simulation of single-phase
topology shown in Fig. 5. TheH-bridges in series connected by four different inverter
DC generating units. Eventually, in [1], the method of calculating the switching
angles, switching times, and pulse width are used in equal phase technique. Figure 6
displays nine-level output waveform. From Fig. 7, we can see the nine-level inverter
waveform and spectrum of total harmonic.

4 Switching Technique of Nine Level Inverter

Modulation techniques like conventional sine pulse width modulation (SPWM) and
PWM space vector technique for particular harmonic removal and active harmonic
removal can be used to control inverter modeling [7, 8] by the equal phase method. In
this proposed system, this equivalent phase (EP) method is applied. This switching
system provides a switching time, switching angle, and pulse width of semicon-
ductor switches with different firing pulse to ON and OFF the switches for the
required switching frequency. Pulse width can be calculated and implemented [9] at
the following switches given in Tables 1 and 2. The flowchart is given in Fig. 4 to
obtain the procedure to obtain the switching angle for cascaded H-bridge multilevel
inverter. This flowchart is an iteration process to find the best output value for the
inverter where harmonics become less.
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Fig. 3 Nine-level cascaded
H-bridge multilevel inverter

5 Simulation Result

There are typically multiple modulation control systems [10] on the basis of
switching frequency the multilevel inverter is used. The suggested model is based
on MATLAB/Simulink. The switching angles vary in the order of 0–� in the equal
phase process.

Each connection contains one single H-bridge inverter. Like this there is need of
four H-bridges with sixteen switches. From each switch, we give the following time
delay, switching angles, and pulse width as shown in Tables 1 and 2 to obtain the
nine-level inverter.
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Fig. 4 Obtaining switching
angle for multilevel inverter

6 Conclusion

The paper is designed and implemented for a resistive load of nine-level H-bridge
multilevel inverter in cascaded manner by equal phase (EP) method. Multilevel
inverters give an practical solution in effective manner for increasing power and
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Fig. 5 Simulink model of nine-level inverter

Fig. 6 Output wave form using EP method
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Fig. 7 THD waveform using EP method

Table 1 Switching state to obtain positive pulse

Pulse No. Angle Time S1, S2, S6, S10, S14 S5 S9 S13

0 21.8 0.0012

V 43.5 0.0024 PW = 41.76

2 V 65.3 0.0036 PW = 29.41

3 V 87 0.0048 PW = 17.64

4 V 109 0.0060 PW = 5.88

3 V 130.5 0.0072

2 V 152.3 0.0084

V 173.6 0.0096

reduce total harmonics distortion (THD). The nine-level inverter simulation model
is simulated alongwith a harmonic analysis. The results of the simulationmodel indi-
cate that when the level of output increases, output response of developed multilevel
H-bridge inverter is improved and the harmonic distortion is decreased.
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Table 2 Switching state to obtain negative pulse

Pulse No. Angle Time S4, S8, S11, S12, S15 S9 S7 S3

0 195.8 0.0108

−V 217.6 0.0120 PW = 41.76

−2 V 239.4 0.0132 PW = 29.41

−3 V 261.2 0.0144 PW = 17.64

−4 V 282.9 0.0156 PW = 5.88

−3 V 304.6 0.0168

−2 V 326.4 0.0180

−V 348.2 0.0192

0 360 0.02

7 Future Scope

Thepaper canbe implemented tomultilevel inverter level by reducingDCsources and
switches and other components to make reliable, improved efficiency, and inverter
cost effective for obtaining the same level output result.

Acknowledgements The author would like to acknowledge Integral University for providing the
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MATLAB-Based Modeling
and Simulations for the Low-
and High-Temperature Module Power
Generation of PV Panels in Kuala
Lumpur and Genting Highlands,
Malaysia

Qamar Ul Islam and Fatemeh Khozaei

Abstract As a source of green energy, solar energy provides a clean way for the
production of heat and electricity. PV solar panels, in particular, have extensively
applied for the production of electricity with reasonable operating costs and fewer
environmental in comparison to fossil fuels. Previous studies suggest that the PV
panel’s temperature decreases its power generation. The current study compares
the productivity of photovoltaic panels in the capital city of Kuala Lumpur with the
coolest city ofMalaysia namelyCameronHighlands.TypicalKC200GTPhotovoltaic
Panel was used as a common PVmodel, and the analysis was performed inMATLAB
Editor. When giving the information on solar irradiation and panel temperature, the
model output illustrated the I-V, P-V, and P-I characteristics. The result of the study
confirms that the photovoltaic panel power output is significantly higher in the coolest
city of Malaysia (Cameron Highlands) comparing the capital city (Kuala Lumpur).

Keywords Efficiency ·MATLAB simulation · Temperature · Solar energy ·
Algorithm

1 Introduction

In any discussion about the future of the earth, global warming usually tops the list.
The negative effects of climate change are clear to everyone, and for decades, the
developed countries have been attempted to find a solution accordingly. For the last
centuries, we have been dependent heavily on the sources of energy such as coal and
oil while burning such fuels creates a great number of green gases [1–39]. When it
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comes to fighting global warming and replacing fossil fuels with renewable energies,
most countries despite their other available sources count on solar energy [13] as one
of the cleanest and accessible sources of energy. For collecting solar energy and
converting solar radiational to electricity, various photovoltaic panels have invented
and used globally. Each panel consists of several cells that create an electric current
by exposing it to the sunlight. The photovoltaic effect was initially discovered in the
1830s and paved the way for the creation of photovoltaic panels. PV cells such as
semiconductor materials collect the sun radiations and convert the light photons to
electricity. Solar energy can be applied for not only the generation of electricity but
heating and desalination of water as well as cooking.

While the application of solar panels is increasing day after day, the current PV
panels demand high investment cost, and returning of profit for the investors takes
over 5 years. In terms of power generation and efficiency as well as energy storage
systems, there are still a great number of improvements are required. These factors
besides the lack of balance between supplied and demanded amounts of electricity
[13] are some of the barriers to the vast usage of solar energy in the current time,
though it must be noted that the PV panels that are available in the market currently
are noticeably more affordable than their earlier generations that bring the hope for
near future.

The scholars in the last few years have attempted to optimize the efficiency of PV
panels. The current PV panels convert the sun lights more to heat than electricity and
their power efficiency is commonly lower than expectations. Beside the PV panel,
performance as well as efficiency decreases by heating which causes increasing the
temperature of panels [6]. Studies even suggest that a little increase in the temperature
of PV panels can notably decrease their performance and efficiency (Kumar et. al.
2007). Accordingly minimizing the heat gain of PV panels should be taken into
account for assuring improved efficiency [5]. The importance of PV panels cooling
becomes evenmore clear when canonizing the fact that the available PV panels in the
market currently only have an efficiency of 6–20% and hence about 80% of received
solar energy is wasted converting to heat. It has repeatedly confirmed that roughly
increasing the temperature of PV panels for each 1 °C can predict decreasing of .5
efficiency [2, 16, 18] and the temperature over 40 °C can significantly decrease the
Panel’s efficiency [27]. As with the increase in the solar irradiance daily solar panel
temperature also increases gradually [4, 24] therefore photovoltaic panels require an
efficient cooling system to keep an appropriate operating temperature.

To get closer to daily use, it is necessary to minimize heat loss. Various strate-
gies have been used for cooling photovoltaic panels such as air cooling, heat sink,
and water cooling [5, 25]. However, the another strategy has been finding the best
locations for harvesting solar radiation. Cities with a great number of shining days
and at the same time cool weather can be considered the most ideal place for such a
purpose.

Considering the highest and lowest temperatures in the various cities of a country
provides a picture of the efficiency and outputs of the modules. The current study
attempts to compare the photovoltaic panel efficiency in the general for the highest
and lowest annual temperature for the capital of Malaysia, Kuala Lumpur, and the
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coolest region of the country so-called Cameron Highlands. Using MATLAB soft-
ware version R2018a, the study hence simulates the output of the photovoltaic panel
and presents voltage, current, and power curves.

2 Literature Review

The photovoltaic panels temperature can be considered as an essential parameter
that affects their conversion performance and efficiency, the higher the operating
temperature, the lower would be the output [1–39]. Various strategies for cooling
PV panels have tested, and the result for efficiency increase has stated. Evaluating
the performance of PV panels applying aluminum fins El Mays et. [20] found an
improved efficiency of up to 17.7%. Chandrasekar and Senthilkumar [10] studied
the temperature of a finned photovoltaic panel associated with cotton wicks, which
resulted in increasing efficiency up to 14% by lowering the surface temperature of
PV panels. Studies suggest that the cooling of PV panel boards can expand their
effectiveness by 14.3% and hardware costs recoup in 8–7 years with this framework
[31].

Some studies have relied on the numericalmodels for examining cooling strategies
on PV panels efficiency [25]. Applying air-cooled heat sinks on the rear of PV boards
comprise of ribbed dividers with explicit measurements can increase the efficiency
of panels up to 16% [25]. Studies suggest that reducing the temperature of PV panels
for about less 30 °C can enhance the efficiency of the panels up to 14% [23]. Proell
et al. [26] have given another idea to improve the warm productivity of PV/T by
concentrating daylight with explanatory concentrator reflectors to accomplish higher
brilliant force have been done at ZAE Bayern in Garching Germany.

Gotmore and Borkar [14] researched the presentation improvement of photo-
voltaic boards utilizing latent convection cooling under common convection. They
attempted a temporary exploratory investigation on photovoltaic boards with and
without balance cooling to consider the impact of the working temperature on the
voltage–current and yield intensity of the created board. They evaluated this method
successfully as it was evidenced by the effective dropping of PV panels temperature
and consequently 5.5% the efficiency of the panel was increased.

Cuce et al. [9] tentatively analyzed the impacts of uninvolved cooling on sun-
oriented cell execution parameters and their outcomes indicated that the force cell
vitality and vitality efficiencies of thePVcell increment significantlywith the strategy
proposed cooling. Expansion of about 20% in the yield intensity of the PV cell is
acquired with a radiation state of 800 W/m2. The most extreme cooling level is
watched for a power level of 600W/m2.Mojumder et al. (2016) dissected the presen-
tation examination of an incorporated air-cooled photovoltaic warm gatherer frame-
work with cooling blades. Their conclusive outcomes uncovered that the greatest
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warm effectiveness and most extreme productivity were separately 56–19 and 13–
75% utilizing four blades at a mass progression of 0.14 kg/s and sun-oriented radia-
tion of 700 W/m2. To the moment yet the expense of the hardware is generally less
affordable than cooling of PV panels by air.

Some studies have attempted to examine the effect of air cooling of PV panels
using a large number of fans. For example, Kaiser et al. [19] used this technique and
air conduit size and stream speed were taken as an independent variable while the
efficiency of PV boards was taken as a dependent variable. Tonui and Tripanagnos-
topoulos [28] attempted to examine cooling a photovoltaic board using a 0.1 m wide
ventilated channel behind it. Subsequently photovoltaic/warm frameworks PV/T
is made which speaks to the ideal arrangement utilizing photovoltaic boards with
the beneficial job of delivering heat vitality. This component is extremely essential
because two kinds of vitality are the most utilized power and warmth. Additionally,
each ideal capacity carries a resource for the other.

While suggesting this method can positively perfume in terms of PV board
increased efficiency, adding water cooling strategies and splashing water on the
boards can enhance the system performance even more effectively [1, 6, 11, 12].
The circulation of water at the rear side of a typical PV panel is also found as a
good means for reducing its temperature [17, 30]. Among all these strategies, water
shower cooling is considered to be the most effective one [23].

While numerous studies have been conducted on the PV modules performance,
it must be noted that their output in the laboratory and under the daily circumstances
of the outdoor environment cannot be completely equal. Radiation loss, reflection,
shadow, dirt, and dust can reduce the efficiency of PV panels. Besides temperature
incompatibility, cable AC/DC, and inverter role in the performance of PV panels
should not be overlooked [5]. Accordingly, some studies have attempted to measure
the efficiency of PV panels in the outdoor environment and precisely examine the
effects of the sun and surrounding environmental temperatures [8].

Simulation of PV panels modules using MATLAB software has been considered
a precise way for examining their performance and the effect of various factors such
as shadow, heat, and cooling. This method has been used by numerous scholars [32–
37], and the current study applies the same approach for comparing the PV panels
efficiency and performance in two different cities of Malaysia. The further parts of
this paper will discuss the research methodology, data analysis, and findings of the
research. It will also explain in detail the reason behind case studies as well.

3 Research Methodology

Thewarmest and coolest areas ofMalaysia, aswell asKuala Lumpur,were examined.
The current output of the PV panels was examined in the highest and lowest temper-
ature recorded. The highest temperature of Kuala Lumpur was recorded during May
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Table 1 Power output of PV
module at different
temperature in Kuala Lumpur
& Cameron highlands,
Malaysia

Temperature
description

Kuala Lumpur Cameron highlands

Highest
Temperature (Th)

84 °F (302.039 K) 57.2 °F (287.15 K)

Power in highest
temperature (Ph)

429 W, 13.41 A,
32 V, 100 W/m2

461 W, 13.56 A,
34 V, 100 W/m2

Lowest
temperature (Tl)

82 °F (300.928 K) 53.6 °F (285.15 K).

Power in lowest
temperature (Pl)

431.6 W, 13.49 A,
32 V, 100 W/m2

465.6 W, 13.69 A,
34 V, 100 W/m2

as 84 °F (302.039 K) and the coldest month was recorded to be December with
the average 82 °F (300.928 K) avg. the coldest. On average, the warmest month is
May 57.2 °F (287.15 K). On average, the coolest month is July in July is 53.6 °F
(285.15 K).

4 Findings

As shown in Table 1, the module output power increases as the PV module tempera-
ture decreases. This simulation study results support the previous studies indicating
the curve Pmax changes from the 431.6 to 465.6 W as temperature changes from 82
°F (300.928 K) to 53.6 °F (285.15 K). Accordingly, the result of this study supports
the previous research that the geographical location of photovoltaic panels has a
significant effect on the PV panel’s power generation (Figs. 1 and 2).

5 Conclusion

Solar energy is a clean source for the production of heat and electricity. In recent
years, PV solar panels have been usedwidely for harvesting solar energy and creation
of electricity with almost minimum operating costs and fewer environmental impacts
than conventional power plants that use fossil fuels. Previous studies suggest that the
PV panel’s temperature decreases its power generation. The reliance on transforma-
tion productivity and the temperature of photovoltaic cells is a pivotal report space
for scientists. The studies affirm a reduction in productivity while the temperature
of PV cells rises [7]. Most examinations attest that the delivered electricity changes
directly with the working temperature. The normal productivity decrease is around
0–45% for each degree over 25 °C. The electrical force reference delivered by photo-
voltaic boards is resolved for the normal cell temperature of 25 °C and the extent
of sun-powered radiation 1000 W/m2. Right now, cells produce the greatest force
estimated in Watt top Wp. This worth is reasonable for makers however in genuine
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Fig. 1 I-V characteristics of PVmodule for highest temperature condition at T = 84 °F (302.039K)
and Tr = 298 K with irradiance (G = 20, 40, 60, 80 and 100 W/m2) in Kuala Lumpur, Malaysia

Fig. 2 P-V characteristics of PVmodule for highest temperature condition atT = 84 °F (302.039K)
and Tr = 298 K with irradiance (G = 20, 40, 60, 80 and 100 W/m2) in Kuala Lumpur, Malaysia
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working conditions the quality of PV cells relies upon changes in temperature and
level of sun oriented radiation.

The current study aimed to examine the power efficiency differences and the
photovoltaic module between the capital and coolest city in Malaysia. Typical
KC200GTPhotovoltaic Panelwas used, and the analysiswas performed inMATLAB
Editor. Such a generalized PV model is easy to be used for the implementation
of MATLAB modeling and simulation platform. Given solar irradiation and panel
temperature, the model returns an I-V, P-V, and P-I characteristics. The result of the
study confirms that the photovoltaic panel power output is significantly higher in
the coolest city of Malaysia (Cameron Highlands) comparing the capital city (Kuala
Lumpur). The result of the study accordingly is in line with previous studies stating
increasing module temperature decreases the panel power output. Further studies
might concentrate on the best cooling systems for PV panels in Malaysia.
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Tuning of Controllers for a Boost
Converter Used to Interface Battery
Source to BTS Load
of a Telecommunication Site

Mohd Khursheed , M. A. Mallick, and A. Iqbal

Abstract To enhance the reliability of supply to the remote load like base transceiver
station (BTS) load, battery storage sources are used. However, selection of suitable
number of battery units and regulation of power using a DC-DC converter is still a
challenging task. A very few papers are reported in this direction. To fill this gap,
method to select the number of battery units required for a given BTS load and
the designing of current and voltage controller for interfacing the battery source via
boost converter to the load is discussed. Bode plot analysis is carried out for the
tuning of inner current and outer voltage controllers to regulate the power supply.
The performance has been analyzed using MATLAB/Simulink.

Keywords Battery storage · Converter · BTS load · Current controller · Voltage
controller

1 Introduction

Balancing and stabilizing power [1–17] is an exigent task in microgrids. There are
many methods available which deal with this challenge, which include shedding of
load, sources unloading, and combining battery storage with distributed sources for
managing powerwhen energy is in abundance or in shortage [4]. The units for storage
are situated near every distributed source and linked to every power electric converters
or they can be connected to microgrid through a central battery storage unit. For
energy storage, there is a need of converting it into another form, like electrochemical
energy, chemical energy, mechanical or thermal energy [11]. The stored energy can
be readily used during the system being operated in islanding mode, when the major
power intent of stored energy is controlling the voltage thereby maintaining system
frequency when it is being operated in islanding mode [9]. Additionally, when the
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Table 1 Parameters of
DC-DC boost converter

S. No. Parameters Value

1. Rated output voltage 48

2. Source rated power 1.6 kW

3. Inductor 2000

4. Capacitor 3000

5. Current controller 0.16 + 120/s

6. Voltage controller 0.3 + 80/s

grid is in connected mode, the storage system must have the capability to give a
quick response to the changes in transient power [15]. Many applications such as
managing customer energy and ancillary services, to integrate the non-conventional
sources (RES) with the microgrid, also require the battery storage system [5].

1.1 Functions of Battery Storage System

The main functions of battery storage in renewable sources-based supply systems
are [16, 17]:

• A battery storage and power converter helps in maintaining power to microgrid
loads by supplying the active and reactive component of power to the microgrid
loads.

• Battery storage improves voltage stability, i.e., maintaining bus voltage of
microgrid during fluctuations in supply and consumes power [10].

• Moreover, loads having lowpower factor and unbalance loads can be compensated
using battery storage.

• Battery storage provides energy during periods of peak demand.
• The inertia of power electronic converters is very small and consequently

responses quickly to any disturbance in AC microgrids. By incorporating battery
storage units, the output response could be enhanced [3].

• Battery storage is very important in microgrids as the renewable energy sources
have a stochastic and intermittent nature.

2 Specifications of Battery Storage System

The battery storage model which is easily accessible in the Sim Power Systems
Block library has been considered. This model has a little bit different charging
and discharging cycle characteristic, whereas the other parameter of the model keep
unchanged [1]. A Simulink model of 12 V, 80 Ah lead-acid batteries for an array has
been used for the modeling the centralized BESS [2, 9]. In the final simulation, a stiff
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battery source has been considered for only supplying power to BTS load without
taking into account the charging and discharging action [7].

3 Design of Battery Energy Storage System (BESS)
for BTS Load

Output voltage of single battery = 12 V
Ampere hour of each battery = 80 AH

Backup of 8 h is to be provided solely by battery energy storage system

Output voltage of BTS = 48 V
Current requirement of BTS = 30 A
The battery bank would be able to supply current of 30 A, 48 V for 4 h.
Total no. of batteries to be connected in series, Ns = 48/12 = 4
Current supplied by each battery for 8 h IB = 80/8 = 10 A
Total no. of batteries to be connected in parallel, Np = 30/10 = 3

Thus, the battery bank comprises four batteries in series and three in parallel,
respectively.

Total no. of batteries required for BTS operation= 4× 3= 12 lead-acid batteries.

4 Bidirectional DC-DC Converter

A bidirectional DC-to-DC converter has been used for interfacing BESS to micro-
grid [8]. The main purpose of BESS is to provide additional safety and to improve
the stability of overall microgrid system [12]. As shown in Fig. 1, the bidirec-
tional converter comprises of two converters: one is buck converter and another
is boost converter, respectively. For both the converters, IGBT is used as a switching
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Fig. 1 Boost convertor circuit diagram
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device. These switches are triggered using pulse width modulated (PWM) signals.
With the help of proper controlling of converters, bidirectional power flow is main-
tained. When surplus power is available, the converter steps down the output thereby
charging the battery. While during shortage of power, the converter steps up the
output thereby feeding the DC bus [11].

5 Control of Boost Converter

For getting desired output voltage evenwhen there is changes in input source voltage,
load current and converter parameters are required. Any change that occurs is due to
harmonics in supply, sudden load fluctuations, and switching of solid-state devices.
The controllers are required for minimizing sensitivity to changes in load and hence
attenuation in input–output transmission required for large system bandwidth [5,
12]. The controllers are designed for ensuring stability of the closed-loop system
[6]. Moreover, controller should exhibit robust performance for all plant variations
encountered during operation.

5.1 Double-Loop Control of DC-DC Boost Converter

The multi-loop control technique with inner current control loop for DC converters
gives better result as compared to voltage mode control, because of high current
protection ability; higher stabilitymargin assured by the fast control loop (i.e., current
loop) thus better Vin rejection. Two control units are employed in addition to active
balancing circuits. The outer control loop provides the reference current to inner
control loop [14]. The outer control loop is meant for controlling the voltage across
the capacitor whereas the inner control loop controls the current through inductor.

The following two control loops are considered for the design of closed-loop
DC-DC boost converter.

• Inner current control loop (fast response)
• Outer voltage control loop (slow response).

Bandwidth (BW) of the current control loop normally taken higher with respect
to voltage loop in order to make the controller design simpler [13]. This design
technique is normally used for fuel cell use. Fuel cells are highly sensitive toward
the ripple current. For steady and stable working of the converter and fuel cells,
average value of the input current must be regulated to be DC which requires small
band widths of voltage loop and large band width of current loop. Two-loop average
current control boost converter schematic diagram are shown in Fig. 2.
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Kp+Kl/s Limiter Kp+Kl/s+/-

H2(s)

Vref(s)

+/- Limiter 1/Vmpp Tp1(s) Tp2(s)

H1(s)

Vo(s)

Modulater

PI
Controller

Tc2(s) PI
Controller

Tc1(s) Tm(s)

d(s)
iLref(s)

iL(s)

Fig. 2 Two-loop average current control system

6 Designing of Inner Current Control Loop (ICCL)

Figure 3 shows the control strategy for controlling current using inner loop. For
designing must be such that it has faster dynamics (higher BW) as compared to the
outer voltage loop (low BW). As inductor current changes rapidly with respect to
the output voltage, it results in simple design (Table 1).

Output current to control transfer function for the boost converter is given by,

Tp1(s) =
iL(s)

d(s)
= CVo + 2(1− D)IL

LCs2 + L
R s + (1− D)2

(4)

Bode plot of transfer function Tp1(s) = iL (s)
d(s) has been shown in Fig. 4. Bode

plot of Tp1(s) gives the value of PM = 90° at f c= 1.83 kHz (ωc= 11,500 rad/s)
for improving the frequency gain and to minimize the error between the reference
current and actual inductor current a PI controller is used though keeping a positive
phase margin at particular crossover frequency.

+/- Kp +KI/s 1/Vmpp Tp1(s)

H1(s)

iLref (s)
Tc(1s) Tm(s)

d(s) iL(s)

Fig. 3 Inner current control loop
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Fig. 4 Bode plot for transfer function iL (s)
d(s)

6.1 Feedback Gain Design

Assuming 100% efficiency, the average inductor current IL = 62.5 A, taking the
reference value of the inductor current= 62.5A. Thus, the gainH1(s) of the feedback
of current loop can be calculated as

H1(s) = 62.5

62.5
(5)

Thus, feedback loop with unity gain is to be designed.

6.2 Modulator Design

A unipolar or bipolar, either triangular or sawtooth wave has been employed for
carrier signal. The switching frequency of the converter must be similar to carrier
signal frequency. For modulation signal, unipolar triangular wave has been consid-
ered. The maximum value of inductor current is given as (Vo-V in)/L. During first half
cycle (Ts/2) of the wave, the ripple current attains a maximum VP-P of the triangular
modulating signal.

Considering noise, etc., the maximum VP-P voltage of the modulating signal has
been taken as 1.25 V. Thus, the modulator transfer function is given as
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T (s) = 1

Vm,p−p
= 1

1.25
= 0.8 (6)

Bode plot of iL (s)
iLref (s)

for the current controller loop of boost converter is depicted

in Fig. 5. From the Bode plot of iL (s)
iLref (s)

, the value of bandwidth obtain is equal to
191 Hz (1200 rad/s).

Fig. 5 Bode plot of transfer function of iL (s)
iLref (s)

Tc2(s)
Inner 

Current
Loop

Tp2(s)+/-

H2(s)

Vref(s) V0(s)

Fig. 6 Block diagram of outer VCL
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7 Designing of Voltage Control Loop (VCL)

Figure 6 gives the design and working of VCL. The inner CCL reference current
(iL,ref) has been generated by this loop. As the inner current loop is very fast, it
corrects the current error quickly. Thus, the effect of current loop can be neglected
while deigning the VCL. The transfer function of current loop has been ignored
in the calculation and the duty cycle has been substituted with a constant value D
(steady-state value).

Thus putting dˆ(s) = 0 in Eq. (6), and this gives,

Tp(s) = vo(s)

iL(s)
= (1− D)

Cs + 1
R

(7)

Bode plot forTp2(s) is given in Fig. 9. The PM = 141o is obtained on f c =
802 Hz (5040 rad/s). Bode plot of transfer function vo(s)

voref (s)
of voltage controller loop

is depicted in Fig. 8. From the Bode plot, the value of bandwidth of vo(s)
voref (s)

is 15.4 Hz
(96.8 rad/s). From Figs. 7 and 10, it is clear that the bandwidth of current controller
transfer function iL (s)

iLref (s)
is higher than that of voltage controller vo(s)

voref (s)
.

Fig. 7 Bode plot of transfer function vo(s)
iL (s)



Tuning of Controllers for a Boost Converter … 423

Fig. 8 Bode plot for transfer function vo(s)
voref (s)

Fig. 9 Connection diagram of closed-loop control scheme for boost converter with voltage and
current control loop
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Fig. 10 Output voltage, load current, and output power supplied by boost converter to the BTS
load

8 Result and Discussion

Current control of boost converter for checking the performance of voltage and
currentmode control has been shown in Fig. 9. The input source is a battery supplying
power to BTS load through the closed-loop controlled DC-DC boost converter. The
value of BTS load resistance is 1.6 O and the voltage reference is V ref = 48 V. The
closed-loop system is examined. It operates in continuous current conduction mode
and at a constant output voltage of 48 V. It has been seen that the output voltage
is independent of any change in input voltage and output load. At rated BTS load
condition, the boost converter is supplying a power of 1440 W as shown in Fig. 10.
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9 Conclusion

This paper describes tuning of the double-loop controller that is outer voltage
controller and inner current controller implemented through the boost converter of
the battery source feeding supply to the BTS load.

The voltage control loop maintains the capacitor voltage of respective stages,
whereas the current controller maintains the inductor current. The voltage controller
provides the reference current for CCL, whereas the current control loop (CCL)
provides the gate signal to the corresponding IGBT switch.

Moreover, the designing procedure of the current and voltage controller is also
given. The required closed-loop transfer function for each controller is derived and
their frequency response characteristic has been examined using Bode plots. It has
been concluded from the result that the bandwidth of voltage loop is low (slow) with
respect to the high BW (fast) of current controller.

Simulation is done in MATLAB–Simulink environment. From the simulation
result, it has been concluded that current is tracking the reference value and the
output voltage is independent of any variation in the input voltage and that of any
change in load.
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References

1. Matthias D, Andrew C, Sinclair G, McDonald JR (2006) Dynamic model of a lead acid battery
for use in a domestic fuel cell system. J Power Sour 161(2):1400–1411

2. Inthamoussou FA, Pegueroles-Queralt J, Bianchi FD (2013) Control of a super capacitor energy
storage system for microgrid applications. IEEE Trans Energ Convers 28(3):690–697

3. Delille G, Francois B, Malarange G, Fraisse J-L (2009) Energy storage systems in distribution
grids: new assets to upgrade distribution network abilities. Proceedings of 20th international
conference and exhibition on electricity distribution-part I, pp 1–4

4. Chen H, Cong TN, Yang W et al (2009) Progress in electrical energy storage system: a critical
review. Prog Nat Sci 19(3):291–312

5. Chen J, Chu C (1995) Combination voltage-controlled and current-controlled PWM inverters
for UPS parallel operation. IEEE Trans Power Electron 10(5):547–558

6. Datta M, Senjyu T, Yona A, Funabashi T, Kim C-H (2009) A coordinated control method
for leveling PV output power fluctuations of PV–diesel hybrid systems connected to isolated
power utility. IEEE Trans Energ Convers 24(1):153–162

7. Wang M-H, Tan S-C, Lee C-K, Hui SY (2018) A configuration of storage system for DC
microgrids. IEEE Trans Power Electron 33(5)

8. Kwon M, Choi S (2018) Control scheme for autonomous and smooth mode switching of
bidirectional DC–DC converters in a DC microgrid. IEEE Trans Power Electron 33(8)

9. Farrokhabadi M, König S, Cañizares CA (2018) Battery energy storage system models for
microgrid stability analysis and dynamic simulation. IEEE Trans Power Syst 33(2)

10. TremblayO, Dessaint LA, Dekkiche A (2007) A generic batterymodel for the dynamic simula-
tion of hybrid electric vehicles. Proceedings of IEEE vehicle power and propulsion conference,
pp 284–289



426 M. Khursheed et al.

11. Mauracher P, Karden E (1997) Dynamic modelling of lead/acid batteries using impedance
spectroscopy for parameter identification. J Power Sour 67(1–2):69-84

12. Ahmadi R, Ferdowsi M (2014) Improving the performance of a line regulating converter in a
converter-dominated DC microgrid system. IEEE Trans Smart Grid 5(5):2553–2563

13. Sudhoff SD et al (2003) Stability analysis methodologies for DC power distribution systems.
In: Proceedings of 13th international ship control systems symposium (SCSS), Orlando, FL,
USA, p 235

14. Sul S (2011) Design of regulators for electric machines and power converters. In: Control of
electric machine drive system. Wiley, Piscataway, NJ, USA, pp 170–173

15. Wiegman HLN (1999) Battery state estimation and control for power buffering applications.
Ph.D., The University of Wisconsin, Madison, p 216. AAT 9956303

16. Iqbal A et al (2019) Performance analysis of closed loop control of diesel generator power
supply for base transceiver (BTS) load. Int J Innovative Technol Explor Eng 8(9):2483–2495

17. Mohd K et al (2011) Performance evaluation of an indirect vector controlled drive using
synchronous current controller. Int J Eng Res Appl 1(4):2062–2071



Systematic Study of Maximum Power
Point Tracking Methods Used
in Photovoltaic-Based Systems

Sajad Ahmad Tali and Faroze Ahmad

Abstract Photovoltaic (PV) systems use maximum power point tracking (MPPT)
devices for extracting maximum power from solar panel irrespective of dynamic
change in temperature and irradiance. In this paper, concise and organized assess-
ment of numerous maximum power point (MPP) methods is discussed that encom-
passes the perturb and observe (P&O), open-circuit voltage (OCV), incremental
conductance (IC) approach, neural network approach (NN) and the fuzzy logic
method (FLC). The MPPT strategies are assessed on the bases of simplicity, speed,
implementation cost and performance under partial shading condition (PSC); there-
fore, the right literature review is crucial while designing photovoltaic systems. The
comparison of various MPP tracking algorithms is likewise given. Further, mathe-
matical modeling of current equations of solar cell is also done. Moreover, the work-
ability of perturb and observe MPPT is tested in MATLAB/Simulink and results
carried out are also given.

Keywords PV systems · MPPT methods

1 Introduction

The development of the country is largely dependent on successful production and
supply of electricity. In “1950,” India started the electrification program in rural
areas to improve the standard of life and improve economic development [1–6].
Harvesting solar energy for clean electricity helps in improving various sectors such
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as domestic, healthcare and education sectors. Photovoltaic (PV) systems have exten-
sive capability in electrifying the modern world. It is essential to maximize the effi-
ciency without getting affected due to variations in solar irradiance.Many techniques
and methods are implemented on PV system to make it stable and efficient. When
PV panel is operated consistently at MPP, maximum power is drawn from it irre-
spectively of dynamic changes in the environment [5, 6]. Therefore, diverse power
transfer techniques have been developed to maintain the MPP correctly. The second
section discusses various MPPT algorithms in detail. In the third section, MPPT
methods discussed are compared keeping in view speed, oscillations around MPP
and complexity. In the fourth section, mathematical modeling of the current equa-
tions of solar cell is demonstrated in MATLAB/Simulink. Finally, in the fifth section
P&Omethod is tested inMATLAB/Simulink and results carried out have been given
in graphs.

2 MPPT Methods

The different MPPT algorithms discussed in the literature are P&O, IC, OCV, NN,
FLC; amongst them, IC, P&O and FLC are widely suitable ones [1–6].

2.1 Perturb and Observe Method

Thepurpose of this approach is to attainMPP. It is themost commonlyused algorithm,
and MPP is obtained by the repetitive method. This algorithm calculates the power
by measuring the output voltage (V pv(k)) and the current (Ipv(k)) and at the kth
instant and the multiplication of Ipv(k) and V pv(k) results in instantaneous power.
The instantaneous power is equated with power stored in memory. Then, change in
power (�P) and voltage (�V ) is calculated. P&O works on the certainty; if �P
and �V are positive, the algorithm moves in same direction; otherwise, course is
reversed and voltage is raised or reduced accordingly until MPP is reached. P&O is
simple to enforce and inexpensive, but it keeps on oscillating continuously around
MPP ensuing in wastage of energy and its response becomes slow during speedily
changing atmospheric conditions [1] (Fig. 1).

2.2 Incremental Conductance Method

This method overcomes limitations of P&O method. It is based on Eqs. (1) though
(3) that determine that the value of derivative can be equal to zero, higher than zero
or lesser than zero. When the condition of having incremental conductance equals
to instantaneous conductance, it stops unsettling the operating point. The merit of
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Fig. 1 Flowchart of P&O algorithm

IC method over P&O method is its better performance with decreased oscillations
around MPP even when atmospheric conditions are changing at the faster rate. The
drawbacks of this technique are it is complex and costly and cannot track under
partial shading conditions [2].

PPV = VPV × IPV (1)

d PPV

dVPV
= IPV + VPV × d PPV

dVPV
(2)
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d PPV

dVPV
=

⎧
⎨

⎩

0, duty cycle is kept fixed
+ve, increase duty cycle
−ve, decrease duty cycle

(3)

2.3 Open-Circuit Voltage Method

The OCV method works on the truth that MPP voltage is the fixed percentage of
the open-circuit voltage (VOC); hence, it is changeless. The position of the MPP gets
changed around two percent (2%) when the temperature and the solar insulation
vary. Generally, VMPP is K1 times (VOC). The value of VMPP is obtained from Eq. (4),
but this equation is not valid for partial shading condition and from Eq. (5) K1 is
calculated. Choosing the value of “K1” is tedious; for polycrystalline, its value ranges
from 0.73 to 80.

VMPP = K1 ∗ VOC (4)

K1 = VMPP

VOC

∼= Constant < 1 (5)

The OCV method is simple to design and is having lesser “cost”; however, load
gets no power while measuring open-circuit voltage because current through the
photovoltaic system is zero at that point of time. Therefore, energy produced gets
wasted momentarily. It has also the slower response as VMPP is proportional to the
VOC but may not locate correct MPP at rapidly changing conditions and this method
is not valid for partial shading condition [3].

2.4 Neural Network Method

Neural network (NN) approach is trained to produce accurateMPPT operation under
changing characteristics of the PV systemwithout requiring the complete knowledge.
ForMPPT operation, the network constitutes three well-defined layers forming input
layer, middle layer taken as the hidden layer and output layer. The inputs to the
network are taken as the short-circuit current (Isc) and the open-circuit voltage (Voc)

corresponding to PV system that provides the output of the network in the form of
duty cycle (D) together with the achievement of MPP due to hidden layer. This duty
cycle output further drives the conversion process in power converter. It performs
better, “provided” it is initially taught at large. The NN is the strong and comparably
simple design and adjusts itself under changing temperature and illumination in order
to provide efficient output without redesigning the network [4].
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Table 1 Differentiation of MPPT methods [1–4]

Method Convergence speed Complexity Efficiency Oscillations around MPP

P&O Low Low Low Yes

IC Fast Medium High Yes

OCV Medium Low Low (86%) No

NN Fast High High (98%) No

FLC Fast High High No

2.5 Fuzzy Logic Method

The FLC can be utilized to obtain the maximum power that can be produced by the
solar panel under dynamically changing climatic condition. The inputs of the FLC
are alteration in voltage (�V ) and alteration in power (�P) of the PV panel, and
corresponding output can be �V, �P, duty cycle (D) or change in the duty cycle
(�D). FLC is simple to implement and has fast speed with decreased oscillation,
and it does not depend on the mathematical modeling. However, it is unable to find
GMPP under PSC [2, 3].

3 Analysis of MPPT Methods

The comparison of various MPPT methods discussed is given in Table 1.

4 Mathematical Modeling in MATLAB/Simulink

See Figs. 2, 3, 4, 5, 6 and 7.

5 Simulation and Results

The complete PV system along with MPPT is indicated in Fig. 8, with the aim to test
P&O method. Although P&O has simple design and can efficiently track the MPP,
P&O MPPT technique has regular oscillations near the MPP as shown in Fig. 9 as a
result of which a fraction of energy is lost. Therefore, this oscillatory nature needs to
be addressed without increasing the complexity of the P&O algorithm, as well as its
economics.
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Fig. 2 Diode current and shunt leakage current block

Fig. 3 Reverse saturation current block
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Fig. 4 Photocurrent block

Fig. 5 Saturation dark current block
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Fig. 6 MPPT block

Fig. 7 PWM block

Fig. 8 Photovoltaic system block in MATLAB/Simulink
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Fig. 9 “Solar panel,” output power with P&O algorithm at irradiance range of 1000-1500 W/m2
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Hybrid Video Watermarking Based
on LWT, SVD and SWT Using Fused
Images for Data Security

Haweez Showkat, Rohun Nisa, and Asifa Baba

Abstract We propose a new scheme to protect IPR of owners and stop illegal modi-
fication and distribution of videos. We propose embedding of a fused watermark
into videos to solve ownership disputes. The embedding watermark is an image that
consists of two watermarks fused using SWT, so as to make the system more secure.
Embedding and extraction are done using LWT and SVD. Experimental outcomes
show that the extracted watermarks are stout against various noise attacks and are
evaluated using correlation coefficient. The PSNR is also calculated to evaluate the
perceptual video quality.

Keywords Lifting wavelet transform · Stationary wavelet transform ·
Singular-valued decomposition · Digital video watermarking

1 Introduction

The huge advancements made in the field of multimedia communication have
completely changed the scenario of transactions and perceptions, which has in turn
led to untoward apprehensions regarding the information shared and received [1–
19]. It is very convenient to replicate any content, modify it with perfection and then
redistribute it without any objection. Due to these apprehensions, digital watermark
came into existence. Watermark helps in the authentication of information received,
whether it is a text, audio, image or video. In the process of watermarking, the exclu-
sive information is embedded in the information to be sent. This watermark can then
be extracted on the receiver side only by detector [4] to prove its ownership.

The watermarking should have certain properties [1–19]:
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1. The watermark should not decrease the perceptual quality of an image, audio or
video. The PSNR should be above 40 db for commercial implementation.

2. The watermark should be robust enough to withstand any attack by the intruder.
3. The watermark should be exclusive for copyright protection.
4. The process should be such that it can be used in real-time systems.
5. Capacity, i.e., no. of bits to be embedded should be taken into consideration.
6. The watermark should not be detectable by human eye, to keep the embedding

information secret.
7. The watermark must be alive even in the analogue form of an image, video or

audio [6].

There has been much advancement in the field of watermarking since it came
into existence. First watermarking was used to be done in the spatial domain. The
operations are done directly on pixels in this domain. Themost commonmethod used
in spatial domain was least significant bit (LSB) method. It is easy to implement
and understand, but if an attack is launched on each pixel, the watermark can be
easily removed. Then the trend of transforming the spatial domain into the frequency
domain came into being. The main techniques used in frequency domain are as
follows:

Discrete Fourier transform (DFT): It produces complex value coefficients in the
frequency domain for real value inputs. The problem in this method was that it had
symmetry constrains.

Discrete cosines transform (DCT): The cosine and sine coefficients are produced
from real value inputs. It removes the symmetry constrains of DFT.

Discrete wavelets transform (DWT): The image is divided into four frequency sub-
bands: low-frequency band, low–high-frequency band, higher low-frequency band
and high-frequency band. It represents frequency as well as location characteris-
tics. Many other techniques are used in frequency domain that includes LWT and
inverse wavelet transform (IWT). There is another trend of using neural networks
for watermarking, which has a lot of scope in future [8].

2 Preliminaries

2.1 Lifting Wavelet Transform (LWT)

These are second age group wavelets. LWT is better than DWT in many of its
characters like in compression, denoising, watermarking, memory requirements, etc.

They reduce aliasing effects of the image and increase the smoothness. They
also have better frequency localization features. They help for removing boundary
artefacts for good reconstruction features [5]. They are less complex as they reduce
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complexity of processing to about the half as compared to DWT. LWT is a good
option when speed is a critical consideration, like in case of live videos.

LWT has three simple steps that include split, predicting and updating.

Split Step:

This step splits the input signal X(a) into even and odd fragments, respectively.

Xe(a) = X (2a)

Xo(a) = X(2a + 1)

Prediction Step:

These steps predict the odd samplemodels from an even samplemodel. The variation
between the predicted value Pσ [Xe(a)] and the actual value Xo(a) is termed as an
elaborated signal of D(a).

Update Step:

In this step, update operator Us is used. It helps the signal D(a) so as to revise the
even samples. In this step, lifting of bands takes place.

2.2 Singular Value Decomposition (SVD)

SVD is used to convert a single matrix into three matrixes, left matrix (U), singular
matrix (S) and right matrix (V ). S matrix specifies the relation between matrix U and
matrix V, which are the two orthogonal matrices. An image is also considered as a
matrix, which is transformed into vectors U, S and V.

I = USVT

Suppose we have an image matrix I of order n * n, maximum diagonal elements
in S will be n [15]. It particularly specifies the luminance of the image. Generally,
SVD has good embedding advantages, i.e., after embedding the quality of the image
is not reduced. It represents that part of an image which is not visual to the human
eye, so embedding does not decrease the perceptual quality. It is known to keep the
symmetric properties of the images intact. Using SVD helps inmaking images robust
to geometric noises like cropping, scaling, rotation, etc. It also gives non-invertible
nature to the watermark.
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2.3 Stationary Wavelet Transform (SWT)

SWT has same the way of operation like DWT except that it does not involve down
sampling. The process generates four images that have about the half of original
information. The images generated have the same size that of the original. Out of four
generated images, one is an approximated image and other three are detailed images.
The algorithm is decimated, which is applied to rows and columns, respectively, at
each point. It has the properties of translation and invariance so as to remove up
sampling and down sampling steps in DWT. Up sampling is done using a factor of 2
(r − 1) where r refers to level. The algorithm of SWT is known as “algorithm à trous”
in French (meaning of trous is holes in English) as it also inserts zeros in filters.

Figure 1 depicts the steps of the algorithm. The Gi and Hi represent low- and
high-pass filters, respectively.

3 Previous Work

Divjot et al. [1], in his paper, propose a scheme inwhich thewatermarkingof videohas
been done by applying DWT and extracting high-frequency bands of both watermark
and the video. Then the singular values are modified using singular values of both
video frames and thewatermark, considering the scaling factor. Then IDWTis applied
and video is recovered back for sending it to the sender. This proposal is evaluated
based on PSNR and CC which give satisfactory results. Heman et al. [2] This paper
proposes a watermarking scheme which uses DWT and SVD for embedding and
taking out of fusedwatermark. The fusion of images is done usingDWT. Thismethod
outperforms many other schemes without decreasing the perceptual quality. Praful
et al. [9] propose watermarking format using DWT-SVD. It uses high-frequency
band for embedding and extraction. Zhu Shoo-long et al. [7] The paper proposes

Fig. 1 Steps of SWT algorithm
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the scheme for fusing the images using wavelet fusion, so as to improve geometrical
properties of the fused images. It decomposes the images according to their frequency
content and then fused under certain criteria. Then images are reconstructed having
information of all the images, resulting into a fused image. Mirajkar et al. [12] This
paper proposes the union of images using stationary wavelet transform (SWT). This
method is compared with other schemes, and it outperforms many of them.

4 Proposed Methodology

Videos and watermarks are first converted into the greyscale regime so as to work
upon them.

4.1 Embedding of Watermark

1. The frames are extracted from input video, so that each frame is worked upon
individually.

2. Apply LWT on cover frame (A), so as to decompose it into its corresponding
sub-bands, LL, LH, HL and HH.

3. Singular value decomposition is applied on the high-frequency band.

[U,S,V] = svd(HH)

4. Take two images as inputs which have to be taken as watermarks. Fuse the two
watermarks to obtain E, using stationary wavelet transform whose algorithm is
given in fusion section.

5. Apply LWT on fused watermark to obtain L_L, L_H, H_L, H_H.
6. Apply SVD on the high-frequency band H_H of fused watermark image.

[Uh,Sh,Vh] = svd (H_H)

7. Transform the singular values of the frames with singular values of the fused
watermark using scaling factor β, so as to obtain singular values of watermarked
image.

SigmaN = S + (0.β ∗ Sh)

8. Apply SVD to SigmaN to obtain the singular values.

[Uw,Sw,Vw] = svd (Sigma_N)

9. Obtain the higher band of watermarked frame.

Aw = U ∗ Sw ∗ VT

10. Apply ILWT to obtain watermarked cover image A*, using sub-bands LL, LH,
HL and Aw.
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11. Finally, we can recover the watermarked video.

4.2 Extraction of Watermark

1. Extract frames out of the received video at the receiving end.
2. Apply LWT on each frame A*, to obtain the sub-bands A, B, C and D.
3. Apply SVD on higher band D.

[U1, S1, V1] = svd(D)

4. Take the original image (A), apply LWT on it so as it gets the sub-bands LL, LH,
HL and HH, just like was done in embedding section.

5. Apply SVD on high-frequency sub-band.

[U, S, V] = svd (HH)

6. Decompose watermark (E) and apply SVD on its high-frequency band.
7. Obtain the matrix X.

X = Uw ∗ S1 ∗ VwT

8. Take out the singular values of the high-frequency band of watermark image.

recovered_hh = (X − S)/β.

9. Apply ILWT using L_L, L_H, H_L and recovered_hh, to obtain fused
watermark.

10. Apply wavelet-based anti-fusion (explained in Sect. 4.4) on the obtained
watermark so as to get the two watermarks back for further evaluation.

The algorithm used for fusion and anti-fusion of the watermarks is as follows.

4.3 Fusion of Two Watermarks

1. Take the two image watermarks that have to be fused, im1 and im2.
2. Apply SWT on both the images and extract their sub-bands.

[A1L1, H1L1, V1L1, D1L1] = swt (im1)
[A2L1, H2L1, V2L1, D2L1] = swt (im2)

3. Start union by adding two lower bands and multiplying it with the scaling factor.

AfL1 = β * (A1L1 + A2L1)

4. Take absolute values of sub-band details and subtract one from the other.

D = (abs (H1L1)-abs (H2L1)) ==1
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HfL1 = D * H1L1 + (~D) * H2L1
D = (abs (V1L1)-abs (V2L1)) ==1
VfL1 = D * V1L1 + (~D) * V2L1
D = (abs (D1L1)-abs (D2L1)) ==1
DfL1 = D * D1L1 + (~D) * D2L1

5. Obtain the merged image.

Fused image = iswt (AfL1, HfL1, VfL1, DfL1)

4.4 Anti-Fusion

1. Take the fused watermarked image (E) from the extraction end. Decompose it
into sub-bands using SWT.

[R1L1, S1L1, T1L1, U1L1] = swt (E)

2. Extract the lower sub-band.

REL1= (R1L1 − (β * A2L1))/β

3. Extract the other sub-bands by taking the absolute values of sub-bands obtained
and subtracting one from other.

F = (abs (S1L1)-abs (S1L1))>=0
SEL1 = F * S1L1 + (~F) * S1L1
F = (abs (T1L1)-abs (T1L1))>=0
TEL1 = F * T1L1 + (~F) * T1L1
F = (abs (U1L1)-abs (U1L1))>=0
UEL1 = F * U1L1 + (~F) * U1L1

4. Apply ISWT to the obtained sub-bands so as to get 1st watermark image.

imw1 = iswt (REL1, SEL1, TEL1, UEL1)

5. Take the extracted fused watermark image (E) again. Apply SWT to obtain its
sub-bands.

[R1L1, S1L1, T1L1, U1L1] = swt (E)

6. Obtain the first lower sub-band where β is the scaling factor.

REL1 = (R1L1 − (β * A1L1))/β

7. Extract the other sub-bands by taking the absolute values of sub-bands obtained
and subtracting one from other.

F = (abs (S1L1)-abs (S1L1))>=1
SEL1 = F * S1L1 + (~F) * S1L1
F = (abs (T1L1)-abs (T1L1))>=1



444 H. Showkat et al.

TEL1 = F * T1L1 + (~F) * T1L1
F = (abs (U1L1)-abs (U1L1))>=1
UEL1 = F * U1L1 + (~F) * U1L1

8. Apply ISWT to the obtained sub-bands so as to extract 2nd watermark image.

imw2 = iswt (REL1, SEL1, TEL1, UEL1)

5 Parameters for Simulation

The algorithm is simulated on MATLAB, Core2Duo CPU, 4 GB RAM machine.
Wavelet filters for image transformations in LWT are ‘haar’. The two watermarks

used for embedding are of ‘jpeg’ format. The source for video taken is YouTube. Its
parameters are shown in Table 1.

Table 1 Parameters of cover video

Parameters Test video

1 Width * height 640 * 360

2 Duration of video 8 s

3 No. of frames extracted 120

4 Rate of frame extraction 15

Table 2 Proposed algorithm results after evaluation of peak signal to noise ratio (PSNR) and
correlation coefficient (CC)

Attack PSNR CC of fused watermark CC of WM1 CC of WM2

1 NO ATTACK 74.3547 0.9931 0.9795 0.9914

2 GUASSIAN (0.005) 33.8738 0.9923 0.9787 0.9893

3 GUASSIAN (0.01) 31.6654 0.9921 0.9785 0.9888

4 GUASSIAN (0.02) 30.1126 0.9916 0.9780 0.9875

5 SALTAND PEPPER
(0.005)

42.5350 0.9924 0.9787 0.9893

6 SALTAND PEPPER
(0.01)

39.6595 0.9924 0.9787 0.9893

7 SALTAND PEPPER
(0.02)

36.8698 0.9923 0.9787 0.9891

8 ROTATION (15) 26.3210 0.9923 0.9787 0.9891

9 ROTATION (30) 25.7430 0.9923 0.9786 0.9889

10 ROTATION (45) 25.5949 0.9923 0.9786 0.9890

11 CROPPING (1/2) 29.2719 0.9925 0.9786 0.9890

12 CROPPING (2/3) 29.4307 0.9924 0.9786 0.9889
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6 Evaluation Parameters

6.1 Peak Signal to Noise Ratio (Psnr)

In this age of HD and 3D quality videos, the perceptual quality of videos is of great
importance to the viewers specially while broadcasting. So it is important that while
embedding the watermark in the cover video, the quality of the video should not
decrease significantly. To evaluate the video quality perception, we use PSNR. To
calculate PSNR, we first have to calculate mean square error (MSE)

MSE = 1

n

n∑

i=1

(x1 − x2)
2

PSNR = 10 ∗ log10

(
2

max
i

/MSE

)

Maxi tells us about the maximum limit of pixel data.×1 is pixel value in the cover
frame, and ×2 is corresponding value of pixel in the watermarked frame.

PSNR value of around 40 db is taken as good for implementation of the given
scheme.

6.2 Correlation Coefficient (CC)

To evaluate how much difference is there in the watermark embedded and extracted,
we use correlation coefficient. It gives the perspective of how robust a watermark is
towards the noise attacks. The highest value of CC is 1 and 0 is the minimum value.
There is a trade-off between the visibility and sturdiness of the watermark.

7 Experimental Results

Evaluation for our scheme is based on PSNR and CC. Scaling coefficient (β) is taken
as 0.5 (Table 2 and Figs. 2, 3, 4).

8 Conclusion

The proposed scheme outperformsmany other schemes in literature [1]. This scheme
involves videos which is one of the major sought after research domain and most
venerable to spread illegally. This scheme also takes into account salt and pepper
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Fig. 2 Embedded and extracted watermark1 (WM1)

Fig. 3 Embedded and
extracted watermark2
(WM2)

Fig. 4 Embedded and
extracted fused watermark

noise and geometrical noises, which are generally ignored in literature. The scheme
ensures security as the results yield high correlation coefficient in both embedded
watermarks as well as high PSNR of the video after various attacks. Applications
of this scheme are enormous. One of them being that large amount of invisible
information of the patient can be saved in a medical video or image.
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Modeling and Simulation of Solar
PV-Based Grid-Tied Multilevel Inverter

Mohd Suhail Khan, Mirza Mohammad Shadab, Mohammed Asim,
and Javed Ahmad

Abstract The conventional or normal line commutated converters/inverters have
higher-order harmonics as it has square-shaped waveform of line current. Power
transformers or other equipments became heated, and this heating occurs due to the
existence of higher or excessive sequence of harmonics. Pulse width modulation-
based converters/inverters havingMOSFET/IGBT as switching devices possess high
switching losses, as compared to thyristor and SCR. Thyristor-based forced commu-
tated inverters/converters having issues of commutation, and it is not good for PWM
applications. A new multilevel inverter topology is proposed in this paper, in which
two half-wave, three-pulse thyristor-based converters are used to work as a three-
level (multilevel) inverter, by controlling firing angles of switches. The multilevel
inverter is powered by photovoltaic solar panels. This topology has an advantage
of having no separate circuit for synchronization due to natural commutation. The
proposed model is simulated and analyzed for two different conditions initially by
connecting it with RLE load and after that the RLE load is replaced by the solar
PV array in a three-phase three-pulse converter circuit. Both groups of thyristors are
triggered at an angle more than 90° for inverting mode of operation. The proposed
model is analyzed for different firing angle to reduce THD and to analyze the efficacy
or potency of the proposed model.
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1 Introduction

For a higher-power level above, 1 kW in rating normally a three-phase system is used
[1–10]. As compared to single-phase converter, three-phase converters are provided
for higher output voltage due to which the wave voltage reflected in the output
voltage is high [1–10]. Multilevel inverters are widely used for medium-voltage
high-power converters like fans, pumps and material transport depending on their
specific features and restriction like power or voltage level, reliableness, price and
other technological characteristics such as their unique characteristics and limitation
[1, 2]. It results in a very simple tool to smooth the load voltage and load current.
This is the reason which makes three-phase converters that are used in primarily
excessive power variable speed drives. In high-power applications such as in the AC
transmission line system, multilevel inverters are used. The increase in voltage level
decreases the need for filters, on the other hand, higher efficiency is obtained as a
result of a decrease in harmonics. A new idea has been developed to increase the
level with a lower number of switches. This is made up of topology which is closely
related to each application [3, 4]. Earlier, single-phase AC to DC converter is used as
grid-tied inverters for the use of solar energy and feeding it to the grid. However, as
a result of these cases, there is a high level of THD. In this paper, three-phase three-
pulse circuits are used to connect loads and a DC voltage source, later on which acts
as an inverter by controlling the switching angle α [5, 6]. MATLAB/Simulink model
is examined. In this paper. the three-phase three-pulse converters are used and then
total harmonics distortion is found at different condition for converter circuit. The two
three-phase half-wave three-pulse MLI circuit has been used as a three-level inverter
by varying the switching angle above 90°. Two three-phase, half-wave, three-pulse
converter circuits have been shown in Fig. 1 [7, 8]. In the circuit, two half-wave

Fig. 1 Circuit diagram of
two three-phase, three-pulse
converters
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Fig. 2 Circuit diagram of
the two three-phase,
three-pulse converters with
the solar array
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converters have been connected in antiparallel mode via the same AC source and
with independent loads. Both groups of thyristors are triggered at an angle greater
than 90° for inverting mode of operation and after that the battery is replaced by
the solar PV array in a three-phase three-pulse converter circuit which is shown in
Fig. 2. Using various combinations of switching angles (α), THD and power transfer
analyses are taken for both the condition, and the results are compared for both the
circuits [7, 8].

2 Proposed Scheme

RLE load with a fully controlled converter, a multilevel converter projects two ways
operation, namely rectification and inversion mode of operation. When the firing
angle of the converter is hike above 90°, the converter act as an inverter and it acts
like a rectifier for angle lower than 90°. By controlling the switching angle (α) andDC
voltage source at the load end side, the line commutated control rectifier can operate
in reverse mode operation. It is a phase-controlled converter with RLE load. Here,
for DC-to-AC conversion, a multilevel circuit topology has been proposed where
batteries are replaced by the solar PV array. Analyzation of the circuit has been for
three levels of line current. For better performance, it can be increased to excessive
levels. However, it adds the cost of the converter as the level of inverter increases.
Therefore, a worthy deal should be created between the line total harmonic distortion
and the cost of additional hardware. Two three-phase, three-pulse converters topology
has been used for three levels which act as an inverter by linking a DC voltage source
at the load end side and by managing the switching angle α.
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3 Control Strategy

The load current one of two can be continuous or discontinuous. In instance of
continuous current operation, the current of conducting thyristors does not drop to
zero level, it depends on the condition of a DC voltage source, phase angle of load or
inductor and the switching angle. For three-level line current, two three-phase, half-
wave, three-pulse AC-to-DC converters are used. Two three-phase, half-wave, three-
pulse AC-to-DC converters are shown in Fig. 2 in which two half-wave converters
are connected in antiparallel through a same source with independent load. Both
groups of thyristors are triggered or activated at angle above than 90° for inversion
operation. T1 is switched at firing angle 95° and subsequent switches were triggered
with phase delay of 120°. One of the biggest advantages of three-pulse converter
is that each converter has continuous current mode of operation, stepped sinusoidal
wave resembles the waveform of line current and the harmonics content can be
reduced drastically with the selection of switching angle.

4 Simulation of Three-Phase Three-Pulse Converter

The Simulink model of two three-phase half-wave three-pulse MLI has been shown
in Fig. 3. It consists of three AC voltage sources one for each phase, six thyristors (T1

to T6). For each thyristor, the triggering pulses from a six-pulse generator with the
help of a Simulink library. The DC source voltage is 24 V having negative polarity
for inversion mode of operation. The R-L load is given as R = 5� and L = 0.1 H,
respectively, for a two three-phase half-wave three-pulse MLI.

Initially, a MATLAB/Simulink model is obtained by simulating the circuit by
connecting it with a RLE load. The solar PV array is connected in the circuit with the
help of a controlled voltage source which converts the input signal from photovoltaic
array into equivalent voltage source. T1 is switched at firing angle 95° and subsequent
switches were triggered with a phase delay of 120° deg. Total harmonic distortion
and power transfer study is done for various combinations of switching angles.

5 Analysis and Simulation Results

Using MATLAB/Simulink, the simulation of the preferred model is done. The pulse
generator block of the Simulink block set gives the triggering pulses. Using various
combinations of switching angles (α), THD and power transfer study is done. It has
been seen that the power transfer to thegrid initially increases for increasing switching
angle, thereafter it decreases after 115° (for battery array connected system) and for
the solar PV array, connected system power transfer to grid constantly increases. The
THD is almost constant up to 125°. Therefore, a suitable compromise is made for
selecting the switching angle. Figure 4 shows the output waveform of the line current
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Fig. 3 Simulink model of Two three-phase, three-pulse converters

Fig. 4 Output waveform of the line current
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Fig. 5 Line current with THD and harmonics at switching angle α = 95º for the two three-phase,
three-pulse multilevel inverters

of the proposed model. It has been shown in Fig. 5 that for the three-phase three-
pulse converter, THD of line current comes out to be 26.70% at switching angle α =
95º. A comparison of the total harmonic distortion and power transfer analysis for
various combinations of switching angles (α) for battery and solar array connected
system has been shown in Table 1 and 2, respectively. Comparison of switching angle
versus THD for battery and solar cell connected three-phase three-pulse converter
system has been shown in Fig. 6, whereas comparison of switching angle versus
power transfer for battery and solar cell connected three-phase three-pulse converter
system has been shown in Fig. 7.

6 Conclusion

In this paper, modeling and simulation analysis of two half-wave, three-pulse
converter are successfully done. Total harmonic distortion and power transfer exam-
ination are done for various combinations of switching angles. It has been shown
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Table 1 Comparison of
results (Switching angle vs.
THD)

Switching angle (Deg) THD (%)

With battery With Solar Array

95 28.49 26.70

100 32.01 26.63

105 37.79 26.75

110 44.54 26.45

115 49.25 26.59

120 53.43 26.48

125 59.11 26.71

Table 2 Comparison of
results (switching angle vs.
power transfer)

Switching angle (Deg) Power transfer (W)

With battery With solar array

95 −64.55 −338.2

100 −146.1 −691.4

105 −187.2 −999.7

110 −199.8 −1260

115 −200.3 −1472

120 −194.5 −1634

125 −180.2 −1749

Fig. 6 Comparison of switching angle versus THD for battery and solar cell connected three-phase
three-pulse converter system
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Fig. 7 Comparison of switching angle versus power transfer for battery and solar cell connected
three-phase three-pulse converter system

that for three-pulse converter (solar PV array connected) system, the THD of line
current comes out to be 26.70%at switching angleα= 95°, and for battery-connected
system, it is 28.49%. In this paper from the MATLAB/Simulink results shown, it has
been clearly observed that in case of a battery-connected system as the firing angle
rises the power delivered by the battery drop gradually and after a certain rise in the
firing angle power which is delivered by a battery becomes constant. However, in
the case of solar PV array, the power drops rapidly with the rise in the firing angle of
the converter. From THD results, it is found that in case of the battery-based system,
power delivered increases with the increase in firing angle; however, in the case of
solar PV array, it almost remains constantwith the change in the firing angle. For solar
PV-based system, it is advisable to set the firing angle as high as possible because it
increases the power delivering capacity of the solar PV array without increasing the
THD of the output current.
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Improvement of Voltage Stability Margin
in a Radial Distribution System

Afroz Alam, Mohammad Zaid, Umair Shahajhani, and Adil Sarwar

Abstract Voltage instability is one among the main causes of blackout in a radial
distribution system (RDS). There aremany voltage-based indices for analyzing insta-
bility in voltages. In this work, voltage stability margin (VSM) is used to analyze
voltage instability of a 69-bus system because VSM helps in identifying the bus on
which voltage collapse may occur and accordingly, the loadability limit of a partic-
ular feeder section is decided. The VSM of all feeders is evaluated by determining
the loading indices of individual feeders. Based on the values of VSM; the selec-
tion of the weakest feeder is made. On the bus of the weakest feeder having worst
voltage profile, a distributed energy resource has been placed which has significantly
improved voltage profile and VSM of all the feeders.

Keywords Voltage stability margin (VSM) · Distribution system · Feeder ·
Loadability limit

1 Introduction

Voltage stability is an important factor that allows the limit of loadability of a trans-
mission or distribution system [1–9]. With the variation of load, voltage stability
of a system also varies. The type of load also plays a vital role in voltage stability
[1]. Variation in load is very common in the distribution system. Sudden variation
in load leads to instability in voltage across a feeder which may result in voltage
collapse on that feeder. Therefore, various voltage stability indices should be eval-
uated to monitor the VSM of a distribution system. Most of the indices which were
utilized in earlier days have nonlinear characteristic. A novel index for its measure-
ment has been proposed in [2]. The proposed VSM method has linear characteristic
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and provides better results as compared to other indices. It also gives a good approxi-
mation of the distance to voltage collapse. VSM is tested on a 69-bus system, and the
result showed that by improving VSM of the system, voltage profiles also improve.
The main role of VSM is to evaluate that particular bus on which voltage collapse
may occur. The previous indices have been evaluated by considering losses in the
system. Therefore, it is necessary to evaluate the system parameters near the voltage
collapse point. In [3], authors have proposed a new index to calculate the VSM of
the system and also to simultaneously reduce the losses in the system. In [3], authors
have evaluated the VSM based on evaluation of local parameters instead of real-time
measurements. The concept of VSM is mainly based upon the loadability limit of a
bus or a feeder; lower the value of VSM, weaker is the bus and is more susceptible
to voltage collapse, whereas higher the VSM, higher is loadability limit and hence
the stability of the bus will be higher. Out of the several ways of calculating VSM,
a generalized method is discussed in [3]. Allocation of distributed generation (DG)
in a network leads to various advantages in a network which includes minimization
in power losses and enhancement of voltage profile [4, 5, 8, 9].

In this paper, VSM is evaluated by considering loading indices of feeders as
discussed in [2]. The concept of VSM is utilized to improve the voltage profile of
the 69-bus system by the placement of type-1 DGs (generating active power only).
Placement of DGs in a system leads to various advantages including minimization
in power losses and augmentation of voltage profile.

This paper is divided into 6 sections. Section 2 describes the overall system config-
uration of the 69-bus system. Section 3 gives a brief detail about VSMand the loading
index (Li ). Section 4 outlines the problem formulation to calculate VSM by consid-
ering the loading index of different feeders. In Sect. 5, results are discussed. Finally,
the conclusion is discussed in Sect. 6.

2 System Configuration

A 69-bus test system consisting of 8 feeders and 68 branches is shown in Fig. 1.
Average loading of the system is (4293.7 + j4041.9) kVA. Loading index for each
feeder is evaluated. Based on loading index, VSM of each feeder is calculated. The
feeder having least VSM is regarded as the worst feeder. To improve VSM and
voltage profile, DGs of 4 and 2 kW are manually placed at 27th bus and 65th bus,
respectively. The load flow analysis is done using MATLAB version 2015.

3 VSM

The VSM is characterized as the distinction in loadability breaking point and current
working level. Lower value of VSM shows that the bus is experiencing voltage
instability. It indicates the margin of critical point and operating point of voltages.
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Fig. 1 IEEE 69-bus system

Fig. 2 Voltage stability
margin [2]

Figure 2 shows a typical representation of VSM, where PoVC represents the voltage
collapse point. Beyond PoVC, system enters into an unstable region. In any system,
VSM values are used for the selection of weakest bus of the system. In the presented
work, VSM is calculated by multiplying loading indices of individual feeders.

4 Problem Formulation

Consider a feeder as shown in the following figure (Fig. 3).
This feeder may be regarded as a small part of a big system. However, for the sake

of simplicity, we may assume the first bus as having a generating source as shown in
the above figure. It is a well-known fact that loads are not fixed as these vary from
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     A                    B

Branch

  L1                   L2                  L3                   L4                 L5                   L6

Fig. 3 A typical radial distribution system

a minimum value to a maximum value through the operating time interval. Now,
consider the ith branch connected between the buses A and B. As explained in [2],
the loading index (Li ) of each branch is evaluated by using Eq. (1).

Li =
(
2

VB

VA
cos δAB − 1

)2

(1)

where VA and VB are the voltages at buses A and B, respectively, and δAB can be
obtained by subtracting the phase angle of voltage at Ath from phase angle of voltage
at Bth bus and vice versa. After evaluating loading indices of all sections, the VSM
of each feeder can be determined by multiplying these indices as given by Eq. (2).

VSM =
∏
i∈�

Li (2)

Here, � is the set of all sections of a feeder. By performing load flow analysis,
voltage profile of all the buses of a feeder is evaluated. The bus which has the worst
voltage profile is identified, and a DG is manually placed on that bus. In this paper,
only type 1 (supplying only active power) DGs of sizes 4 and 2 kW are placed at the
buses having poor voltages. The allocation of DG improves the VSM of the feeder.

Consider a branch (say b1) between bus 47 and bus 48 of feeder 3 of the system
shown in Fig. 1. Similarly, consider branches b2 and b3 connected between buses
48 and 49 and 49 and 50, respectively. The loading index of b1 is evaluated by using
Eq. (1) as follows:

Lb1 =
[
2
0.9978

0.9982
cos(−0.0013 + 0.0001447) − 1

]2

One may note that the voltages at bus 48 and bus 47 are 0.9978 and 0.9982,
respectively. Also, δ48 and δ47 are−0.0013 and−0.0001447, respectively. Similarly,
loading indices of branch b2 and b3 are determined as 0.9998 and 0.9998, respec-
tively. Hence, bymultiplying the loading indices of b1, b2, and b3, the VSMof feeder
3 can be determined as
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VSM = [Lb1 ∗ Lb2 ∗ Lb3]
= [0.9995 ∗ 0.9998 ∗ 0.9998]

= 0.9991

Power losses of the system have been calculated as follows

PL =
Nbr∑
p=1

I 2P RP

where

PL = power loss,
Nbr = number of feeders,
IP = current in branch p,
RP = resistance of branch p.

5 Results and Discussion

VSM provides a more accurate distance to the bus on which voltage collapse may
occur. The concept of VSM is applied to the 69-bus system; the VSM of each feeder
is calculated. Results obtained for the 69-bus system are divided into the following
3 cases:

Case 1: When no DG is placed

When no DG is connected, power flow is in one direction only. In this case, the VSM
of individual feeders is obtained as 0.7541, 0.8318, 0.9990, 0.9998, 0.9998, 0.8714,
0.7996, and 0.9998. Since feeder 1 has the lowest value of VSM, i.e., 0.7541, it is the
weakest feeder and prone to voltage collapse. Figure 4 shows that voltages at buses
27 of feeder 1 and 65 of feeder 7 have the poor voltage profile.

Case 2: When one DG is placed at 27th bus

When DG of 4 kW is connected at the 27th bus of the 69-bus system, the VSM of
all individual feeders is obtained as 0.8766, 0.8596, 0.9991, 0.9998, 0.9998, 0.8846,
0.8510, and 0.9998. Now, it can be observed from Fig. 5 that VSM of the weakest
feeder has been significantly improved from its previous value.Also, there ismarginal
improvement in the voltage profile of the 27th bus.

Case 3: When two DGs are placed at 27th bus and 65th bus

When multiple DGs of size 4 kW on the 27th bus and 6 kW on the 65th bus are
placed, the VSM of individual feeders is determined as 0.9007, 0.8835, 0.9991,
0.9998, 0.9998, 0.9075, 0.8747, and 0.9998. It can be observed that VSM has further
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Fig. 4 Voltage profile of 69-bus system

Fig. 5 VSM of feeders

been improved from its previous value. Also, there are marginal improvements in
the voltage profiles of 27th and 65th buses.

The 69-bus system shown in Fig. 1, consists of 8 radial feeders and a baseload
of (4293.7 + j4041.9) kVA. In the given system, branch 26 (which connects buses
26 and 27) of feeder 1 having VSM as 0.7541 and branch 64 (connected between
64 and 65) of feeder 7 having VSM 0.7996 are found to have the lowest value of
VSM in their respective feeders. Therefore, feeder 1 and feeder 7 are considered as
the vulnerable feeders of the system, whereas bus 27 is having voltage as 0.9322
pu and bus 65 having voltage as 0.8560 pu is found to have the lowest voltage bus
in their respective feeders. Comparatively, bus 65 has the poorest voltage profile
among all the buses of the system and hence considered as the worst voltage profile
bus. Table 1 shows the system power losses for the cases discussed above. It can be
inferred that apart from improvement in worst voltage value, the system power loss
is also significantly reduced after placement of DGs. The system power loss without
DG was 223.5 kW. When a single DG is placed at bus 27, the VSM of the system is
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Table 1 Results for 69-bus system

No. of DG(s) placed Average VSM of
69-bus system

Worst voltage (in pu) The average real power
loss of 69-bus system
in kW

No DG is placed 0.9069 0.8560 223.5

1 DG of 4 kW placed at
bus 27

0.9337 0.8603 91.1

2 DGs of sizes 4 and
6 kW placed at buses
27 and 65

0.9456 0.9112 38.5

improved to 0.9337 and the power loss is reduced to 91.1 kW; similarly when two
DGs are placed at requisite buses, the power loss is further reduced to 38.5 kW.

6 Conclusion

In this work, VSM is utilized to improve the bus voltages of a system. For this,
first the feeder with poorest VSM is identified and DG is manually placed at the
bus having the worst voltage profile on that feeder. For the test system (consisting
of 8 feeders), loading indices of individual branches of a feeder are evaluated and
multiplied together to get the VSM of that feeder. It can be concluded that, by the
placement of DG(s), VSM of all feeders has improved from their previous values
and the system power loss is also reduced significantly. Improving the voltage profile
with the help of VSM is more effective as compared to the other voltage stability
indices because it varies linearly with the load. In the future work, metaheuristic
techniques for optimizing the sizes and positions of various DGs for the purpose of
improving the VSM may be utilized.
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Optimization Algorithm-Based
Maximum Power Point Tracking
Techniques for Solar PV Systems

Piyush Agrawal, Mohammed Asim, and Mohd Tariq

Abstract Recently, researchers have focused more on the optimization-based tech-
nique for MPPT for PV systems. Modern optimization-based techniques are very
effective in finding global maxima from the pool of many local maxima. This paper
gives an overview of modern optimization techniques based MPPT for PV system.
The algorithms discussed in the paper are PSO, cuckoo search algorithm, and genetic
algorithm (GA). The study is based on the most recent techniques available in liter-
ature. This paper should serve as a reference for future research in optimization
algorithm-based MPPT techniques applied to PV systems.

Keywords Photovoltaic systems · MPPT · Particle swarm optimization · Cuckoo
search algorithm · Genetic algorithm

1 Introduction

Energy demands have seen a significant rise. Coping with this, a sustainable manner
government all over the world is expanding their share in PV technologies. With
new technologies coming into existence for solar PV, it has become one of the most
potential systems to overcome the rising energy demands. Solar PV is economical
in operation, and they produce clean energy. Solar PV over the years have role in
sustaining degradation by serving as an alternative to fossil fuels [1].

Energy harvesting from solar is less efficient. MPP tracking is an essential part of
PV systems. MPPT techniques vary in their application type [2], complexity, sensor
requirement, ease of application and designing, and in many other respects. With
the amount of research conducted in this field, it becomes very difficult to point out
the perfect technique. The survey of papers from our bibliography shows the MPPT
topic that is being monitored and has received a considerable amount of attention in
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Fig. 1 Number of MPPT
papers per year since 2000

the past two decades (Fig. 1). Recently, a shift over modern optimization algorithm-
based MPPT techniques has been observed. Many papers are available in the liter-
ature for traditional MPPT techniques [1, 2]. But literature lacks a paper dedicated
solemnly on modern optimization-based MPPT technique. With new optimization-
based MPPT techniques being reported at a high pace, this manuscript would aid
benefits to researchers.

This manuscript discusses the latest additions in the field of MPPTs. We have
avoided the discussion on non-popular or the techniques showing lesser improve-
ments from the previously obtained MPPTs. The algorithm selected for this paper
is PSO, cuckoo search, and GA. Paper draft is as follow: in Sect. 2, the problem
formulation is discussed, section three discusses the MPPT algorithms, discussion
on result are presented in the next section, and the conclusion is given in last.

2 Problem Statement

The problem ofMPPT can be understood by themeans of Fig. 2. The plot of PV array
is shown in Fig. 2, and the objective of any MPPT technique is to find and make
the operation of PV array for which power extracted from the array is maximize.
This MPP is obtained under specific condition, as generation of PV array is a func-
tion of temp. and irradiance. Optimization-based MPPTs are particularly preferable,
and they have proven way better than conventional, as in partial shading conditions
many local maxima may exist. In contrast, if optimization algorithm-based MPPT
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Fig. 2 Power-characteristics
of PV array

techniques are not tuned properly, they might require a larger time to reach to MPP
[3].

A block diagram of solar PV system is shown in Fig. 3. The boost converter is
selected for the application ofMPPT techniques. PV array is connected in series with
a boost converter, and duty ratio of converter is decided by the MPPT technique. It is
feed to PWM generator for generating switching pulses of the converter. Modeling

Fig. 3 Schematic diagram of a PV array
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Table 1 Simulation
parameters

Simulation parameters Value

Switching frequency 50,000 Hz

L 1 mH

C 1 mF

Load 50 �

of the PV system and MPPT technique is done in MATLAB. Simulation parameters
of modeling are given in Table 1.

3 MPPT Techniques

MPPT is important aspects of the PV, and this paper revolves around three modern
optimization algorithms based on MPPT techniques.

3.1 PSO

PSO was given by Kennedy in 1995 [3]. This algorithm mimics the behavior of a
group of animals. The termparticle denotes a single individual in a group like a bird in
a flock or individual fish in a school. Each particle in a group behaves in a distributed
manner having individual intelligence and the intelligence of collective group, where
if one individual finds food all the group instantly tries to follow it no matter how
far from the food they individually located [4]. Optimization methods that work
on swarm intelligence are known as behaviorally inspired methods, unlike GA and
DE which are the evolutionary type of techniques. While solving the optimization
problems from the PSOmethod, the particles are initially scattered in the domain. The
particles have two characters namely position and velocity. All particles remember
their best searched position, particles interact with each other and adjust their velocity
andpositionkeeping inmind their best searchedposition andbest among the positions
of individual particle known as global best position.

Particles update their speeds and positions according to Eqs. (1) and (2) until
finding two extreme points as shown in.

Vi (n + 1) = w ∗ Vi (n) + rand ∗ c1(pbest (n) − xi (n)) + rand ∗ c2(gbest (n) − xi (n))

(1)

xi (n + 1) = xi (n) + vi (n + 1) (2)
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Fig. 4 Flowchart of PSO

where i is the particle index; w is the internal coefficient of velocity, c1, c2 are
acceleration coefficients, and rand is a random constant generated between 0 and 1.
The working of PSO is shown in Fig. 4, and simulation results obtained from PSO
algorithms MPPT are depicted in Fig. 5.

4 GA

GA was introduced in by Henry Holland in the early 1960s [5]. GA is inspired by
natural genetic and selection of the fittest theory of Darwin. Initially, a population is
created by randomly generating solutions in the search domain. After that new popu-
lation is created by crossover mutation and survival operators. Figure 6 represents
the results obtained by the GA in MPP tracking. The algorithm GA is given below.
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Fig. 5 Results obtained from PSO algorithm for MPPT, a PV output current, b output voltage,
c duty ratio of converter, d tracked power

Fig. 6 Results obtained from GA for MPPT, a PV output current, b output voltage, c duty ratio of
converter, d tracked power
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wwhile Generation • 5000 ddo
Selection 
Crossover 
Mutation 
if Child has better fitness tthen

           Child Survives 
else

           Parent Survives 
end if

end while
Selection algorithm:
x = y 
while x == y ddo

n = rand 
m = rand 
Compute scaled fitness of chromosomes 
x = chromosome falling in the range of n 
y = chromosome falling in the range of m 

end while
Crossover Algorithm:
n = 1 
while n • 32 ddo

if n • 16 tthen
     Copy bits from First Parent 
else
     Copy bits from Second Parent 
end if
n = n + 1 

end while
Mutation algorithm:
n=rand 
if n ≤ 0.2 then

bit = randi(32) 
child(bit) = rand 

else 
 child = child 
end if 

5 Cuckoo Search Algorithm

It is proposed in 2009 by Xin-She-Yang and Saush Deb [6]. This algorithm mimics
the reproductive strategy of cuckoos. The cuckoo lays an egg in a host communal
nest. If the host birds found out the peracetic eggs, parasitic birds either throw away
the laid eggs or leave the nest. But some cuckoo’s have the ability to mimic the eggs
of host birds. Similar looking eggs create an illusion in host birds’ minds and chances
of cuckoo eggs to survive increases.



474 P. Agrawal et al.

The cuckoo search algorithmwas also applied for findingMPPT, and the algorithm
was implemented using MATLAB. Results obtained by the cuckoo search algorithm
are shown in Fig. 7.

6 Discussion

Many MPPT technique and grid integration were reported in literature [7–11].
With traditional techniques such as P&O and IC being popular among all, new
optimization-based techniques have recently been reported to perform well in varied
conditions. There is not a thumb rule to choose any MPPT for a particular system.
It depends upon applicability and ease of implementation and system requirements.
Ease of implementation makes anMPPT very popular, with traditional MPPT’s such
as P&O are easier to implement than the MPPT’s involving modern optimization
algorithms. But modern algorithm-based techniques show a greater performance for
partial shading conditions. In this study, it is found out that the convergence rate
of the cuckoo search algorithm was better than other search algorithms. All the
techniques were implemented in MATLAB®/Simulink. Table 2 represents the major
characteristics of the discussed MPPT techniques.

7 Conclusion

In this paper, optimization algorithm-based MPPT techniques are discussed. A
comparison of these techniques is made. Modern optimization algorithms are very
competitive in foundingMPPT in very wide scenarios, where many local minima are
present, but they suffer from the condition of sluggish behavior and complexity in
construction. While traditional MPPT’s are easy to implement, but they are not suit-
able in many minima conditions. In this report, it is found out that the cuckoo search
algorithm is the most suitable optimization algorithm for the MPPT application.
Concluding table and discussion serve as a guide for future research.
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Table 2 Characteristics of different MPPT’s

Technique Tuning required Speed Complexity Required signals

GA Yes Fast High Varies

PSO Yes Very fast High Varies

Cuckoo search Yes Very fast Very high Varies

Acknowledgements The authors would like to acknowledge Integral University for providing the
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References

1. Iqbal MT, Tariq M, Ahmad MK, Arif MSB (2016) Modeling, analysis and control of buck
converter and Z-source converter for photo voltaic emulator. In: 2016 IEEE 1st international
conference on power electronics, intelligent control and energy systems (ICPEICES), Delhi,
pp 1–6

2. Khan MJ, Mathew L (2017) Different kinds of maximum power point tracking control method
for photovoltaic systems: a review. Arch Computat Methods Eng 24:855–867

3. Eberhart R, Kennedy J (1995) New optimizer using particle swarm theory. In: Proceedings of
international symposium on micro machine and human science, pp 39–43

4. Shi H, Wen H, Hu Y, Jiang L (2018) Reactive power minimization in bidirectional DC-
DC converters using a unified-phasor-based particle swarm optimization. IEEE Trans Power
Electron 33(12):10990–11006

5. Tang KS, Man KF, Kwong S, He Q (1996) Genetic algorithms and their applications. IEEE
Sig Process Mag 13(6):22–37

6. Gandomi AH, Yang X, Alavi AH (2013) Cuckoo search algorithm: a metaheuristic approach
to solve structural optimization problems. Eng Comput 29:17–35

7. AsimM, TariqM,MallickMA, Ashraf I An improved constant voltage basedMPPT technique
for PMDC motor. Int J Power Electron Drive Syst 7(4)

8. Tariq M, Iqbal MT, Iqbal A, Meraj M, Roomi MM, Khan MSU (2016) Comparative analysis
of carrier schemes for PWM in multilevel PUC inverter for PV applications. In: 2016 4th
international conference on the development in the in renewable energy technology (ICDRET),
Dhaka

9. Asim M, Tariq A, Tariq M (2011) Simulink based modeling, simulation and performance
evaluation of an MPPT for maximum power generation on resistive load. In: 2nd international
conference on environmental science and technology. IACSIT Press, Singapore

10. Tariq M, Iqbal MT, Meraj M, Iqbal A, Maswood AI, Bharatiraja C (2016) Design of a propor-
tional resonant controller for packed U cell 5 level inverter for grid-connected applications. In:
2016 IEEE international conference on power electronics, drives and energy systems (PEDES),
Trivandrum, pp 1–6

11. Bharatiraja C, Munda JL, Bayindir R, Tariq M (2016) A common-mode leakage current miti-
gation for PV-grid connected three-phase three-level transformerless T-type-NPC-MLI. In:
2016 IEEE international conference on renewable energy research and applications (ICRERA),
Birmingham, pp 578–583



A Review of Power Factor Correction
and Reduction in Total Harmonic
Distortion for LED Drivers

Akanksha Verma, Rajesh Narayan Deo, Mahmood Alam Ansari,
Megha Tomar, and Gautam Nath

Abstract The light-emitting diode (LED) driver is of great importance for efficient
lighting. The main challenge for the LED driver is to reduce the THD and improve
the PF of the circuit. Low power factor in LEDs makes it unsuitable for commercial
use. Low power factor not only increases the losses but also is destructive for the
electrical equipments. This paper deals with the technologies used for power factor
correction and the requirement for using such technologies. It also covers the various
problems related to power factor and the related works on power factor and THD
improvement for LED driver.

Keywords LED driver · Total harmonic distortion (THD) · Power factor
correction (PFC)

1 Introduction

LEDs need DC supply of voltage after the conversion of supplied current by the
power line. Hence, the performance characteristics totally depend upon the design of
LEDs [1–22]. LEDs are now being used in the lighting market, and the conventional
lighting sources are replaced by LEDs for the purpose of decoration, display, and
public lighting applications. Since the LED has long lifetime and is mercury-free, its
popularity is increasing in lighting market [1–22]. The shape, size, color, and pattern
of illumination can be varied accordingly in LEDs [1]. TheV-I characteristic of LEDs
resemble with that of a diode. It implies that a minute variation in the voltage can
cause huge fluctuation in the current and its luminous outputs. So, LEDs should be
powered by constant current source [2, 3].

AC sinusoidal voltage source is converted to rectified sinusoidal voltage either
through half or full wave rectifier before taking it in use. Block diagram of light-
emitting diode driver structure is shown in Fig. 1. This is the basic structure of the
driver. Various converter topologies can be used in power factor correction. LEDs
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Fig. 1 Block diagram of LED driver

powered byACpower source are considered to be nonlinear loads. Due to this nonlin-
earity, the LEDs are considered to have low PF, and the total harmonic distortion
(THD) is also large when compared to other lighting devices. Although LEDs save
lot of energy, due to low power factor, the incandescent lamp is preferred over LEDs
due to its high input power factor in the commercial use. Due to low power factor,
the useful power gets wasted in the form of resistive losses in wiring. The other
consequence of low power factor is THD. So design factors improve power factor
and also trim down THD. Hence, it is beneficial to correct power factor for many
types of load [21, 22].

Power factor is related to apparent power and real power.Real power is the capacity
to operate in a given time limit. The product of voltage and current of the circuit is
apparent power. Power factor may be used to find out the contribution of current to
real power in the load. The load which has better power factor requires less current.
A load with a power factor equal to unity demands least amount of current. Low pf
and increased THD may result in high energy costs transmission losses and damage
of equipments.

The power factor in case of LED is 30% less than that of incandescent lamps. The
input current in case of LED contains high amount of harmonics due to which large
portion of power is wasted in the form of reactive power.

2 Power Factor and Total Harmonic Distortion

Reason for low pf may be due to phase difference of voltage and current. The other
reason may be distortion and harmonics in the current. To overcome this problem,
it is requested to couple a power factor correction (PFC) stage to the bridge rectifier
whichwill improve the current shaping to bemore sinusoidal. Power factor correction
means correcting the characteristics of the parameters that produce power factor <1.
Power factor control is required to balance the effects of harmonics due to nonlinear
loads like rectifier and smoothing capacitor. Design of LED driver that improves
power factor and reduces THD is regarded as improving PF/THD performance. A
power factor corrector includes amplifier and multiplier arranged in a manner to
maintain the power factor.
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Nonlinear loads are responsible for creating harmonic currents apart from the
original AC current. Addition of linear component like capacitor and inductor would
not help to reduce the harmonic currents. Active power factor correction is the best
approach toward improvement of power factor and reduction of THD. The active
PFC controls the input current to the load and maintains it as the voltage waveform
(sinusoidal wave). Boost circuits, buck circuits and buck–boost circuits are common
active PFC. Boost converters can be inserted between bridge rectifier and the input
capacitors. Boost converter maintains the constant DC voltage at its output and draw
current which is in phase with frequency and voltage. Active PFC can increase
power factor up to 0.99 (99%).Switched mode converters are used for high-power
LED application for better efficiency [4]. Circuit diagram of boost converter and
buck–boost Converters is shown in Fig. 2. From Table 1, it is seen that boost and
buck–boost converters are best for LED lighting applications.

Buck, boost and buck–boost are the basic topologies of DC–DC converter. From
Table 1, it is clear that boost and buck–boost operate well in DCM. Input fed to these
topologies is not pure DC. Hence, rectifier is needed here. Output of the rectifier is
pulsating dc. This pulsating DC drives the main circuit. Pulsating DC has high value
of ripples and harmonic contents. This results in low power factor and increased
THD.

Fig. 2 Buck–boost and buck converter

Table 1 Comparison of
converters

Converters Waveform of line current PFC in DCM

Buck Poor

Boost Better

Buck–boost Excellent
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3 Existing Techniques

Anwar et al. [5] worked on improvement of PF for LEDs having energy storage
with the third port. It includes the omission of heavy electrolytic capacitors. The
LED driver including flyback converter is taken in use. This LED driver operates in
two manners for PFC. The first is uncontrolled rectifier, and the second is flyback
converter. The flyback converter contains three switches, having transformer, capac-
itor with power decoupling and capacitor for output filter. The first switch has respon-
sibility for controlling shape of input current. The second switch stores the power in
the above-mentioned capacitor, and the third switch makes the path for current flow
in LED.

Simulation results clearly show the improvement of power factor and the operation
of capacitor used for decoupling in accordance to the controller. As the power factor
is improved, the harmonics are reduced. The elimination of electrolytic capacitor
will tend to maximize the life time of LEDs.

Aclkgoz et al. [6] worked on PFC control of LED lamp driver based on robust
controller. The proposed LED driver contains transformed boost converter and LED
strings. The transformer used is step-down transformer to step down AC voltage.
Neuro-fuzzy controller is introduced which controls DC voltage. The total harmonic
distortion in this proposed structure is approximately 1.10%, and power factor is
0.9999. Two neuro-fuzzy controllers are included; one is for voltage control and
other is for the control of ic current. In this, boost converter is used so that higher
output voltage can be achieved. The proposed LED structure increases power quality,
reduces THD and improves power factor.

El-Moniem et al. [7] worked on a PFC control for LED lamp driver with current
sensorless. In the paper, PFC controller with boost mode is used. The mentioned
structure is easy to design as current sensor is not used and the total cost is low. Instead
of current sensor, two ADCs are used for sensing of input and output voltages, and
zero-crossing detectors are used for accuracy. It has been stated from the experiment
results that in case of the above control techniques of PFC circuit, the input current
contains minimized THD (5%), and the power factor is increased up to 0.998.

Zaky et al. [8] illustrated control of PF forLEDsusing sensorless predictive current
controller. This paper eliminates sensorless predictive current controller as this will
improve power factor of the LED driver and will bring reduction in cost. Under the
proposed paper, the power circuit and the controller are isolated. The control part
basically consists of two-loop control, so as to get maximum power factor having
sinusoidal input current. Speed of operation is also fast. The effect of PFCon the input
current is presented in the paper. Sensorless predictive current LED driver consists
of a LED lamp string supplies by full bridge rectifier and step-down transformer.
Sensorless control consists of two control circuits. A PI controller is also used for
adjustment of LED lamp output voltage. After theoretical and experimental analysis,
it is noted that THD of the current is only 3%, and PF has improved up to 0.9996.

Singh et al. [9] worked on buck–boost PFC converter with bridgeless concept
for multiple string LED driver. The proposed design uses dimming technique for
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lighting adjustment. It consists of BL buck–boost PFC which supplies power to the
flyback converter which is isolated. Low voltage from flyback DC to DC converter
feeds the synchronous mode buck converter which is used to drive multistring LED.
Thus, design provides improved power factor at low cost. The preferred converter
for such LED driver has three stages. The stage 1 is BL buck–boost PFC converter
which regulates the DC bus voltage and is used for improving PF and THD in source
current. In this way, the life time of LED driver increases. The second stage, as seen
earlier, consists of a constant DC voltage which feeds the isolated flyback, DC–DC
converter, and in the same way, this becomes source to the buck LED driver working
in synchronous mode and the cooling system. The cooling system is responsible
for adjusting the junction temperature. The third stage consists of a constant current
synchronous buckLEDdriverwhich has pulse-widthmodulation dimming character-
istics. The above-mentioned buck converter controls the illumination. The topology
of buck converter also increases efficiency of the LED driver.

Cheng et al. [10] proposed LED driver consisting of buck–boost and buck
converter. In these converters, MOSFET acts as an active switch. The two switches
can operate in ZVS on inductor current being freewheeled in converter to flow the
current through the diodes ofMOSFET. The buck–boost operates inDCM to increase
PF at input line. Both the active switches reduce the switching losses. Use of auxiliary
switch or use of snubber circuits is not suggested due to the complexity of the circuit
and increment in cost. There are two stages in LED driver. The first one is buck–boost
converter which performs PFC and the second stage is buck converter which steps
down the voltage in order to drive the LEDs. Prototype of 60 W LED is constructed
and tested. The experiments done clearly resulted in reduction in switching losses,
and the pf was increased up to 0.99 and efficiency increased up to 93%.

Cheng et al. [11] proposed a LED driver in single stage with PWM dimming
for streetlight application. This LED driver offers power factor improvement to a
great extent. The single stage extent consists of AC to DC converter with induc-
tors in coupled form and LLC resonant converter of half bridge type. AC to DC
converter with coupled inductors operates in DCM. LLC resonant converters are
used to reduce switching losses and hence increase efficiency of the circuit. A proto-
type for supplying 144 W rated LED is constructed and tested with input voltages
from 100 to 200 V. The experiment results show a high efficiency up to 93.130% at
120 VAC and maximum PF up to 0.99 at 100 V VAC. The THD is also very low (up
to 12.02% at 100 VAC). It produced minimum output voltage ripple (less than 4%)
and current ripple (less than 4%) at 110 input voltage and PWM dimming capability
range from 20 to 100%.

Cheng et al. [12] worked on LED driver with single stage having PFC and soft
switching. This design is useful for energy saving indoor lighting application. The
proposed structure is integratedwith dual buck–boost converter having coupled struc-
tures and series resonant converter in half bridge form along with a bridge rectifier
circuit to form a LED driver of single stage. The suggested topology has greater
efficiency (more than 91%) increased pf (>0.96) and low output current ripple factor
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(<8%). Prototype circuit is tested for feeding 18 W LED with voltages of 100–
120 V. The result shows a low-current THD (<10%) suitable for lighting in indoor
applications.

Cheng et al. [13] proposed a novel LED with PFC in lighting for indoor applica-
tions. It consists of a buck converter in inverse mode and PFC. The proposed design
offers low THD, improved pf and high efficiency. A prototype supply 18 W to the
LED tube lamp driver is tested with input voltage of 110 V. The result demonstrated
efficiency greater than 90%, improved power factor (>0.96) low THD (less than
27%), minimum voltage ripple factor (less than 1%) and minimum current ripple
factor (less than 2%).

Zhang et al. [14] worked on a high PF isolated LED free from flicker. The first
stage is boost converter for PFC which consists of boost inductor, input bridge diode
andmain switch. This converter is operated in boundary condition mode. The second
stage is of flyback converter which is made of diode and transformer power switch.
It works in state of quasi-resonant. Switching losses can be improved. After testing
the prototype supplying 60 W power to the LED driver at 110 V, improvement in
the stated parameters can be seen. Using the proposed technique, PF of 0.999 is
maintained and THD of 4.1%. The overall circuit efficiency comes out to be 90.58%.

Wong et al. [15] proposed LED driver with single phase with least processing
required and increased power factor. The design is such that the offline power
supplying the LED should have the following characteristics: greater efficiency,
large life span, improved PF and low THD. Minimal power processing allows to
increase efficiency. In this technique, front-end converter is used, which operates in
DCM and is modulated with PWM. Converter with front-end gives dual output. One
output is attached to the load of LED by the switch and other is attached to the DC
storage capacitor. The power flow in the circuit is controlled to obtain the minimal
power processing, so as to reduce the DC storage capacitor. The proposed circuit has
no requirement of electrolytic capacitor, and hence, the life span is increased. The
prototype is constructed and tested, and the PF is found to be greater than 0.98 at the
input voltages of 85, 110, 130 V, and harmonic content is also reduced.

Chowdhary et al. [16] worked on efficient LED driver having low power and
galvanic isolation. The LEDdriver consists of active buck converter with PFC correc-
tion topology. The system consists of PFC unit fed by rectifier which is responsible
for reducing the harmonic content of the current by controlling the sending end PF.
It also consists of DC link inverter having buck converter with soft switching and
LLC resonant inverter. PWM signals of 20 kHz control the switching converters.
The software used for simulation of 12 W LED driver is PLECS. The results after
simulation show the reduction in total harmonic distortion (<10.7904%), and the
sending end PF is increased up to 0.9893.

Gritti et al. [17] introduced new technique for correction of power factor for a
flyback converter. Primary regulation technique is applied to the converter to reduce
the THD. In conventional PFC flyback converter, the THD was reportedly found to
be higher. Some effort is being taken in the proposed technique to reduce the THD
and improve power factor. A prototype of 35 W LED driver is tested to verify the
proposed scheme. The results of the experiment clearly mark the reduction of THD.
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Total harmonic distortion is found to be lower than 5% which seems better than the
existing schemes. The power factor is increased up to 0.99.

Fang et al. [18] proposed flicker-free technique with high power factor by energy
channeling ripple cancelation. In order to have two output voltages, the input power
is divided into two segments. The output voltage consists of one main voltage and
other auxiliary voltage. The main output is responsible for providing storage for
energy and has twice of line frequency ripple voltage. Auxiliary voltage cancels the
ripple voltage. In this way, flicker-free performance can be achieved. The proposed
prototype of 8.5 W and 50 V/0.17 A is tested. The experiment results show 5.8%
120 Hz of twice line frequency ripple current and high PF (approximately 0.97) and
full load efficiency of 86% under 110 V rms input.

Pandey [19] introduced an AC LED driver with bridgeless boost converter. The
proposed scheme offers an improvement in PF and THD for LED driver circuit. This
topology consists of boost and buck–boost converter. The proposed structure consists
of one inductor and one capacitor, having low value. The conventional and proposed
method is compared after simulation. It is found that in conventional circuit, THD is
68.52% and PF up to 0.98, whereas in the proposed circuit, THD is approximately
equal to 0.93% and PF is about 0.991. In this circuit, passive components are not
used in large number.

Baek et al. [20] illustrated a LED with single mode. This driver is based on buck
converter in inverted mode and switches for controlling current path. This scheme
includes circuitry for control, diode bridge and buck converter in inverted mode.
Various switches attached to the LED strings are used in a parallel. Conventional
LEDs use forward voltage with fixed value but the proposed LED driver uses forward
voltage with variable values as per the level of input voltage. The proposed driver
with 7 W power supply with four LED segments is constructed and tested. The
experiment results show that at input voltage of 110 V, the PF is obtained to be 0.94,
and efficiency is increased up to 94%.

Table 2 represents the techniques used for the correction of power factor and total
harmonic reduction. It also compares the techniques on the basis of converters.

4 Conclusion

The discussed schemes provide power factor correction and reduction in THD. There
is need of power factor control for LED driver to reduce the losses and cancel out the
effect of harmonics which occur due to nonlinearities. Active power factor correction
helps in the reduction in harmonics and improved power factor. Various prototypes
have been built ranging from low to high power, supplying the LED driver with vari-
able input line voltages from 100 to 200 V. The main focus of proposed structures is
to reduce THD, improve power factor, reduce ripple factor and increase the efficiency
of the circuit. A review of such schemes is done and found that the PF is increased
up to 0.999 and THD is reduced up to 0.93%.
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Table 2 Comparison of techniques with PFC and THD reduction

Techniques applied Converters used PFC and THD

1 LED having energy storage with
third port

Flyback –

2 LED driver based on neuro-fuzzy
controller

Boost PF-0.9999
THD-1.10%

3 LED lamp driver with current
sensorless

Boost PF-0.998
THD-5%

4 LED with sensorless predictive
current controller

– PF-0.9996
THD-3%

5 Bridgeless concept for multistring
LED driver

Buck–boost –

6 LED driver with buck–boost and
buck converter

Buck–boost and buck PF-0.99

7 Single-stage LED driver with
PWM dimming

LLC resonant PF-0.99
THD-12.02%

8 Single-stage LED Dual buck–boost PF > 0.96
THD < 10%

9 Novel LED with PFC Buck PF > 0.96
THD < 27%

10 Isolated flicker-free LED Boost and flyback PF-0.999
THD-4.1%

11 Single-phase LED driver Front-end converter PF > 0.98

12 LED driver having low power and
galvanic isolation

Buck converter and LLC resonant
inverter

PF-0.9893
THD < 10.7904%

13 LED driver with flyback converter Flyback PF- 0.99
THD < 5%

14 Flicker-free LED - PF-0.97

15 AC LED driver with bridgeless
boost converter

Boost and buck–boost PF-0.991
THD-0.93%

16 Single-mode LED Buck PF-0.94
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Case Study of Synchronization of Solar
Power Converter

Prashant Kumar Singh, Rajesh Narayan Deo, Vishal Vajpayee,
Vipin Verma, and Vivek Bajpai

Abstract In this paper, the modeling, hardware evaluation and simulation of PV
solar power converter are discussed. The DC is converted into AC by grid-tied PV
converter & then connected to a power grid. Voltage profile can be modified by
connecting a known load of solar System. Hence, the system still experiences over
wear to solar PV range connected is a way excess than local loads. The controlling
of power factor also seems to enhance the voltage profile all over the feeder.

Keywords DC–AC inverter · Power converter · Solar PV

1 Introduction

Human population is growing day by day so does the increase in energy demand,
and solar energy sources are one of the most efficient energy systems [1–3]. A
Global Status Report in 2017 said that approximately, 62% of renewable resources
are responsible for the total energy production [4]. As fossil fuels are the main reason
for greenhouse effect, its goal is to decrease the use of fossil fuels. Solar energy
sources are one of the most efficient energy systems because it’s miles a carbon free
era and also easy for installation, safe, dependable and maintenance free but solar
PV output can vary unknowingly and indefinitely due to climatic conditions as the
solar PV is a fluctuating source [5]. Overvoltage, device overloading and numerous
operations of voltage regulations are one of the main problems when installing a
solar PV. Generally, power flow in Solar PV is single directional and drops rapidly
when it gets cloudy [6], whereas during a sunny day, power flow increases fiercely,
and this may cause upward thrust of output energy and system starts to characteristic
bidirectionally, hence can be reason for overload inside distribution feeder [4].
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2 Solutions to Overvoltage

After performing a number of studies for range of studies for getting answers to
accurate overvoltage of distribution-system, Tie and Gan said that voltage upward
push is laid low with the size of cable. By the result of simulation, it has been proved
that growing the dimensions decreases the rise in voltage of distribution network.One
of the answers to correct overvoltage is to change the faucet of OLTC transformer
[7] but because of fast need of sun PV, Chirapongsananurak and Hoonchareon stated
that overvalue problems in distribution network could not be corrected any longer
modifying faucet of OLTC transformer. Because of the abrupt trade of weather, work
of OLTC transformer is not always sufficient to offset quick voltage medications.
Moreover, the sturdiness of transformer gets reduced along with boom in range of
transformer working. It is used to stock piece of power produced by sun PV which is
saved in EESS, and it additionally absorbs any remaining active strength transferred
to application framework via sun PV [8]. As the load may be at once carried out by
requirement and therefore controlled signal may be produced bymeans of imperative
attendant, reverse energy drift and high call is decreased [9]. So, the utilization of
solar PV is not always constant at some point of the year [4]. Hence, combining the
call for real power response has been proposed. Cosmic PV converter generates and
absorbs receptive energy for voltage changes (Fig. 1).

3 Voltage Profile Challenges

To enhance the voltage profile for suspicious network, cosmic PV system is the best
[10]. An overvoltage may be visible at the network if range of cosmic PV system
installed is extra as compared to loads. Figures 2, 3, 4 and 5 suggest assessment of
voltage profile for five scenarios. The end substation voltage is 11.017 kV for all the
instances before putting in solar PV systems [11]. The voltage falls because of high
strength loss attributable to the resistance [12]. Hence, adjustments in voltage profile
are imitated by connecting cosmic PV structures of distinctive potential. Hence,
suitable range needs to be ±5% of eleven kV.

3.1 Case 1

In Case 1, the voltage profile for three distinct situations, voltage pre-connecting
cosmic PV system, voltage after 1MWcosmicPVmachine and voltage for a fiveMW
cosmic PV system are connected (Fig. 2). These cosmic PV systems are connected at
Sub 20. The setup of five MW cosmic PV increments voltage profile for community
greater when correlated with at least one cosmic PV setup.
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Fig. 1 A typical distribution network

Fig. 2 Voltage profile
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Fig. 3 Voltage profile

Fig. 4 Voltage profile
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Fig. 5 Voltage profile

3.2 Case 2

For Case 2, assessment of voltage profile throughout the main feeders for three
distinct conditions can be pre-connecting a cosmic PV device and connecting two of
one MW and five MW cosmic PV systems (Fig. 3). Hence, because of huge cosmic
PV potential of motor, community experience overloads.

3.3 Case 3

For Case 3, voltage profile in three distinct situations (Fig. 4). Cosmic PV is estab-
lished at Sub 20 and Sub 24, respectively. The end substation voltage is 11.648 kV.
Therefore, voltage at give up sub falls to 11.293 kV after modifying the electricity
by 1–0.9.

3.4 Case 4

In Case 4, voltage profile in three distinct conditions (Fig. 5). Cosmic PV structures
are mounted at the end of the substations, Sub 20 and Sub 24, respectively. The
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Fig. 6 a Network distribution (weak) and b network distribution (strong)

voltage rises extra than the overvoltage situations by changing the solidarity elec-
tricity element to inductive strength thing. According to Fig. 4, voltage in feeder =
11.974 kV afterward running on inductive energy D.

3.5 Case 5

In Case 5, effect of sun PV at the bus voltages for susceptible and intense electric
network is discussed. The voltage profile for feeble grid before and after connecting
two cosmic PV of 5 MW (Fig. 6a) and voltage profile at robust grid before and
after putting in two devices of five MW cosmic PV systems at harmony energy issue
(Fig. 6b) [4].

4 Solar Inverter Synchronization

In cosmic panel inverter, the energy supply is provided to domestic loads by converter,
and unless until the domestic load needs no electricity delivered, then strength is
given to network. The delivered voltage from the cosmic panel is granted to DC–
DC inverter. The delivered voltage from DC–DC inverter is used throughout battery
in domestic load [13] for strength network through PWM inverter. This kind of
alternating current supply can be furnished to domestic load [11] (Figs. 7 and 8).

In Fig. 9, the first and second waveforms are of the grid and the PWM 1-phase
converter, respectively; consequently by looking out waveforms, it can be stated that
they are completely in segment [11].
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Fig. 7 Block diagram of typical solar cell converter sync

Fig. 8 Simulation of typical solar cell

5 Various Isolations and Their Effects on Solar Power
Inverter

The single inductor-based twin enter/output converter inside the energy glide
management gadget becomes produced by the usage of MOSFETS.

Of rating a hundred V, 23 A and the score of diode is 23 A [14]. Three 24 V 60
W cosmic photovoltaic systems turned into energy origin and individual DC load.
The gate pulses are produced with the aid of the use of RTI board and XOR common
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Fig. 9 Waveforms are of the grid

sense gate. These pulses are then provided to a quad-bundled comparator, taking
action among the RTI board and optocouplers [15].

Case I
Effective comments of inverter because of increment in cosmic PV is from 18 to 36
W: Inverter’s working on DIBM with cosmic photovoltaic and battery’s gratifying
an unmarried DC-load requirement.

Cosmic PV input turned into coupled to 36 W (as shown in Fig. 10) [16–19]. The
maximumpower pointmonitoring controller increases distributedmaximumstrength
factor tracking to change cosmic solar photovoltaic to a brand new maximum power
point. The voltage controller will increase volt as enter voltage permit to visible in
equation is decreased because of boom in ‘Din.’ Because of increment in ‘Din’ and
‘dS3’ depletes, therefore energy consumption depletes [20].

Case II
Mode adjustments in DOBM because of cut back in unmarried direct current load
from 12 to 37W: The individual DC load energy requirement is 37W that is given by
cosmic photovoltaic [14–16, 20–23], whereas the cosmic DC load energy require-
ment is decreased to 12 W. Because of excess electricity, ‘V’ will increase. The
maximum energy point tracking takeovers the control, resulting in lack of voltage
manipulate (Fig. 11).

Case III
Method variation in DIBM because of decrement in cosmic photovoltaic from 18 to
36 W: Inverter is working at DOBM for single DC load energy required and cosmic
PV. At ‘tspv,’ the solar photovoltaic input is reduced to half from 18 to 36 W. Since
the solo DC load electricity need is 20 W, the maximum electricity point tracking
control is reduced dispensed maximum power point tracking manipulate to shift to
the brand new the maximum power point manipulate. The voltage controller will
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Fig. 10 Dynamic response of the converter to change in solar PV insolation [14]

increase the volt to decompensate for drop in V 0; however, this is not always enough
[15, 16, 19, 23, 24]. The mode grow to be one-of-a-kind manage moves inverter from
DOBM-DIBM (Fig. 12).

6 Improvement of Power Generation by PV

This phase portrays the set of the experimental constructive expansion for photo-
voltaic electricity production network located on interacting version to a typical PC.



496 P. K. Singh et al.

Fig. 11 Mode adjustments in DOBM

Therefore, the created photovoltaic converting device subsists of a photovoltaic panel,
an electricity inverter, calculating load and circuits [25]. The set of the experimental
take a look at is explained. The controller produces minimum pulse for the energy
transistor [16, 25]. OS exercises are improved to degree one of a kind appliance
and earn economical control process [25]. The peak value perspective of cosmic PV
modules recognizes all through analysis (Figs. 13, 14 and 15).
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Fig. 12 Method variation in DIBM

Fig. 13 Improvement of power generation by PV
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Fig. 14 Result of PV production system [18]

7 Conclusion

A number of nations are worrying to solve the difficulty of global warming.
The utilization of sustainable power, especially sun PV, is also a solution to
conquer this issue. However, the distribution community may experience problems
like overvoltage, unsychronization, etc., which can be solved by the above-stated
methods.
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Fig. 15 Case research of a photovoltaic battery series inverter architecture
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Generation of HVDC from Voltage
Multiplier Using Opto-Isolator and Marx
Generator

Asim Rahman Ansari, Mohd. Khursheed , Ahmed Riyaz,
and Mintu Kumar

Abstract The main function of MARX generator is to produce a high potential
pulse for testing the insulation of the electrical instruments such as transformers
and electrical lines. However, power losses in conventional Marx generator due to
capacitor and resistor are still a challenging task. A very few papers are reported in
this direction. To fill this gap, method to implement the other static devices in place
of conventional components is discussed. The presented topology comprises of a
MOSFET, a capacitor, and two diodes. A 555 timer has been used to give pulses to
the passive elements (capacitors) to be charged in parallel duringON interval. During
OFF interval, charge storage devices are connected in series with the help of solid-
state switches. Hence, MOSFET is used as a switching device; lossless charging
of capacitors is done with the help of diodes. A comparison between different level
generators ismade and result is presented. The performance of the system is evaluated
with the help of simulation results of PROTEUS software.

Keywords Marx generator · Current Marx generator ·MOSFET · Opto-isolator ·
High voltage

1 Introduction

Power electronics devices and solid-state gadgets are turning out to be increasing
more reasonable for high power application [1–6]. They could furnish the best force
frameworks with smallness, unwavering quality, high redundancy rate, and long age.
The ascending of high power generator utilizing solid-state gadgets kills constraints
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of regular segments and guarantees high power innovation to be generally utilized
in industrial application [1].

2 Development and Advancement of Marx Generator

2.1 Traditional Instrument

A conventional Marx instrument comprises of a capacitor bank, potentiometers, and
spark gaps arrangement (Fig. 1). The capacitors are charged in parallel manner via
the series resistor ‘Rs’ by applying an input voltage V, and discharged in series
through the spark gaps to get high pulse voltage, which is ‘n’ times the applied
voltage V, where ‘n’ is number of charging stage of capacitors. The discharging time
constant RC is very small in comparison to the charging time constant, that is of few
milliseconds [1, 2].

The arrangement discussed above for obtaining high pulse voltage has been first
suggested byMarx in nineteenth century.Generally, the charging opposition is picked
to restrain the charging current around 50–100 mA, and the value of capacitance for
generator is selected so that the time constant RC is in the range of 10–60 s.

The disadvantages of the conventional Marx circuit are as follows:

• Large size, high cost, and power losses due resistor and capacitor
• Low pulse repetition rate and short life time of the spark gap switches.
• Slow charging as the current flow through the charging resistor.

So as to tackle these issues, some new Marx circuits have been suggested.
Improved topology uses semiconductor switches like MOSFET or IGBT.

DC

R1R1 R1 R1 R1 R1

R2 R2 R2 R2

R3

CCCC LOAD

Fig. 1 Traditional Marx generator
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Fig. 2 Existing circuit of conventional high voltage generation

2.2 Enhanced Marx Generator Topology

With the advancement of power electronics devices, the use of solid-state device
is increasing day by day in field of high-voltage application. They can offer the
maximum power operation for the circuit with the conservative, high redundancy
rate, and good span of life. This circuit utilizes solid-state switches for ex-MOSFET
and passive elements, and also the opto-isolator is supported by switches (diodes).
Subsequently, thus the limitation of conventional Marx generator [1, 2] is overcome
by enhanced Marx generator as in Fig. 2.

Here, AC voltage is step down and applied to the rectifier to get constant DC
output voltage to apply across the generator circuit. The capacitors charged in parallel
manner when connected to the converter when all the capacitor are completely
charged, theMOSFET switches are turn on at the same time to connect the capacitors
and to discharge to get high dc voltage across the load. Few limitation of the circuit
causes the voltage not to be exactly same as that of n * V (where n is stage).

In this paper, different circuits with three, four, and five stages of Marx generator
are discussed and results are obtained for load voltage and current. In this scheme, 555
timer works as an astable mode, i.e., pin 2 and 6 are short circuited and yield is joined
with base of specific transistor. A 555 timer generates input pulses for capacitor.
During on period of pulses capacitors use 12 V supply in parallel manner. During of
time of pulses, MOSFET switches are triggered with the help of opto-coupler.

3 Design Details

Similar four levels are used to obtain the required high voltage in this work. For
convenience, only the circuit parameters and component values of 4-level generator
are mentioned in Tables 1 and 2 sequentially.
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Table 1 Parameters of timer S. no. Parameters Calculation Value

1 Ton 0.693 (R1 + R2) C7 0.7 ms

2 Toff 0.693 * R2 * C7 0.6 ms

3 Duty cycle Ton/(Ton + Toff) 53.8%

Table 2 Parameters of the
Marx generator

S. no. Parameters Values

1 C1, C2 100 nf

2 C3, C4, C5, C6, C7 100 µf/35 V

3 C8 47 µf/160 V

4 R1 10 k

5 R2 − R6 3.9 k

6 R7 − R18 1 k, Vmax (50–100 kV)

7 Diode 1N4007

The connection diagram for different level of Marx generator in PROTEUS soft-
ware is shown in Fig. 3a–c. The presented topology is examined for 3-, 4-, and 5-level.
For higher voltage, more levels can be included. Ideal switches and components are
considered to realize the Marx circuit in PROTEUS software. The value of timer
circuit parameter taken is given in Table 1 and that of Marx generator component
is in Table 2. The simulation result of the proposed solid-state switch-based high
voltage generator for different level is exhibited in Fig. 4.

4 Result and Discussion

In this paper, different level Marx generators have been discussed for voltage
enhancement. It can be seen from simulation result, for a 3-stage Marx generator
for an input of 15 V the load current is 0.0039 Amps exhibited in Fig. 4a and the
output voltage is 39 V, depicted in Fig. 4b. On increasing one stage, i.e., 4-stageMarx
generator, the load current of 0.0048 A exhibited in Fig. 4c and the output voltage is
48 V, depicted in Fig. 4d. When we have increased one more stage for high voltage,
load current is 0.0057 A exhibited in Fig. 4e and the output voltage is not exactly
five times and it is found to be 57 V as the value of load is 10 k� selected for all the
simulations.

The number of MOSFETS switch used depends on the voltage output to be
enhanced. Moreover, as the MOSFET drivers use strategy for self-provided power,
the pulse repetition rate is higher, the power consumed from the source is decreased,
and therefore overall economy can be achieved. Also, as high rating capacitors and
resistors are replaced with that of lower value components so the voltage output
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5 

a

b

c

Fig. 3 a 3-level MOSFET switch-based Marx generator, b 4-level MOSFET switch-based Marx
generator, c 5-level MOSFET switch-based Marx generator
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Fig. 4 a Output current of 3-level generator, b output voltage of 3-level generator, c output current
of 4-level generator, d output voltage of 4-level generator, e output current of 5-level generator,
f output voltage of 5-level generator

and pulse repetition rate are higher. Thus, there is no need of pulse transformer for
obtaining the higher voltage (Table 3).

Table 3 Result data of different level Marx generator simulated in PROTEUS

S. no. Parameters 3-stage 4-stage 5-stage

1 Input voltage Vi (V) 15 15 15

2 Ideal output voltage Vo (V) 45 60 75

3 Obtained output voltage V (V) 39 48 57

4 Voltage drop in passive elements (V) 06 12 18

5 Capacitance value (µF) 100 125 100

6 Efficiency = (V /Vo) * 100 (%) 86.66 80 76
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5 Conclusion and Future Scope

• From above comparison, if the numbers of stages are more, load voltage increases
which is equal to ideal output voltage.

• With higher pulse frequencies, the percentage voltage decrease in capacitor can be
limited to 10%. Important point is this that current can be limited by the inductor
of specific value. It causes step up of the voltage for the capacitors to charge up
to its maximum input voltage. Value of inductor L = �V * �T /�I, where �V =
change in output voltage, �I = change in inductor current, and �T =maximum
pulse width.

• From the simulation result, it has been concluded that the presented circuit
enhances the input voltage effectively. This topology is very compact and easy to
implement.
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An Overview of Using Hydrogen
in Transportation Sector as Fuel

Raghav Gupta and Mohd Faisal Jalil

Abstract After the industrial revolution, transportation became an important part
of our lives, but for the kind of transportation we are talking about fuel is the part
whose importance cannot be ignored. But with the starting of twenty-first century,
availability of fossil fuels is degrading at a very faster pace. Along with this, auto-
mobile produces the highest amount of air pollution by burning fossil fuels. Hence,
it is the need of the hour to obtain some substitute of these fossil fuels, among all
the avaliable renewable resources Hydrogen is the best one avaliable to us. The best
thing with hydrogen is the availability in bulk, and along with this for the generation
of power we need a fuel cell that will work as an engine and generate electricity as
input is provided to it. Another best part of hydrogen is that its product’s water vapors
as a by-product when it is combusted. Hence, we can say that usage of hydrogen
as fuel will not harm nature as well. There are several methods of getting hydrogen
from fossil fuels and water and a lot more for storage and transportation of hydrogen.
This is a brief study comprising of all the aspects of hydrogen production, storage,
and transport to develop an approach toward the usage of hydrogen as a fuel.

Keywords Hydrogen · Fossil fuels · Hydrogen vehicles · Production ·
Transportation · Storage · By-products

1 Introduction

As the world reaching to the point of eliminating fossil fuels, electric cars have an
increase in demand from last few years [1–15]. The major ways to power up an
electric vehicle is either a fuel cell or a battery which is powering the vehicle [14,
15]. Hydrogen can be produced using water which is available in abundance. At
first glance, hydrogen seems like a superb way to drive a car. After going through a
large number of information available on different sources regarding the production,
storage, and transportation of hydrogen, this study is prepared. Several authors tried
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to give solutions on these problems; along with this they also tried to give a solution
to some other issues as well such as increasing the yield [1–3].

Along with the proposed solutions, there is also a comparative data. This will
give a clear detailing about all the processes available and the economic benefits of
different solutions available and proposed. Hydrogen fuel can be called as green fuel
when the production of hydrogen is also done using some renewable sources. The
work on hydrogen is already done by several scientists; some of them studied for
this purpose are as follows [4].

2 Methods Available for Production

There are different methods of hydrogen production, but the major portion of the
total is produced by these two methods [5–7, 14, 15]:

(1) Steam reforming
(2) Electrolysis
(3) Thermochemical method
(4) Fossil fuel method or biomass gasification
(5) Solar energy method
(6) Coal gasification
(7) Biomass pyrolysis (Fig. 1).
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Fig. 1 Comparison of cost of hydrogen via different sources of production [8]
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2.1 Steam Reforming Method

In the steam reforming method, the natural gas is a combined steam at a temperature
of 710–1120 °C which is a difficult process. On the other hand, electrolysis is the
process of passing a current through water which leads to the splitting of water. But
the process becomes costly when production is done in bulk as we have to use any
inert electrode which can sustain in both acidic as well as basic medium since during
the production of hydrogen using electrolysis then for the production of hydrogen,we
need acidic medium whereas for the production of oxygen basic medium is needed.
But since the raw materials for steam reforming methods are also renewable, this
method could not be used for the production of hydrogen in the future, and we need
some alternate sources which could be utilized for the production of hydrogen [9].

2.2 Electrolysis

The crucial method used for obtaining hydrogen in bulk after the steam reforming
method is electrolysis. During this process, two electrodes made of some passive
materials are dipped in some electrolytes having some active salt for the increase in
the process of electrolysis. For the process of electrolysis, DC source is used and
hydrogen is evolved at cathode due to its positive nature and oxygen on the anode.

The important factor which to be remembered in electrolysis is the alkalinity of
water and it should bemaintained for the proper exchange of ions. Another important
thing for the selection of material for electrodes should be used in such a way that
the material should be able to sustain in both the nature that is acidic and basic
nature since the production of hydrogen happens in acidic nature and evolution of
oxygen happens in basic medium. The setup is generally utilized for the production
of hydrogen [2, 5] (Fig. 2).

The reaction taking place on cathode is 4H+ + 4e− → 2H2.
The reaction taking place on anode is 2H2O → O2 + 4H+ + 4e−

3 Problems and Solutions with Hydrogen

Being available in abundance and so useful, there are several problems which go
hand in hand with hydrogen. The major problems with hydrogen will be discussed
below along with the solutions [1].
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Fig. 2 Electrolysis process

3.1 Cost of Production

The main constrain which we face with hydrogen as a fuel is cost. The main part of
fuel is produced by electrolysiswhich utilizes platinum electrodes for electrolysis. As
in the production from thewater we need an acidic nature and the same for the oxygen
we need basic nature [1]. Hence, for the production process, we need an electrode
that can sustain in both of these environments. Platinum being an inert metal used for
this purpose. But being so costly overall cost of hydrogen increases. The solution to
this problem is proposed in such a way that we can prepare an electrode which will be
a multilayered structure of nickel, graphene, and compound of iron, manganese, and
phosphorous. This can be used as the substitute of the platinum electrode as nickel
will provide more surface area and other constituents will enhance the conductivity.
Along with this, the cost of the constituents of the newly form electrodes is so
cheap and readily available, which will decrease the overall cost of the production
of hydrogen. The other benefit of using this material is, it will be giving three times
output on providing the same amount of energy to the electrolysis setup (Fig. 3).

3.2 Storage of Hydrogen

Storage of hydrogen becomes another problem as being a very light gas storage is not
an easy task. Density is 1/4 of air and 1/9th of natural gas under the same condition.

For condensing the gas, it should be cooled at −253 °C with a specific gravity of
0, which is roughly 1/10th of gasoline.
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Fig. 3 Cost of hydrogen
production using different
sources [8]
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The main issues which we are facing with electrical power are the storage which
is difficult as well as costly and required high maintenance cost. So, we have an
advantage of hydrogen over electricity which is that it can be stored.

The compressed gas storage method of storage of hydrogen is very expensive and
bulky because it utilizes pressure compressed cylinders. Generally, these cylinders
aremade up of steel and hence transportation andmanagement become very difficult.

Storing hydrogen in the form of liquid is one of the most practical approaches
which is utilized for the storage purpose of hydrogen. Liquid hydrogen starts to boil
at a temperature of −253 and hence for the storage temperature of the vessel utilized
for the storage of hydrogenmust bemaintained below this temperature. Generally, we
utilize vacuum-insulated vessels or super-insulated vessels for the storage of liquid
hydrogen. Themajor disadvantage of using thismethod for the storage is the required
amount of energy which has to be utilized for the conversion of the gas to a liquid
state by compression and along with this, the other major cost is the refrigeration
plant cost which is essential for the primary refrigeration such as liquid nitrogen
plant. The overall net amount 25–39% of the boiling value of hydrogen is utilized
during liquification of hydrogen (Fig. 4).

Another important and safe method of storage of hydrogen is storage as a metal
hydride. In this method, hydrogen is reacted with any of the active metal which forms
hydride after getting reacted with the metal. Some numerous metals and alloys form
solid compounds after the reaction with hydrogen which forms metal hydride. And
the other importance of this method is the property of hydride due towhich extracting
out of the hydrogen becomes very easy from metal hydrides.

3.3 Transportation of Hydrogen

For the transportation of hydrogen, two methods are generally used. They are liquid
hydrogen transportation and metal hydride transportation. Both of these storage
methods are preferred as per the need of time and availability of resources.
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Fig. 4 Comparison between storage methods of hydrogen

The transportation of hydrogen through pipelines with a jacket of liquid nitrogen
has been proposed. The cost of transportation may be greater than that of natural gas
pipeline transportation but it is justified as it can be applied where the liquid fuel is
required.

On the other hand, in metal hydride transportation, fuel will be delivered in the
form of hydrides. The main constrain of metal hydride will be much greater than that
of gaseous fuel [4] (Fig. 5).

Fig. 5 Cost difference (Rs./kg of H2)
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4 Hydrogen Vehicle Over E-Vehicles

As we know that everything in this world is finite, the same goes for lithium as well.
We have a limited quantity of lithium available in this world for our utilization. And
as we have discussed above, fossils fuels will be finished in fewmore years, and what
if all the vehicles need lithium-ion batteries for their operation [6]. Neither we have
this much resource available nor there is any effective method for the safe disposal
or recycling method of these lithium-ion batteries. Another problem with batteries
is their life and charge holding capability. If a battery is left for 15 days without
any usage also, it will destroy its charge up to 40% of its charging. Along with this,
charging of batteries is another great issue which always remain side by side of the
E-vehicles [10, 11].

From Table 1 [12], we can see that the charging time of a battery can be seen,
and on the other hand, a fuel cell works as an engine until you keep on supplying the
hydrogen and oxygen to it, it will keep on supplying the energy to the vehicle.

Through the above comparison [12, 13], we can easily see the benefits of fuel
cell vehicles over electric vehicles. From all these points, we can see that hydrogen
vehicles will be the vehicles of the future.

Another fact linked with lithium is that the mining of rawmaterial such as lithium
is also not a green activity whichmeans themining of lithium releases a large amount
of carbon in the atmosphere which leads to the increase of greenhouse effect. The
biggest difference between the two is that a battery stores energy, while a fuel cell
generates energy by converting available fuel. A fuel cell can have a battery as
a system component to store the electricity it is generating. A fuel cell directly
“converts” an energy source into electricity through a chemical reaction—one step
rather than multiple steps. This allows a fuel cell to remain efficient, quiet, and clean.

Table 1 Charging time of E-vehicles

Time for 100 km Supply type Power (kW) Voltage Max. current (A)

6.5–8.5 h Single phase 3.2 230 V AC 17

3.5–4.5 h Single phase 7.4 230 V AC 33

2.5–3.5 h Three phase 11.5 400 V AC 17

1.5–2 h Three phase 23 400 V AC 33

25–30 min Three phase 44 400 V AC 64

25–30 min Direct current 50 400–500 V DC 110–125

15 min Direct current 120 400–500 V DC 310–350
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5 Conclusion

If we can cut down the production cost of hydrogen then the economy could be
boosted at a very higher rate. On taking about India, being a farming focused country,
if we can bring down the fuel cost then the cost of fertilizers will be decreased to a
great extent. Along with this, on talking about the mobility sector using hydrogen as
a fuel, this will surely be a revolution as the energy output of hydrogen is about three
times then our traditional fossil fuels which are already getting over at a very high
rate. Surely there are several problems in using it as fuel but as per the outputs we
are obtaining from the studies if the implementation of the newly opposed electrodes
proposed by Rice University is done the production will be increased by three times.
That is on giving the same amount of electricity as input our yield will get increased
by three times. Hence, we must now focus on the utilization of hydrogen in several
other sectors such as solar energy storage and liquid hydrogen-based engines. These
all are the domains which will surely take this world to a new standard in various
fields.
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VP-ZA-LMS Control Algorithm
for Double-Stage Grid Integration
of Solar PV System

Md. Ibrahim, Ikhlaq Hussain, M. A. Mallick, and Mukul Chankaya

Abstract The present study presents the integration of double-stage solar PV system
using variable parameter-based zero attracting least mean square control algorithm
(VP-ZA-LMS)with the grid. TheVP-ZALMSgives fast transient and swift response
as compared to other control algorithms like simple LMS and LMF. Extraction of
maximum power from PV array is achieved using incremental conductance (INC)
maximum power tracking. System is simulated in MATLAB software. Simulation
results and performances under various operating conditions like steady state, varying
insolation and load unbalancing are considered.

Keywords Solar photovoltaic (SPV) · Grid integration · VP-ZA-LMS · Power
quality · Adaptive control · Power electronics

1 Introduction

Renewable energy is playing the key role in minimizing the gap between rapid accel-
eration in energy demand and depletion in fossil fuel-based generation. Among solar
energy resources, solar energy is being available more or less at every location of the
world [1–12]. Solar energy-based generation contributes in minimizing greenhouse
gas emission (GHG). Solar photovoltaic (SPV) is an emerging renewable technology
as it is a clean source of energy, i.e., there is no release of greenhouse gases into the
atmosphere [2–4]. Next, the photovoltaic conversion process of sunlight into elec-
tricity does not require any fuel and hence no variable cost. In addition, it is a scalable
power. To elaborate, it is deployable on an industrial scale, and it can be utilized for
a single household. Due to ease of installation, less maintenance and ecofriendly
nature, the SPV system is extensively being used to supply power to users. Relia-
bility, voltage imbalance, weak grid system and poor power quality are some major
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expected challenges to be dealt while integration of solar photovoltaic (SPV). In
the power system field, the SPV system is proven to be a leading technology owing
to the fact that it is very effective in supplying power at remote positions (where
transmission network cannot have range) because of its easy installation, low main-
tenance and has several other positives [5, 6]. One-stage and two-stage grid integra-
tion are possible for solar PV system. In double stage, DC–DC, i.e., boost converter
is employed between PV array and VSC [7–9]. Double stage is more suitable for
system with less input voltage [10]. In literature, many MPPT techniques are used in
which INC technique is being extensively used due its simplicity and fast response
[5, 6, 10].

Power qualities are the major concern for grid-tied SPV system which are mainly
due to [11, 12]:

(1) Voltage and power fluctuation: Since the voltage is dependent on environment,
i.e., temperature and solar irradiance, thus frequent environmental changes cause
voltage fluctuation and hence power of the SPV system changes.

(2) Frequency fluctuations: It often takes place owing to power imbalance between
load and supply.

(3) High harmonic contents in currents: Because of the use of converters and
inverters, high contents of harmonics are produced in the grid current.

In order to maintain power quality, there are international standards and codes.
According to IEEE-519 standards, the harmonic content in the grid current should
not exceed 5%, as per IEEE-1547, voltage fluctuation which must be ≤0.5%.

2 Proposed System

The proposed system and control algorithm are shown in Figs. 1 and 2, respectively.
The primary components are aPVarray of 32kWcapacities,DC–DCboost converter,
interfacing inductances and RC filter. INC MPPT technique is utilized to get MPP
condition. The output of control algorithm is passed through hysteresis current
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Fig. 1 Block diagram of proposed topology
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Fig. 2 Proposed control algorithm

controller for generating switching pulses for the converter. RC filters and interfacing
inductances are utilized to mitigate voltage and current ripples, respectively.

3 Control Algorithm

Since it is a double-stage system, two control algorithms, i.e., for boost converter
and for VSC are used to integrate the PV array to the grid [2].

3.1 VSC Control

From block diagram, the equations governing the control algorithm are elaborated by
the following equations. The control algorithm is based on adaptive control algorithm
in a closed loop manner. Feed forward term included in the system to take care of
environmental changes like insolation and temperature. The control algorithm shown
is for all three phases in a similar manner. First weight component of all three phases
is calculated and processed as per equations written from 1 to 9. Sigmoid function
here is considered for fast convergence. It reaches steady state very fast.
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en = iLa(n) − μpa ∗ Wsp (1)

µpa = vsa
Vt

,µpb = vsb
Vt

,µpc = vsc
Vt

(2)

Feed forward term can be calculated as follows:

Wpv(n) = 2Ppv(n)

3Vt
(3)

Vt =
√
2/3

(
v2sa + v2sb + v2sc

)
(4)

Wpa(n + 1) = Wpa(n) + μnμpa(n) ∗ epa − ρn ∗ sgn
{
Wpa

}
(5)

Wpb(n + 1) = Wpb(n) + μnμpb(n) ∗ epb(n) − ρn ∗ sgn
{
Wpb

}
(6)

Wpc(n + 1) = Wpc(n) + μnμpc(n) ∗ epc(n) − ρn ∗ sgn
{
Wpc

}
(7)

Wg = 1/3
(
Wpa + Wpb + Wpc

)
(8)

Wsp = Wg + Wc − Wpv (9)

Generation of switching pulses for proposed adaptive control can be achieved by
comparing reference grid current and sensed grid currents and then passed through
hysteresis controller.

i∗pa = Wsp∗µpa , i∗pb = Wsp∗µpb, i
∗
pc = Wsp∗µpc (10)

4 System Performance

System performance is analyzed for the following conditions.
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4.1 Steady-State Performance

Insolation level at 1000 W/m2 at 25 °C under steady-state operation is considered.
The system variables are shown in Figs. 3 and 4a, b.

4.2 Varying Insolation

The insolation changed from 1000 to 500 W/m2 at 0.35–0.4 s. The solar power
output of the solar system is reduced considerably for reduced solar insolation. The
load requirement is fulfilled in conjunction with the grid. The performance is found
satisfactory as per IEEE 519 standards.

4.3 Unbalanced Nonlinear Load

During dynamic behavior of load unbalancing, the presented topology remains under
unbalanced load condition from 0.35 to 0.4 by disconnecting phase ‘a’ from the grid
through breaker. System parameters are shown in Fig. 4e, f, while weight parameters
are shown in Fig. 4g.

5 Comparative Study

Figure 5 and Table 1 show the performance comparison between proposed and
conventional control algorithm. From the fundamental weight comparison as shown
in Fig. 5, it is found that the proposed control algorithm having fast transient response
takes less settling time. Table 1 shows the values of MSE and settling time compar-
ison with the conventional control algorithm. It is found that proposed control is
superior in terms of various parameters as mentioned in the table over conventional
control algorithm.

clearpage

6 Conclusion

The proposed control algorithm has been implemented for three-phase three-wire
grid-connected system for solar PV and rectifier-based nonlinear load. The VP-ZA-
LMS control algorithm system performance has been analyzed under two different
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Fig. 3 a–c THD of Vsa(0.76%), Isa (2.16) and ILa(28.61%) respectively
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(a)

(b)

Fig. 4 a Steady-state performance of Vpv, Ipv, VdcPpv, P and Q, b steady-state perfor-
mance of Vsabc, Isabc, Vsa, Isa, ILa and Ica, c dynamic performance with changing insolation of
Vpv, Ipv, VdcPpv, P and Q, d dynamic performance of Vsabc, Isabc, Vsa, Isa, ILa and Ica, e dynamic
performance under unbalanced loading of Vpv, Ipv, VdcPpv, P and Q, f steady-state perfor-
mance of Vsabc, Isabc, Vsa, Isa, ILa and Ica, g dynamic performance under load unbalancing of
Wg, WPv, Wsp and Wpa
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(c)

(d)

Fig. 4 (continued)



VP-ZA-LMS Control Algorithm for Double-Stage … 527

(e)

(f)

Fig. 4 (continued)
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(g)

Fig. 4 (continued)

Fig. 5 Fundamental weight comparison with conventional control algorithm

conditions, i.e., steady-state and dynamic-state conditions. In dynamic-state vari-
able, insolation and load unbalancing conditions are considered. For UPF operation,
power is transferred to the grid from SPV system. The THD for the proposed control
algorithm is analyzed and is within the acceptable limit of IEEE-1519 standards. The
system performance for varying solar insolation and load unbalancing is also found
satisfactory, meanwhile the exchange of reactive power between PV and grid system
is zero.
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Table 1 Comparative study Parameter LMS control Proposed VP-ZA-LMS
control

Filter type Adaptive Adaptive

Structure More complex Less complex

Degree 2nd 2nd

Accuracy good Better

Static error High Low

MSE 15.97 3.34

Sampling time 1 µs 1 µs

Settling time (s) 0.1 0.07

Acknowledgements I express thankfulness to the Integral University, Lucknow, for providing
MCN number IU/R&D/2020-MCN000807.
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Fuzzy Discrete Event System (FDES):
A Survey
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Abstract The discrete event system (DES) has been deliberated upon for quite a
long time. With the advent of fuzzy systems, the research community moved in
the direction of fuzzification of the relevant activities. At the outset of the twenty-
first century, one such attempt was made by Feng Lin and Hao Ying who brought
forward the concept of fuzzy discrete event systems (FDES), which in its simple
terms is the fuzzification of DES. The distinction of FDES lies in its ability to model
the systems where states are fuzzy and transition from one state to other is not
inconsequential, e.g., medical treatment planning, fuzzy control systems, etc. Since
the field is of recent origin, the ideas regarding FDES seem to be dispersed. This
paper tries to introduce, assemble and organise the basic concepts regarding FDES.
We illustrate the development of FDES from a crisp DES and highlight the decision-
making process in FDES. Two broad areas of associated use are also discussed as
applications.

Keywords Control and automation · Decision-making · Discrete event system ·
Fuzzy discrete event system
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1 Introduction

A system is defined as “a combination of components that act together to perform
a function which cannot be achieved by any of the individual parts” [1]. A system
is also defined as a subset of the universe chosen for our discourse [2]. Different
definitions prevail in literature for different perspectives. However, the objective
study of a system reflects that it consists mainly of two components, viz. interacting
components and a function that the system is supposed to perform [3]. In automata,
these components are represented by respective symbols. An automatic system is
shown below in Fig. 1, where arrows denote the events/transitions and the circles
indicate the states (Fig. 1).

A system can be classified as time-driven or event-driven [3]. The time-driven
systems change states with the variation of time. The continuous state systems, such
as an analogue clock, change states with time and hence fall under former category
(Fig. 2a). The event-driven systems change states with the occurrence of specific
transitions at particular instances of time. The discrete event system changes the
states due to the occurrence of events, for example, ON/OFF switch, so it is of the
later type (Fig. 2b). There are two broad categories of event-driven systems, one that
produces the output on behalf of the present state and another one that provides the
output based on both current state and input values [4].

In a system, there are different kinds of events. Some are related to each other
while some are merely independent of each other. For example, in a simple system
of e-commerce, the placement of order and payment are two dependent events. In
contrast, cancellation of order and generation of salary may be two independent
events. An event may be any stimuli that generate a response in the system. Each
event in a system leads to some state. The state is capable of projecting the behaviour
of a system at the particular time interval associated with it [3]. A discrete event
system (DES) is a “discrete-state event-driven system” [3]. Its states change with
respect to the discrete events that occur at different instances of time. Since the states
in a DES are crisp, it is used to model a variety of complex systems, for example,
CPU task scheduling, traffic systems, database system,s etc. [5].

Themain limitation of DES is that it cannot address the problemwhere the system
possesses vague states. For example, a patient’s health state cannot be crisp in nature,
because after some prescribed medication from a doctor he/she cannot abruptly turn
to well from an unwell state just as a switch does from on to off state. Instead,
the patient takes time to transit from poor to stable and thereafter to well state. At
some instant, we can only say that the patient is doing well to some degree and

Fig. 1 Simple automaton for
ON/OFF switching system
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(a)

 (b)

Fig. 2 aA time-driven system showing continuity. bAn event-driven system showing discreteness

cannot claim with certainty that the patient is in a good state [6]. There exists a
certain level of fuzziness in this scenario. Instead of DES, we use the same approach
with an introduced degree of fuzziness, i.e., fuzzy discrete event system (FDES) to
model such situations/ systems. FDES is a DES which deals with the fuzzy data
(vague states). In contrast to DES, which follows the classical crisp set approach,
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FDES supports the fuzzy set theory, proposed by Zadeh [7]. The clinical treatment
planning is one of the main applications of FDES, identified so far [8]. The theory of
state determination and predictability in FDES also helps us in diagnosing a disease
[9, 10].

Although fuzzy states and events were known to the research community since
the 1960s, no exertive research was performed since 1979 [11]. The concept was
reintroduced in 2001 by Lin and Ying [12] with a certain level of clearness. The
authors have been continuously exploring the margins of this field as of now [13].
Presently, the formal theory of FDES is in its development phase [14–17]. This
approach has also been adopted to model the hybrid systems containing both discrete
and continuous components [3, 18].

In order to brush off the vagueness about the topic under discussion, this paper
attempts to do a brief and useful survey onFDES. The basic concepts regarding FDES
are organised.We discuss the development of an FDES fromDES and the techniques
associated with it in Sect. 2. Section 3 introduces the decision-making in FDES along
with an example to illustrate the concept. Section 4 reveals applications of FDES,
described with comprehensive descriptions from the air-conditioning system and
disease (such as AIDS) medication selection. Finally, Sect. 5 concludes the paper.

2 Fuzzy Discrete Event System (FDES) Modelling

To analyse a system, we need procedures to design, control and quantify system
performance, and that is just what modelling does. A model replicates the behaviour
of a system [3]. The behaviour of the system is described by some mathematical
equation, as shown in Fig. 3. Crisp DES is modelled using the finite automata. A
formal automaton is denoted by G = (Q, �, δ, qo) [19]. The components of finite
automata are a crisp set of states (Q), an event set (�) that trigger the transition
from one state to other and a conversion function (δ) describing the occurrence of
the event on some state and the resultant output state. qo and qf denote the initial and
final states, respectively.

For example, an automaton for a simple on/off switching system, as shown in
Fig. 1, may be expressed as:

Fig. 3 Modelling process
[3]
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Q = {on, off}
� = {turn on, turn off}

δ =
{
on,∀� = turn on
off,∀� = turn off

qo = off or on

q f = on or off

As stated earlier, vague states cannot be modelled using DES. Rather, we use
FDES for the representation of such systems. Since the states in FDES are not
discrete in nature, the above notation proves to be insufficient to represent FDES,
and the number of states in FDES is not finite; hence, we use various means to deal
with this issue [15, 20]. For FDES modelling, we use a separate notion, as shown in
[12, 14 16]. Consider an FDES G ′ = (Q′, �′, δ′, qo′), where Q′ is the set of FDES
states, �′ is the set of FDES events, δ′ is the FDES transition function, and qo′ is
the start state [21]. Since the notation with symbols like arrows and circles is not
relevant in FDES, the notation as per [12, 14, 16] used is as follows:

The current state, q ′ is denoted by a vector of 0’s, and 1. 0 denotes that the current
state value is false for this state indicating the system is not in this state, and ‘1’
denotes that the system is presently in this state. In terminology, this vector is known
as a state vector. For example, if we have a system of seven states named as 1, 2, 3, 4,
5, 6, 7 and the current state vector is q ′ = [0001000], it symbolises that the system
is in state 4. The current state from q ′ is the Jth state where value is 1. The length of
this vector is obviously equal to the number of states that our system has. In order to
incorporate the fuzzy logic and fuzzy sets [22], we can use the fuzzy state vector as
follows:

q ′ = [0000.30.700] means that the system is simultaneously in two states 4 and
5 with membership of 0.3 for state 4 and 0.7 for state 5, respectively. Intuitively, we
can say our system is currently in 30% of state 4 and 70% of state 7. For a patient in
the above-mentioned example, we may say that currently, he/she is 30% unwell and
70% well.

The FDES transitions δ′ are represented by matrices of events (no of matrices =
no of events). For example, if β is any event, then the transition is expressed as:

β = [βi j ]n×n =
⎡
⎢⎣

β11 . . . β1n
...

βn1 . . . βnn

⎤
⎥⎦

where βi j = 1 if the state changes from i to j with the event β and βi j = 0 if no
transition happens with the event β. For example
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β =
[

β11 β12

β21 β22

]
2×2

=
[
0 0
1 0

]
means that the event β transits the system from state

2 to state 1 (asβ21 = 1).
In the same manner, as fuzziness is applied in subsection (a), it can be used here

as well. It can also be exemplified as follows:

β =
[

β11 β12

β21 β22

]
2×2

=
[
0 0.1
0 0.4

]
means that it is likely that the system may change

its state from state 1 to state 2 with membership (possibility) of 0.1 (asβ12 = 0.1)
and may remain unchanged in state 2 with a membership of 0.4 (asβ22 = 0.4).

The next state is given by the product of q ′ and β (i.e., q ′.β). For example, let us
assume the current state number to be 2 (out of three states named as state one, state
two and state three), then

q ′ = [010] and let the event β =
⎡
⎣0 0 0
1 0 0
0 0 0

⎤
⎦, then the next state will be given by

their product as

q ′ · β = [010]

⎡
⎣0 0 0
1 0 0
0 0 0

⎤
⎦ = [100]

which means from state two, our system will next transit to state one with the effect
of event β.

When fuzziness is introduced, the next state is given by themax-product operation
[7, 12, 23] or composition of fuzzy relations, i.e.,

q ′o β = max
[
μq ′(i, j), μβ(i, j)

]
(1)

where μ denotes the product between the subscripts.

Example: if q ′ = [0.60.3] and β =
[
1 0.5
0.8 0.4

]
, then according to (1)

q ′
oβ = [MAX{(0.6)(1), (0.3)(0.8)},MAX{(0.6)(0.5), (0.3)(0.4)}]

= [MAX(0.6, 0.24),MAX (0.3, 0.12)] = [0.60.3]

means that our system will remain in the same state after the β event as the resultant
state is same as our q ′.

In order to diversify the views obtained from the specialists of a particular domain,
a separate notion was proposed as an extended FDES theory [16]. It offers to use pure
fuzzy numbers instead of the discrete numbers. In this notion, the state is represented
by:
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kq ′
i = [

kq ′
1kq ′

2kq ′ . . .k q ′
n1

]
(2)

where k represents the k th state, i denotes the fuzzy state and n1 represents the
entire number of fuzzy states of state k. The members are represented by fuzzy
representations, for example, if the system is currently in the first state and possesses
three fuzzy states, i.e., k = 1 and n1 = 3, then according to the extended notion

1q
′
i =

[
1

1

1

0

1

0

]
,where 1q

′
1 = 1

1
, 1q

′
2 = 1

0
and 1q

′
3 = 1

0
.

This representation can handle the aforementioned notation as a special case
[16]. It may be noted that in this kind of representation, the numerators stand for
the degree of membership while denominators denote the item under discussion. A
fuzzy transition matrix represents the event transition accordingly. Online learning
algorithmshave beendeveloped tomake the system learn the event transitionmatrices
[13].

3 Decision-Making in FDES

Mostly fuzzification is used in decision-making where information is imprecise [24].
We try to make the system decide based on vagueness, just like humans do. Given the
statement ‘it is hot outside’, based on the discrete 0 or 1 logic,machines cannot decide
how much hot actually the weather is. They cannot determine which clothes to wear
and which not because the term ‘hot’ is a vague term. Once FDES is modelled, the
system should be able to make such decisions. A detailed architecture for decision-
making in FDES, along with an illustration, exists in [25], Fig. 4. Here, we will only
discuss the core procedures briefly.

First of all, we need to identify the necessary factors that affect the process
of decision-making. For example, if we are planning a prescription schedule for
a patient, then the factors that are crucial for the decision-making of regimen selec-
tion may include potency, adverse events, adherence and future drug possibilities as
revealed in [8].

Once the essential states are known, the next step is to determine the FDES deci-
sion model. This decision model comprises of the following four components: fuzzy
automata, corresponding states, events in each automaton and the transition matrices
of events [25]. The representation of each component is the same as discussed earlier.

Afterwards, a forward-looking tree, as shown in Fig. 5, is constructed. Each node
of this tree represents a fuzzy state (denoted by q ′). The root node is the initial state.
Next state is calculated as q ′oβ. The process goes on until the full tree is ready. L is
the number of steps in the tree. The number of nodes depends upon the steps [26].

Since the forward-looking tree contains a number of combinations, we need the
configuration (path) with optimal cost. In order to achieve this, performance index
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Fig. 4 FDES
decision-making and control
architecture [25]

Fig. 5 An L-step
forward-looking tree [27]

J
(
q ′) is calculated against all nodes with the help of any effective function (chosen

as per suitability). Effective function outputs the weight-based performance value
for each node. The weights denote the grade of impact on the corresponding state.
Since weights depend on a number of factors, they can be determined by using the
facts from the knowledge base [28]. The path (set of nodes) with maximum J

(
q ′) is

selected as an optimal path, and the final decision is made. Performance index J
(
q ′)

is given by:

J
(
q ′) = wT

1 q ′
1 + wT

2 q ′
2 + · · · + wT

n q ′
n (3)

which may be rewritten as:
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J
(
q ′) =

n∑
i=1

wT
i q ′

i (4)

where w1, w2, w3, . . . , wn are the weight vectors and q ′
1, q ′

2, q ′
3, . . . , q ′

n are the
corresponding state vectors.

For instance, let our calculated J values for forward-looking tree nodes be
x1, x2, x3, . . . xn where n = ∣∣Q′∣∣, i.e., number of states. We compare these values or
simply arrange them in decreasing order, for instance: x3 > x1 > x2 > x4 > · · · >

x(n−6).
The above statement means that J value for node 3 is the largest, and hence, we

choose this node and then check the nodes under node 3 with the highest J value
and select it. Going this way, we get a configuration of nodes and translating the
events in the sequence of this configuration is our optimal decision. We take a real
example from [25] with calculated J values and highlight the optimal decision path
(with events ∝1 and β1) based on greater J value as shown in Fig. 6.

Fig. 6 Optimal decision path based on J value [25]
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4 FDES Applications

FDES is applicable in imprecise situations. It finds its application in treatment
modelling, economic modelling, control system modelling, etc. [25]. In this section,
we discuss two examples of air-conditioning system and HIV/AIDS treatment
regimen selection.

4.1 Air Conditioning System

A study of air-conditioning system prevails in [28]. A.C system is a typical example
of FDES as it automatically adjusts the temperature of a space according to the
requirement and hence possesses fuzzy states instead of discrete ones.

Modelling of Air-Conditioning FDES
D. Li et al. identified the five factors affecting the decision-making in an A.C.
system as end supplied air volume, chilling water volume, cooling water volume,
the temperature setting of cooling tower fan and water chiller [28]. The respective
events corresponding to these factors may be denoted by ∝1,∝2,∝3,∝4 and ∝5.

The three states identified are: raise (R), maintain (M) and lower (L). So, our
automaton for such system may look like G ′ = (Q′, �′, δ′, qo′), where symbols
have their usual meanings. The five factors mentioned may form the five automata
for A.C FDES system, i.e., G1, G2, G3, G4 and G5, respectively.

G1: consists of four states, viz. initial (I1), lower state (L1), maintain state (M1)
and raise state (R1).

Similarly, G2 includes I2, L2, M2 and R2.
G3 includes I3, L3, M3 and R3.
G4 includes I4, L4, M4 and R4.
G5 includes I5, L5, M5 and R5.
As an illustration, q1 = [000.50] means that automaton G1 is currently in the

maintain state (M1) with a membership of 0.5.

Decision-making in A.C FDES
The factors responsible for decision-making are already identified. A.C FDES is also
modelled in (a). Now in order to make any decision, we need to construct a forward-
looking tree. Every branch of the forward-looking tree is a decision in itself. From
so many choices, we need the optimal decision, as stated earlier.

As illustrated in Fig. 7, the states will go on decreasing, e.g., when ∝3 occurred,
only four events remained (∝1,∝2,∝4 and ∝5) to happen. Similarly, at the second
stage, only three events are left to happen. In this way, only one event remains at last
that can occur.

After generating the state combinations, an optimal configuration is needed from
all possible amalgamations. This is attained by the effectiveness function J

(
q ′),

stated in Sect. 3.
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Fig. 7 State reduction [27]

The A.C system will choose the decision path with maximum J value [27]. This
configuration will change with the change in inputs, and hence, the temperature will
be regulated automatically.

4.2 Treatment Planning

Another important example of the application of FDES is of treatment planning
as the treatment process also consists of fuzzy states. Diabetes treatment is illus-
trated in [29]. Another such example of HIV/AIDS treatment regimen selection
process is studied in [26, 30]. This application is vital as HIV/AIDS treatment selec-
tion is regarded as a complex medical process [31, 32]. Hao Ying et al. identi-
fied the four factors affecting this selection process as potency, adherence, adverse
events and future drug possibilities [26, 33–36]. Four famous and significant first-
round HIV/AIDS regimens are studied, and after consultation with the field experts,
characteristics of regimens (Table 1) are calculated against each factor [30].

Table 1 Data of clinical factors against four popular first-round HIV/AIDS regimens [30]

Regimen name Potency (%) Adherence (%) Adverse events
(%)

Future drug
options (%)

1 (nelfinavir +
zidovudine
/lamivudine)

85 55 30 80

2 (efavirenz +
zidovudine
/lamivudine)

90 80 20 60

3 (nevirapine +
zidovudine
/lamivudine)

85 85 20 65

4 (abacavir/zidovudine
/lamivudine)

80 90 10 85
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Modelling of HIV/AIDS treatment regimen selection FDES
The fourmedical factorsmentioned are taken as four state vectors of the fuzzy system
denoted by q1, q2, q3 and q4, respectively. The q1 comprises of two states, i.e., high
and medium, q2 consists of three states, i.e., easy, moderate and challenging, q3 has
three states, i.e., medium, low and very low, and q4 has two states, i.e., high and
medium. Employing the regimens is identified as a crisp event.

Decisioning in Regimen Selection
The state transition matrices are calculated from the data given in Table 1. The
four medical factors are fuzzified in the same way as done in fuzzy controller input
variables [37]. The state transition interpretation is the same as shown already. Since
q1 has 2 states, q2 has 3 states, q3 has 3 states and q4 has 2 states, the system has
to decide from as many as 36 (2 · 3 · 3 · 2) regimen amalgamations (decisions)
and pick the best-suited decision. Out of 36, 4 combinations (viz. medium q1 and
moderate q4 when q2 is moderate or challenging and q3 is moderate or small), are
considered to be medically pointless. Out of remaining 32 combinations, effective
decision is picked using an effective function. We get four values from the function
for each combination corresponding to the four treatment regimens. The value having
maximum value is taken as the first regimen, and the one with minimum value is the
fourth regimen. Moreover, in order to select the optimal weights, genetic algorithm
[38] is employed, and the overall effectiveness measure is increased. The model is
validated by comparing the system results with the independent physician results.
The valid agreement between the two is evident [30].

5 Conclusion and Future Scope

Fuzzy discrete event system is an extension of discrete event system (DES), that is
used to study andmodel the vague systems. In this paper, we present a brief survey on
FDES. The techniques to model the FDES are highlighted. We showed the decision-
making process of FDES, along with the real-world application in A.C system and
HIV/AIDS treatment regimen selection.

The limited availability of literature in this field was realised. The FDES theory is
currently in its development phase, but several efforts and increasing research interest
in this field are providing opportunities for the same. The identification of relevant
fuzzy areas for implementation of FDES needs to be done effectively. Moreover, the
states of FDES being indefinite, effective online optimization is the primary concern.
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Mathematical Modeling of Water Heater
and HVAC for Demand Response
Analysis

Arshad Mohammad, Md Mustafa Kamal, and Imtiaz Ashraf

Abstract In this paper, demand response-enabled water heater model and heating
ventilation air conditioning (HVAC)model is presented. Thesemodels are very useful
in the analysis of demand responses in home area network. The developed models
are based on physical characteristics. For water heater, physical parameters are tank
size, temperature set point, and power rating of heating coil. Few environmental
factors like ambient temperature, inlet water temperature, and R-value of insulation
are also taken care of while modeling the system. House structure, thermal insulation
of the house, and other physical characteristics of HVAC such as power consumption,
heating/cooling capacity, and heat gain rate have been taken in case of HVAC. These
models are demand response enabled, i.e., when demand response (DR) signal is high
water heater and HVAC is scheduled, respectively, for their operation. Actual power
consumption is collected from the experimental analysis and compared with the
model power consumption. Water heater have validated with actual data a deviation
of only 3.11% is noticed. A difference of only 11.3% is observed in HVAC which
is not much significant in demand response analysis of HVAC system in residential
areas.

Keywords Mathematical modeling · Demand response · Water heater · HVAC

1 Introduction

The electricity demand has been increasing sharply nowadays, and the simulta-
neous growth in electricity generation have various environmental concerns, e.g.,
increased level of carbon concentration in the atmosphere, etc. [1–3]. Therefore,
renewable sources of energy are being promoted which can fulfill the demand
without affecting the atmosphere. However, large involvement of sustainable energy
resources increases complexity in the network [4].
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Present power grid encountered high-stress condition due to a heavy increase in
demand. Transmission line outages and blackouts are the problems which arises in
heavy stressed condition. In India, 2012 blackout is recent example of stressed power
grid failure in which 9% population of the total world affected [5].

Demand response gives a simple and economicmeans of providing solution to this
problem. Smart grid with demand response program at residential area has capability
to deal with these situations. Demand response program intelligently curtails and
shifts the load which increases the efficiency and reliability of system.

According toUSAdepartment of energy, HVAC andwater heater contribute about
35% and 10%, respectively, of total household consumption [6] as shown in Fig. 1.
Domestic water heater may be used as an energy storage device during peak load
hours. It stores energy during off-peak period and can be properly scheduled to
optimize the load profile during peak load hours. Electrical water heater consumes
large amount of energy and has a significant effect on the overall system load profile.
It can participate actively in demand response program. Power demand for a small
house and demand profile of electric water heater are shown in Fig. 2. The load
demand profile of a typical house and that of water heater follows the same profile
as shown in Fig. 1. The peak hour and off-peak hour occur nearly at the same time.
Therefore, power management of residential areas can be maintained by scheduling
the ON and OFF periods of electrical water heater [2, 3]. Therefore, HVAC and
water heater are very suitable and have very higher potential of demand response in
residential areas.

For analysis the potential benefit of water heater and HVAC, mathematical model
has developed. For modeling of water heater, the heat transfer model is used. For
water heater, in [7], a method based on Monte Carlo rejection has been used to
estimate different individual models. The uncertainties in user’s behavior have been
accounted in state-queuingmethod [8]. However, in [9], the deterministic parameters
of the model has been replaced by normal random variables.
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Computers, 
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POWER CONSUMPTION DISTRIBUTION IN RESIDENTIAL 
AREAS

Fig. 1 Energy distribution of different sectors
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Fig. 2 Load profile of a house

Optimal scheduling of HVAChas higher possibility to decrease peak load demand
and reduce electricity bills. Residential buildings have high thermal storage capacity,
and using ICT communication network and power electronic devices, it can be
achieved. For example, variable speed drives-based heating and cooling units can
be used into different DR programs where their energy consumption can be shifted
to off-peak from peak hour to reduce electricity bills. The price-based demand
response strategies of HVAC units have been widely studied. For example, in [10]
cooling/heating rate and input energy, consumption of HVAC units has been taken
into consideration to reduce purchased electricity costs with natural gas plant. More-
over in [11], HVAC has been put on its ON/OFF operation for optimizing the elec-
tricity bills. Large HVAC model with detailed description have discussed in [12] for
achieving demand response.

In this work, a domestic water heater and HVAC are modeled according to their
physical and operational characteristics which is similar to real-world situation.
These models are interactive, and it can also be interfaced with external DR signal.
The developed models are compared with real system data obtained from the prac-
tical readings. It shows an excellent result with a negligible deviation from the real
system data.

2 Mathematical Models

DR enabled mathematical models are discussed in this section. Models have
developed based on their physical characteristics.
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2.1 DR Enabled Model of WH

For instant n, the electricity consumption is calculated as:

pwh(n) = Swh(n).Pwh.Dwh(n) (1)

where

pwh(n) Electricity consumption in n instant.
Pwh Mentioned rated power of water electric heater (kW).
Swh(n) Power status of WH in instant interval n (0 = OFF; 1 = ON).
Dwh(n) Demand response signal for water heater in n instant (0 = OFF; 1 = ON).

The temperature of water in the electric water heater changes as:

Tout(i+1) = Tout(i)(Vtank − f ri ∗ �t)

Vtank
+ Tin ∗ f ri ∗ �t

Vtank

+ 1

8.34
∗

[
pWH(i) ∗ 3412 − Atank ∗ (

Tout(i) − Tr
)

Rtank

]

∗ �t

60
∗ 1

Vtank
(2)

where

Tout Temperature of water inside water heater (°F).
Tin Temperature of incoming water to water heater (°F).
Tr Room temperature (°F).
f ri Aquatic movement rate in stint instant i (gpm).
Atank Exterior area of container (ft2).
V tank Capacity of container (gallons).
�t Duration of each time slot (minutes).
Rtank Thermal confrontation of water boiler (°F ft2h/Btu).

The modeled water heater is fascinated by smart thermostat with temperature
tolerance zone, i.e., �T. When the temperature of hot water goes below certain level
(i.e., Tmax − �T ), water heater coils are ON. Due to heating temperature increases
and when temperature of water reaches the maximum specified level, WH coils goes
OFF. When hot water temperature is in tolerance zone, the heating coils will remain
in their previous state. See (3)

Swh(n) =
⎧⎨
⎩
0, Twh(n) > Tmax

1, Twh(n) < Tmax − �T
Swh(n−1), Tmax − �T ≤ Twh(n) ≤ Tmax

(3)
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where

Tmax Maximum warm liquid set value (°F).
�T Heat acceptance zone (°F).
Twh(n) Heat of hot liquid in instant n (°F).
Swh(n) Status of water electrical heater in time instant n (0/1:OFF/ON).

The electrical power consumption also depends on demand response signal which
is set by the consumer or utility during event DR. This character is attained with the
help of home-based energy processor. The DR control signal (Dwh) controls the
operation of water electrical heater. After Dwh = 0, it will turn OFF water electric
heater, and when Dwh = 1, it will turn ON the water electric heater.

2.2 DR Enabled HVAC System Model:

DR enabled HVAC model block diagram is shown in Fig. 3. DR event control indi-
cator Dac, alfresco temperature Tout, extreme device usual temperature Tmax, comfort
region or allowable temperature range �T , and room temperature Tin are input to
the presented model. HVAC electric power consumption sequence data stands for
output of the system. Room temperature time sequence data stands also for output
of the model which is feedback to the system for next iteration. Besides these house
structure, no of persons and electrical characteristic of HVAC system have also taken
into consideration.

The electricity demand of HVAC system for each time instant is calculated as:

pac(n) = Pac.Sac(n).Dac(n) (4)

Fig. 3 Block diagram of HVAC
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where

pac(n) Electricity consumption of HVAC in n instant.
Pac Evaluated power consumption of HVAC (kW).
Sac(n) Position of HVAC in time instant n (0 = OFF; 1 = ON).
Dac(n) Demand response signal for HVAC in n instant (0 = OFF; 1 = ON).

For every time n, the volume temperature is observed as:

Tn+1 = Tn + �t × Gn

�c
+ ∇t × CHVAC

�c
× Sac (5)

where

Tn Volume temperature (°F) in n time instant.
�t Duration/period of time space n (hour).
Gn Hotness gain proportion inside the chamber, positive values for space heating

and negative values for chilling.
CHVAC Heating/chilling measurements of HVAC.
�c Energy vital to vary the heat of chamber by 1 °F (Btu/°F).

For every instant n, the temperature gain amount Gn is intended as:

Gn =
(

Awall

Rwall
+ Aceiling

Rceiling
+ Awindow

Rwindow
+ 11.77Btu

◦F × ft3
× nac × Vhouse

)
× (

Tout(n) − Tn
) + Hp (6)

where Awall , Aceiling, and Awindow represent the surface area of side wall, upper –
ceiling, and open window, respectively, in ft2. Rwall , Rceiling, and Rwindow are heat
resistance of side wall, upper ceiling, and open window, in °F ft2 h/Btu.

nac Rate of air variations in respective slot of time.
Vhouse Volume of house in ft3.
Hp Temperature gain from public (Btu/h).

HVAC is also equipped with smart thermostat, and its operation is presented in
(7)

Sac(n) =
⎧⎨
⎩
0, Tac(n) > Tmax

1, Tac(n) < Tmax − �T
Sac(n−1), Tmax − �T ≤ Tac(n) ≤ Tmax

(7)

where

Tmax Maximum inside room temperature set point (°F).
�T Temperature tolerance zone (°F).
Twh(n) Temperature of room in interval n (°F).
Swh(n) Status of HVAC in time interval n (0 = OFF; 1 = ON).
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Table 1 Water heater
constraints

Parameters Parameter values

Volume (liter) 35 l

Power rating of heating coil 2.3 kW

Temperature set point 115(°F) − 125 (°F)

Ambient temperature 84 (°F)

R-value 10 ft2 * °F(Btu/h)

Water consumption Real water consumption data
(ga/m)

Inlet water temperature Per-minute real temperature
captured

3 Model Validation

DR enabled mathematical models are validated against actual power consumption.

3.1 Water Heater Model

To validate the mathematical model of water heater, 1-min power consumption of
water was captured during our experiment. Water heater data were measured for 16 h
from 6 am to 10 pm. Water heater characteristics such as tank size, temperature set
point, and power rating of heating coil are given in Table 1. Environmental factors
such as ambient temperature, inlet water temperature, and R-value of insulation are
also given in Table 1.

One-minute captured data and model output of water are shown in Fig. 4. The
energy consumption difference is 3.11% which may be tolerable in water heater
modeling for domestic purpose.

3.2 HVAC Model

Tovalidate, themathematicalmodel ofHVACreal data in 1-min resolution is captured
during the experiment. Power consumption was measured for 8 h from 10 PM to
6 AM in the month of October. Ambient temperature was also measured for 1-min
resolution. House structure and HVAC specification are given in Table 2 which are
considered during experiment.

One-minute measured data of HVAC and model output are shown in Fig. 5. The
difference between measured data and model output data is 11.3% which can be
tolerated in HVAC modeling for domestic purpose.
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Fig. 4 Actual and model power comparison of water heater

Table 2 HVAC model
constraints

Parameters Parameter values

House area size 2000 + 500 (basement) ft2

Afloor, Aceiling, Awall, Awindow 2000, 2000, 2600, 520 ft2

Rceiling, Rwall, Rwindow 49, 13, 2 ft2 * °F/(Btu/h)

Quantity of individuals 5 people

Measurements of AC element 34,000 Btu

AC heat set value 77 °F

AC power utility 2.3 kW

Room temperature value 84 °F

4 Conclusion

This paper presents DR enabled electrical water heater and HVACmodel. The devel-
oped mathematical models are created on physical and operative characteristics of
electrical water heater load and HVAC, respectively. The models are developed on
appliance level which is very useful for analysis of DR potential in residential areas.
It is validated against real power consumption data. Modeled power consumption
data is similar to captured real system data. Result shows that the proposed load
model can be used in distribution network for analyzing demand response potential.
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Fig. 5 Actual and model power comparison of HVAC
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Planning and Economical Optimization
of Grid-Connected Renewable Energy
Resource-Based Microgrid

Md Mustafa Kamal, Imtiaz Ashraf, and Arshad Mohamma

Abstract Microgrid revolutionizes the electric power system for both rural and
urban communities. Since microgrid can work in both grid-connected as well as
standalone mode, the planning of microgrid must be addressed the cost-effective
feasibility as well as the long-term stability of the system. Microgrid planning is
a complex process due to its standing alternative goals, available constraints, and
uncertainty of renewable energy resources. In the present work, a semi-urban micro-
grid is planned with the integration of wind, solar, and battery system. Three types
of load (residential, commercial, and industrial) considered for modeling and anal-
ysis in four different seasons. Techno-economic and feasibility analysis of proposed
microgrid carried out for the semi-urban area in Uttarakhand (India).

Keywords Microgrid · Planning · Cost of energy · Solar · Wind · Optimization ·
Renewable resource

1 Introduction

Modern societies highly depend on the electric power supply. From the past 45 years,
the dependency on the electrical power system significantly increases [1, 12, 13].
The demand of energy is growing rapidly and not possible to entirely fulfill by using
conventional energy resources due to its limitation. Renewable energy-based power
supply becomes another alternative to supply the demand of energy worldwide. The
single energy resource is not able to provide reliable power supply; hence, hybrid
energy-based power supply is an option for preserving the feasibility between load
and demand [2]. The hybrid energy system integrates more than one energy source to
increase the reliability of power supply. The hybrid energy-based microgrid system
is the combination of renewable energy resources, traditional energy systems, and
storage devices to meet the demand of local areas, both standalone mode and grid-
connected mode.Mostly standalone mode of operation of microgrid used in a remote
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area with a storage device. During the period in which power supply is not available
with renewable energy resource, the storage device can supply the energy [3].

Similarly, the grid-connected mode widely prefers in urban areas during the off
period when the electricity price is low power taken from the grid and on the peak
period power supplied by renewable and storage device. Hence, the grid-connected
mode of operation rise the use of renewable energy resource, increase the reliability
in power supply, and decrease the total cost of energy. Renewable energy-based
resource with the combination of diesel generators is perceptively used to ensure the
electrification of the local community. A combination of the hybrid energy system is
more reliable and cost-effective to electrify the rural population. DG structure, which
offers electricity for the local community, is diverse from the conventional structure.
For the electrification, available energy resources in the locality can combined to
form a hybrid energy model, which works on both grid-connected as well as stan-
dalone mode [4]. The hybrid model popularly, also known as integrated renewable
energy system (IRES) model. The developed model is to provide economical energy
supply to the rural population. To integrate renewable energy resources, careful and
useful planning is necessary to maximize the benefits and efficiency of customers
[5]. The vital factor in the planning of the hybrid energy resource-based system is
optimal planning of its component, i.e., solar arrays, number of the wind turbine,
generator sets, storage device, and converters, so the formulated objective func-
tion maximized/minimized fully satisfy all constraints [6]. IRES models are widely
used by the researcher to suggest the electrification of urban and rural communi-
ties. Power generation using a modified hybrid system have accomplished several
studies worldwide. However, in India, only a few quantities of literature reported on
designing of the hybrid energy system. Diverse combination of renewable resources
with or without battery proven a cost-effective solution for electrification. Kamal
et al. [7–9] modeled the integrated energy model by combing the locally avail-
able energy resources and analyses techno-economic and feasibility analysis of the
system. Guangquain [10] investigated the scope of electrification using IRES model
for the rural communities. They recommended a viable and economical solution of
energy for an isolated rural area, where grid connectivity is unreliable. For the fulfill-
ment of energy demand of a specific area, the optimal sizing of the hybrid model is
recommended. For the analysis of integrated renewable energy, resource model rural
region of Iran is considered for size optimization. Hossain et al. [11] developed a
hybrid energy resource-based energy model for the Malaysia. The available energy
resource potential estimated and integrated to form the hybrid energy model. The
energy model optimizes by using HOMER software for net present cost and per unit
cost of energy.

Study Area
StateUttarakhand formed in the year 2000withDehradun as its capital in the northern
part of India. As the 27th state of India, its boarder touches China in the north, Nepal
in the east, Utter Pradesh in the south, and Himachal Pradesh in the west. It has 13
districts, and Tehri Garhwal is selected for the case study of the proposed model.
Tehri Garhwal is one of the central provinces in the Himalayan region. The total
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population of the region is 618,913 (2011 census). Since it is a hilly area, some
village has low-density inhabitants.

2 Demand Analysis

A load of study area divided into three categories, i.e., residential, commercial, and
industrial. The average use of electricity per customer is 16.85 kWh; hence, daily
electricity consumption of the area is 1,341,244.8 kWh. For the commercial use of
heavy load such as air conditioner, which used between 10 am to 6 pm, the average
load is 2000 MWh. Figure 1 shows the three different loads of study area.

Net load of the system is modeled as

Net load = PWind
s,t + PPV

s,t − Demand (1)

The amount of power generated by wind and solar systems not able to satisfy the
full load requirement of the area. Hence, the diesel generator also placed with the
conjunction of renewable energy resources and storage devices. The battery storage
system introduced to store the surplus amount of energy in the daytime and used
when needed. The microgrid model can be modeled using a four-bus system, which
shown in Fig. 2.

The solar photovoltaic system (SPV) consists of several PVmodules. Solar radia-
tion data geography located between 28.47 latitude and 78.14 longitudes were taken.
The area has yearly average solar insolation which is 5.32 kWh/m2, and in May,
maximum insolation is recorded as 7.420 kWh/m2. The study area has enormous solar
potential; the total annual solar energy potential is recorded as 22,369 kWh/m2/yr.
Figure 3 shows the monthly average insolation and clearness index of the region.

Wind energy generates electricity through the movement of atmospheric air.
Turbines change the kinetic energy to the usable power. The speed ofwind in the study
area is (4–16 m/s), which is suitable for low-speed designed wind turbines. Figure 4
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Fig. 2 Grid-connected microgrid system
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displays the monthly average wind speed of the study region. Mostly designed wind
turbine in India is for 10 m/s.

3 Problem Formulation

To electrify the local community by using solar/wind/diesel/storage and device
formed grid-connected microgrid. Three cases have taken for the study of the
microgrid system.

Case1: Microgrid Without Renewable Energy Resources
In this mode of operation, the electricity is mainly supplied by generators and the
primary grid. The generator capacity of two generators is 100 MW and 150 MW,
respectively.

The mathematical formulation of total cost of energy expressed as for peak hours

Min z(x) =
t=24∑

t=1

[
(132gen1,t + 2.64) + (

99gen3,t + 2.31
)

+ (
349.80gen4,t + 2.64

) + Vcr (Z1 + Z2 + Z3) (2)

For off-peak hours, the total cost of energy is described as

Min z(x) =
t=24∑

t=1

[
(132gen1,t + 2.64) + (

99gen3,t + 2.31
)

+ (
95.04gen4,t + 2.64

) + Vcr (Z1 + Z2 + Z3) (3)

The constraints are

[−S12,t − S13,t + gen1,t + Z1,t = L1,t

S12,t − S24,t − S23,t + Z2,t = L2,t

S13,t + S23,t + gen3,t + Z3t = L3,t

S24,t + gen4,t = L4,,t

gen1t ≤ 100, gen1t ≤ 150, gen1t ≤ 320,

Z1t ≤ L1,t , Z1t ≤ L2,t , Z1t ≤ L3,t
]

(4)

Case 2: Microgrid with Renewable Energy Resources
When the renewable energy resources are integrated in the system, the objective
function of the system remains same only few constraint changed

[−S12,t − S13,t + gen1,t + Z1,t = L1,t
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S12,t − S24,t − S23,t + Z2,t + Pwind,t + Ppv,t = L2,t

S13,t + S23,t + gen3,t + Z3t = L3,t

S24,t + gen4,t = L4,,t
]

(5)

Due to deviation of solar insolation and wind speed that depends on the climatic
situation, hence, the total amount of cost is calculated in every season (winter,
summer, autumn, and spring).

Case 3: Microgrid with Storage System
To achieve, the reliable supply of energy storage system is introduced in the system.
Renewable energy resources cannot supply the demand sufficiently. Hence, renew-
able energy resource cannot charge battery. Therefore, the purpose of battery system
is to store energy in the period of low demand and supply energy at peak hours (Table
1).

[−S12,t − S13,t + gen1,t + Z1,t + Pdischrging + Pcharge = L1,t

S12,t − S24,t − S23,t + Z2,t = L2,t

S13,t + S23,t + gen3,t + Z3t = L3,t

S24,t + gen4,t = L4,,t
]

(6)

[
Ebattery

t+1,m = Ebattery
t,m − Edischarge

t,m

�discharge
+ Pcharge

t,m �charge

Ebattery
t .SOCdischarge ≤ Ebattery

t .SOCcharge

0 ≤ Pdischarge
t,m ≤ Pcharge

t,m

]
(7)

4 Results and Discussion

The proposed work deals with the planning of microgrid with the integration of
renewable energy resources and battery systems. For analysis of the system, three
cases considered. In the first case, when the energy supplied by the grid and gener-
ator sets the total cost of operation for one in peak hour is $224,220.00 and in the
off-peak hour $637,659.00. Therefore, the total cost of operation for one year is
$234,861,403.50. For case two, when renewable energy resources are available, the
microgrid supplies energy to the customer from renewable resources and the primary
grid. Renewable energy resources are intermittent; hence, the supply is affected by
the different climatic conditions, so based on seasonally available energy, microgrid
is analyzed. Figure 5 shows the total cost of energy seasonally. The total cost of
electricity per year was $ 222,822,811.20.
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Table 1 Parameter used in
microgrid modeling

Parameter Cost ($)

Variable cost coefficient of generator 1 $132/MWh

Fixed cost coefficient of generator1 $2.64/MWh

Variable cost coefficient of generator 2 $99/MWh

Fixed cost coefficient of generator 2 $2.31/MWh

Cost of peak hours from grid $349.80/MWh

Cost of other hours from grid $95.04/MWh

Fixed cost coefficient $2.64/MWh

Value of customer reliability $52,800/MWh

Investment cost of battery 13,200,000.00

Capacity 100 MWh

Life 5 years

Efficiency 80%

$5,80,000.00

$5,90,000.00

$6,00,000.00

$6,10,000.00

$6,20,000.00

Spring Summer Autumn Winter

C
os

t

Season

Fig. 5 Seasonal total cost of energy of microgrid with renewable energy resources

For the third case, where the storage system used to provide energy supply when
grid supply absent. Figure 6 shows the total seasonal energy cost with the storage
device.

Figure 7 shows that the total cost of energy with the storage system was $
215,071,230.00. A comparison of all three cases suggests that when the battery
system introduced in the microgrid system, the total cost reduced with a power
system that does not have a battery bank.

For the cost-effective investigation of the whole arrangement, the microgrid
system with renewable energy resources and battery is compared to the original
model w.r.t equipment and installation cost. The cost of different equipment is shown
in Fig. 7.

For the economic evolution of profit of the life cycle of battery for five years with
the discount rate of 8%, the cost of microgrid with battery, without battery, and net
present value (NPV) is evaluated. Figure 8 shows the five-year projection of different
expenses.
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Fig. 6 Seasonal total cost of energy with storage system
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5 Conclusion

In the present work, a hybrid model of renewable energy resources is proposed,
which consists of solar/wind/diesel/battery. The suggested microgrid system works
with grid-connectedmode. The study of the energy system is carried out for the semi-
urban area of Uttarakhand state of India. The microgrid system modeled for three
different loads, i.e., residential, commercial, and industrial. The proposed framework
is analyzed for without renewable, with renewable, and battery, and the model results
suggest that the lowest cost of energy for the integrated model with battery system is
more cost-effective compared to other systems. Further from the economic analysis
with the battery system for a lifetime of five years, it suggests that the model is
reliable and beneficial for the local community.
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Fig. 8 Total cost of microgrid operation for five years
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Smart Streetlight System for Smart
Cities Using IoT

Arshad Mohammad, Faiz Ali, M. D. Mustafa Kamal, and Imtiaz Ashraf

Abstract Streetlight is an important utility which consumes large amount of energy,
and a big part of energy is wasted due to improper usage. In this paper, a streetlight
system has been proposed which controls the illuminance of street lamp according
to traffic flow. It will illuminate the street lamp when user is present; otherwise, it
will dim the lamp to its 20% illuminance. Smart streetlight system uses IoT platform
with motion sensor and light sensor. The system is installed in testbed, and power
consumption is observed for single day. The energy-saving for different control
strategies are 96.20, 97.34, 97.34% and 95.86 have been observed.

Keywords Smart streetlight · Energy-saving · Power consumption · IoT

1 Introduction

The smart city concept gains popularity among researchers. It provides safety, conve-
nience, comfort and better utilization of resources. Furthermore, it performs task in
energy-efficient way. The smart streetlight is one of the most important parts of smart
city [1–3]. The lack of proper illumination in streets increases the stealing, robbery
and other traffic-associated problems. The current streetlight suffers fromhigh energy
consumption, lack of fine control and long maintenance period. Therefore, a smart
street lighting system should have the following features:

• Minimized energy consumption: Traditional streetlight will be OFF in daytime,
and it will be ON in nighttime. The system should be adaptive, and it will switch
ON the light according to traffic. The light will be illuminated when someone is
present; otherwise it will dim the luminaire.

• Increased users’ satisfaction: The visual comfort should be increased by smart
streetlight. It will be increased by switching ON in front luminaire and switching
OFF behind luminaire.
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• Fine control: In streetlight, each luminaire has its own identity and they can be
differentiated from each other. Every streetlight is independent from each other
and autonomously controlled by central controller.

• Flexible management: The area of cities increases very sharply. It will increase
the demand of streetlight. Street lighting system should have the capability to
meet this demand.

In this paper, we propose a smart streetlight based on IoT platform to encourage
smart city concept. The proposed streetlight system controls the illumination
according to traffic flow. The visual comfort is increased by proper illumination of
streetlight. The streetlight is at 20% illumination level when there is no user present
to increase the safety.

The traditional way of streetlight control is simple ON/OFF according to daylight.
It does not have facility to control the illumination level. Due to technological
advancement, software-controlled LED luminaire is available in market. LED street-
light along with motion sensor saves more energy [4–7]. A lighting system with
light sensor and motion sensor has capability to save 20–70% energy. Eveliina at
el. developed a smart and dynamic street lighting system to control the dimming
level according to traffic flow [7]. They used PIR sensor to find the presence and
direction of movement. They save 60–70% in different control strategies. Prabu et
el. presented a ANN-based smart street lighting system and deployed it in the city
of Hosur [8]. This work minimized unwanted utilization and saves 13.5% than static
LED system. In [9], GPS-based streetlight has proposed and showed its features and
characteristics.

2 Smart Streetlight System

In this paper, we proposed smart street lighting system. It is shown in Fig. 1. It has
three sections, and each section has its own functionality. They all work together
and form an energy-efficient smart street lighting system. This street lighting system
increases visual comfort and minimizes energy consumption. The three sections are
as follows:

(1) Intelligent streetlight
The traditional streetlight system simply switches ON/OFF the streetlights
according to daylight availability. The proposed streetlight system controls
the illuminance of the streetlight according to traffic flow. When public is
present on street, intelligent streetlight system switches ON the light to its
maximum, andwhennobody is present at the street itwill dim the light according
to different control strategies. Intelligent streetlight system will maintain a
minimum illuminance when nobody is present at street to increase the safety.

(2) Efficient and reliable communication network
The network is working in real time. 4G network has been used in this paper.
The network should be strong, reliable and secure; therefore, NB-IoT is used
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          Street

Street light

Wireless network

Cloud

Authorised user

Remote server 

Fig. 1 IoT-based smart streetlight

for communication between server and streetlight. The NB-IoT network has the
following features.

• Large number of streetlights are present in the city. The demand increases
day by day. Therefore, the communication network has capability to deal
with high communication demand.

• The reliability is another important parameter which should meet; otherwise
it is useless.

• The security of the system is in such a way that it cannot easily break;
otherwise it becomes dangerous.

• The power requirement for communication should be less.

(3) Flexible management: Intelligent streetlight along with efficient network gives
the status and information about streetlight. It also provides information about
traffic flow. These data are sent to cloud. Cloud provides elastic computing
power and large storage at low price. The area of cities is expanding at very fast
rate. With the help of cloud computing, expansion of streetlight becomes easy
(Fig. 2).

The streetlight is equipped with motion sensor, light sensor and Zigbee networks.
The motion sensor provides present information about users. Light sensor quantifies
daylight illumination. Zigbee network provides communication to streetlight. The
data of different sensors are sent to cloud for analysis.Depending upon user detection,
light illumination and weather information, the streetlight is being controlled. If no
one is present on street, the streetlight will dim to 20% of its maximum illuminance to
provide safety to users. If the person is present, the streetlight is illuminate according
to a different control strategy (described in Fig. 3a–d. The direction of movement
is also important to controlling the illuminance of streetlight. More illumination is
required in front of user than behind. Therefore, streetlight which is in front of user
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Fig. 3 Sensor operation strategy

will illuminate. A particular streetlight will dim when users passed the streetlight.
A particular streetlight is illuminated due to the presence of user and presence of
user detected near adjacent streetlight (this phenomenon is shown in Fig. 3). These
strategies will increase energy-saving and visual comfort.

3 Testbed and Results

The proposed system is deployed at testbed in university campus AMU, Aligarh.
The street which is chosen for testbed is 750 m long. It has 36 number of poles,
and each pole had 100-W dimmable LED luminaire. The total power consumption is
compared using LED luminaire with and without control strategies. A traffic flow for
atypical day is shown in Fig. 4. The energy consumption graph of control strategy A,
B, C and D for single day is shown in Fig. 5. The energy-saving in different control
strategies is 96.20, 97.34, 95.86 and 97.04%.

4 Conclusion

The smart street lighting system has been developed in this proposed work. It mini-
mized the power consumption 96.20%, 97.34, 97.34% and 95.86 by using different
control strategies. PIR sensor, daylight sensor andNB-IoT are used in thiswork. They
allworked together andminimized energy consumption and provide user satisfaction.
This type of IoT-based smart streetlight is very useful in smart city.
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Fig. 4 Traffic flow

Fig. 5 Energy consumption
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Energy Audit in an Indian
University—A Case Study

Hamad Khan, Akif Siddiqui, Aqeel Ahmad Ansari, and Nidal Rafiuddin

Abstract With the 1973 oil crisis and environmental concerns because of burning
of fossil fuels and further with the limitations in available energy resources, it has
become imperative to harness environmentally friendly non-conventional energy
sources and manage energy consumption judiciously. The present work focusses on
effective energy management from an audit performed on hall of residences of an
Indian university namely Aligarh Muslim University by replacing major inefficient
loads by efficient loads and estimates solar energy that can be harnessed. There are
about nineteen student residences inAligarhMuslimUniversity. To ensuremaximum
electrical energy efficiency and cost saving, while energy auditing on one hall namely
NadeemTareenwas conducted, itwas estimatedonall other halls of residence. Firstly,
all major loads in the hall of residence were identified and their power consumption
and quality were measured using appropriate tools. The GridVis 7.2 software was
used for this purpose. The major loads are the primary audit concerns as they possess
the highest potential for energy saving.Replacing existing lighting and fanswithLED
bulbs and BLDC fans, respectively, were entertained as conservation opportunities
and consequent costs calculated. The rooftop areas of all of the remaining hostels
were measured using Google Maps tool, further solar plant capacity was calculated.
If the proposed changes are implemented on all hall of residences, an estimated INR
6.3 crore can be saved annually.

Keywords Energy audit · Energy conservation · Energy survey · Solar power
plant · BLDC
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1 Introduction

This paper presents an energy audit of all buildings of hall of residents in Aligarh
Muslim University (AMU) accompanying numerous rooms for residing students.
AMU provides residences to around 20,000 students in nineteen halls of residences
among which Nadeem Tarin hall is one.

While carrying out this study, major loads are taken into consideration for energy
conservation opportunities. In this case, they were fans and lighting sources. The cost
of implementation of the recommended opportunities and the calculated payback
period and is found to be highly feasible.

Rooftop solar power plant is proposed for this particular case and for other resident
building in the entire university and consequent implementation costs and savings
are calculated.

2 Case Study

2.1 Building Specifications

Nadeem Tarin (NT) Hall consists of 140 resident rooms, 12 washrooms, office
building and a worship place. Each room consists of one fan and two lighting sources
whichwere either tube lights or LEDbulbs. Othermajor loads are air-coolers, geysers
and water dispensers. The consumption of these loads on an average is 812.09 units
per day. The rooftop area of the same hall is 1750m2 and has a potential for a 110-kW
solar power plant.

2.2 Lighting System

Firstly, the total number of major lighting loads were identified in NT hall and their
consumption was measured. Figure 1 shows the number and proportion of major
lighting load in NT.

The kWh difference for one day between a LED and a tube light was found to
be about 0.74 units with near same illumination. Hence, replacing all the tube lights
in NT by LEDs would save |6.5 lacs annually on energy cost. Further, the in-depth
power quality analysis was done to compare various parameters of various sources.
The payback of replacing tube lights with LEDs is less than a month, and thus the
replacement of tube lights by LEDs is proposed to be a very efficient solution.

The harmonic currents are an undesired parameter and were measured to be
considerably less in LEDs in comparison with tube lights. Thus, it is suggested
to replace all 289 tube lights in the hall with LEDs. The harmonics current of LED
is shown in Fig. 2.
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Fig. 1 Various lighting sources in NT

Fig. 2 Voltage and current graphs of LED load

Figure 3 portrays the harmonics generated because of LED bulb. The third
harmonic current is less than 10% of the fundamental value.

2.3 Air Cooling System

The major air cooling in the building is done by using induction motor fans, where
one fan inmost of the rooms is allottedwhile some rooms have two. The consumption
of each fan was measured to be 122 W on average. It was noticed that when main-
tenance was provided to fan by oiling the fan’s motor and tightening blade screws,
consumption was reduced to 115W. Hence, the regular maintenance could provide a
remarkable figure in energy saving when all the fan’s power consumption was taken
into consideration. Table 1 enumerates the number of fans installed in NT hall.
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Fig. 3 Harmonic currents in a LED bulb

Table 1 Number of fans in
the building

Place Number of fans

Resident rooms 140

Reading room 11

Dining hall 15

Common room 12

Canteen 2

Worship place 35

Provost office 12

NXC 3

Total 235

Since fans are one of the major loads in the hall, finding an energy-efficient
way to produce same or better air cooling results with less power consumption was
necessary. Brushless DC fans is one of the alternate efficient possibility to meet the
requirements.

To verify this, power quality analysis on both induction motor and BLDC fans
was done. This was done by setting up the apparatus as shown in Fig. 4.

The distance and angle forming between fan and the anemometer were measured
to keep it constant for both fans.

The fans were switched at different speeds and the power quality results of both
the fans were compared. The output was not taken as speed of fan rather the speed
or air they deliver at a specific distance underneath. Table 2 shows the results of the
fans at their maximum speeds.
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Fig. 4 Experimental setup for power quality measurement

Table 2 Different
measurements for both fans

Parameters Induction motor fan BLDC fan

Voltage (V) 229 234.26

Current (A) 0.35 0.156

Real power (W) 76.56 34.21

Reactive power (W) −11.86 −4.59

T.H.D. (%) 5.71 10.398

Power factor 0.98 0.988

Anemometer (m/s) 0.6 1.8

It was observed that at almost half power consumption, BLDC fan gives thrice
the amount of wind speed (Fig. 5).

Replacing all 235 fans would save |91,613monthly and |1,099,359 annually. The
payback period is estimated to be only about 9 months. This energy conservation
opportunity is also highly recommended.

3 Solar Power Plant

Nadeem Tarin Hall is only one among nineteen resident halls in the University. The
roof area of Nadeem Tarin Hall was measured using an inch tape and was found to
be 1750 m2. Each hall has a good amount of roof area and an on grid solar power
plant can be considered for all the halls. However, measuring the roof area of all the
halls was not feasible. Thus, a Google Maps tool was used to measure roof area. The
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Fig. 5 Current versus wind speed setting for BLDC and induction motor fans

area of Nadeem Tarin Hall using this tool was found 2150 m2. This error was used
to correct the measurements of all other halls. The results of all the halls are shown
in Table 3.

Assuming sunshine of 5.5 h in Uttar Pradesh, the average solar irradiation is
1156.39W/m2. On an average, a 1KW solar rooftop plant over the year will generate
4.6 kWh of electricity per day.

An online solar power tool by Ministry of New and Renewable Energy (MNRE)
[5] gives the following data: 12 m2 area can provide space for 1 kW plant, feasible
capacity for Nadeem Tarin Hall is 110 kW, MNRE current benchmark cost: 53,000
|/kWand total financial saving from this would be |105,375monthly and |1,264,494
annually. Payback period for this is 4.6 years.

4 Conclusion

With all the measurements, experiments and analysis, we found three conservation
opportunities. Two of them can be easily implemented as they are cost efficient.
These include replacing all the tube lights with LEDs and replacing all the induction
motor fans with brushless DC motor fans. The third conservation opportunity which
is comparatively costly is to install a solar power plant on the rooftop of each hall
of residence. Implementing these would save considerable assets. Moreover, with
around two months of vacations, where the resident students leave for their home,
power is hardly consumed in the halls. In this situation, the excess power produced
by solar power plant in these residences can be supplied to power grid. Furthermore,
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Table 3 Usable area for installing solar plant on rooftop of hall of residences

Hall of residences Measurements (m2) Corrected measurement
(m2)

Usable area (75%) (m2)

Nadeem Tarin 2150 1750 1312

Sulaiman Hall 6296 4860 3645

M.M. Hall 5035 3887 2915

Sir Syed North 21856 16872 12654

R.M. Hall 3672 2834 2125

Sir Syed South 3917 3023 2267

S.N. 1600 1235 2267

Viqraul Mulk 15912 12284 9213

Sir Ziauddin 2679 2068 1551

Abdullah Hall 2588 1997 1497

Aftab Hall 5520 4260 3195

Allama Iqbal 4661 3597 2697

Habib Hall 3876 2991 2243

Hadi Hassan Hall 3021 2331 1748

Indira Gandhi Hall 3599 2778 2083

Bhim Rao Ambedkar 2977 2298 1723

Begum Sultan Jahan 3727 2876 2157

Bibi Fatima Hall 1715 1323 992

Begum Azizun Nisa 1762 1360 1020

installing low speed wind turbines or wind arrays [6] for harnessing, low wind speed
on the rooftopsmay aid in production of power throughwind, which is another aspect
of study as the wind speed in Aligarh is low.

Acknowledgements Authors are thankful to Mr. Mohammad Shoeb Alam and Mr. Jamil Khan
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possible otherwise.
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Study of Effectiveness of Autonomous
Solar Energy Systems

Prashant Kumar Singh, Rajesh Narayan Deo, Vishal Vajpayee,
Vipin Verma, and Vivek Bajpai

Abstract We live in aworldwhere the population is growingdaybyday, andwith the
increase in population, our energy demand is also increasing tomeet our daily energy
consumption (IEEEStandard for InterconnectingDistributedResourceswithElectric
Power Systems, IEEE Std. 1547, 2003) [1]. This is resulting in shortage of electricity
across the world, especially under developed or developing countries. Hence, we
need an efficient and effective solar system which can stand alone (IEEE Standard
for Interconnecting Distributed Resources with Electric Power Systems, IEEE Std.
1547, 2003 [1]; Obukhov et al. methods of effective use of solar power system 2016
[2]) In this paper, it has been discussed that how effectiveness of autonomous energy
systems can be increased and also how an efficient solar system can be utilized for
direct cooling and heating with the help of solar chillers without converting it from
solar energy into electrical energy.

Keywords Solar energy · Solar power · Solar radiation · Collector · Inverter ·
Solar heat supply · Reactive power · Solar cells · Solar chillers

1 Introduction

Grid-tied PV system is energy generating system which is connected to grids. Solar
photovoltaic power which is created must be operated with the support of inverter
connected to grid before putting it for use [1–17]. In this regard, several studies have
been done [15–17]. These type of inverters are mounted between the utility grid and
solar photovoltaic; [3] it is a combination of some small inverters and every inverter is
connected to the single photovoltaic units. According to less cost of energy electronic
device and developments in energy renewable technology, then the market of energy
renewable has utilize and feel an extra profit and increment in scope in some time.
Renewable resource boosts the capacity of energy, according to the decrement of
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cost. In many countries, solar power and wind power take a perfect action and give
competition to fossil fuels [4–6].

The capacity comprises of solar photovoltaic is more than every form of resources
combined. After the use of solar photovoltaic, it is important to study about the barrier
in front of generating power and solar photovoltaic [2].

The things to keep in mind while connecting photovoltaic solar energy to grid are
as follows [16, 17];

1. Cost.
2. Enhancing reliability.
3. Decreasing the harmonics.
4. Decrementing the number of components.
5. To control the reactive and real power [7].

2 Operation of Solar Inverter

Solar generation which is based on photovoltaic has its disadvantages but it has many
advantages to hide it. So, in Gujarat, which is located in India has good potential to
increase solar power electrical energy by 20–25% in past 25 years. Solar PV cells are
used to directly convert sunlight energy into electrical energy without releasing any
pollutant [2, 8, 9]. This generationof electricity is effectedby someenvironmental and
physical parameters like temperature and radiation of sunlight on photovoltaic cell.
Photovoltaic powerwhich is supplied to utility grid gaining great attention these days,
thus, many standards which arementioned by different authorities of grid monitoring
must be followed. Thus, according to the characteristics of photovoltaic panels, total
O/P voltage differs due to various temperature, irrigation parameters, and effects of
clouds. Therefore, the voltage at input level can differ widely [10] (Fig. 1).

1. Solar panel: Devices used to change light in the form of electricity are known as
solar panels because sunlight cannot be exhausted.

2. Comparator: A circuit used for observing two or more electrical pulses.
3. Relay: The electrical circuit that controls one electrical circuit by opening and

closing contacts in another circuit.
4. Inverter: The device that is used to convert direct current to alternating current is

known as inverter [14].

2.1 Buck–Boost Converter

When the value of K is between 0 and 0.5 and converter will work in buck.
When the value of K is between 0.5 and 1, then it will operate in boost mode [9,

12, 15] (Fig. 2).
AndwhenK is equal to 0.5„ then this will be ideal mode. And the relation between

output voltage and input voltage is mentioned in Eq. 1.
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Fig. 1 Diagram of typical solar inverter [8]

Fig. 2 Typical schematic
diagram of a basic
buck–boost converter [14]

Vo =
(

K

1− K
× VS

)
(1)

2.2 Functioning Principle of Buck–Boost Converter

Here, the circuit is made to obtain max efficiency by quality and equipments of
current, and it is used for various purposes like as an under voltage [6–8].
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Buck converter: The work of a buck converter is to indicate the I/P circuit that
resists sudden variations in I/P current. In the case of switch ON, the inductor ‘L’
stores energy [9].

Boost converter: The inductor ‘L’ in I/P circuit opposes changes in I/P current.
It stores energy when the circuit is open in magnetic form and expenses energy in
opposite conditions. [10].

2.3 Principle of Working of a Buck–Boost Converter

An inverter changes DC into AC, and hence the devices do not produce any type of
energy because energy is generated from a DC power source [1–9] (Fig. 3).

Above figure represents the circuit diagram of single phase half wave bridge
inverter 2MOSFETs T1 and T2 here are applied to switch devices. Where T1 ranges
0–T /2, whereas T2 ranges T /2–T and T1–OFF [7].

Therefore, the direction of the current is from B to An in load, the O/P voltage is
−V s/2 (Fig. 4).

3 Introduction to Solar Heat Energy (SHE)

The supply of electricity is totally based on demand of the consumer’s consumption
of the organic fuel and become more possible in the situation that the energy source
will cost more. Reducing energy cost can be achieved by fuel economy based on
its replacement with renewable source. The use of solar energy nowadays is at all
level of power consumption. These are high-power solar electric power stations
and individual power installations with no more than 10 kilowatts of power. As

Fig. 3 Single phase half
bridge inverter [18]
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Fig. 4 Single phase half bridge inverter’s waveform [13]

an individual low-power installation, solar power systems are used to receive heat
energy. Solar heat supply (SHS) systems are a solar energy collection mechanism
and the transformation in solar collectors (SC) [11, 12].

1. A large number of different SC constructions nowadaysmake the best use of solar
radiation effectively. At building, SC may be flat or tubular. All SCs can condi-
tionally be diverted into some basic elements: Transparent serves the purpose of
shielding absorber from environmental impacts [11, 13].

2. Absorb the object of which soaks and transformation of solar energy in heat
energy. Fast absorption to the effect of solar energy while service is the main
requirement for the absorber using the convective aspect of SC heat losses.

Solar energy passing with the help of element in the given. It can also be seen that
the main component of SC and the element or parameter which define them (Fig. 5).

Solar collector(SC) is connected by the help of pipeline and also with the
tank accumulator. Solar heat supply is classified into different schemes of system
according to their designation. In the given figure, solar heat supply has one open
and one close system [3].

3.1 Formulation and Solution of the Task on Defining
the Effectiveness of SHE

To define the method of the effectiveness of SC, it are directly related to incoming
energy from area of SC. First choice is the Hottel-Whiller Bliss formula that define
the essential heat from the SC area unit as a function in 2 variables—the flux density
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Fig. 5 SC and its basic parameters and elements [2]

of optimized solar waves in the SC HT plane and the difference in heat transfer
temperatures at the input of SC HT solar collector in term of environment T env is
given in Eq. 2 [23].

Qn1 = Fr [HT τα − U1(Tin − Tenv)] (2)

where Fr is heat coefficient of the collector parameter.
U l is totally depend the construction of collector. Using conventional glazing

materials and selective surfaces for absorbers, this coefficient can be increased to 0,
95 for modern collectors [9].

On formula, the heat extraction coefficient from SC can be defined

Fr = GCP

U1

[
1− e

−FU1
GCP

]
(3)

where G is heat transfer consumption with the help of collector.
F is effectiveness of SC work on the interconnection of control and positive

parameters is done on the basis of the specified dependencies [14, 15] (Fig. 6).
The max meaning on which the collector’s heat extracted coefficient has max.

Meaning and it is not worth improving the usage and on the other hand the min.
consumption meaning exist depleting which result in a rapid decrease of the SC
output.

ηSC = Frτα − FrU1

[
Tin − Tenv

HT

]
(4)

The study of the formula in question allows for the division in two sections. First
portion of formula defines technical portion of SC and depends on used materials.
Second portion carries out changes from technical portion and explicitly relies on
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Fig. 6 Control parameters of solar collector and its dependence [11]

control where SC is used and changes are made in the dependency of heat transfer
parameters, ambient temperature, and coming solar energy [15].

3.2 Work Study for SC Containing Solar Field

Several SC connecting to each other and joining in the solar fields are used to make
the necessary level of heat loading with the aid of solar energy [13].

In case, we have solar field with n quantity of SC, the total useful energy may be
presented as and which consist of n amount of collector [10].

For each collector in one solar field, the intensity of the flux of summarized solar
radiation in the SC HT plane will be the same. Then, the flux density of the solar
field’s condensed solar radiation can be described as the efficiency of solar field
which consists of n amount of collectors [15].

ηs f = ηSC1 + ηSC2 + ηSC3 + · · · + ηSCn

n
(5)

This formula shows that the solar field efficiency is themean quantity and depends
on each SC’s efficiency.

Increasing the productivity of each SC permits promoting the effective work of
the entire solar field [13].
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In the solar field, SC can be connected on different schemes with respect to each
other. The output energy of the collector may be presented as

Qn = GC p(Tout − Tin) (6)

where T out—temperature of heat transfer agent.

The output energy of the SC is determined with the help of heat transfer agent. Thereby the
parameters of the heat-transfer agent on the output of one collector may be the parameters
on the input of the other which in the definite senses of consumption, the temperature of the
atmosphere and the isolation that result in a significant decrease in its efficiency and of the
whole solar field. [11]

The control of the heat transfer agent’s parameters is related to adjusting the
specific heat transfer agent consumption through the solar collectors [12].

3.3 Scheme Development of SC for Solar Field

To ensure the efficient functioning of the solar heat supply system by adjusting the
SC link scheme, the unit is controlled out. Change the SC link scheme between them
and also the relay for valve control, photoresistor for relay control in dependence of
solar radiation power [13–15] (Fig. 7).

To exclude this scheme’s dependency from the power supply grid, the solar
batteries are provided as source (SB) electricity. Then, choose pumps that operate
on the direct current.

The link scheme of the SHS elements on the SB power supply is given to the
control scheme [7] (Fig. 8).

The provided scheme from four SCs works in this way: the voltage at the output of SB is
weak on small power of solar radiation and it is not enough to open the relay KM1 and KM
2 and the valves. All electromagnetic valves are closed which exclude inverse heat transfer
agent circulation. [11]

Increasing the strength of solar radiation later causes valves 1, 3, 7, 9 to open
and valves 2, 8 to close. The valve switching enables parallel communication of

Fig. 7 SC connection in
SHS [25]
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Fig. 8 Basic connection of SHS from power source [22]

SC between the valves. The process of switching the SC link scheme is in reverse
sequence upon decrease in solar radiation strength [14] (Fig. 9).

4 Conclusion

The use of high value renewed sources for increasing energy supply expenses. The
solar power development makes the substitution of commonly used organic types
of fuel, being more insight at that. It is important to give the correct parameter of
the heart transfer agent in SC circuit in the dependence of solar insulation and the
ambient temperature for working effectively [7]. The worked out SC link schemes
and the control algorithm permit offline automatically to give the provided SHS
control parameters [9].

A large efficiency buck–boost converter is offered. Initial portion works for buck–
boost mode. Therefore, it offers a large range of I/P voltage. The second part of
inverter is made up of unfolding circuit which is based on the grid’s direction. Thus,
from the view of power processing, it is a one step inverter. This happens due to
power transfers buck–boost converter [10].
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Fig. 9 Electromagnetic
valve control mechanism
[24]
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Analysis of Combined Effect
of Temperature and Wind on Solar
Power Production

Anurag Sinha, Arun Kumar, Abhishek Tiwari, and Kushal Yadav

Abstract Wind speed (WS) and air temperature are a concern for solar power gener-
ation PV industry and policy makers. This causes reduction in direct normal irradi-
ance (DNI) and in turn increases the uncertainty in solar power plant (SPP) output.
Therefore, for proper unit commitment and efficiently operating SPP, solar radiation
should be properly calibrated. In this work, a detailed study has been performed
on combined effect of the wind speed and air temperature on performance of SPP
having the different panel types. The monocrystalline (C-si)-type module and multi-
crystalline (MC-si)-typemodule are analysed in this study for Tucson,USA.A140W
solar panel of area 1.26 m2 of an SPV panel with 72 cells in series and single string
in parallel has been designed and simulated in pvlib-python environment. The aim of
this study is to analyse the behaviour of wind speed and air temperature at a location
operating SPV system for maximum output. This analysis will help PV industry to
know the uncertainty in performance of the PV plant with respect to change in wind
speed and air temperature.

Keywords Solar energy ·Monocrystalline ·Multi-crystalline ·Wind speed · Air
temperature · Direct normal irradiance

1 Introduction

As per literature available in digital domain [1–21] in this modern era, electricity has
become a basic need for human society [1]. There is an exponential growth in world’s
population [2]. Due to the combined effect of increasing population and moderniza-
tion, the requirement of electricity has increased many times [3]. With exponential
increasing demand, but shortage of technologies due to disunity to fulfil those demand
creating shortage of energy [4]. We are continuously tackling the problem of energy
shortage and a sustainable energy fulfilment by moving to production of energy
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through non-conventional sources of energy. There are several green energy strate-
gies available for the sustainable development [5]. Solar energy production is a very
easy approach to harness electrical energy continuously from sun for a long duration
of period. PV industry has increased its revenue many times in recent [6]. Although
efficiency is low due to which there is less output of a SPP today, continuously work
is going on. The unwanted change in different properties with respect to predefined
quality can be termed as pollution. Urbanizaton has a very mammoth impact on the
ecological system. The direct effect is being seen on change in climatic pattern, wind
speeds, rainfall pattern, etc. Due to which there is an increase in uncertainty in SPP
production.

This paper is based on analysing the combined effect of temperature and wind
speed which can help PV industry experts to predefine their steps for proper unit
commitment. This efficient unit commitment will increase the financial viability of
the proposed solar power plant.

2 Description of SPV System

There are various types of solar panels available based on their materials by which
they are manufactured. In this work, monocrystalline and multi-crystalline-type
panels are discussed and used to calculate the feasibility.

2.1 Solar cell’s Mathematics

The solar cell output depends on the incident solar radiation and temperature. The
relation of different parameter for solar cell’s current is shown in Eq. 1:

I = Iph − I0
{
e

q(V+Rs I )
AKT − 1

}
− V + Rs I

Rsh
(1)

where A is curve fitting factor Id, Iph, is diode current and photocurrent, respectively.
And, Rs and Rsh shows the series and shunt resistance of the solar cell.

The configuration of the SPV which is used for the simulation is discussed
below for monocrystalline and multi-crystalline, shown in Figs. 1, 2 and Tables 1, 2,
respectively: (Source: Sandia National Laboratories Module Database).

Monocrystalline SPV system
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Fig. 1 I-V characteristics of
BP solar BP2140S

Module Name: BP Solar BP2140S 2000 (E)

Multi-crystalline PV module is BP Solar SX140 2003 (E)

The inverter for the grid connected power plant is studied in this work which is ABB
MICRO 0.25 I-OUTD US 208 V. The inverter efficiency with respect to rated power
is shown in Fig. 3, and technical specification is shown in Table 3.

3 Result and Analysis

Here, mono- and multi-crystalline SPV modules have been used for simulation. The
location selected is at ‘TUCSON’ having coordinates (30°, −110°) and altitude of
700 m. Hourly solar radiation frequency has been used in the analysis, and the data
for analysis is considered for 2019 and 2020 years (1 year duration).
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Fig. 2 I-V characteristics of
BP solar SX 140

First we are seeing the combined effect of temperature andwind speed at provided
location.

Monocrystalline behaviour chart: It shows the power output variation being gener-
ated by the BP Solar SX140 with respect to the change in wind speed, shown in
Fig. 4.

Polycrystalline behaviour chart: It shows the power output variation being gener-
ated by the BP Solar SX140 with respect to the change in wind speed, shown in
Fig. 5.

For comparison of monocrystalline and multi-crystalline, performance on change
in speed and specific temperature a curve has been plotted of change in power output
against each speed (Fig. 6).

4 Conclusion

In thiswork, the effect of temperature andwind speedon solar panel power production
is analysed with pvlib tool. With the increase in temperature of the panel, the output
power decreases, whereas on increase in wind speed the power output increases
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Table 1 Monocrystalline
panel characteristics

Electrical characteristics

Vmp (V) 34.0

Imp (A) 4.16

Voc (V) 42.8

Isc (A) 4.48

Pmp (W) 140

Power tolerance −3.00% ~ 3.00%

Vmax (V) 600

Fuse rating (A) 15

Panel efficiency 11.1%

Fill factor 73.0%

Temperature coefficients (TC)

TC of Pmp −0.50%/°C

TC of Isc 0.065%/°C

TC of Voc −0.38%/°C

Operation conditions

Operating temperature −40.0–85.0 °C

NOCT 47.0 °C

Safety rating Class C

Table 2 PV2 characteristics Electrical characteristics

Vmp (V) 34.0

Imp (A) 4.11

Voc (V) 42.8

Isc (A) 4.50

Pmp (W) 140

Power tolerance −7.10 to 7.10%

Vmax (V) 1000

Maximum series fuse rating (A) 15

Efficiency 11.1%

Temperature coefficients (TC)

TCof Pmp −0.50%/°C

TC of Isc 0.065%/°C

TC of Voc −0.50%/°C
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Fig. 3 Efficiency of the inverter over the different rated outputs

Table 3 Technical specification of inverter

Technical data and types

Type code MICRO-0-25-I-OUTD

Nominal output power 250 W

Rated grid AC voltage 208 V 240 V

Maximum output power 260 W

Input side (DC)

Maximum usable DC input power 2652Wp

Maximum PV panel rating (STC) 300 W

Absolute maximum voltage (Vmax) 65 V

Start-IP voltage (Vstart) 25 V

Full power MPPT voltage range 25–60 V

Operating voltage range 12–60 V2

Maximum usable current (Idcmax) 10.5 A

Maximum short circuit current limit 12.5 A2

DC connection type Amphenol H4 PV connector

Output side (AC)

Grid connection type 10/2 W Split-0/3 W

Adjustable voltage range 183–228 V 211–264 V

Nominal grid frequency 60 Hz

Adjustable grid frequency range 57–60.5 Hz

Maximum output current 1.20 A 1.04 A

Power factor

Maximum number of inverters per
string

13 15
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Fig. 4 Wind speed versus solar power for monocrystalline

Fig. 5 Wind speed versus solar power for multi-crystalline

in both monocrystalline module and multi-crystalline modules. But the change is
nonlinear,monocrystalline shows adegradingbehaviourwith the change in the output
in comparison with the multi-crystalline modules. The table is attached in appendix
to show this behaviour on different module.
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Fig. 6 Comparison of wind speed versus solar power for mono- and multi-crystalline

Appendix

See Tables 4 and 5.
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High Gain DC-DC Converter
for Modular Multilevel Converter
Applications

Mohammad Tayyab, Adil Sarwar, and Javed Ahmad

Abstract Solar photovoltaic (PV) is one of the most emerged and widely used
alternative source of energy that can support existing conventional sources of energy
used in electrical power generation to a larger extent. At present, grid connected
solar PV systems are used extensively, but standalone solar PV system plays a very
important role in providing electric power to the places where power grid is not
available (e.g., some villages located at remote places and remote islands). It can
also be used in standalone mode for applications such as toys, calculator, electric
vehicle, space crafts, and satellites. This paper presents high gain DC-DC converters
which enables the use of low voltage solar PV system for high-voltage applications
which can be used as a DC link voltage of modular multilevel converter (MMC).
It minimizes the effect of changing weather conditions which continuously changes
solar irradiance by varying duty cycle. Simulation of the converter is carried out by
using MATLAB/Simulink software under constant load condition and by varying
the load at the output.

Keywords High gain converter · Solar photovoltaic · Partial shading · Solar
irradiance

1 Introduction

The ever-increasing use of non-renewable sources of energy in the last few decades
has increased the environmental pollution to a greater extend [1–10]. Deteriorating
environmental conditions and increase in the cost of non-renewable sources of energy
havemotivated researcher to start working on commonly available renewable sources
of energy such as wind, solar photovoltaic (SPV), and fuel cells [1]. Among these
commonly available renewable sources, SPV is getting more attention from the
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researchers as consequence of its numerous advantages such as (1) it is environ-
ment friendly (2) it is available in abundant in nature (3) it is freely available to
everyone and everywhere. However, a SPV module output voltage depends on the
environmental conditions which keep on changing with time. Partial shading condi-
tion also causes change in output of a solar photovoltaic system which reduces the
system output voltage [2, 3]. A high gain boost converter is a more suitable choice for
meeting higher voltage demand. It is used for providing high input voltage to elec-
tric vehicle, modular multilevel converter [4], DC micro-grid, etc. The conventional
DC-DC converter can be used for limited applications due to its unstable operation
at higher duty ratio which affects the functionality of the converter. By utilizing
reactive component sources, researchers have proposed various high voltage gain
converters in recent times. In isolated type high gain converter transformer is used to
step-up the input side voltage but at the same time have shortcoming of high ripple
current on the input side of the HFT and higher voltage stress on the secondary size
of the transformer. Moreover, the additional transformer has certain shortcomings
such as (1) it makes the overall converter bulky in size (2) it causes leakage of energy
through themagnetic path (3) it requires multi stage power conversion process. In the
literature, voltage lift structure (coupled inductor) is used to get higher DC voltage
for non-isolated converters. By using the voltage lifting structures, researchers have
proposed numerous high gain DC-DC converters [5–10].

In Sect. 2, mathematical analysis is shown. Voltage gain analysis at different duty
ratios is carried out in Sect. 3. Section 4 shows simulation results of the proposed
converter. Conclusion is provided in Sect. 5.

2 Proposed High Gain DC-DC Converter

Anew topologyofDC-DCconverterwith highgain is proposedwith single controlled
switch for DC link voltage for MMC applications. Figure 1a represents the converter
which has two inductors (L1 and L2), three capacitors (Co1, Co2, and Co), and six
diodes and a controlled switch. The key features of the proposed converter are (1) it
consists of only one controlled switch so the control is simple (2) high voltage gain
(3) it is non-isolated type of converter hence compact in size. This converter operates
in two modes under continuous current conduction mode by appropriately turning
on and off switch (S). Mode-I operation is from 0 to DT and mode-II operation is
from DT to T where D is duty ratio.

2.1 Mode-1 (0 to DT)

During the first mode of operation, switch S is in ON condition and diode D1, D2,
and D6 are conducting while D3, D4, and D5 are reversed biased. The voltage across
the inductor L1 during this mode of operation can be obtained by applying KVL as
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Fig. 1 Circuit diagram of a proposed converter, b first mode of operation, and c second mode of
operation
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shown in Fig. 1b

V L1 = Vin (1)

Vo = VC01 + VC02 (2)

2.2 Mode-2 (DT to T)

During this mode, the switch S is in OFF condition D3, D4, and D5 which are
conducting and diode D1, D2, and D6 are reverse biased. The voltage equations for
the inductor L1 and L2 can be obtained by using Fig. 1c as given below.

V L1 + V L2 = Vin − V C01 (3)

V L1 = Vin − V C01

2
(4)

VC01 = VC02 (5)

Now applying Volt-Sec balance across inductor L1

T∫

0

V L1(t).dt = 0 (6)

Vin × DT +
(

Vin − V C01

2

)
× (1 − D)T = 0 (7)

Vin × D +
(

Vin − V C01

2

)
× (1 − D) = 0 (8)

Vin × D + Vin

2
− V C01

2
− Vin

2
× D + V C01

2
× D = 0 (9)

Vin

2
× D + Vin

2
− V C01

2
+ V C01

2
× D = 0 (10)

V C01(1 − D) = Vin(1 + D) (11)

V C01 = Vin(1 + D)

(1 − D)
(12)
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V C01 = Vo

2
= Vin(1 + D)

(1 − D)
(13)

Vo = 2Vin(1 + D)

(1 − D)
(14)

By including non-idealities of inductor, voltage gain can be calculated as follows,

Input Power = Output Power + Losses

Vin IL1 = Vo ID6 + I 2L1rL1 + I 2L2rL2 (15)

ID6 = Io = Vo

R
(16)

ID4 = IL2

2
= IC01OFF (17)

IC01ON ∗ D = ID6 (18)

IC01OFF = IC01ON ∗ D

1 − D
(19)

IC01OFF = Vo

R(1 − D)
(20)

Now,

IL1 = IL2 = 2 ∗ Vo

R ∗ (1 − D)
(21)

Iin = 2 ∗ IL1 ∗ D + (1 − D) ∗ IL1 (22)

Iin = IL1 ∗ D + IL1 (23)

Iin = IL1 ∗ (1 + D) (24)

Iin = 2 ∗ Vo

R ∗ (1 − D)
∗ (1 + D) (25)

Now putting the values of ID6, IL1 and IL2 in terms of output voltage in Eq. (15).
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V 2
in ∗ Vo

R ∗ (1 − D)
∗ (1 + D) = Vo

Vo

R
+

(
2 ∗ Vo

R(1 − D)

)2

rL1

+
(
2 ∗ Vo

R(1 − D)

)2

rL2 (26)

V 2
o

(
1

R
+

(
2

R(1 − D)

)2

rL1 +
(

2

R(1 − D)

)2

rL2

)

= V 2
in ∗ Vo

R ∗ (1 − D)
∗ (1 + D) (27)

Vo

(
1

R
+

(
2

R(1 − D)

)2

rL1 +
(

2

R(1 − D)

)2

rL2

)
= 2Vin

R ∗ (1 − D)
∗ (1 + D)

(28)

Vo

(
1

R
+ 4

R2(1 − D)2
rL1 + 4

R2(1 − D)2
rL2

)
= 2Vin

R ∗ (1 − D)
∗ (1 + D) (29)

Vo
R(1 − D)2 + 4rL1 + 4rL2

R2(1 − D)2
= 2Vin

R ∗ (1 − D)
∗ (1 + D) (30)

Vo = 2VinR(1 − D)

R(1 − D)2 + 4rL1 + 4rL2
∗ (1 + D) (31)

By assuming rL1 = rL2 = rL Eq. (31) can be written as,

Vo = 2VinR(1 − D)

R(1 − D)2 + 8rL
∗ (1 + D) (32)

Equation (14) represents gain of the DC-DC converter under ideal condition, and
Eq. (32) represents gain of the converter under practical condition.

3 Voltage Gain Analysis and Comparison

Voltage gain analysis of the converter is discussed in this section. Figure 2 shows
the plot of voltage gain (per unit) at different duty ratio under ideal and non-ideal
conditions. Under ideal condition all the diodes, switch, inductor, and capacitors are
assumed to ideal and for different duty ratio output voltage is been calculated and
simulated as shown in Table 1. Output voltage is also calculated and simulated for
different duty ratios by considering internal resistances of the inductors which is
shown in Table 1.
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Fig. 2 Voltage gain plot with changing duty ratio

Table 1 Calculated and simulated output voltage under ideal and non-ideal condition

Duty Ratio Calculated output
voltage (ideal) (V)

Simulated output
voltage (ideal)
(volts)

Calculated output
voltage (practical)
inductor (volts)

Simulated output
voltage (practical)
(volts)

0.1 29.33 24.45 26.69 22.26

0.2 36 30.56 32 27.12

0.3 44.5 38.2 38.3 32.6

0.4 56 48.2 45.8 39.3

0.5 72 61.55 54.5 46.7

0.6 80.3 96 64 54.3

0.7 107.4 136 72 59.85

0.8 216 145.1 72 58

0.9 456 165.5 50.66 39.7

0.95 936 120 28.36 22

0.99 4776 28.1 5.96 9.2

4 Simulation Results

The simulation is carried out by considering input voltage (Vin) = 12V, load resis-
tance (R) = 100Ω , inductor (L1, L2) resistances as rL1 = rL2 = rL = 1Ω and D =
0.6. Figure 3 shows the inductor current iL1 and iL2 plot in both the modes. Figure 4
shows the plot of input voltage, both capacitor voltage (i.e., Vc1 and Vc2) and output
voltage. Figure 5 shows the plot of voltage and current under varying load. It is seen
from the obtained results that voltage at the output reaches 80 V by providing 12 V
input at 60% duty cycle.
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Fig. 3 Inductor current variation plot with time

Fig. 4 Input, output, and capacitor voltage plots with time

5 Conclusion

A new circuit topology of high gain converter for providing DC link voltage toMMC
is proposed. High voltage gain and less complexity in the control circuitry are the
advantages of this converter. The working of the proposed converter in continuous
current conduction mode is presented in this paper. Additionally, the mathematical
voltage gain expression under ideal condition and by including inductors resistance is
derived. Overall comparison of calculated and simulated output voltage under ideal
and non-ideal condition is carried out at different duty ratio. As per the obtained
results for 60% duty ratio voltage gain is more than 6 which justifies that it can be
used for providing higher output voltage to the system.
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Fig. 5 Voltage and current plot with varying load
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State Flow Realization and Performance
Evaluation of Selected MPPT Techniques
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Abstract The efficiency of the PV system is very much dependent on the efficiency
of the panels and its operation at themaximumpower point, apart from environmental
effects. Various high-efficiency panels are now commercially available as well as
more and more efficient materials are still developing for it. Another critical issue, to
improve the efficiency of the system, is to operate the panel at the maximum power
point, which can be achieved using various available maximum power point tracking
(MPPT) techniques. Implementation ofMPPT in the PV system is a challenging task
that can be made simple using state flow block (SFB) in MATLAB/Simulink. State
flow makes the interface more accessible, and in many cases, it can also improve the
performance of theMPPT tracker. Thiswork presents the state flowmodel implemen-
tation of fractional open circuit voltage (FOCV) and fractional short circuit current
(FSCC) MPPT techniques. Conventional method, Perturb and Observe (P&O), has
also been implemented in SFB. Moreover, MPPT techniques implemented using
SFB are compared with the conventional method in Simulink. It has been found that
the SFB is easy to understand, reduces the complexities of algorithms and makes the
user interface intimately. Also, less fluctuations and settling time have been observed
in SFB than the conventional block program, in P&O, almost 14.2% fluctuations
reduced in SFB and for FOCV fluctuation reduced from 13.22% to 11.05%. Results
obtained show SFB implementation that outperforms the conventional method on
many parameters.
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1 Introduction

Energy is one of the basic and essential requirements of human life; at the present,
total annual energy consumption of the world is estimated as 500 Hexajoules. India
is the sixth-largest consumer of energy in the world [1–3]. Solar power is the most
abundant source of energy. It is readily available as solar insulation and possibly as
wind energy. In the form of electromagnetic radiation, Sun sends out energy. The
energy which is available as solar energy is 178 billion MW, about 20,000 times the
requirement of the market worldwide. Generally, solar panels can convert 15% of
solar energy into usable energy. Solar PV’s output is of poor quality with reduce
efficiency, so the MPPT technique is required to extract the maximum power from
the PV module and always operate at MPP. MPPT monitors the operating point of
solar PV at which high power output is obtained [1]. The MPPT regulates stresses
or current without reliance on power. A variety of algorithms are designed to track
this operating condition as mentioned several examples in [2, 3].

In MATLAB, there are different blocks which can be used to implement the
algorithms and analyse their performances. But these blocks need very complex
calculations and lots of time in the simulation. SFB is blocked also known as a chart
in the MATLAB. There have some researches done by different authors doing anal-
ysis using SFB. Like authors in [4] focused on power balance with load shedding
and output limited by the PV system. They consider system quality and grid inse-
curity by smart grid communications in that article. While in [5], SFB is designed
to accurately model, understand and evaluate electronic systems. A new state flow-
based maximum power point monitoring technique is proposed in [5]. Authors in [6]
implemented only the P&O technique of MPPT using SFB and gave a comparative
study between MATLAB and experimental results. Also, in [7], the authors imple-
mented a developed high-performance method of MPPT using SFB. But here they
have applied it for the wind turbine. A variable phase MPPT system, based on an
appropriate solar cell model, is proposed in [8] for faster and more precise tracking
operation. The latest MPPT method allows a convergence speed of second order,
compared to traditional MPPT approaches, which always function as a convergence
of one order. A comparative study between P&O and InC implemented in state flow
is presented in [9].

In this paper, we have presented different MPPT techniques for maximum solar
power extraction from a PV panel using SFB. P&O, FOCV [10] and FSCC [11] are
the three techniques that have been implemented in Simulink using SFB. The results
obtained were satisfactory, and they were also compared with results available in the
literature implementing conventional block of Simulink. The paper is divided into
5 sections. This introduction is in Sect. 1. Mathematical model of the PV module
and the buck–boost converter that we used in all the Simulink models is discussed in
Sect. 2. Then in Sect. 3, the discussion of SFB and our implemented techniques and
their algorithms are presented. And in Sect. 4 and Sect. 5, results and comparative
studies have been discussed and then conclusion of the work.
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2 System Modelling

The solar PV system consists of different blocks such as PV module, MPPT, power
converters and load, as shown in Fig. 1a. In case when the system is connected to
the AC load as well as with DC load, then the inverter is also used. That is the
output of the panel is given to DC converter integrated with MPPT. And the output
of the MPPT is connected to the inverter for getting AC power as well as charge
controller for charging battery storage system connected with the system. Variety
of high-efficiency PV modules are nowadays available commercially and can be
used with same specification in this system as well. As far as DC power converters
are concern, efficient buck–boost converter is generally used as it is robust and its
control is less complex. In this work, we have selected DC-DC buck–boost converter,
different selected MPPT is used, and its output is converted into pulses using PWM
and given to converter’s duty control which performs the load matching.

2.1 PV Module

A PV cell can be modelled as shown in Fig. 1b in which Ip current is working as a
source Id current is flowing through diode parallel to it, and Ish current is flowing
through shunt resistance. Iout is the output current which is coming at the terminal
through equivalent series resistance, and terminal voltage is coming out after the
voltage drop of series resistance from shunt resistance voltage. So, a PV cell can
be described as an equivalent circuit diagram from there its characteristics can be
drawn, and other related mathematical calculations can be performed.

Iout = Ip − Is

(
e

q(Vpv+IoutRs )
nKt − 1

)
− Vpv + I Rs

Rsh
(1)

where
Ip = Current across source, Ish = Current across the Rsh, Id = Current across

diode, Is = Saturated current, Iout = Current across the output, t = Temperature in

Fig. 1 a Schematic sketch ofMPPT implemented in standalone PV system and bPV cell equivalent
circuit
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Fig. 2 Characteristics of PV module

kelvin, q = Single electron charge, Vpv = Voltage across output and k = Boltzmann
constant.

Variation in the output module characteristics with same atmospheric condition
and at different solar irradiance are presented in Fig. 2. It shows different power
output at different insolation greater the effective photons in solar rays greater will
be power generation.

2.2 Buck–Boost Converter

It is a power electronic converter capable of producing variable dc output voltage.
Inductor is used as an energy storing element in this converter which is utilised when
required using controlled switching of the switch. In MPPT, a DC to DC converter is
used to adjust the load resistance to the PhotoVoltaic cell’s internal resistance until it
transformsmaximum power from the source to load. The voltage amount is regulated
by duty ratio if D is greater than 0.5, then the voltage output (V out) is greater than
the voltage input (V in), D is less than 0.5, the V out is less than the V in and D = 0.5
is the same.

Here,

f = 1

T
; D = TO N

T
and

Vo

Vin
= −D

1− D
(2)

3 State Flow Implementation

Three MPPT techniques, namely P&O, FOCV and FSCC, have been implemented
using state flow in MATLAB, and their performance was evaluated. We have taken
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Table 1 Values of the
variables used for selected
module

S. No. Parameters Value

1 Pmax (W) 213.15

2 Vmp (V) 29

3 Imp (A) 7.35

4 Voc (V) 36.3

5 Isc (A) 7.84

6 Rsh (�) 313.0553

7 Rs (�) 0.39381

8 Total cell in a module 60

9 Temperature co-efficient of Voc −0.361%/°C

10 Temperature co-efficient of Isc 0.102%/°C

11 Diode ideality factor 0.98119

one solar PV module considering following specifications for state flow simulation
of techniques mentioned above (Table 1).

3.1 State Flow—Implementation and Analysis

State flow is a handy tool in MATLAB which gives the insight of different states
of block. It becomes straightforward for the designer to understand how different
blocks are used because it provides the pictorial view of inside machine activity.
Sate flow gives the flexibility of doing pictorial programming from Fig. 3a–e of state
flow different states have been shown when it runs in Simulink all the links glow
according to their condition so it will be easier for programmers to identify the error.
In the conventional block system, the program executes every block, and it takes a
lot of time, while in the SFB system, the whole calculation is done within a single
block. Thus, a lot of simulation time can be saved.

In Fig. 3a, first initialization block glow which shows the calculation of the algo-
rithm starts with the given initial conditions, Fig. 3b calculates the equation first
time for given initial values, Fig. 3c after checking status it runs the duty block and
decreases duty, Fig. 3d returns block glow where PV voltage is taken according to
changed duty. Afterwards, the close loop will be made, and the new loop form calcu-
lation block will start executing. Figure 3e shows the increment of duty if V best< 0,
rest of the cycle will be done as for V best> 0. At every step, the condition is checked,
and in blocks, corresponding calculation occurs. In our algorithm, we have made
voltage and current from solar PV as input to state flow and duty ratio as output. This
duty ratio is fed to DC to DC buck–boost converter through PWM. We can use SFB
to generate target code for a machine [5].
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(a) Initialization of state 
flow

(b) State from Initializa-
tion to Calculation

(c) State to decrease the 
duty cycle (assumed Vbest>0)

(d) Returning state of the flow (e) Previous steps will be followed as same 
in increasing duty

Fig. 3 Different states of the SFB while executing the program

3.2 Perturb and Observe

It is among themethods commonly employed and hybridized. The scientificmeaning
of the word perturb is to change the natural or usual condition of some unit. This
approach is about studying specific changes and seeking MPP. The voltage and
current are determined in this method, and the resulting power (P1) is estimated
(Fig. 4) and assuming a small variation of the DC to DC converter voltage (�V) or
duty cycle (�d).

3.3 Fractional Open Circuit Voltage

With changing environmental conditions (irradiance change), there is a single point
at which solar PV gives maximum power. Somehow anyone of current at MPP (Impp)
or voltage at MPP (Vmpp) is tracked and with the help of that we can draw maximum
power from the module. There is a linear relationship between VOC and Vmpp. The
relationships are as follows, FOCV, Vmpp = KocVoc; Koc varies between 0.78 and
0.92 [10], so with the help of this relationship, we can easily trace the maximum
powerpoint (Fig. 5).
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3.4 Fractional Short Circuit Current

The PVmodule characteristic of a given constant irradiance state PV is set, and there
is a linear relationship between Impp (present at MPP) and Isc. The slope can range
from 0.85 to 0.92, where slope varies between 0.85 and 0.92 [11]. Thus, the following
expression will be obtained, FSCC, Impp = K scIsc; K sc varies between 0.85 and 0.92
(Fig. 6).

(a) Flowchart of Conventional P&O (b) P&O Implementation in State Flow

Fig. 4 P&O algorithm implemented using a Conventional and b state flow method

(a) Flowchart  of conventional FOCV (b) FOCV Implementation in State Flow

Fig. 5 FOCV algorithm implemented using a Conventional and b state flow method
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(a) Flowchart of conventional FSCC (b) FSCC Implementation in State Flow

Fig. 6 FSCC algorithm implemented using a Conventional and b state flow method

4 Results and Comparative Analysis

Results of implemented techniques are obtained from SFB-based models, and inter-
comparisons are also made. Results of the above methods executed through the
conventional process are obtained under the same conditions and comparisons are
made from with the results obtained using state flow (Figs. 7, 8 and 9).

For comparing the result of obtained from different techniques, a solar panel of
213w at 1000w/m2 irradiance and 25 °C temperature is taken. The P&O tracking and
settling time implementation with SFB are 0.039 and 0.045 s, respectively, for FOCV
tracking and settling time 0.024 s and 0.025 s, respectively, and for FSCC tracking
and settling time 0.023 s and 0.024 s, respectively, it means FSCChas fastest-tracking
and has fast settling time. Further results have been showcased in Table 2.

In terms of efficiency, P&O has higher efficiency, FSCC has less efficiency and
FOCV has more efficiency than FSCC but less than P&O. FSCC and FOCV have
less efficiency because it is based on approximation.
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Fig. 7 P-V curves implementing P&O method. a Initial state and b final state
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Fig. 8 P-V curves implementing FOCV method. a Initial state and b final state
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Fig. 9 P-V curves implementing FSCC method. a Initial state and b final state

Table 2 Results obtained implementing different techniques

Technique Tracking
Time

Settling
time (s)

Input
parameters

Controlling
parameter

Output
voltage
(V)

Output
current
(A)

Maximum
power
(W)

Efficiency
(%)

P&O 0.039 0.045 VPV, PPV Duty 28.6 7.391 211.4 99.24

FOCV 0.024 0.025 VOC Voltage 29.88 6.963 208.1 97.69

FSCC 0.023 0.024 ISC Current 30.58 6.594 201.7 94.70

4.1 Comparative Analysis Between SFB and Conventional
Block

Comparison between P&O, FOCV and FSCC techniques implemented using SFB
and conventional block method has been carried out. Results are shown in Figs. 10
and 11 as well as presented in detail in Table 3. Conventional P&O has fluctuation of
15.7%with settling time of 0.06 s and SF realization of P&O improves fluctuation to
1.5% and settling time reduced to 0.045 s. Improvement in the performance is also
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Fig. 10 Efficiency and tracking time comparison of the implemented techniques in SFB

Fig. 11 Comparison based
on settling time

Table 3 Comparison of results obtained from SFB and conventional

Settling time (s) Simulation
response

Fluctuations Implementation
feasibility

P&O Conventional 0.06 Slow 15.7% Complex

SFB 0.045 Fast 1.5% Simple

FOCV Conventional 0.030 Slow 13.22% Moderate

SFB 0.025 Fast 11.05% Simple

FSCC Conventional 0.02 Fast – Moderate

SFB 0.024 Slow 18.5% Simple

observed in FOCV technique. It is observed that the simulation time is faster in case
of SFB due to its simple single block programming. Also, reduced fluctuations have
been observed in SFB than the conventional block program, in P&O, almost 14.2%
fluctuations reduced in SFB and FOCV fluctuation reduced from 13.22 to 11.05%
(fluctuations as calculated by taking difference of upper and lower peak divided by
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average value in steady state). In the case of FOCV, settling time is lesser in SFB
than in conventional block model.

5 Conclusion

In this work, selected MPPT techniques, i.e. P&O, FOCV and FSCC, have been
implemented using state flow model. And their performance is evaluated based
on different parameters such as efficiency, tracking, settling time and max power
achieved. It has been found that, among all the techniques implemented in state flow,
FSCC is the fastest technique with tracking time of 0.023 s. Also, the input param-
eter in case of FSCC and FOCV is one, whereas P&O requires two parameters to
be sensed for tracking. Results obtained are also compared with that obtained using
same techniques implemented using the conventional methods of implementation
in Simulink. It has been observed that using state flow model of implementation
has many advantages over the conventional methods for selected techniques. Such
as, settling time in case of P&O is improved, implementation complexity is very
much reduced by using SFB-based models. It also minimized steady-state power
fluctuations, improved transient efficiency and faster start-up operation.
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Comparative Analysis of TPS and EPS
of IBDC for Power Management

Mohammad Aslam Alam, Kulsoom Fatima, and Ahmad Faiz Minai

Abstract In this paper, extended phase shift and traditional phase shift performance
is analyzed for controlling isolated bidirectional DC-DC converter; along with this,
study of current stress and backflow power is done. Continuous utilization of IBDC
is increasing day by day for different applications involving interfacing standalone
renewable energy sources to UPS, hybrid electrical vehicles (EHVs) and to other
utility grids. When the extended phase shift control topology implemented on IBDC,
it enhances overall performance of the system: It amplifies the power transmission
range, flexibility of the system aswell as it reduces the current stress and enhances net
efficiency of the system. This topology is helpful in foreseeing converter performance
inclusive of losses that take place in active as well as passive component. Operation
of extended phase shift control topology and its operating modes is analyzed using
MATLAB/Simulink-14 in this paper.

Keywords IBDC · TPS · EPS · Power flow · Current stress · Phase shift control

1 Introduction

Nowadays, microgrids are new reality for the interconnected loads, and various kinds
of distributed energy resources and storage system are joined together and further
integrated into the grid. In current scenario, flexible electricity system is required to
minimize environmental impact which led to establishment of the microgrids [1–3].

Microgrids are driven in two modes (a) grid-tied mode and (b) standalone mode.
Microgrid is connected to central grid in grid-tied mode, where it operates in
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parallel with other distributed energy sources; power sharing in this interconnec-
tion is achieved at common exchange point of microgrid. The major advantages of
microgrids is that they can be disconnected from the central grid and can be used
as standalone system; various distributed energy sources work as standalone grid
for generation of electricity in standalone system. For both the systems, i.e., grid-
tied mode and standalone mode, demand and supply must be balanced which is
transmitted from central grid and distributed energy sources [4, 5].

Due to various aspects such as social, political, economical and environmental
interest, many types of hybrid system are used. Due to uncertainty in power genera-
tion, storage devices are used for the uninterrupted power supply of the local loads
[6, 7].

For power balancing in distributed system and storage device in the microgrid,
the BDC are employed. These converters are interface between distributed energy
resource like solar PV array, wind, fuel cell, etc., and storage system like super
capacitor or battery bank [6]. IBDC can be implemented in other forms by interfacing
high voltage bus and low voltage bus. Basically, BDC is categorized as (a) non-
isolated BDC and (b) isolated BDC. In contrast with traditional BDC, this converter
is more advantageous: easy soft switching control, increased reliability, bidirectional
energy flow and electrical isolation. Galvanic isolation of these converters is required
as long as system flexibility, safety standard is taken into consideration (Fig. 1).

For controlling IBDC, there aremainly twomethods: (a) traditional PWMcontrol,
(b) phase shift control. In traditional PWM control, H-bridge IBDC is depicted in
Fig. 2. Cross-connected switches of H-bridge on primary side are operated in such
a manner (S1, S4) and (S2, S3) are turned ON to change high voltage V 1 in inversion
mode, whereas on secondary side, (Q1–Q4) is turned OFF and current conducts via
free-wheeling diode (M1–M4) for rectification mode. Due to this operation, power is
conveyed to secondary side (V 2) from primary side (V 1); vice versa for reverse power
flow, operation of (S1–S4) and (Q1–Q4) is inter-changed. This traditional control
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DC
DC

DC
DC

High Voltage 
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Low Voltage 
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Utility Voltage AC 
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Forward Direction
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Fig. 1 Implementation of IBDC for power flow management
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Fig. 2 IBDC configuration
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technique is easy to implement and simple, but the drawbacks with this method are
poor dynamic system performance, and output voltage range is limited [7–9].

In traditional phase shift control, for generation of square waves, primary and
secondary sides of transformer are cross-connected switches of H-bridge (H1 and
H2) which are turned ON; when phase is shifted, it results in change of voltage for
transformer leakage inductor (L) for controlling magnitude and direction of power
flow.

Phase shift control is advantageous such as small inertia, improved performance
and easy soft switching control. Major disadvantages of this method are power flow
depends on transformers leakage inductor which results in power flow and current
stress.When the ratio of primaryvoltage (V 1) andproduct of turns ratio of transformer
(n) and secondary voltage (V 2) i.e.,V 1/nV 2 changes from unity; the overall efficiency
is reduced, power loss and magnetic loss in devices are increased [10].

2 Traditional Phase Shift (TPS) Control Topology

For phase shift control, T-type equivalent circuit takes place of transformer; it is
pre-assumed that open circuit and leakage inductance of transformer is substantially
smaller than the magnetizing inductance. Analogous circuit of IBDC for phase shift
control represented by two square wave voltage sources tied over inductor (L) is
depicted in Fig. 3. Inductor (L) represents aggregate for inductor L1 (auxiliary) and
transformer leakage inductance.

Output ofH1 andH2 onV 1 andV 2 side is represented byVH1 andVH2, respectively,
where iL is inductor current and VL is inductor voltage. Adjusting the phase shift
between VH1 and VH2, magnitude and direction of power flow are regulated. Here,
forward power flow is taken from V 1 to V 2[11]. Output waveform of IBDC by the
TPS control is depicted in Fig. 4; here, D is primary: secondary voltage of isolation
transformer which lies in between 0 and 1. This is half of switching period and Pin is
transit of transmission power. For the analysis, it is assumed that V 1 ≥ nV 2. Output
waveformof IBDCbyEPS control is depicted in Fig. 5, and there is a phase difference
allying primary current and voltage, because VH1 and VH2 are output voltages of
primary and secondary side of bridge which is associated with the inductor. Inductor
current (iL) is inversed with primary voltage (VH1) for the time interval of (T 0 − T ′

0)
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Fig. 4 Waveform under TPS control

and (T 2 − T ′
2) as depicted in Fig. 4. In this duration power is send to secondary side

(V 2), whereas leftover power is send back to primary side (V 1). Hence, power and
current stress increases, which lead to disadvantages in circuit such as less magnetic
components and power in devices, and hence, the overall efficiency of the system
decreases [12].
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3 Extended Phase Shift (EPS) Control Topology

In IBDC, deduction of backflow power is achieved when output for primary side
of converter is not confined to square waveform with the 50% fraction of primary
and secondary voltage of isolation transformer (i.e., D). Assuming S1 and S4 are not
having similar triggering pulse rather has phase shift ratio, D [13, 14].

Figure 5 depicts that primary voltage will adopt three levels rather than traditional
two level due to this inductor current (iL) also changes. From Fig. 2, ratio of switch
S1 and S4 in first leg or S2 and S3 in second leg of the H-bridge is named as D1 where
D1 lies in between or equal to 0 and 1, whereas in D2, the outer phase shift ratio
(primary: secondary voltage for isolation transformer) lies in between or equal to 0
and 1. Total range of D1 and D2 is 0 ≤ D1 + D2 ≤ 1 [15, 16]. Advantage of EPS
control includes reduced current stress, increases the total power transmission range,
and flexibility of the system is also enhanced.
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3.1 Mode of Operation in IBDC for Extended Phase Shift

For the analysis, converter is at steady-state operation [17]. Switching cycle is
analyzed for eight distinct operating modes is depicted in Fig. 6a–j.

Operating mode 1 (T0–T1)
Figure 6a is analogous circuit for operating mode 1 in which before T 0, the

inductor (iL) is in negative direction because S2, S3 are conducting; but at T 0, S3 is
turned OFF and S4 starts conducting; but at zero current, D4 starts conducting, but
on the secondary side, M2 and M3 are conducting so that current is carried from
the inductor (L). The secondary output voltage is V 2. Inductor current (iL) decreases
linearly and is specified by

iL(t) = iL(T0) + nV2

L
(T − T0) (1)

Operating mode 2 (T1–T
′
1)

Figure 6b is analogous circuit for operating mode 2 in which at T 1, S2 is turned
OFF and S1 starts conducting at zero current. The inductor current (iL) remains in
negative direction and is transferred from inductor (L) to primary voltage V 1 across
the diode D1 and D4, but on secondary side, inductor current (iL) is transferred to V 2

by diode M2 and M3. Inductor current (iL) decreases up to zero and specified by

iL(t) = iL(T1) + V1 + nV2

L
(T − T1) (2)

Operating mode 3 (T ′
1–T2)

Figure 6c is analogous circuit for operating mode 3 in which at T ′
1, S1, S4, Q2

and Q3 are conducting, but at T 2, Q2 and Q3 are turned OFF. Inductor current (iL)
diverges from negative value to positive value and is specified by Eq. (2).

Operating mode 4 (T2–T3)
Figure 6d is analogous circuit for operating mode 4 in which at T 2; at zero current

(Q1, Q4) is turned OFF. whereas (Q2, Q3) is turned ON and diode M1 and M4 starts
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Fig. 6 (c). (d)

conducting to the secondary H-bridge. At T 3, S4 is turned OFF. Inductor current (iL)
increases linearly and is specified by

iL(t) = iL(T2) + V1 − nV2

L
(T − T2) (3)

Operating mode 5 (T3–T4)
Figure 6e is analogous circuit for operating mode 5 in which at T 3, at zero current

S3 and D3 start conducting, S4 is turned OFF, whereas on secondary side current is
withdrawn from the inductor (L) to secondary output voltage V 2 through the diode
M1 and M4. At T 4, S1 is turned OFF. Inductor current (iL) decreases linearly is and
specified by

iL(t) = iL(T3) + −nV2

L
(T − T3) (4)

Operating mode 6 (T4–T
′
4)

Figure 6f is analogous circuit for operating mode 6 in which S1 is introduced at
zero current whereas S2 is set back and iL is carried to primary side via diode D1 and
D3 whereas on secondary side voltage V 2 is carried out through the diode M1 and
M2. Inductor current (iL) decreases up to zero and is specified by
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Fig. 6 (g). (h)

iL(t) = iL(T4) + −V1 − nV2

L
(T − T4) (5)

Operating mode 7 (T ′
4–T5)

Figure 6g is analogous circuit for operating mode 7 in which at T ′
4, S2, S3, Q1 and

Q4 are turned ON. At T 5, Q1 and Q4 stop conducting. Inductor current (iL) increases
linearly and is specified by Eq. (5).

Operating mode 8 (T5–T6)
Figure 6h is analogous circuit for operating mode 8 in which at T 5, zero current

(Q2, Q3) is turned ON, whereas (Q1, Q4) is turned OFF. Diode M2 and M3 starts
conducting at T 6, S3 is turned OFF. Inductor current (iL) is specified by

iL(t) = iL(T5) + −V1 + nV2

L
(T − T5) (6)

From Fig. 5, transformer primary voltage VH1 is 0 and backflow power is also 0
frommode 1 to 5 due towhich overall backflowpower becomes less for power supply.
ForT 1 orT 4, inductor current (iL) is decreased to zero because of this backflowpower
shall be neglected. As depicted in Fig. 5, for eliminating backflow power, modes 2
and 6 will be replaced by mode 2’ and 6’.

Operating mode 2’ (T1–T
′
1)

Figure 6i is analogous circuit for operating mode 2’ in which at T ′
1, S4, Q2, Q3 and

diode D2 are conducting. At T 1, switch S2 is turned OFF. Inductor current (iL) gains
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the positive value from the negative value and will increase linearly and specified by

iL(t) = iL(T0) + nV2

L
(T − T0) (7)

Operating mode 6’ (T4-T
′
4)

Figure 6j is analogous circuit for operating mode 6’ in which at T ′
4, S3, Q1, Q4,

and D1 starts conducting. At T 4, S1 is turned OFF. Inductor current (iL) increases
linearly and is specified by

iL(t) = iL

(
T

′
4

)
+ nV2

L

(
T − T

′
4

)
(8)

4 Simulation Result

For validation of EPS control topology, system parameters taken into consideration
are specified in Table 1.

Comparative analysis of EPS and TPS is done by implementing both the control
topologies on MATLAB/SIMULINK-14. It is clear from output waveforms that
phase shift for TPS (Fig. 7a) has limited output range, whereas for EPS (Fig. 7b)
output range is extended; load current and load voltage for TPS (Figs. 8a and 9a)
have harmonics, whereas for EPS (Figs. 8b and 9b) has reduced harmonics. For
improvement of system, EPS control of the IBDC is implemented for power supply

Table 1 System parameters Parameters Numerical values

Capacitance 6 µF

Transformer ratio 1:4

Inductance of IBDC 0.0001 H

Input voltage 100 V

Switching frequency 30 kHz

Output voltage 120 V

Fig. 7 a Phase shift for TPS control, b phase shift for EPS control
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Fig. 8 a Load current for TPS, b load current for EPS

Fig. 9 a Load voltage for TPS, b load voltage for EPS

tomicrogrids.Major advantages of EPS control topology are small circulating power,
less current stress and expands power transmission range.

5 Conclusion

IBDC is a sustainable component to dealwith powermanagement between renewable
energy source and storage systems. To encounter inbuilt disadvantages of TPS, a
novel EPS topology is implemented. From theoretical and experimental analysis,
it is clear that EPS control has numerous features: The overall power transmission
is increased, increased service life of devices; it also reduces switching frequency
losses, current stress as well as power flow. Its principle of operation is simple and
easy to implement which enhanced its overall efficiency.
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Level Shifted Carrier-Based Pulse Width
Modulation for Modular Multilevel
Converter

Mohammad Tayyab and Adil Sarwar

Abstract Analysis of level shifted carrier-based PWM technique (LS-PWM)
applied to the modular multilevel converter (MMC) is carried out in this paper.
It can be classified as phase disposition (PD), phase opposition disposition (POD)
and APOD pulse width modulation. TheMMCwhich is used for simulation purpose
consists of two half-bridge submodules in each phase arm which can produce five-
level voltage waveform. PD-PWM and POD-PWM techniques are applied to the
MMC for providing switching signals to the half-bridge switches. The simulation
of MMC is done in MATLAB/Simulink software, and the results from these two
techniques are discussed.

Keywords Modular multilevel converter · Level shifted pulse width modulation ·
Half-bridge submodules

1 Introduction

As the voltage and power level increase for numerous applications like HVDC power
transmission,medium and high rating drives, high power solar PVplant flexible alter-
nating current transmission system and traction system, etc., the rapid advancement
of various multilevel converters has emerged in the past two or three decades [1–5].

The neutral point clamped multilevel converter consists of a single DC source,
and it achieves required number of voltage levels by series connected capacitors
without using power transformer. Number of capacitor requirement become more,
and the problem of capacitor voltage balance arises when voltage level increases.
The flying capacitor multilevel converter has capacitors which are within the phase
leg. Selection of capacitors of different ratings and initialization of these capacitors

M. Tayyab (B) · A. Sarwar
Electrical Engineering Department, AMU, Aligarh, UP 202002, India
e-mail: mtayyab1@myamu.ac.in

A. Sarwar
e-mail: adil.sarwar@zhcet.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Iqbal et al. (eds.), Renewable Power for Sustainable Growth, Lecture Notes
in Electrical Engineering 723, https://doi.org/10.1007/978-981-33-4080-0_61

639

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4080-0_61&domain=pdf
mailto:mtayyab1@myamu.ac.in
mailto:adil.sarwar@zhcet.ac.in
https://doi.org/10.1007/978-981-33-4080-0_61


640 M. Tayyab and A. Sarwar

are major drawbacks of FC topology which limits the use of these converters to
high-voltage applications [6, 7].

The advantages ofMMC include the output voltagewaveform quality, elimination
of DC link capacitor and easy submodule capacitor voltage balancing [8]. LS-PWM
are used for controlling the switching operation of submodule switches of MMC.

The operating principle of MMC is discussed in Sect. 2. Multicarrier-based PWM
techniques are briefly discussed inSect. 3. Simulation results ofMMCwithPD-PWM
and POD-PWMare presented in Sect. 4, and the conclusion is summarized in Sect. 5.

2 Modular Multilevel Converter

MMC consists of N number of submodules as shown in Fig. 1. Inductor Lo is
connected between the arms to reduce the circulating current between the arms.
Each submodule is made up of half-bridge configuration which provides two states
either 0 or total submodule voltage (V sm) as shown inTable 1. Each submodule capac-
itors voltage is calculated as V dc/N. Each submodule capacitor voltage is shown in
Table 2.

3 Multicarrier Pulse Width Modulation Techniques

These techniques are classified as phase shifted (PS) and LS-PWM. In PS-PWM,
carrier waves are shifted by some phase angle at same level while in case of LS-PWM
carrier waves are level shifted. The LS-PWM technique consists of carrier waves
equal to the number of submodules in MMC, and they are distributed vertically
along the modulating wave amplitude range. Figure 2 represents examples of the
three LS-PWM carrier dispositions.

4 Simulation Results

A three-phase MMC simulation is carried out by using MATLAB/Simulink soft-
ware. Simulation parameters are shown in Table 3. LS-PWM technique is used for
providing switching signals to the submodules used in MMC. Fig. 3 shows the simu-
lation results by usingPhase disposition pulsewidthmodulation scheme. Fig. 4 shows
the results obtained by using phase opposition disposition pulse width modulation
scheme.
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Fig. 1 Three-phase MMC

Table 1 Submodule states Submodule state S1 S2 V sm

On state Turned on Turned on Vc

Off state Turned off Turned off 0
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Table 2 Submodule capacitor voltage states

Upper and lower arm current SM state Capacitor state Submodule capacitor voltage
(Vc)

Positive On Charging state Will increase

Off Bypassed state Remain unchanged

Negative On Discharging state Will decrease

Off Bypassed state Remain unchanged

Cr-1

Cr-2

Cr-3

Cr-4

Modulating Wave
+1

-1

0

Modulating Wave
+1

-1

0

(a)

(b)

Modulating Wave
+1

-1

0

(c)

Fig. 2 Level shifted pulse width modulation schemes a PD, b POD, c APOD
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Table 3 Simulation
parameters

Number of submodule (N) 2

Type of submodule Half-bridge

DC link voltage 400 V

AC output voltage (L-L) 230 V

Submodule capacitance 6000 µF

Arm inductance 1.6 mH

Output frequency 50 Hz

Carrier frequency 3000 Hz

Modulation index (ma) 0.95

5 Conclusion

In this paper, PD-PWM and POD-PWM technique is used. Load specifications are
(R = 20 � and L = 32 mH). LS-PWM technique cannot provide balance voltage to
each submodule of MMC and hence voltage balancing across the SM capacitors is
achieved by gating signal rotation. The output voltage waveform, load current wave-
form, phase-A submodule capacitor voltage profile and total harmonic distortion
(THD) are plotted at 0.95 modulation indices (ma) for both techniques. Obtained
results show that POD-based pulse width modulation technique provides better
results in turns of THD and PD-PWM provides better capacitor voltage balancing.
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Fig. 4 POD-PWM
simulation a voltage,
b current, c phase-A
submodule capacitor voltage
profile, d phase-A arm
current, e THD profile
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AMathematical Approach to Speech
Enhancement for Speech Recognition
and Speaker Identification Systems

Rohun Nisa, Haweez Showkat, and Asifa Baba

Abstract In order to cope with acoustic degradation where clean sample of speech,
free of interference and noise, prior to recognition stage, and identification–verifi-
cation system, an efficient recognition and authentication of a particular speaker are
necessary. In this paper, an approach for enhancement of speech is implemented using
Fourier transform followed by spectral subtractive principle in upgrading speech
signal contaminated due to noise. This methodology is employed in efficient recog-
nition system for speech and identification–verification system of speaker as the
degraded signal complicates hearing and understanding of speech signal. A Fourier
transform approximates and derives spectrum of corrupted speech, and the spectral
subtractive algorithm suppresses the amount of noise from noise spectrum to achieve
clean signal.

Keywords Additive white Gaussian noise · Fourier transform · Spectral
subtraction · Speaker identification · Speech enhancement · Speech recognition ·
Temporal convolutional neural network · Machine learning

1 Introduction

As we reside in native surroundings filled with noise and disturbance, there is gener-
ally unwanted noise associated with the signals particularly speech that hinders
the processing of signals in original form. Noise and unwanted interference affect
human–human and human–machine communications among varied fields which
include degrading the properties of speech involving intelligibility together with
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quality, identification corresponding to particular speaker, and recognition of speech
[1–3]. Noise is generated everywhere, characteristics of which are either known or
unknown. The field involving removal of noise and interference out of disrupted
speech by incorporating variants of signal processing methodology constitutes
speech processing. The different categories that comprise processing of signals
include coding, enhancement, recognition, and synthesis particularly of speech. To
frame the voice communication comfortable, natural, and practical, digital signal
processing techniques are required [4]. Applications of speech communication
requiring the noise reduction algorithms include answering machines, freehand
communication, hard-of-hearing aids, localized and remote distance telecommu-
nications, mobile and car phones, multiparty conferencing, noisy manufacturing and
cockpits, teleconferencing systems, and voice over Internet Protocol (VoIP).

Normally, theword noise describes the undesirable signal that hinders and disrupts
the analysis, processing, transmission, and reception of required informative acoustic
signal. In order to achieve desirable representation and suppressionof impact of noise,
it becomes necessary to classify the concerning terminology of noise into respective
four subclasses defined as follows: additive noise is the interference that gets asso-
ciated with the signal due to varied sources when transmitted via communication
channel, interfering signals that arise when multiple speakers are communicating at
a time, reverberation is the effect of sound that remains after the sound is produced
and is particularly due to multipath propagation, and echo is the sound reflection
that reaches the listener after delay and arises mainly because of mixed link among
microphones and loudspeakers. To take into account the corresponding problems
mentioned, numerous speech signal processing techniques are employed including
reduction in noise or enhancement of speech, separation of source and speaker,
de-reverberation of speech, and cancelation and suppression of echo [5].

The signal analyzed throughmicrophone is usually a representation of pure signal
of speech with undesirable noise effect, resulting in corrupted signal and main chal-
lenge being to deal with background noise that causes degradation of signal of
interest. The foremost consideration of suppression algorithms of noise is thus to
recover and restore clean speech in original form given the superimposed signal to
achieve the following essential goals: enhancing perceptual speech quality corrupted
due to noise, improving objective performance criteria including intelligibility and
signal-to-noise ratio (S/N or SNR) and enhancing the robustness of remaining appli-
cations of speech processing techniques comprising echo suppression and cance-
lation, coding of speech, recognition and synthesis of speech, particularly to noise
[6].
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Speech Signal Corrupted by Noise                                                            
Clean Speech Signal

Suppression of 
Noise from 

Corrupted Speech 

Fig. 1 Speech enhancement system

The presence of unwanted background noise in the acoustic signal severely
impacts the functionality and execution involving speaker identification–verifica-
tion (SIV) process that results in the reduction of recognition rate. Such systems
are usually employed and incorporated before any SIV systems for enhancing the
working of such systems to achieve better results, as depicted in Fig. 1.

2 Methodology Employed

Various speech enhancement methods are employed for reducing the noise in speech
signal, among which spectral subtractive method is popular and commonly used
method in real-world applications [1, 5]. Other traditional speech enhancement algo-
rithms comprise statistical model-based methodologies, subspacing procedures, and
binary masking principles. The spectral subtraction method including Fourier trans-
form domain relies on eliminating the spectrum related to noise from noise corrupted
speech in magnitude form obtained via Fourier transform, giving the enhanced clean
speech signal as output [6]. The work on noise reduction techniques started with
the novel contribution including two patents by Schroeder [7, 8] who put forward
an application of analog method for spectral magnitude subtraction algorithm. After
that, Boll [9] throughhis explanatorywork specified the digital domain representation
of spectral subtraction algorithm. Lim and Oppenheim [10] in form of their mile-
stone effort represented the noise suppression problem by considering the already
existing algorithms and forming a comparison. Their work explained the usefulness
of reduction and suppression in noise from noise corrupted signal to upgrade the
signal intelligibility and quality.

The noise reduction challenges are numerous in quantity. Pertaining to single
channel where signal is recorded by one microphone, and of multichannel where
signal is recorded by more than one microphone, there is the necessity to derive
an optimal solution for removing as much undesirable noise as possible without
degrading the standards including quality of speech signal and its intelligibility for
purpose of communication. The proposed work presents a combination of Fourier
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transform decomposition of noise corrupted signal together with spectral subtrac-
tion to enhance speech signal for improvement of speaker identification–verification
process.

2.1 Segmentation and Framing of Speech Signal

A speech signal is usually not stationary in real sense, but is typically considered
quasi-stationary for short period of time. The main rationale being the glottal system
and the features of such system do not change instantly [11]. Particularly for definite
units of sound in a language called as Phonemes, the characteristics of speech usually
stay unchangeable and are short approx. 5–100 ms time period. As such, application
of traditional signal processing techniques becomes practical to be incorporated
during short time span. Normally, speech processing is applied by considering very
short windows including overlapping followed by analyzing and processing of such
windows, referred to as frame. Thus, a speech signal, typically stationary in windows
of suppose 20 ms, is partitioned and segmented into frames of 20 ms, corresponding
to N samples given as

N = t f s fs (1)

where t f s forms the time frame step and fs comprises frequency of sampling of
signal.

Figure 2 depicts the segmentation of speech signal into short window frames. The
overlapping of frames is shown with the corresponding first part of frame overlapped
with the previous frame and remaining part with the next frame. The time frame step
tfs specifies the time duration among the start time of corresponding frame.

The duration from the beginning of new frame up to the end of current frame is
referred to as overlap time to. Following from these considerations, the frame length
tfl is represented as

tfl = tfs + to (2)

Fig. 2 Segmentation of speech into frames
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Thus, the window is of length tfl, which corresponds to tfl fs samples.
In this method, frames are taken to be about 25 ms long, and audio file is taken

to be of 16 kHz. This corresponds to 0.025 s*16,000 samples/s = 400 samples in
length. We are using an overlap of 50% that constitute about 200 samples. So, the
first frame will start at 0 instant, second frame will start at 200, third frame will start
at 400, etc., indicated by frame1, frame2, and frame3 in the figure.

2.2 Decomposition in Fourier Transform Domain

Considering the quasi-stationary feature of speech for processing, the analysis
involving speech is done taking short segmented windows referred frames and
applying short time domain of Fourier transform (STFT) on respective individual
short segment, yielding Fourier spectrum on corresponding frame [12]. Getting the
noise corrupted signal as input is the combination of speech in clean form and
corrupted due to additive noise. The model is represented as

y[η] = x[η] + s[η] (3)

where y[η], x[η], and s[η] represent the sampled noise corrupted signal, pure signal,
and additive noise, with the assumption of additive noise having average time domain
value of zero, not varying together with speech signal, η being the discrete index of
time [13].

Now the STFT of the noise corrupted signal y (η) will thus be represented by

Y (η,�) =
∞∑

l=−∞
y(l)w(η − l)e− j2π� l/N (4)

where � constitutes the discrete frequency index, N as the duration of frame (in
samples), l as the frame number, and w(η) as speech analysis function referred to
window function. While considering the processing of speech signal, the Hamming
window is usually used having duration range of typically 20–40ms [14].Windowing
is required as the analysis of input signal involves processing of samples that are finite,
resulting in discontinuation of respective frames. Such discontinuities among the
corresponding frames are eliminated by employing windowing, resulting in smooth
end of frames and getting connected accurately to the start of upcoming frame [15].
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2.3 Reconstruction of the Signal

To construct the improved clean signal, x(η), another transform referred as inverse
STFT is applied on modified speech spectrum and continuing with the incorporation
of least-squares overlap-add synthesis, depicted as

x(η) = 1

Wθ (η)

∞∑

l=−∞

[(
1

N

N−1∑

�=0

Y (l,�)e
j2πη�

N

)
wτ (l − η)

]
(5)

where wτ (η) represents the function referred as synthesis window, with Wθ (η)

represented as

Wθ (η) =
∞∑

l=−∞
w2

τ (l − η) (6)

Usually, the synthesis window employed is Hanning window, depicted as

wτ (η) =
{
0.5 − 0.5 cos

(
2π(η+0.5)

N

)
, 0 ≤ η ≤ N

0, otherwise
(7)

2.4 Spectral Subtractive Principle

Spectral subtractive principle forms the practical and useful method that is employed
for the suppression of ambient noise from signal. The method relies on the regener-
ation of spectrum involving magnitude of a signal with background noise associated
with signal and subtracting the average noise spectrum approximation obtained from
Fourier transform from noise corrupted signal spectrum. The scenarios involving
processing of signals at receiver with communication channel are contaminated by
noise, and the corrupted signal is usually encountered at the receiver end. For such
circumstances, local average impact of noise is considered on spectrumof signal [16].
The addition of additive noise on signal thus raises the average value and variance
of magnitude spectrum of a signal, as depicted in Fig. 3.
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Fig. 3 Impact of noise on signal pertaining to time and frequency domain

Due to variant time characteristics of speech, the signal analysis is achieved and
done using frame-by-frame analysis by incorporating short time domain of Fourier
transform (STFT) on signal depicted by Eq. 4, illustrated as

Y (η,�) = X(η,�) + S(η,�). (8)

With the assumption of independent relation among speech signal and background
noise, the corresponding magnitude spectrum of corrupted signal y[η] is represented
without cross terms and depicted as

|Y (�)|2 = |X(�)|2 + |S(�)|2 (9)

To obtain the spectrum involving improved clean signal, an approximate of
corrupted signal spectrum is eliminated out of input signal spectrum, represented
as

∣∣Ẋ(�)
∣∣2 = |Y (�)|2 − ∣∣Ṡ(�)

∣∣2 (10)
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The other application of spectral subtractive principle involves the realization as
filter referred as spectral subtractive filter, mathematically represented as product of
corrupted spectrum pertaining to speech by noise and the spectral subtractive filter
(SSF), depicted as

∣∣Ẋ(�)
∣∣2 =

(
1 −

∣∣Ṡ(�)
∣∣2

|Y (�)|2
)

|Y (�)|2 (11)

∣∣Ẋ(�)
∣∣2 = Ĥ 2(�)|Y (�)|2 (12)

where Ĥ(�) represents the function referred as gain function, related to spectral
subtractive filter (SSF) which is considered as filter with zero phase, having the
representation of magnitude varying among the range 0 ≤ Ĥ(�) ≤ 1, given as,

Ĥ(�) =
{
max

(
0, 1 −

∣∣Ṡ(�)
∣∣2

|Y (�)|2
)}1/2

(13)

For reconstructing the signal, phase spectrum characteristics of speech are taken
into account. The usual method in determining the phase or angle variation of corre-
sponding corrupted speech is relating the angle variation of noise degraded speech
to the phase of clean signal obtained after suppression. Thus, the approximation of
speech regarding a short segment frame is expressed as

Ẋ(�) = ∣∣Ẋ(�)
∣∣e j<Y (�) (14)

Ẋ(�) = Ĥ(�)Y (�) (15)

From this, it follows that an approximate waveform of speech in time domain
can be reconstructed using inverse Fourier transform. The sequence followed in
performing speech enhancement with Fourier transform and spectral subtraction
approach is depicted by flow diagram in Fig. 4.
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Fig. 4 Enhancement of
noise corrupted speech
signal approach

Start
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3 Program Code

4 Experimental Results

While enhancing the speech signal, the main rationale is suppressing the noise from
corrupted speech to upgrade the signal intelligibility together with quality. Signal
quality forms the subjective performance measure that evaluates to what degree the
speech sounds fine and thus includes the characteristics as naturalness, roughness of
noise, etc., and intelligibility forms anobjective performancemeasure that determines
how much the signal is understood.

The experiment is conducted on two speakers, taking one male voice and female
voice considering the coded speech database of ITU-T P-series recommendations
[17]. This coded speech database comprises the sentences with varying durations
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Fig. 5 Audio wave of corrupted female voice

that are uttered in diversified languages and accent. These uttered sentences are
corrupted by noise particularly additive noise having contrasting signal-to-noise ratio
(S/N or SNR) to authenticate and verify particular speaker and for speech recognition
purpose, while incorporating this speech enhancement method as prior treatment to
such systems. The experiment results of the methodology involving spectral subtrac-
tive principle on female corrupted voice and the enhanced female voice are depicted
in Figs. 5, 6, 7, and 8. With the incorporation of algorithm, noise is shown to be
removed from the signal, resulting in understandable speech signal.

5 Conclusion

In this paper, the procedure of enhancing the speech of interest incorporating Fourier
transformdomain and spectral subtractive principle is shown that suppresses the noise
associatedwith speech signal. Further, thismethod is employed before the recognizer
system for speech and speaker identification process to lessen the undesirable impact
of noise and interference on speech, resulting in the improvement of speech quality
and speech intelligibility. The experimental results show the audio wave of speech
signal with and without the effect of noise together with the spectrum of both the
signals. The waveform shows the removal of noise from female voice and deriving
the clean voice free from ambient noise.
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Fig. 6 Audio wave of enhanced female voice

Fig. 7 Spectrum representation of corrupted female voice

6 Future Considerations

In the future work, we will implement speech enhancement in real-time systems
involving time domain by employing fully convolutional neural network known as
temporal convolutional neural network (TCNN), a hybrid deep learning approach.
This method will involve the training of model in a speaker and noise unconstrained
procedure and will include few parameters to train the model. This will explore
deep neural network architecture pertaining to time domain analysis of speech
enhancement. This research will further incorporate the analysis of additional speech
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Fig. 8 Spectrum representation of enhanced female voice

processing tasks including de-reverberation of speech, echo suppression and cance-
lation, source separation, and speaker separation using TCNNmodel so as to upgrade
SNR, quality, and intelligibility of speech signal.
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Cost Analysis of 18 kW Solar
Photovoltaic System for Smart Cities
Growth in India

Iram Akhtar, Ward Ul Hijaz Paul, Sheeraz Kirmani, and Mohammed Asim

Abstract Smart city is an innovative idea that provides the people to use the
advanced technology and growth of the particular city at the same time. Smart cities
are expanding much fast, and they provide the new ideas which influence the devel-
opment and policymaking. Power systems for smart cities growth require the need of
different renewable-based energy sources like solar energy source and wind energy
system. When various factors are considered for large-scale use of these sources,
the cost is a key concern of different renewable energy-based system. Therefore,
designing aspects and cost analysis of the solar energy system is necessary nowa-
days. So, this paper presents the cost analysis of 18 kW solar energy system for
smart cities growth in India. This work also provides the economic scheduling of
grid-connected solar energy system for smart cities development. In comparisonwith
grid-connected solar energy system and off-grid solar energy system that is used for
solar energy generation, the proposed grid-connected solar energy system is best
suited for smart cities development in India.

Keywords Solar energy system · Utility · Smart cities · Cost

I. Akhtar (B) · W. U. H. Paul · S. Kirmani
Department of Electrical Engineering, Faculty of Engineering & Technology, Jamia Millia
Islamia, New Delhi 110025, India
e-mail: iram1208@gmail.com; akhtariram12@gmail.com; alquranwalhadith@gmail.com

W. U. H. Paul
e-mail: wardulhijazpaul@gmail.com

S. Kirmani
e-mail: sheerazkirmani@gmail.com

M. Asim
Department of Electrical Engineering, Integral University, Lucknow, India
e-mail: masim@iul.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Iqbal et al. (eds.), Renewable Power for Sustainable Growth, Lecture Notes
in Electrical Engineering 723, https://doi.org/10.1007/978-981-33-4080-0_63

661

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4080-0_63&domain=pdf
mailto:iram1208@gmail.com
mailto:akhtariram12@gmail.com
mailto:alquranwalhadith@gmail.com
mailto:wardulhijazpaul@gmail.com
mailto:sheerazkirmani@gmail.com
mailto:masim@iul.ac.in
https://doi.org/10.1007/978-981-33-4080-0_63


662 I. Akhtar et al.

1 Introduction

With the quick depletion of fossil fuels reserves, energy security and ecological
factors, there is the need to fulfill the future demand, so renewable energy sources
are used, and these sources are quickly developed. There are various schemes are
available in the literature for integration of different renewable energy-based sources
to the utility grid [1–4]. The cost-effective system is necessary to connect the gridwith
different renewable energy sources. The control system should be employed because
of changing behavior of the wind and solar energy sources. Economic scheduling
is also an important factor for smart cities growth, whereas designing aspects of
the solar energy system is necessary nowadays so different models are existing in
the literature. The stability of solar energy system depends on the solar radiation
variation because the solar radiation is constant throughout the day; it varies with
time so output is affected.Hence, effective architecture is required to cover the overall
system. Further, there is need of control scheme of boost converter and solar modules
to extract the maximum from [5–8].

Therefore, control algorithm is needed for this system. The solar energy system is
a fresh source of incessant and reliable source of energy to satisfy the present energy
demand. The solar energy system should provide the two-way communication for
smart cities development so that it can give the huge saving and key factor of any
system to decrease the overall cost.

In the present paper, growthof the solar energy system-based smart cities is defined
in Sect. 2, whereas in Sect. 3, cost analysis of 18 kW solar energy-based system is
presented. Further, economic scheduling of solar energy-based system is discussed
in Sect. 4. Results and discussion are discussed in Sect. 5. Lastly, concluding reports
are presented in Sect. 6.

2 Growth of the Solar Energy System-Based Smart Cities

The solar power system design is based on the site location, value of solar radiation,
type, etc. The main components of solar power system are solar modules, charge
controllers, battery and inverter as presented in Fig. 1. In case of grid-connected
solar energy-based system, storage system is not required, therefore the cost will
be decreased. A 18 kW grid-connected solar energy-based system with the help of
inverter is considered. The relationship between the voltage and current is defined
by Eq. 1.

I = Isolar

[
exp

(
V + I Rseries

kTs

)
− 1

]
− V + I Rseries

Rshunte
(1)

The 18 kW solar system is considered for smart cities development in small level
like commercial building, clinic, etc., and the grid-connected system gives the huge
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Fig. 1 Grid-connected solar energy system for the smart cities growth

saving anddevelops the smart citieswith the help of two-way communicationwith net
metering scheme. The net solar energy system provides the huge amount of saving in
early basis, whereas the solar module requirement can be determined by considering
the total power needed and single watt ration of the particular solar module.

The total number of solar modules needed = 18,000/270 = 67.
Therefore, 67 modules of 270 W are required for the proposed system. The

specifications of the solar modules are as follows:

Pmax = 270W

Vmp = 29Vdc

Imp = 9.31A

Voc = 34V

Isc = 9.50A

Efficiency per cell area is 18.62%, and this system is reliable and effective to send
power to grid also in smart way (Table 1).

Whereas the inverter size depends on the appliances power so for the safety
purpose, the inverter size should be considered carefully. So, three inverters are taken
with 6 kW capacity. When there is need of electricity, the inverter should provide the
constant power without the harmonics; it should be effectively controlled with the
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Table 1 Solar modules
specifications

Factors Values

Rseries 0.28 �

Rshunt 280 �

Series resistance apparent 0.39 �

Width 872 mm

Weight 18 kg

Cell area 1.45 m2

Cell in series 67

Cell in parallel 1

proper control scheme. The geographical location is also the main concern when the
proposed system is installed.

3 Cost Analysis of 18 kW Solar Energy System

The overall cost of grid-connected 18 kW system can be known by taking the cost of
different components to het the cost-effective approach for smart cities development.
The overall cost of proposed system with grid-connected mode and off-grid mode
form smart city growth is presented in Tables 2 and 3, respectively.

Table 2 Overall cost of
18 kW solar energy
system—grid connected

Item Cost (INR)

PV modules 945,659

Inverter 235,600

Setting, wiring 123,000

Other misc. 50,000

MPPT regulator 320,000

Total 1,674,259

Table 3 Overall cost of
18 kW solar energy
system—off-grid

Item Cost(INR)

PV modules 945,659

Battery 310,000

Inverter 235,600

Setting, wiring 123,000

Other misc. 50,000

MPPT regulator 320,000

Total 1,984,259
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Fig. 2 Economics scheduling scheme for the proposed system

This analysis provides the overall saving of 310,000 INR with the same value of
solar energy system in grid-connected mode. Storage system is essential in off-grid
mode so increases the overall cost of the system.Therefore, the cost of grid-connected
solar energy system is low in comparison with off-grid system. The smart cities can
provide higher value of solar energy because of the tall buildings. So, smart energy
scheme is required for the development of the smart city to track the generated power,
distribution, storage and fulfilling the different demand at a particular time.

4 Economic Scheduling for Solar Energy System in Smart
City

The economic scheduling is very significant for effective and reliable operation of
system. If the proposed system generates more power as needed by the connected
load, then this extra power can be given to the utility grid, and if this system generates
less power demanded by the connected load, then needed power can be taken from
the grid. For this purpose, net metering scheme base meter is employed, it provides
the two-way communication, if power is given to grid, then owner is credited, and if
power is taken from the grid, the owner is charged for the unit consumed. Economic
scheduling scheme is shown in Fig. 2.

5 Results and Discussions

The solar energy system in grid-connected mode is the most cost-effective way to
develop the smart cities. The cost of 18 kW solar energy system in 2020 is around
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1,674,259 INR without the storage system and cost of 18 k W solar system with
battery storage is around 1,984,259 INR.

The proposed system can generate around 72 units in a day and total 26,280 units
in a year. So these units need not to be purchased from the main grid. Per unit cost of
electricity generation from the solar energy system is low in comparisonwith thermal-
based power generation system. Figure 3 shows the saving using this system.Once the
solar system is implemented in the smart city, then different actions are made for the
execution to the implementation of the technique to handle the different challenges
of development of the smart city. Once the idea of solar energy system-based smart
city and the main challenges are known, then a prepared technique to the act chances
of the task has been established. The cost analysis and economic scheduling of the
18 kW solar energy system have been discussed. The initial cost of installing the
solar energy is high, but it gives the saving. One unit electricity generated from the
grid generates the 0.814 kW carbon emissions. This entire system produces total
26,280 units in a year so 21,391.92 kg carbon emission is decreased by using this
system.

6 Conclusion

This paper highlights various factors of smart cities development with solar energy
system. This work also presents the cost analysis and economic scheduling of the
grid-connected solar energy-based system to electrify the smart city in India. If the
generated power from the proposed system is higher than the demand, then extra
power is given to the grid and owner is credited for power supply to the grid. Further,
if power generated from the proposed system is less than the demand, then extra
power is taken from the grid and owner is charged for the units consumed. Therefore,
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this system provides the two-way communication for smart cities development. This
system gives the huge saving and key factor of any system to decrease the overall
cost.
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A Survey of Recent Trends in Two-Stage
Object Detection Methods

M. F. Ansari and K. A. Lodi

Abstract Object detection deals with locating an object in an image or a video and
identifying its class label. In this regard, integration of object detection techniques
with deep learning has revolutionized the area of computer vision. Furthermore, the
ability of a deep neural network to directly learn feature representation from images
has significantly improved object detection models. The present survey analyzes
and systematically provides a comprehensive overview of typical two-stage object
detection methods with deep learning and summarizes the most popular benchmark
dataset for object detection.

Keywords Object detection · Deep learning · Two-stage object detection

1 Introduction

Deep learning (DL) has empowered computer vision to effectively learn image
features. It should be noted that most object detectors use a deep neural network as
their backbone architecture to extract a feature from images and a detection network
to detect objects in images or videos. An object detection method locates objects
of a particular category in images or videos. It has fascinated researchers over the
last decade. This technology has been applied to humans and society in the form of
self-driving cars, face detection, activity recognition, pedestrian detection medical
imaging, robotics, object counting, and crop monitoring. Recent developments in
computational power have significantly contributed to the development of object
detection techniques [1–8].
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Several benchmark datasets for instance KITTI, Caltech, MS COCO, PASCAL
VOC, and Open Image V5 have played an important role in improving object detec-
tion. Organizationsmaintain a public dataset containing images and videos and infor-
mation needed how to use them; anyone can download these datasets and conduct
experiments. Presently, detection based on deep neural network can be divided into
two classes:

• Two-stage detector
• One-stage detector.

R-CNN [1] and its different types are examples of two-stage detectors, whereas
YOLO [2], its variants are one-stage detectors. Two-stage detectors are highly accu-
rate in terms of localization and classification, whereas one-stage detectors have
greater speed in terms of real-time detection. The stages of a two-stage detector
can be specified; for instance, in faster R-CNN [4], first stage is called the region
proposal network (RPN), which proposes a bounding box; in the next stage, features
are pulled out from these boxes with the aid of the RoI pool (RoI pooling) operation.
Architecture of a two-stage detector can be viewed in Fig. 1. One-stage detectors,
on the other hand, directly predict bounding boxes from input images and the corre-
sponding class label of each box. Architecture of a two-stage detector can be viewed
in Fig. 2.

Fig. 1 Two-stage detector

Fig. 2 One-stage detector
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Themain objective of this survey paper is to provide an all-inclusive understanding
of DL-based two-stage object detection. The authors have reviewed numerous papers
and their contribution to object detection; although many survey papers have been
published on object detection on border way, but the literature lacks paper focusing
on recent development and the recent start of art which have achieved great success
in two-stage object detection. Furthermore, the authors have provided a summary
on convolutional neural network (CNN) architecture, which serves as the backbone
network for a feature extractor in the detection task and is described as the most
popular two-stage detector. The authors have also summarized an explanation of
popular benchmark datasets for object detection and evaluation metrics.

Section 2 presents the problem definition. Section 3 discusses the popular back-
bone architecture for object detection. In Sect. 4, authors have covered detail descrip-
tion of two-stage detection methods. Section 5 summarizes information about the
application of object detection. Finally, conclusion is given in Sect. 6.

2 Problem Definition

Handcrafted features were one of the main limitations in terms of obtaining good
accuracy computer vision tasks. However, with the rise of DL methods, the accuracy
of solving vision problemshas improved significantly.Oneof themajor problemswas
object classification, which refers to categorizing all objects present in images into
their respective classes. Object detection, also described as object category detection,
is a more complex task than classification, as it involves predicting the class of a
particular object and its precise location from an input image.

3 Popular Backbone Architecture

The primary requirement of good object detection is to learn a good feature repre-
sentation. If the learned features are good enough, high accuracy in terms of object
detection can be achieved. The popular backbone DCNN architecture widely used
in object detection is AlexNet, VGGNet, ResNet, InceptionNet, and ResNeXt.

AlexNet was the first network architecture to be proposed by Krizhevesky in
2012 [3]. It possessed the ability to learn good representation from input images,
with a minimal number (8) of layers. It has improved accuracy by a huge margin
in the ILSVRC classification challenge [4]. VGG-16, with 16 layers, was based on
AlexNet. After further increasing the number of the layers to 20 o network witnessed
a dip in accuracy. In [5], the concept of a skip connection was introduced and the
new ResNet was proposed, which reduced difficulties pertaining to optimization.
This network can be extended to 100 layers with only a few parameters, as compared
to VGGNet and AlexNet. Later, its various variants were proposed.
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4 Detection Scheme Build on Deep Learning

In a two-stage detector, the first stage is used to generate the proposal in which
potential objects can be present. During the second stage, predictions are made based
on the generated proposal. The current two-stage detector canmore accurately predict
an object’s location based on benchmark datasets.

4.1 R-CNN

R-CNNwas the first network to be formed on CNN. After the success of the CNN in
classification tasks, RossGirshick proposed theR-CNNnetwork for object detection.
The R-CNN detects objects in three phases:

(i) Region generation phase
(ii) Extraction of feature phase
(iii) Prediction phase for classification and regression.

In the first phase, the R-CNN makes use of selective search algorithm (SRA) to
select important regions in every input image; the selected regions are known as
proposed regions. The advantage of using selective search is that it searches 2000
regions where objects can be present. In the second stage, the selected regions are
cropped, resized, and fed into the CNN. At this phase, the CNN produces a 4096
dimensional feature vector as output. In the final step, classification and bounding
box prediction happen. Architecture of the R-CNN can be viewed in Fig. 3.

The R-CNN considerably improved the object detection performance of tradi-
tional algorithms by a huge margin. However, it still has a few flaws:

(i) The extraction of features from the 2000 selected regions through a deep CNN
requires a long computational time.

(ii) Optimization is difficult, as the network is divided into three stages.
(iii) Computational time is a lot for test images.

Fig. 3 R-CNN
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Fig. 4 Fast R-CNN

4.2 Fast R-CNN

After the addressing constraint of the SPPNet and R-CNN, Ross Girshick et al.
proposed a fast detection algorithm called fast R-CNN. It is same as the R-CNN,
except that the generated region is fed to the CNN. It takes the whole image as input
and feeds it to the CNN to obtain the convolutional features map. After convolution,
the feature map goes from the RoI layer, which generates the reshaped feature with a
fixed size. Fixed features are fed to the classification and regression layers to predict
class labels and bounding boxes, respectively. Fast R-CNN extracts features from
entire images, whereas R-CNN uses 2000 regions to extract features. This saves
immense time during training and testing. Architecture of the fast R-CNN can be
viewed in Fig. 4.

4.3 Faster R-CNN

Both previous networks were based on traditional SRA, which were slow, time-
consuming, and capture only low-level features in the features map. Faster R-CNN,
developed by [4], uses the RPN to generate regions based on the CNN. The RPN
generates regions from input images by feeding them into the CNN. It also increases
the generation of region proposals with the aid a common set of CNN layers with
detector network. After being generated, the regions are changed using RoI pooling
layer. The image is then fed to the classification and regression layer for label clas-
sification and offset prediction. Faster R-CNN achieved relatively better results with
respect to object detection benchmark datasets for instance MSCOCO, Pascal VOC,
and ILSVRC [5]. The stages of the network have been outlined in Fig. 5.
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Fig. 5 Faster R-CNN

4.4 R-FCN

In R-FCN [5], the fully connected (FC) layers that follow the RoI layers are removed,
and all major complex features are assigned before the RoI layers. The R-FCN gener-
ates position-sensitive maps, which contain information about position regarding
distinct classes. The position-sensitive RoI layer is applied to pull out features
from score maps. The R-FCN makes use of simple average voting on extracted
features from the RoI layer to generate a class vector. At last, the Softmax function
is performed on this vector to predict the class score. Architecture of the R-FCN can
be viewed in Fig. 6.

4.5 Mask R-CNN

For pixel level detection, He et al. [6] developed the instance segmentation algorithm,
themask R-CNN. This can be viewed as an extension of the faster R-CNN. TheMask
R-CNN uses a two-phase strategy. In the first phase, it uses the RPN to generate
regions where objects might be present. In the second phase, it foresees the binary
mask based on the feature map. A mask-generating branch based on CNN is used to
better capture the relevant areas. The mask R-CNN uses RoI align layer, in place of
the RoI layer with backbone architecture. Mask R-CNN is simple to accomplish and
achieves better accuracy in terms of the instance segmentation task. Figure 7 shows
the architecture of the mask R-CNN.
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Fig. 6 R-FCN

Fig. 7 Mask R-CNN

5 Object Detection Application

There are wide range object detection application in real-world scenarios, spanning
from social to personal levels (Fig. 8).
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(a) (b) (c) (d) 

(e) (f) (g) (h) 

Fig. 8 Benchmark datasets, example a, b are from Pascal Voc dataset, example c, d, are from MS
COCO dataset, e, f are from Open Image v5, example g, h from Caltech dataset

• Face detection: Detection of faces is a very prominent area in computer vision; it
involves detecting human faces from images or videos. It has many applications
for instance in security, health care, advertisements, and so on.

• Pedestrian Detection: It is worth noting that several specific datasets have been
published on pedestrian detection. The Euro City Persons dataset, for example,
contains information regarding pedestrians, cyclists, and other riders in traffic
areas.

• Text Detection: Text detection deals with detecting text area in images or videos
text detection have many applications for example in identifying vehicles by
reading number plates, in assisting visually impaired persons.

6 Conclusion

Over the last few years, with the advancement of DL, object detection tasks have
evolved rapidly. In this survey, the authors reviewed the modern literature on object
detection, covering all relevant information about two-stage object detection and
describing backbone architecture. The authors also covered the popular benchmarks



A Survey of Recent Trends in Two-Stage Object Detection Methods 677

of object detection and evaluation matrix. The authors even attempted to cover all
terminologies in a deterministic manner to allow the survey to better compress object
detection based on deep learning.
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A Review Paper on Analysis, Planning
of Electricity Generation in Turkey,
United Arab Emirates and Germany
and Comparison with India

Rahat Ullah Khan, Gazali Ashraf, Gaurav Srivastava,
Mohammad Hamza Habib, and Israr Ahmad

Abstract This paper focuses on the comparison of various methods and quantity
of electrical power generation in the countries as Turkey, United Arab Emirates and
Germany including sources of electricity and comparison with India is highlighted.
In this paper, there is an outlook of various power generation techniques adopted,
and the amount of the power with the help of various means are highlighted and
put for the immediate comparison. It is also discussed that a brief outlook of power
generation and their comparison show the significance of the geographical, climatic
and political situations emphasis on the methods of their power generations, respec-
tively. In different countries, the nature of electrical power generation has shown
with graphical form on the account of percentage utilization of energies in recent
year. Various power generationmethods like thermal, wind, solar, gas, nuclear, hydro
electricity, other renewable energy sources, etc., are discussed in details. A detailed
comparison of cost of generated power and cost of a single unit per person according
to the respective country has been discussed. By knowing this, it may be analyzed
that different sources of power generation can be compared with the power generated
in India. With the help of this, analysis and comparing to the utilization of different
types of sources for the purpose of generation of electricity by different countries
can be understood including source for production of electricity as compared to
renewable source of energy.

Keywords Electrical power generation · Different countries electrical power
comparison · Types of electrical energy generation sources

1 Introduction

In present scenario of electrical energy generation, most of the nations totally relay
on the exhaustive sources of energy generations. One day all such sources will get
an end, and one day all these countries will turn their energy generation resources
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renewable sources for their energy harnessing, hence it is a necessity to endorse the
renewable sources in the countries for electricity generation [1–8].

This paper creates the evaluationof various power generationmethods for different
countries. It is well known that major advantages of renewable sources of generation
over non-renewable sources are less air pollution, non-extensible sources of energy,
although the generation of electricity in renewable sources is quite less than the
generation by non-renewable sources. In addition, the efficiency of non-renewable
sources is much better than renewable sources.

1.1 Importance of this Analysis and Study

The importance of this study is with the help of this analysis it could be easy to under-
stand the energy scenario in between different demographically situated nations. One
can easily understand the detailed analysis of the generated power quantity and the
price of generation of electrical energy and by how many means of sources these
countries are generating electricity.

2 Electrical Power Generation Schemes of Turkey

Turkey has various types of electrical power plants. Below are the details along with
their generating capacities as shown in Fig. 1 (Table 1).

Natural gas
30%

Geothermal
3%Wind

7%Solar 
3%

Coal
37%

Hydro
20%

Fig. 1 Different types of power generated in Turkey (generated power shown in %)
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Table 1 Different power plants in Turkey

Hydro electric power plant Solar power plant

Total Number of Watt Power Produce from
Hydro Plant-35 GW (Total Number of
Plants-71)

Total Power Produce from Solar Plant-45 MW
(No. of Total Power Plants-02)

Number of wind power plant Geothermal power plants

Total Power Produce from Wind Plant-1023.4
(MW) Total Power Plant-11

Total Power Produce from Geothermal Power
Plant-108.2(MW) Total No. of Plant-02

Natural gas power plant Coal power plant

Total Power Produced From Natural Gas
Power Plants-1942 (MW) Total Power
Plant-10

Total Power Produced from Coal Power
Plant-17,181(MW) Total Power Plant-22

2.1 Energy Policy of Turkey

Turkey fulfills its one-fourth of energy demand from National Resources of Renew-
able and Non-Renewable Energy. Most of the remaining part of its electrical energy
is supplied by imports of oil and gas, which is imported from Russia, Iraq and Iran.
According to the data of 2018, energy import costs $43 billion. Government of turkey
is planning for half of the electricity to be generated from renewable energy resources
available in Turkey. By 2023, the capacity targets of 34.0 GW for hydro electricity,
20.0 G-watts for wind, 5.0 G-watts for solar PV, 1.0 GW for biomass and 1.0 G-watts
for geothermal resources [1].

2.2 Electricity Price in Turkey

For household = 0.090 US$ per kWh and for industry = 0.107 US$ per kWh.

2.3 Different Power Plant Install and Generation Capacity
in Turkey

Turkey’s consumption of electricity is over 6 Hex joules of principal energy per year,
over 20 (MW/h) per person. The 88% of energy is produced from the fossil fuels.
The energy policy of Turkey to reducing fossil fuel imports in future, which are over
20% of import costs [2] (See Fig. 2).
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Fig. 2 Different power plant install and generation capacity in Turkey

2.4 Cost of Generation of Different Power Plants

See Table 2.

3 Electrical Power Generation Schemes and Plan
of Germany

Any power generation plant is an industrial necessity which is used to generate
electric power with the help of one or more than one generators.

The generation of electricity ismainly from the primary resource of energymainly
for any electrical or non-electrical utilities in various industries. In 2018, German

Table 2 Cost of generation
of different power plant

S. No. Power plants Cost (US$) (per kwh)

1 Hydroelectric power plant 0.073

2 Wind power plant 0.073

3 Geothermal power plant 0.105

4 Solar power plant 0.133

5 Biomass power plant 0.133
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Fig. 3 Net electricity generation in (TWH) in Germany 2019

electrical power generation capacity was 540 T-Wh of electrical energy of which
40% was explored by renewable energy resources, 38.0% from good quality coal
and 8.0% energy by natural gas. On the other hand, nuclear power generation has
been decreased slightly in the year 2013 to 2014, and electricity generated from hard
brown coal and gas-fired power plants decreased drastically by 3 to 9.5 to 13.8%,
respectively. Germany will withdraw the electricity generation from nuclear power
till maximum by 2022, and as of 2019, coal powered plants are planned to be pulled
out by 2038.

3.1 Power Generation Capacity of Germany

Germany was holding the world’s biggest photovoltaic installed capacity until 2014,
and up to 2016, it was the third with 40 GW solar power generation. Also the world’s
largest third country whose installed wind power capacity is 50 GW and stands for
second for offshore wind, with over 4 GW in the world rank, installed capacity:
198.45 GW (2018), share of renewable energy: 38.2% (2018) share of fossil energy:
61.8% (2018) (Fig. 3).

3.2 Energy Policy of Germany

On the date January 26, 2019, as per the final report presented by the commission,
which foresees a path toward the gradual elimination of coal-fired power genera-
tion till end of year 2038, if possible by 2035. This will make Germany, the only
industrialized country to choose out of both the energy, i.e., nuclear and coal energy.
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3.3 Future Energy Plan of Germany

It has been cleared that the property of climate changes is obvious to observe, and
nations across the world are taking steps to how to reduce orangery gas emission in
an effort to bound global temperature rises. In reality, Germany intends to eliminate
all coal-fired power generation by 2038, and nuclear power by 2023, considerably
changing the energy market in the country. According to Berlin-based policy insti-
tute Agora Energiewende, the speed and scope of the Energiewende are brilliant.
Energiewende: Germany’s quest to achieve a complete renewable energy future [3].

4 Electrical Power Generation Schemes and Plan of United
Arab Emirates

Presently, there aremore than 27 giga-watts of installed capacity to generate electrical
power across the seven emirates by using natural gas, which is the cleanest fossil
fuel available in the region. The different sources of electricity production have been
shown in Fig. 4.

4.1 Solar Power Plants in UAE

The addition to renewable power generation in UAE, it is the primary source of
electrical energy which is solar power, plays a great role when it competes with
stable sources of normal electrical supply.

Solar energy is presently considered majorly promising renewable energy
technology for the UAE as the country is sacred with copious sunshine.

Oil & 
Gas(MW)

59%

Solar(MW)
5%

Under Costruction(MW)
36%

Different Sources of Energy In % in UAE

Fig. 4 Different type of source capacity of electrical energy in UAE
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Table 3 Names and capacity
of the different oil and gas
power plants in UAE

Electricity prices per kWh Date AED USD

Households 01/06/2019 0.296 0.081

Business 01/06/2019 0.366 0.1

The government approximates that savings between $01 billion and $3.7 billion
might be achieved by achieving its renewable energy generation target and now
believes that the savings could be even greater with the changed outlook for vestige
fuels and renewable energy generation and supply prices [4, 5].

4.2 Energy Policy of UAE

The total length of transmission line used in UAE is 3305 km out of which 400 kV
line is having length of 876 km and that of 132 kV line length is 2429 km. There
are total 202 substations out of which 18 are 400 kV substations and 184 are 132 kV
substations shown in Table 3.

5 Electrical Power Generation in India

5.1 Energy Policy of India

India is the only country in nearby area where the cost of generation of solar power
is approximately 15% less than cost of electricity generated by coal. According to
the study, balance cost of solar power generation in India is approximately at around
$38.20MWh (Rs. 2.62/unit), which is the lowest also and followed by Australia with
the cost of $52.70/MWh (Rs. 3.62 per unit) including China at $ 61.20/MWh (Rs.
4.20/units). India’s levelized cost of onto dry land wind energy generation, which
is approximately at $48.90/MWh (Rs. 3.36 per unit), is cheaper in the countries in
comparison with Australia with the cost of $74.6 per MWh which translate to Rs.
5.13 per unit.

5.2 Power Generation in India

See Fig. 5.
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Fig. 5 Different type of sources of energy in India

5.3 Future Plan for Power Generation of India

India plans to have 20 GW of installed nuclear capacity by 2020 and 63GW by 2032.
The country aims to generate 25% of its total electricity from nuclear energy by
2050. India plans to have 20 GW of installed nuclear capacity by 2020 and 63 GW
by 2032. India currently has 37 nuclear reactors planned or under construction. This
shows the country’s commitment to plans to generate 25% of its electricity from
nuclear energy by 2050. However, it also needs to deal with uranium shortages and
public opinion, reports Global data. India plans to have 20 GW of installed nuclear
capacity by 2020 and 63 GW by 2032 [8]. India is also planning to use the recovered
plutonium from spent fuel to trial in the prototype fast breeder reactor (PFBR). It
intends to develop a program for using its vast thorium reserves.

6 Electrical Power Generation Schemes in India
and Comparison in Between Turkey, Germany and UAE

6.1 Comparison of Power Sector of India, Turkey, Germany
and UAE

See Table 4.

6.2 Comparison of Cost of Electricity Per Unit of Turkey,
UAE, Germany and India

See Fig. 6.
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Table 4 Comparison of different power sector of Turkey, UAE, Germany and India

Type of energy source/countries Turkey UAE Germany India

Hydro power (MW) 35,000 N.A. 19,230,000 50,010.03

Wind (MW) 1023.4 N.A. 127,220,000 36,930.32

Solar (MW) 45 1300 46,540,000 31,101.71

Coal (MW) 17,181 2400 150,870,000 203,954.5

Oil & Gas (MW) 1942 15,841 54,050,000 25,446.93

Nuclear (MW) N.A. N.A. 71,090,000 6780

Turkey UAE Germany India
Business Cost(US$) 0.09 0.1 0.207 0.1703
House Hold Cost(US$) 0.107 0.081 0.336 0.0704

0.09 0.1

0.207 0.1703
0.107 0.081

0.336

0.0704

0
0.1
0.2
0.3
0.4

Electricity Cost  of Turkey,UAE,Germany,India 

Business Cost(US$) House Hold Cost(US$)

Fig. 6 Different cost of electricity per unit of Turkey, UAE, Germany and India

7 Conclusion

It has reviewed various types of energy for the countries like Turkey, United Arab
Emirates, Germany and India in details. During the review of these countries, it
has been found that energy trends of these countries, like Germany, have very wide
scope of the energy generation, and the per-capita power consumption is more in
comparison with other countries. On the basis of the type of fuel used in bulk is
the coal for Germany, Turkey and India, and on the other hand oil and gas are the
most prominent fuel used in UAE to generate electrical power. Based on nuclear
energy generation, Germany is leading in these comparative nations. In comparison
with renewable energy resources, wind and solar are the most domination resources
of energy harnessing for the Turkey, Germany and India in comparison with UAE,
and on the other hand the energy policy of UAE is encouraging in upcoming years
in comparison with other countries if we consider the per person demand of the
electrical power. The cost of electricity per unit is business/commercial which is the
cheapest in comparison with all the countries and the cost of domestic/household
electricity in India is leading among these countries.



688 R. U. Khan et al.

References

1. Sengül, Ü.; Eren, M.; Shiraz, S.E.; Gezder, V.; ¸Sengül, A.B. Fuzzy TOPSIS method for ranking
renewable energy supply systems in Turkey. Renew. Energy 2015, 75, 617–625

2. Uluta¸s, A.; Karaca, C. Selection of Renewable Energy Sources for Sustainable Development
and an Economic Model Proposal for Countries. In Emerging Economic Models for Global
Sustainability and Social Development; IGI Global: Hershey, PA, USA, 2019; pp. 65–83

3. Mezher T, Dawelbait G, Abbas Z (2012) Renewable energy policy options for Abu Dhabi:
drivers and barriers. Energy Policy 42:315–328

4. Harder E, Gibson JM (2011) The costs and benefits of large-scale solar photovoltaic power
production in Abu Dhabi. United Arab Emirates. Renew Energy 36:789–796

5. Farghal SA, Abdel Aziz MR (1988) Generation expansion planning including the renewable
energy sources. IEEE Trans Power Syst 3(3):816–822

6. Iqbal A, et al. (eds), Soft computing in condition monitoring and diagnostics of electrical and
mechanical systems, vol 1096. In: Advances in intelligent systems and computing. Springer,
Singapore, 2020. doi:https://doi.org/10.1007/978-981-15-1532-3

7. Iqbal A, et al. (eds), Meta Heuristic and Evolutionary Computation: Algorithms and Applica-
tions, vol 1096. In: Studies in Computational Intelligence. Springer, Singapore, 2020. doi:https://
www.springer.com/gp/book/9789811575709

8. Central Electricity Authority (2015) Annual Report 2014–2015; Government of India, Ministry
of Power. New Delhi, India, Central Electricity Authority

https://doi.org/10.1007/978-981-15-1532-3
https://www.springer.com/gp/book/9789811575709


A Transformer-Less Ultra-Gain Switched
Inductor Boost Converter for DC
Microgrid Applications

Md. Samiullah, Imtiaz Ashraf, and Atif Iqbal

Abstract In a DC microgrid, the integration of renewable energy sources requires
a DC-to-DC converter for a better communication and energy transfer. The conven-
tional boost converter endures many snags owing to its operation at an extremely
large duty ratio to obtain a substantial suitable high voltage at its output terminals.
This paper introduces a novel converter which is capable of attaining a significantly
high gain at a nominal duty ratio. The converter structure is free from transformer,
coupled inductors, or any cascading complex networks. The proposed topology uses
switched inductors along with a capacitor and diode to act as a boosting element.
Apart from a detailed topological description, the converter is analyzed in steady-
state modes of CCM and DCM. The analytical findings of gain factor other relevant
parameters have been well verified by the simulation results at the end.

Keywords DC microgrid · DC–DC converters · High gain · Switched inductor

1 Introduction

The demand of energy is continuously growing owed to many obvious reasons
behind. The renewable energy sources have therefore gained a deep attention and
being promoted incessantly [1–13]. Solar photovoltaics (PVs) are increasingly being
integrated into power distribution in order to trim down the burden on the conven-
tional power system [12, 13]. Power electronic converters act as a mainstay for the
appropriate utilization of these solar PVs owing to their intermittency and uncer-
tainty behavior [2–4]. Distributed generation and microgrids are providing a source
for interfacing a solar PV into the traditional structure of the power system. ADC-to-
DC converter is therefore a prime requirement for properly linking the solar photo-
voltaic and other sources to DCmicrogrids [5, 6]. The output voltage at the terminals
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Fig. 1 A typical DC microgrid

of these generating stations are very low (12–40 V) which needs either the operation
of the conventional DC–DC boost converter at an extremely large duty ratio or some
high gain boost converters [7]. The traditional single switch boost converter when
operated at some large duty ratio causes many detrimental effects on the circuit and
may result in reduced efficiency. The most common effects while a boost converter
is working with higher duty ratio include voltage spikes across switches and diodes,
more losses in MOSFETs, impaired transient response, reverse recovery issues in
diodes, andmore EMI [3, 8, 9]. Therefore, coming upwith some high gain converters
whichmust be capable of providing high voltage output at low or moderate duty ratio
is the only option to explore (Fig. 1).

In the available literature, there exists many converters which are intended to
give higher gain for different applications. Some of them are suitable for medical
devices, while some others are designed for traction purposes [4]. Moreover, for
microgrid applications too, there are many isolated and non-isolated types of DC–
DC converters which could attain significantly high gain. A boost converter realized
after using a transformer or coupled inductors can easily attain sufficiently high gain
by varying the turn ratio [10]. However, these converters are bulky and heavy in size
along with some other constraints such as leakage inductance and core saturation
[8, 11]. On the other hand, non-isolated converters do not use any transformers and
therefore comparatively compact in size. Theymostly use any boosting network such
as voltage lift, switched inductor, and switched capacitor, interleaving and cascading
of one another. Each of the boosting circuit has its own pros and cons different from
others. Nevertheless, there does not exist a single converter conveying all the desired
benefits and fits at all the applications [1].

This paper introduces a novel topology for non-isolated type of DC-to-DC
converter which is free from any transformer and coupled inductor. The proposed
topology incorporates many features in it such as highest gain factor with optimal
devise counts, low voltage stress across switches, and simple control. Moreover,
low voltage RDS(ON) MOSFET can be used which reduces the conduction loss and
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increases the converter efficiency. Switched inductor network in the circuit allows
parallel charging and series discharging of the inductors which helps the converter
to easily attain a significant high voltage. Furthermore, the switches being controlled
simultaneously reduces the control complexity. Therefore, the proposed converter is
a compact package of transformer-less circuit involving switched inductor facilitated
with switched capacitor as well to yield high voltage at the output with an improved
efficiency.

2 The Proposed Topology

The circuit layout for the proposed topology is depicted in Fig. 2. The converter
design includes four inductors L11, L12, L21 and L22, seven diodes D11, D12, D21,
D22, D1, D2 and Do along with three capacitors C1, C2, Co and two switches S1 and
S2. The duo switches of the converter circuit S1 and S2 are triggered by the same
gate pulses and does not involve a complex control strategy.Meanwhile, the identical
condition is assumed for the devices being used in the circuit to evade the complexity
and difficulty in analysis such as the switches are assumed to be ideal along with no
voltage drop across diodes in forward conduction mode and no ESR in inductances
and capacitances.

2.1 Analysis of the Converter During CCM

The continuous conduction mode analysis has been carried out with the ideal condi-
tions of the semiconductor devices so as to evaluate the steady-state voltage gain
of the converter. The characteristics waveform during CCM has been plotted and
shown in Fig. 3. The plot shows the voltages across and through the elements of the
converter circuit. The analysis during CCM is done in the following two modes.

Fig. 2 Proposed converter
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Fig. 3 Characteristics plot
during different modes of
conduction of the converter
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Fig. 4 Converter structure during Mode I of CCM and DCM

Mode I: (Duty period) from 0 to t1: In this interval, the duo switches are turned
to their ON state and the converter follows the topology structure as presented in
Fig. 4. All the four inductors are magnetized in parallel through the switches S1, and
S2. Diodes D1 and D2 are forward biased such that capacitors C1 and C2 also get
charged up to the input voltage. The output voltage is maintained by the capacitor
Co. The voltages across the inductors during this mode are given as follows (Fig. 5):

vL11 = vL12 = vL21 = vL22 = Vg

vC1 = v2 = Vg (1)

Mode II: (OFF-dutyperiod) from t1 toTS: This is the periodwhen both switches
are turned OFF and the circuit current adopts the path as it is depicted in Fig. 4. In
the equivalent circuit, it can be seen that the inductors L1 and L2 are discharging in
series through diode D1. The diode Do being forward biased provides a conduction
path for transferring energy from the input to the load and the capacitor Co. The
voltage across inductors can be evaluated as:

Fig. 5 Converter structure during Mode II of CCM and DCM
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vL11 = vL12 = vL21 = vL22 = 3Vg − Vo

4
vC1 = v2 = Vg (2)

Using principle of volt-second balance on inductor L1, we come about with the
following equations:

dTs∫

0

Vgdt +
Ts∫

dTS

3Vg − Vo

4
dt = 0 (3)

where, Ts represents the time period of the gate pulses for switches and d is the duty
ratio of the circuit.

After solving (3), the following relation for voltage gain during CCM is obtained:

GCCM = VO

Vg
= 3+ D

1− D
(4)

2.2 Analysis During DCM

A brief analysis of the converter in DCM is done in order to come up with the
boundary conditions such as the critical values for inductors and other parameters
can be analyzed. The DCM has three modes of operation discussed below:

Mode I (from 0 to t1): This mode of operation is same as that of mode I of the
CCM converter. In this mode, the peak currents IL11max = IL12max = IL21max = IL22max

are same as that of change in inductor currents. Therefore,

�iL = IL11max = IL12max = IL21max = IL22max = Vg

L
dTS (5)

Mode II (from t1 to t2): Switches are turned OFF during this mode. The input
voltageVg, inductorsL11,L12,L21, andL22, capacitorsC1 andC2 are series connected
to supply energies to the load and output capacitor. The values of inductor currents
are given as

IL11max = IL12max = IL21max = IL22max = Vo − Vg − 2vC

4L
d2TS = Vo − 3Vg

4L
d2TS

(6)

Mode III (from t2 to TS): The duo switches of the converter are still turned OFF.
The circuit adopts the current path as it is presented in Fig. 6. The stored energy
in the inductors has fallen down to zero. Only the output capacitor Co is providing
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Fig. 6 Converter structure during Mode III of DCM

power to the output terminal at the load R. From (5) and (6), d2 is obtained as

d2 = 4dVg

VO − 3Vg
(7)

The average current through the capacitor during each switching period can be
calculated as follows

Ico =
1
2d2TS IL11max − IoTs

Ts

or,

Ico = 1

2
d2 IL11max − Io (8)

Under steady-state condition, current Ico is zero. So, (8) can be written as follows
with the values from Eqs. (6) and (7).

2d2V 2
g Ts

L
(
Vo − 3Vg

) = Vo

R
(9)

After solving Eq. (9), the following equations for voltage gain during DCM are
obtained;

GDCM = Vo

Vg
= 3

2
+

√
9

4
+ 2d2

τL
(10)

where

Normalized inductor time constant, τL = L fs

R
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Fig. 7 Curve showing the boundary characteristics between CCM and DCM

2.3 Operating Condition at the Boundary of CCM and DCM

Abasic conceptual background states that the voltage gain of the converter right some
around the boundary of CCM and DCM is equal. The following relation defines the
boundary condition and Fig. 7 presents the same,

τLB = d(1− d)2

2(3+ d)
(11)

3 Results and Discussion

The proposed converter is studied and its behavior analysis is done for a DC input of
100 V through simulation in MATLAB. The typical values chosen for the simulation
are presented in Table 1. The analytical studies helped in the selection of equipment.
For the converter to operate in CCM, more than critical value inductances have
chosen and the results are impressive as desired. The converter operation is carried
out at a duty ratio of 60% at a frequency of 10 kHz. Figure 8 shows the input and
output voltages in a single plot where a high voltage of 890 V at the output can be
clearly seen for an input of 100 V. This validates the high voltage conversion with the
voltage conversion ratio of the calculated one in Eq. (4). Figure 9 presents the current

Table 1 Simulation
parameters

Parameters Values

Input voltage 100 V

Duty ratio 60%

Switching frequency 10 kHz

Inductances L11= L12 = L21 = L22 = 50 mH

Capacitances C1 = C2 = 220 µF, Co = 400 µF
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Fig. 8 Input and high
voltage output

Fig. 9 Inductor current
through L11

waveforms through the inductors where charging and discharging of inductors are
taking place in duty and OFF-duty periods, respectively. Moreover, the low ripples in
the output voltage also low justifies the proper selection of the capacitance. Figures 10
and 11 show the voltages across switches S1 and S2, respectively. It can be observed
that voltage stress across these switches is not much high even for very high voltage
outputs and low rating MOSFETs can be used.

Figures 12 and 13 depict the voltages across the capacitorsC1 andC2, respectively,
where it is clearly seen that the voltages across these capacitors are constant and these
voltages are attained by the capacitor once the transient period is over. The ripples
can further be minimized by increasing the value of the capacitance. The voltages

Fig. 10 Voltage across
switch S1

Fig. 11 Voltage across
switch S2
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Fig. 12 Voltage across the
capacitor C1

Fig. 13 Voltage across the
capacitor C2

across diodes D13 and Do are shown in Figs. 16 and 17, respectively. Although the
converter is designed for very high voltage applications, the diodes do not realize
an extreme large potential across them and, therefore, low PIV diodes can be used
(Figs. 14 and 15).

Fig. 14 Waveform of switch
S1 current

Fig. 15 Waveform of switch
S2 current
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Fig. 16 Voltage waveform
across the diode D13

Fig. 17 Voltage waveform
across the diode Do

4 Conclusion

A non-isolated ultra-gain DC-to-DC boost converter has been presented in the paper.
The converter is analyzed during its steady state to check its suitability for the applica-
tions it is designed for. The proposed converter has been well verified for DC micro-
grid applications owed to its high gain behavior at a very low duty ratio with reduced
stress across semiconductor devices. The structure of the converter is simple having
two switches working simultaneously with the same gate pulses. The converter avails
the advantages of switched inductor and capacitors for stepping up the voltage by
magnetizing them in parallel and demagnetizing in series. The analytical behavior of
the converter is read in CCM and DCM along with the boundary conditions and later
the performances are verified through simulation results carried out at a switching
frequency of 10 kHz.
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Abstract North Wollo is one of ten zones of the Amhara Area of northern Ethiopia
with resources and promises of a state that might be extremely industrialized. This
research measures the status of industrial development in the country, associating
it with other states in the country. Preceding estimate and findings were also eval-
uated, as certain instances of existing small- and medium-scale enterprises (SMEs)
within the state capital, Akure, were explored with findings presented to determine
the peculiar difficulties countering against their success and level of profitability. The
problems were found to be lack of availability of credit facility, sufficient infrastruc-
tures, and poor or weak management. Population size of 500 Small- and Medium-
Scale Industrial Development in North Wollo Amhara Region, Ethiopia. In which
researcher study the sample of 100 respondents, for 14 questions by each respondent.
Likert’s scale has been used for better analysis. The alpha value for the 14 items is
0.714, signifying that the elements have moderately strong internal consistency.
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1 Introduction

In previous years, it has become noticeable that, small- andmedium-scale enterprises
(SMEs) contribute to job creation and economic development [22]. It is always
believed that entrepreneurship causes the wealth creation and economic in various
societies [18]. Entrepreneurship is considered to process where individuals find,
develop, make, and explore different entrepreneurship activities [20]. According
to Schumpeter [17], there is a strong association among economic development
of nations with the participation of highly motivated people who are engaged in
entrepreneurial activities.

Haggen [18], believes suggests that technological change is the reason for
economic development and this process is achieved by creativity of industrial-
ists. Another research claims that the existence of small-scale industries results in
indorsing pure entrepreneurship in several countries. This in turn aids the invested
capital to utilize larger opportunities and local technology to develop at a faster rate
[15].

Hence, most of the economic development behaviors are depended on the
entrepreneurial activities of the residents of these countries. Many developing
countries, including Ethiopia perceives the small-scale firms and the hub for their
economic development.

According to Hoseltiz [10], several factors influences the entrepreneurship activ-
ities, ranging from coordination and availability productive resources, uncertainty
direction, introducing new innovations in the subject matter, and skills. Additionally,
various elements are responsible for motivating or demotivating the business persons
like, entrepreneurs’ need for independence, better financial and monetary position,
self-fulfillment, being one’s own boss, and so on. Personal characteristics of individ-
uals namely their age, gender, background, qualification, and work experience have
statistically significant influence on them for entrepreneurship decisions [11].

Christopher [19] research shows that the main reason for commencing small
businesses is the economic benefit that business owners’ gains. Furthermore, high
demand for output was among the promising factors. The justification for the estab-
lishment of small businesses is greater employment opportunities, equal distribution
of income, which finally will result to improved living standard of people. It is also
necessary to found institution which can guide the business persons in technology
and counseling in order to aid the economy.

MaxWeber offers the theory stating socio-culture setting affects entrepreneurship.
He claims, society has a significant role in emerging entrepreneurs. Due to the fact
that, people acquire their values form the society’s values, morals, and institutional
structure [5].

Social system and culture are both components of the sociocultural environment.
Socio culture environment refers to intangible factors affecting the behavior of indi-
viduals, their living style, perception, and relationships. Equally, social culture envi-
ronment shows a group of elements which develops the personality of a person and
this in turn affects attitudes, beliefs, norms, values, and habits. Mentioned factors
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originate from educational background, social conditioning of the people, culture,
and religion [3].

Gree and Thurnik [7] challenged that economic growth cannot be continued
without the growth of existing SMEs and the continual formation of new SMEs.
The management of SME’s is significant element in commercial growth and the
setting in which industries operate [4]. Study on the causes of industry failure is a
wide-ranging research area and numerous cautious difficulties have been recognized
by different scholars [16]. The targeted area chosen in the region, which is located
North Wollo is one of 10 zones of the Amhara Region of northern Ethiopia. This
study region was selected due to the developmental attractiveness of the area and its
diversity of the economy which include both a superior industrial sector and a usual
agricultural sector.

The SMEs do not have modern indication and are regularly uninformed
concerning the up-to-date technologies existent in the global marketplace. Occa-
sionally, they lack administrative skills, entrepreneurial comprehension, and tech-
nology demanding education to run a capable SME. This kind of tricky usually
succeeds in the rural-based zones. Information Communication and Technology
(ICT) can perform a bigger role for SMEs for they face firmer rivalry from the
nations (Indonesia, China, Philippines, and Thailand). Therefore, the demand of
the hour is upgradation of equipment. For competitive SME’s, they need to use the
benchmarking and best practices on international level and use the innovation of
technology on regular basis.

The other substantial motives behind adoption of innovative technology are requi-
site to keepon to regulatory standards related to (i)waste discharge norms, (ii) product
quality certifications, and others. A condition for SMEs to remain providing to global
markets with severe governing policies, policy maintenance and numerous arrange-
ments applied by administrative institutions in supporting technology upgradation,
need for upgradation of technology and removal of continuation support for current
technology may power SMEs to adopt new technology, and ultimately, lack of acces-
sibility of essential level of skills among the workforce even for ordinary occupations
an expanded cause overdue SMEs for fast technology reception.

According to Ayyagari et al. [2], mainly in developing countries, SMEs face
plentiful of institutional barriers to a restricted access to finance, a deficient juridical
system and legal implementation as well as weak property rights security. TheWorld
Bank [21] in assistance with the International Finance Corporation annually links
business regulations for local companies and ranks the common of countries (189 in
2013) in the world according to their comfort of doing business for small businesses
and how their regulations established over the last years. The World Bank [21],
therefore, uses ten general areas of importance for businesses: set up a business,
treatment of construction permits, getting electricity, recording property obtaining
access to credit, shielding investors’ rights, paying taxes, exchange internationally,
imposing contracts, winding up failure proceedings, and retaining staff.
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2 Statement of the Problem

Culture forms social and economic establishments and a foundation of character
development. Due to globalization andworldwide integration, the conventional iden-
tification is modified which results in the contribution of intra-national culture for
developing the entrepreneurial behavior [12]. In order to understand the business
intention, it is essential to study culture. Beliefs and social values of individuals
regarding the entrepreneurship influence the motivation for entrepreneurship. In the
meantime, the skills are also crucial element for entrepreneurial intention. It is more
likely to become entrepreneurs who have better entrepreneurship skills compared to
those who do not have [12].

This paper assesses the role of socio cultural factors’ role in initiating
entrepreneurial intentions. Factors like, family support, friends and family expec-
tations, educational background have an impact on evolving entrepreneurship. There
is a direct and positive relationship between the formation of fresh businesses and
economic growth and prosperity of the countries. Many research results constructed
on psychological and economic approaches claim a significant impact of socio
cultural factors on the process of entrepreneurial development of the countries.

Therefore, the main objective of this paper is combined all elements of theoretical
viewpoint, the sociocultural factors, and business activities. In this study, a suitable
structure to grow potential research discovering the sociocultural issues that impact
the business growth. It is an essential to know the behavior of women entrepreneurs
looking forfinances since internal and external factors relatedwith such entrepreneurs
can help justifying problems by enclosing suitable policies and awareness plans.
Cressy [6] continues that female business holders use limited sources of finance than
the males. Further, it has been established that women use more internal sources of
finance than male complements [13]. Hisrich and Brush [9] originate that women
trust exclusively on personal savings mainly for startup and employed wealth.

3 Objectives of the Study

The aim of this research is to value the impact of sociocultural aspects on
entrepreneurship development of the SMEs. The main goal of the analysis is
to find the significant impacts of sociocultural elements on the entrepreneurship
development of the SMEs and to form the constructive prospects of progressive
SMEs.

The key research questions are:

1. What are the foremost factors that impact the entrepreneurial growth?
2. Is sociocultural factors are a foundation for developing entrepreneurial progres-

sion?
3. Does family business exposure assist in forming and emergent entrepreneurial

endeavors?
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4 Research Design and Sample Size Determination

The study is descriptive and exploratory research. It comprises of qualitative and
quantitative research. Qualitative research was applied to explain the nature of rela-
tionship with phenomena and to attain a methodical insights of evidence to get into
the complexity of study problems. However, quantitative research was applied to
provide numerical measurement and analysis of the magnitude and extent of the
problem. Regarding sources of data, primary and secondary sources was consid-
ered for producing valued and pertinent information. Primary data was gathered
throughout field work study, interview, questionnaire, and focus group discussions.
Likert scaling gives respondents a set of statements that they asked, i.e., 1= Strongly
Disagree to 5 = strongly agree. Secondary data will be gathered from formally
available data.

5 Sampling Procedure

In Wollo region has been classified into two areas NorthWollo and SouthWollo. For
the better results of research, the researcher was targeted as are mainly industrially
developed towns. The target population for this study was all owner-manager (SME)
manufacturing sector and service sector(Steel, Textile, oil, Agricultural, Brewery,
Mobile assembly,Mineral springwater, soft drinks, construction, transport andwood
and bakery) in the region, and concerned government offices across wollo region of
selected areas like Kombalcha, Dessie, Hike, Woldia, Mersa, Kobo, Siringa.

To establish the sample frame, lists of manufacturing sectors will be considered
with observation and local information. To get homogeneity of sample units, stratified
randomsampling techniquewas applied for collecting the data. Population size of 500
Small and Medium-Scale Industrial Development in North Wollo Amhara Region,
Ethiopia. In which researcher study the sample of 100 respondents, for 14 questions
by each respondent. Likert’s scale has been used for better measurment. The alpha
value for the 14 items is 0.714, signifying that the elements have moderately strong
internal consistency (Table 1).

6 Data Analysis and Techniques

To evaluate the reliability of the measurement instrument used in this research is
Croanbach Alpha Test which is most widely used coefficient was evaluated. Also

Table 1 Reliability Statistics Cronbach’s Alpha Number of items

0.714 14
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inter-item correlation, mean, mode standard deviation method were used to analyzes
the data.

Analysis was carried out in two approaches, i.e., qualitative and quantitative. The
qualitative was done using in-depth interview, focus group discussions, and docu-
ment analysis. The quantitative was done in two stages. The first was at initial phase
and second at multivariate level. At beginning phase, descriptive statistics and corre-
lation matrix was built. Descriptive statistics was applied to define, associate, and
contrast different matters linked to entrepreneurial growth and sociocultural factors
considering the required features. In multivariate analysis, we run multiple regres-
sions using cross sectional. Collected data was analyzed by using SPSS software.
Overall, this research tries to explore the current condition of the variables and asso-
ciation among them in a real-world application of the Wollo region, both qualitative
and quantitative research methods and processes have been used to explore relevant
information for this analysis.

7 Conclusions

With the suitable condition of capital, intelligence, education facility and own
creativity, active youth can be turned into a decent entrepreneur. These variables
are supported by sociocultural and economic aspects of a nation.

Poverty extinction has been the main objective of small boldness development
in most developing nations. Small- and medium-scale businesses signify 80% of
industrial base of most of the developed countries [14].

Global Competitiveness Index (2014–2015), the top five difficult issues for doing
business in Ethiopia are: foreign currency regulations, incompetent government
bureaucracy, access to funding, corruption, and insufficient supply of infrastruc-
ture. This is maintained by results of a 2014 public-private dialogue for the National
Business Agenda, 28 where firms identified the top five important constraints as:
tax, access to funding, and so on. The sector contributing to economy is immense
but extremely vulnerable to socio-economic changes, some of them able to survive
more than 5–6 years [1].

The results show that important obstacles has to be solved. Problems such as
development of adequate infrastructure, access to credit, supply of raw materials,
and education of employees to be employed by the SMEs also do exist. Thus, all
these problems have to be solved concurrently for the general prosperity of SMEs in
the international market. Finally, the research will guide the MSMEs which are still
to arrive the global market as to what are the cautious problems, how they can be
solve and how can the state aid them to have access to international markets in far
future.
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An Improved 15-Level Asymmetrical
Multilevel Inverter with Reduced Switch
Count

Zeeshan Sarwer, Marif Daula Siddique, Adil Sarwar, and Saad Mekhilef

Abstract This paper discusses a new and modified circuit topology of a 15-level
multilevel inverter having the advantage of lower switch count. The presented
topology is having asymmetrical configuration. The superiority of the proposed
topology is proved by the fact that it requires lower switches for generating
same output levels and at the same time, it is also having lower value of reverse
blocking voltage of switches. The detailed comparison with other topologies is
explained and shown in tabulated form. The simulation results for different R and
RL loading conditions and also for different modulation index are shown in paper.
MATLAB/SIMULINK is used for the simulation.Hardware results are also discussed
in the paper to validate the simulation results. These results are taken with an exper-
imental prototype. A brief summary is also presented in the last section of the
presented work.
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1 Introduction

There has been a significant increase in the interests on the non-conventional sources
of energy due to the exhaustion of reserved fossil fuels. From many such types of
possible sources, the two important sources are the solar energy and the energy
extracted from wind. Solar energy, in particular, is gaining quite a significant attrac-
tion among the researchers. In solar PV system, the incident solar energy on the solar
panels is converted to the electrical form of energy. Since the output from the solar
is in the form of DC, there is a need for DC-AC conversion. An inverter is used to
perform this conversion process.

Nowadays,multilevel inverters (MLI) are gaining popularity. The levels are signif-
icantly higher in a multilevel inverter as against its two-level counterpart. Better
quality of power and reduced harmonic distortion is the merits of these inverters
over its two-level counterpart. Moreover, the stepped output voltage waveform in
multilevel inverters resembles closely to a sinusoidal waveform. MLIs are used in
industrial drives, renewable energy, distributed generation, HVDC, etc. [1]. Over
the last few decades, there has been a significant amount of work done in area of
multilevel inverters. The three conventional structures of MLI are (1) diode-clamped
MLI, (2) Flying capacitor MLI, and (3) Cascaded H-bridge (CHB) MLI. The flying
capacitor suffers from the drawback of necessity of greater number of capacitors.
Moreover, capacitor voltage balancing is also an issue which needs attention in this
topology. The problem with the diode-clamped structure is the balancing of DC
link voltages and higher number of diode requirement. The CHB-type inverter is an
improvement over the two discussed topologies in away that it requires fewer number
of components [2]. Further, the CHBMLI can be subdivided as symmetric topology
and asymmetric topology. The symmetrical CHB multilevel inverter contains same
type of DC sources whereas in asymmetric MLI, the DC voltage sources are of
unequalmagnitude. It is also possible to achieve amultilevel output using a switched-
capacitor structure. Such type of inverter is known as switched-capacitor multilevel
inverters (SCMLI) [3].

Researchers are trying to eliminate the issues in different MLI configurations and
make them viable to use in different applications. One area in which there has been
a lot of work in recent times is to propose new topologies with lower total number
of power electronic components. One such topology consisting of nine switches and
three DC sources is discussed in [4]. Both symmetrical and asymmetrical configu-
rations are explained. In the symmetric MLI, seven levels are produced whereas by
using it in asymmetric configuration, 15 levels are obtained. The authors in [5] have
proposed a new asymmetrical MLI which is able to generate 17 levels. The proposed
structure, named as square T-type module, contains 12 switches and diodes along
with three DC sources. The extension of the structure to produce more voltage levels
is also discussed. Similarly, the work presented in [6–9] discusses new structures of
MLI for producing higher levels using lower number of switches.

This paper introduces an improved asymmetrical multilevel inverter topology for
producing 15 levels. It requires ten switches and three different DC voltage sources to
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attain the desired levels. The paper is structured as: Sect. 1 contains the introduction
in which a brief literature review is explained. Section 2 elucidates the proposed
topology which contains the description of topology along with reverse blocking
voltage calculations. This section also shows the various conducting modes of the
proposedMLI and the technique used for modulation which is required for the output
voltage regulation. The detailed comparison is discussed and explained in Sect. 3. The
comparison is on based on the number of switches, blocking voltage of switches and
the number of DC sources, etc. The different simulation results and its experimental
validation are elaborated and explained in Sect. 4 of the paper. These results are
shown for different R and RL loads. This section is followed by a brief conclusion
in Sect. 5.

2 Proposed Multilevel Inverter Structure

2.1 Proposed Circuit for the Multilevel Inverter

The proposed MLI topology is illustrated in Fig. 1. It consists of ten power semi-
conductor switches and three different DC voltage sources. With this circuit config-
uration, it is possible to achieve 15-level output from the inverter. The switches are
numbered from S1 to S10. The three voltage sources are labelled as V 1, V 2 and V 3.
The values of DC voltage sources are chosen as, V 3 = V dc, V 1 = 3V dc and V 2 =
4V dc. Figure 2 shows the nature of voltage waveform which will be obtained at the

V1

S1

S2

S3

S4

S5

S6

S7 S9

S10S8

R L

+ Vo -
V2

V3

Fig. 1 Proposed circuit topology
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4Vdc
3Vdc
2Vdc
Vdc
0

-Vdc
-2Vdc
-3Vdc
-4Vdc
-5Vdc
-6Vdc
-7Vdc

Vo

t

Fig. 2 Load voltage waveform

output stage of the converter. The switching pattern for the proposed structure is
described in Table 1. It can be seen that seven positive and seven negative levels
are achieved in addition with a zero voltage level making it a total of 15 levels. To
achieve a desired level, a specific set of switches have to be switched On while the

Table 1 Switching table

Switching states of proposed MLI Output

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

Off Off On On On Off On Off Off On Vdc

On Off Off On Off On On Off Off On 2Vdc

On Off Off On On Off On Off Off On 3Vdc

Off On On Off Off On On Off Off On 4Vdc

Off On On Off On Off On Off Off On 5Vdc

On On Off Off Off On On Off Off On 6Vdc

On On Off Off On Off On Off Off On 7Vdc

Off Off Off Off Off Off Off On Off On 0

Off Off On On On Off Off On On Off −Vdc

On Off Off On Off On Off On On Off −2Vdc

On Off Off On On Off Off On On Off −3Vdc

Off On On Off Off On Off On On Off −4Vdc

Off On On Off On Off Off On On Off −5Vdc

On On Off Off Off On Off On On Off −6Vdc

On On Off Off On Off Off On On Off −7Vdc
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remaining ones should be Off. However, for obtaining zero voltage level, i.e., V o =
0, two different possibilities are there. One is to make the switches S8 and S10 ON
and the other one is to bring S7 and S9 switches in On state.

Figure 3 explains the different conducting states of the structure for obtaining
various positive voltage levels. The path shown in red color is the conducting path.
For obtaining the first voltage level, i.e., V o = V dc, the switches S3, S4, S5, S7 and
S10 should be On. Similarly for obtaining a voltage level of 2Vdc,, the switches which
should remain On are S1, S4, S6, S7 and S10. The negative levels can also be drawn
using the switching states shown in Table 1.

2.2 Total Standing Voltage

One of the important parameter taken for consideration in designing an inverter is the
rating of switches as it ultimately affects the cost, size, and efficiency of the circuit
topology. For determining the switch rating, the voltage which is to be blocked by
the switch should be accurately known. The sum of all the switches’ reverse blocking
voltage is termed as total standing voltage (TSV). Thus, lower value of TSV for any
topology means that lower rating can be switches can be used in the circuit which
will reduce the cost and increase the efficiency.

If Vsi represent the blocking voltage of ith switch, then the TSV for ‘n’ number
of switches can be written as

TSV =
n∑

i=1

Vsi (1)

In the present case, the individual blocking voltages of the switches are as follows:

Vs1 = Vs3 = 2Vdc, Vs2 = Vs4 = 4Vdc,

Vs5 = Vs6 = Vdc, and Vs7 = Vs8 = Vs9 = Vs10 = 7Vdc

Therefore, the total standing voltage can be written as

Total Standing Voltage = 2 × (2Vdc + 4Vdc + Vdc) + (4 × 7Vdc) = 42Vdc (2)

Moreover,

TSVp.u. = TSV

Vo,max
= 6 (3)
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Fig. 3 Positive voltage states of the proposed topology
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2.3 Nearest Level Control Modulation Technique

The control of output voltage is required when a converter is designed. For this
purpose, it is imperative to use different modulation techniques. In this work, nearest
level control method is used. The reference sinusoidal signal is compared against
various level shifted carrier signals and a resultant stepped waveform is obtained. It
operates at fundamental frequency of 50 or 60 Hz.

For ‘N’ output levels, the switching angles for this modulation technique can be
evaluated by using the following relation:

βp = sin−1 ∗
(

p − 0.5

n

)
, in whichn = (N − 1)/2 (4)

where p = 1, 2, 3, …, n.

3 Comparative Analysis

For having a clear understanding about the merits and improvement in the proposed
structure, a comparative study has been done in which the presented topology is
compared with other similar kind of multilevel inverter. The different parameters
included in comparative analysis are number of levels (NL), number of switches
(N sw), number of bidirectional switches (Nbd), number of DC voltage sources (Ndc)
and TSV. Since the number of levels are different in the considered topologies, there-
fore, two more parameters ‘NL/N sw’ and ‘TSV/NL’ are included. Table 2 provides
the details of the topologies taken in the comparison.

Ten switches are used for producing 13 levels in [6] whereas in the proposed
topology, 15 levels are produced using ten switches. All the topologies utilize four
DC sources except the proposed topology which requires three DC sources. Also,
no bidirectional switch is required for the proposed structure. The ratio NL/N sw for
the proposed topology is higher than [5–8]. Also, the factor TSV/NL is lower than
[5, 7].

Table 2 Comparative study of different topologies

Topology NL N sw NL/N sw Nbd Ndc TSV TSV/NL

[5] 17 12 1.42 3 4 32 2.82

[6] 13 10 1.3 2 4 32 2.46

[7] 17 12 1.42 2 4 48 2.82

[8] 17 12 1.42 2 4 40 2.35

[Proposed] 15 10 1.5 0 3 42 2.8
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Fig. 4 Topology simulation outcomes a Z = 100�, b Z = 100� + 250 mH, c load variation from
Z = 100 to 50 �, d load variation: Initial—Z = (50 � +250 mH), Final—Z = (100 � + 250 mH)

4 Results and Discussion

4.1 Simulation Results

Figure 4 shows the simulation results of the proposed MLI. Different types of R
and RL loads are taken for evaluating the performance of proposed structure. Output
voltage and output current are obtained for each case and shown below. These results
are obtained in MATLAB/Simulink. Figure 4a, b represents the waveforms for fixed
loads having Z = 100 � and (100 � + 250 mH), respectively. In Fig. 4c, d, the
condition of load change is depicted. Figure 4c shows the results for change in load
from Z = 100 to 50 � whereas in Fig. 4d, the load is changed from Z = (50 � +
250 mH) to (100 � + 250 mH). All the results clearly indicate the generation of
15-level stepped waveforms of output voltage and current. However, at the instant
of load change, the current waveform will change accordingly as is visible from the
obtained results.

4.2 Experimental Results

With the help of an experimental prototype, the hardware results of the proposed
MLI are obtained and are depicted below in Fig. 5. The load voltage is reflected in
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(a) (b)

Fig. 5 Experimental findings a load voltage waveform, b Z = 100 �

Fig. 5a. It can be clearly seen that a 15-level waveform is obtained which validates
the result obtained in simulation. Figure 5b represents thewaveforms for load voltage
and current for Z = 100 �. However, in all the cases, the experimental results which
are obtained are validating the simulation results.

5 Conclusion

This work proposes a modified and improved asymmetrical 15-level multilevel
inverter. The improvement of the proposed is the requirement of lower number
of power electronic components. A comparative analysis, comprising of different
parameters, of the proposed inverter in this work with other topologies is also
discussed, which proves the supremacy of the proposed structure of MLI. The effec-
tiveness of circuit topology is also seen by taking various simulation and experi-
mental results. The results are taken for varying load settings. The proposed topology
successfully generates 15-level output voltage. Further, the simulation results are also
verified by taking results from an experimental prototype.
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THD Analysis of 5-Level, 7-Level
and 9-Level CHB—Multilevel Inverters
Using SPWM Switching Approach

Isarar Ahamad, A. J. Ansari, and Atif Iqbal

Abstract The advantages of multilevel inverter over traditional inverter mainly for
high power applications are very high. Due to increase in voltage level, the multi-
level technology is very attractive for high power application and also for photo-
voltaic application due to the need of several sources on DC side. The output voltage
waveforms of multilevel inverters are nearly sinusoidal, due to this, inverter effi-
ciency improves, and total harmonic distortion (THD) minimizes. This paper basi-
cally presents the THD analysis, waveform pattern, harmonic spectrum and output
voltage of 5-level, 7-level and 9-level inverters using a approach of sinusoidal pulse
width modulation (SPWM). This has been analyzed as the inverter level increases
the total harmonic distortion decreases and output voltages improve. The multilevel
inverter models are based on MATLAB/Simulink.

Keywords Multilevel inverter · Sinusoidal pulse width modulation · THD ·
Simulink models

1 Introduction

Numerous scientists demonstrate that themultilevel inverters can nowone day assim-
ilate into many industries of low and high-level voltage applications such as flex-
ible AC transmission system devices, HVDC transmission system, motor drives and
renewable power systems [1–3]. Multilevel inverter is a method to transform the
power for the phase voltage in output side, and it is identical to a sine wave with less
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THD value [4]. Multilevel inverter advantages are basically related to the conven-
tional two-level inverter, which generates stair case output voltage, high power effi-
ciency, low value of harmonic, improved electromagnetic compatibility and losses
minimize. Multilevel inverters have generally been categorized into three manners:
Diode-clamp, flying capacitor and cascaded H-bridge multilevel. The problem of
harmonic is a major issue with multilevel inverter [5]. Thus, many methods are
introduced for harmonic removal in multilevel inverter, such as sinusoidal pulse
width modulation, multi-carrier and selective harmonic pulse width modulation [6].
Equate the above all methodology, sinusoidal pulse width modulation is a better and
prominent control technique method generally used in power electronic converter
circuit. It has major advantages such as minimum losses, less harmonic performance
and easy to implement process. In this analysis, only one modulating and one carrier
signal is used to construct a generalized gating signal system. The signal produced
by the pulse steering circuit established at the current work is directed into various
switches. The one of main disadvantages of inverter is switches requirement that is
higher number, and therefore, the system complexity increases.

2 Multilevel Inverter Cascade Topology

The multilevel inverter consists of a series of single complete H-bridge converters,
each with a separate DC bus. Each bridge contains four IGBT switches. Multi-
level inverter generates the output voltage near-sinusoidal wave from various DC
sources get from solar cells, batteries, etc. [7]. Using distinct combinations of the
four switches could obtain AC output. Every level will produce three different power
outputs+V dc, 0 and−V dc that is shown in Fig. 1 [8]. The output ofmulti level inverter
voltage is addition of all the different outputs of the inverter. Every dynamic device
of H-bridge is switched only at fundamental frequency, and by moving its positive
and negative phase legs, every H-bridge is able to produce a square wave form. As the
number of bridges added in cascaded manner, the level of inverter increases. Every
switching device always operates for 180° irrespective of pulse width of square wave
so that each active device’s current stress is equalized by this switching process [9].

To obtain the wave form with preferable harmonic range, lowering switching
frequency and for high voltage, this topology is ideal. The four main benefits are a
multilevel inverter over the traditional inverter. The first is significance of voltage
on every switch is minimized according to series connection of the switches. So, the
rated voltage and therefore whole power of the inverter could be increased. Second
is the rate of change of voltage is minimized due to the swing of lower voltage for
every switching cycle. Third is the harmonic distortion that is minimized as levels of
output increase. The fourth is to achieve reduced ambient noise and electromagnetic
interference.
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Fig. 1 H-Bridge multilevel
inverter

3 Modeling of CHB—Multilevel Inverter

The equation of the inverter output is

Voi = Vdc(S1i − S2i ) (1)

DC current at input is

Ioi = Idc(S1i − S2i ) (2)

where

(1) i = 1 … n and n = number of full H-bridge inverters
(2) Ioi = output current
(3) S1i and S2i are switches of upper side MLI.

Voltage at output side is given by [10]:

Von =
∑

Voi where i = 1, 2 . . . n (3)
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4 Sinusoidal Pulse Width Modulation Technique

The SPWM technique carries harmonics of several orders in the phase voltage wave
form that is dominated by the fundamental ones are n and n ± 2 in order, where n is
described as the ratio of carrier to modulating frequency.

n = fc/ fm

The SPWM method gives the complete desired output voltage with a refer-
ence waveform (modulation signal) connected to the triangular carrier wave of high
frequency.

In Fig. 2, the generation of the switching pulse is to be generated with the all
combination of carrier pulse and reference sinusoidal pulse. Modulation index is the
ratio of sinusoid of Am amplitude, and the triangular carrier’s amplitude is AC that is
given by [11].

m = Am/Ac

where “m” is represented as the modulation index. The applied output voltage is
controlled by regulating the modulation index by using SPWMmethod displayed in
Fig. 3.

Fig. 2 SPWM switching model
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Fig. 3 Output carrier signal wave form. Reference signal > Carrier signal, output will be high (red
line indication). Reference signal < Carrier signal, output will be low (missing red line)

5 Working of Multilevel Inverter

Toworking themultilevel inverter basically the SPWM technique uses for generating
switching pulse. In this technique, the reference signals are compared to the carrier
signal. If this signal is larger than carrier signal, the output is high, and if the signal
is less than carrier signal, the output is low [12]. The high output is applied to the
inverter legs as switching pulses. This switching pulse is applied to the each inverter
legs that contain four IGBT switches as displayed in Fig. 4 to generate the output
voltages level [13].

For five levels, it uses the two inverter legs, seven level, three inverter legs and
nine-level inverter, four inverter legs are used as shown in Figs. 5, 6, and 7.

The corresponding outputs are given in Figs. 8, 9 and 10 [14]. The corresponding
THD results have been evaluated and find low as the level increases. That is shown
in Table 1.

6 Simulation of Multilevel Inverters

The simulation has done for these models that are stated below. The harmonic spec-
trums have been fined on FFTwindow and fined THD result. Every inverter legs have
their own switching technique. The switching angles of reference wave are equally
divided according to the number of switches with proper phase shifting of 180°. In
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Fig. 4 One leg of H-bridge multilevel inverter

Fig. 5 Simulink model of five-level inverter

this switching technique, carrier signal is compared with reference signal, and then,
compared signal is applied to the corresponding IGBT switches to these inverters
model as are stated below.
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Fig. 6 Simulink model of seven-level inverter

Fig. 7 Simulink model of nine-level inverter

7 Conclusion

This paper discusses the SPWM control design for five-, seven- and nine-level
inverters. MATLAB/Simulink environment has been developed for these kinds of
inverters, and THD has been analyzed. From the simulation result, it is clear that as
the level of inverter increases the output becomesmore andmore sinusoidal, and total
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Fig. 8 Five-level output wave form

Fig. 9 Seven-level output wave form
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Fig. 10 Nine-level output wave form

Table 1 THD result of
multilevel inverters

S. No. Types of level of inverter Total harmonic distortion
(THD) (%)

1 5 level 3.33

2 7 level 3.26

3 9 level 1.43

harmonics distortion (THD) decreases. This paper is also useful for the PV array and
grid system.
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Performance Assessment of Variable
Speed Induction Motor by Advanced
Modulation Techniques

Khadim Moin Siddiqui , Mohd. Khursheed , Rafik Ahmad,
and Fazlur Rahman

Abstract Nowadays, inductionmotor with different modulation techniques is being
used in the industries with better performance. The modulation technique makes
induction motor to use it in variable speed application efficiently. In the past,
SPWM inverter-based variable speed induction motor has been widely accepted
in the industries with satisfactory performance. But, still, industries demanding
better performance of the variable speed induction motor with less harmonics in
the inverter voltage. This research paper discussed two modulation techniques for
induction motor performance comparison purpose first is older sinusoidal modula-
tion technique and second is newly space vector modulation technique. The space
vector-based advanced power electronics modulation technique with squirrel cage
asynchronous motor is providing better results as compare to sinusoidal modula-
tion technique. Henceforth, advanced power electronics modulation technique will
be the better choice for the industries to use asynchronous motor with benefitted
performance. Herein paper, the direct torque control scheme is applied together with
advanced modulation technique in the efficient way for achieving better results.

Keywords Power electronics modulation techniques · Squirrel cage asynchronous
motor · Direct torque control · IGBT inverter · Time domain analysis ·
Performance assessment
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1 Introduction

At desired output voltage and frequency, a power electronics inverter transforms
direct power into alternating power. Though, obtained voltage is highly depends on
the switching condition of the power electronics switches [1–9]. But, the inverter
introduces harmonics in the induction motor’s voltage, currents, etc. [10]. Therefore,
for proper operation of the induction motor, it is important to choose suitable PWM
control technique with minimum harmonics for inverter-fed induction motor drives.

Generally, SPWM inverter technique is being used with induction motor in many
applications and this technique is popularly used in industries. But, the sinusoidal
pulse width modulation (SPWM) control technique produces large harmonics in
the inverter output voltage. Therefore, the speed variation is not possible largely
by SPWM control technique in the inverter-fed induction motor drives [11, 12].
Therefore, this paper presents a solution of above-discussed problem by space vector
modulation (SVPWM) control technique.

In the present time, the digital signal processing (DSP) techniques are used with
induction motor for better accuracy and performance. The DSP techniques are also
used in the health monitoring analysis of induction motor. The realization in the
digital circuitry of the SPWM control technique is not easy because it produces
distorted voltage including unfiltered harmonics consequently fundamental compo-
nent in the voltage is decreased [13]. Therefore, to solve this problem, we are
introducing SVPWM-based variable speed asynchronous motor model setup in this
paper. Same rating squirrel cage asynchronous motor has been used with SPWM and
SVPWM control techniques for efficient performance comparison.

For computation of duty cycle of power electronics devices, the SVPWM control
technique has become the better solution than SPWM control technique and it has
also been verified in this paper. For making digital realization effective and easy, the
SVPWM technique is the preferred technique over other techniques because it uses
space vectors. The SVPWM technique also provides large modulation index range
to achieve better voltage in the output [6, 10, 11].

Since the inductionmotor is always a best choice in the industries for large number
of applications due to its large number of advantages. The induction motor is highly
compatible with power electronics converters with efficient control strategies. There-
fore, this research paper deals the concert analysis of squirrel cage asynchronous
motor with advanced power electronics modulation techniques. The mathematical
analysis of SVPWM control technique has been discussed in [3]. The paper presents
SPWM and SVPWM control-based squirrel cage asynchronous motor simulation
models.

A model-based improved direct torque control method is implemented by with
the help of three-phase three-level inverter for reducing the flux and torque ripples
of induction motor [10]. A virtual voltage space vector-based DTC induction motor
drive has been discussed. For reducing torque ripple, twelve vectors DTC is used
and for reducing common model voltage across the windings, authors increased
number of vectors [11]. Invariable switching frequency DTC technique is discussed
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for reducing torque ripple of low speed inductionmotor [12]. A neutral point clamped
15-switch 3-level inverter is proposed in [13] for improving induction motor drive
performance.

In the past, many researchers have worked to improve induction motor perfor-
mance with the help of direct torque control method. But, all above-mentioned tech-
niques have complexity in implementation with high cost. Therefore, in the present
work, adjustable speed induction motor drive implemented precisely with direct
torque control method and advancedmodulation control technique. The prime objec-
tive of this article was the performance analysis of squirrel cage asynchronous motor
with direct torque control for transient condition by advanced power electronics
modulation technique with minimizing complexity.

2 Result Analysis of Induction Motor by SPWM Control
Modulation Technique

SPWMinverter-based variable speed squirrel cage asynchronousmotor drive is given
in Fig. 1. Through this figure, the transient analysis of the motor has been done
and obtained desired results. The simulation model is formed in the shape of block
diagram.

Specification of induction motor (IM) is as follows:

• Rotor type: Squirrel cage
• Induction motor: 3 Hp or 2.3 kW
• Speed: 1430 RPM
• Frequency: 50 Hz.

The parameters of the inverter are as follows:

• Rated frequency of sinusoidal wave: 50 Hz
• Frequency of triangular wave: 1650 Hz
• Frequency modulation factor: 33
• Switching frequency corresponds to 33 × 50 = 1650 Hz.

For simulation of smoothing reactor, the leakage inductance of the stator is set
twice to its original value and motor’s inertia prevents the noise. For transformation
of abc to dq or vice versa, stationary reference frame is used. The simulation speed

Fig. 1 Setup of SPWM
control squirrel cage
asynchronous motor
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and also accuracy of results will be affected by this reference frame. Therefore, one
needs to choose correct reference frame as per necessity of the application. The line
to line nominal root mean square (RMS) voltage of the IM is obtained 220 V by the
given equation:

Vline - to - line = m

2
× √

1.5 × VDC (1)

2.1 Result Analysis by SPWM Control Technique

The results in symmetrical asynchronous motor state are given in Fig. 2. For the
analysis of SPWM control technique, there are four motor signals are used and also
shown in Fig. 2. For symmetrical condition, nominal parameters are used in the
motor. From results, it has been observed that all four motor signals achieved their
stable state after 0.3 s.

The rated speed of the motor is 1430 rpm and it also achieve it stable state after
0.3 s. It is observed in the obtained results that, in the starting, the motor stator
current and electromagnetic torque have large amplitude and within few seconds
it starts falling down and got the stable condition. Therefore, one can say that the
results are satisfactory for SPWM control-based variable speed induction motor.
The momentary characteristics of the induction motor signatures may be monitored
clearly for further analysis purpose. The obtained results under motor healthy state
are given in Fig. 2a–d. The magnitude of motor current is 96 A in peak with 68 A
root mean square value. Therefore, the chopped gesticulate gives 311 V at 220 V.
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Fig. 2 Motor symmetrical condition with SPWM control
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Fig. 3 Total harmonic distortion analysis

Thewaveform of electromagnetic torque represents that after 0.3 s, it attains stable
condition. In the starting, there is sturdy oscillation in the electromagnetic torque.
Therefore, the mean value of rated load torque has been observed and that is 15 Nm.

After zooming the stator current waveform, one may observe that, the harmonic
components are taken place at switching frequency and it may be removed by the
inductance. The THD is shown in Fig. 3 for motor current and inverter voltage. The
harmonic investigation of SPWM control asynchronous motor has been done for
two signals; first is inverter voltage and second is stator current. The inverter voltage
signal along with THD is given in Fig. 3a. The fundamental magnitude of the inverter
voltage is obtained 311 V for modulation index m = 0.9 as shown in Fig. 3a. This
value can also be verified theoretically.

The harmonics are shown in the percent of the fundamental component and which
is multiples of carrier frequency and also giving expected values. The harmonic
analysis motor current has also been done and shown in Fig. 3b. The THD in current
has been observed 18.16% along with fundamental component 80.32 A.

In the next section, the same induction motor will be used for analysis purpose
along with SVPWM control technique for further improvement.

3 Investigation of Motor Results by Advanced Modulation
Technique

This part gives the result analysis of induction motor controlled by SVPWM. The
squirrel cage asynchronous motor fed into SVPWM inverter control has been used
for analysis purpose as shown in Fig. 4. The model has been converted into the form
of block diagram. The SVPWM ‘modulator block’ is used to generate firing pulses.
The chopping frequency is computed to 1650 Hz and the ‘magnitude angle’ is input
reference vector. The constant V/f block has been used in the controlling of speed of
the motor and all specifications of the motor and inverter are same as we used in the
previous section.



734 K. M. Siddiqui et al.

Fig. 4 Setup of SVPWM
control squirrel cage
asynchronous motor

3.1 Result Analysis by SVPWM Control Technique

The simulation results of the motor in the balanced supply (or healthy mode) motor
state are given in Fig. 5. For the analysis of SVPWMcontrol technique, there are four
motor signatures are used and also displayed in Fig. 5. In the symmetrical condition,
nominal parameters are used in the motor. From results, it has been observed that all
four motor signals achieved their stable state after 0.1 s. The rated speed of the motor
is 1455 rpm and it also achieve it stable state after 0.1 s. It is observed in the obtained
results that in the starting, the motor stator current and electromagnetic torque have
large amplitude and within few seconds it starts falling down and got the stable
condition. Therefore, one can say that the results are much encouraging for SVPWM
control-based variable speed induction motor. The momentary characteristics of the
motor signatures are monitored clearly for further analysis purpose. The obtained
result under motor healthy or symmetrical state is given in Fig. 5.

The THD investigation by space vector pulse width modulation control with
squirrel cage asynchronous motor is done for two signals; first is for inverter voltage
and second is for stator current. The THD in inverter voltage is shown in Fig. 6a.
The fundamental inverter voltage magnitude is obtained more compared well with
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Fig. 6 THD analysis by SVPWM technique

the theoretical value with 0.9 modulation index. The multiple carrier frequency (n ×
33 ± k) gives expected harmonics around it.

The harmonic analysis of stator current of the motor has also been done and
given in Fig. 6 and observed THD 3.08% for motor current along with fundamental
component 133.4 A. After observing all waveforms, one may articulate that the
SVPWM control technique gives much better results as compared to SPWM control
technique.

4 Performance Assessment of SVPWM Inverter Control
and SPWM Inverter Control

In this section, the performance comparison of space vector PWM control inverter-
driven asynchronous motor drive and SPWM inverter-driven asynchronous motor
drive. The SVPWM inverter control technique givesmuch better results with reduced
harmonics as compared to SPWM inverter control method. Following conclusions
have been made after observing results of SVPWM inverter control and SPWM
inverter control. Same rating asynchronous machine has been used for analysis
purpose with SVPWM and SPWM.

1. Inside SPWM inverter control technique, machine signatures attained stable state
after time 0.3 s, but in SVPWM control technique, machine parameters attained
the stable state after 0.1 s. A significant improvement has been done by SVPWM
inverter control technique.

2. In the SPWM inverter control technique, the rotor achieves its stable speed after
0.3 s, i.e., 1430 rpm, but in SVPWM inverter control technique, the rotor speed
achieves stable state after 0.1 s, i.e., 1455 rpm for same rating and parameters of
the induction machine. Therefore, smooth control of induction machine can be
done by SVPWM inverter control technique.

3. Themain advantage of space vector PWMcontrol is that it decreases distortion in
the line to line voltage. Therefore, by SVPWM technique, wide range of variable
speed control is possible.
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4. Since SVPWM inverter contains low switching losses; therefore, harmonics in
the inverter voltage have been reduced consequently better dc bus utilization.

5. Semiconductor switches contain low switching losses, therefore, digital realiza-
tion will be much easy with improved performance than SPWM inverter control
technique.

6. In the SVPWM inverter control technique, much smooth waveforms are obtained
as compared to SPWM inverter control technique.

7. The harmonics in the induction motor stator current have also been reduced and
also significant improvement in the fundamental value.

8. Theoretically, the SVPWM technique generates a sinusoidal signal that gives a
superior voltage to the induction machine by lesser THD in the output line to
line voltage and this thing has also been verified by the obtained results.

9. In the case of SVPWM inverter control, the fundamental value achieved at
frequency 50Hz, i.e., 536.1with reduced harmonic and in case of SPWM inverter
control achieved fundamental value 311 V with same frequency. Therefore, the
windings of the used motor load provide proficient use of the DC supply voltage.

5 Conclusions

In present work, adjustable speed induction motor drives have been discussed with
different power electronics modulation control technique. The performance analysis
of squirrel cage asynchronous machine has been completed by both control tech-
niques. The SVPWM inverter control technique gave effective results as compared
to SPWM inverter control technique. Same rating inductionmotor has been usedwith
both control techniques for clear comparison purpose. It has been clearly observed
that the SVPWMcontrol technique produces less harmonics in the line to line voltage.
Therefore, a wide range of speed control may be done in the efficient way. The
SVPWM control technique used a reference vector for analysis purpose; therefore,
the digital implementation is being easy with broad modulation index range for
output line to line voltage. Therefore, due to these advantages, one can say that the
SVPWM inverter-fed asynchronous motor technique shall be employed in the indus-
tries in lieu of SPWM inverter-fed asynchronous motor drives largely in the future.
The key strength of the present work is to apply advanced modulation technique with
direct torque control method jointly for achieving the best results with reduced THD
in inverter voltage and reduced torque ripple.
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Performance Analysis of Grid Connected
Solar Energy Conversion System Under
Varying Conditions

Arvind Kumar Sharma

Abstract The ever increasing demand of electrical energy and depletion of fossil
fuels have necessitated the use of renewable energy sources for electricity generation.
Solar energy is one of the most promising renewable energies used for electricity
generation. Photovoltaic (PV) effect of solar energy is most widely used for solar
energy conversion. In this work, a PV-based solar energy conversion system (SECS)
is simulated and connected to grid at distribution level of 415 V, 3 phase, 50 Hz. The
performance of this system is analyzed under varying conditions. The grid connected
SECS presented in this work is a combination of PV array which converts solar
irradiance into electrical energy, a DC–DC converter for converting this electrical
energy into a constant voltage DC, and this DC is finally converted into 3 phase, 415
V, 50 Hz AC by using a voltage source inverter which is connected to distribution
systemwith the help of a PLL. Complete system is simulated inMATLAB/Simulink.
The system is analyzed for active and reactive power delivery and power quality under
varying environmental conditions.

Keywords Solar power · PV system · Renewable energy · Solar energy
conversion system · Distributed generation

1 Introduction

India is getting sunny sky for approximately 300 days of the year. Average horizontal
radiation from sun ranges from 3 to 6.5 kW h/m2 per day which can reach to 7.5
kWh/m2 per dayduring summer in northern part of India [1–3]. The radiation remains
at its maximum level during summer season when the consumption of electrical
energy also remains at its maximum level. Due to these facts, solar energy conversion
systems are the best suited renewable energy sources in India [2, 3].

Step by step modeling of an improved PV array in MATLAB/Simulink has been
presented by conference paper [4]. Design of a three-phase grid tie SPWM inverter
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has been presented in seminar [5]. Literature presents design of enhanced PLL for
synchronizing the inverter to the grid [6]. Design of various models of grid connected
solar power plants has been presented in the literature [7]. Performance analysis of
solar power plant (SPP) has been presented in both grid connected and OFF-grid
modes for fulfilling the load demand [8]. Effects of different control strategies on
performance of grid tie SPP have been done by Tochi et al. [9]. Dharval et al. have
presented the effects of feed forward and current control method for real-power
injection to the grid from inverter. The PV source has been linearized by using
maximumpower point tracking (MPPT) technique. Some researchers analyzedSECS
for partial shading conditions and proposed reconfiguration methods to enhance the
power output of the system [10]. A strategy presented in [11] is found effective in
keeping the total harmonic distortion (THD) well below the level of 5%.

This article presents a detailed design and simulation of PV-based solar energy
conversion system (SECS) along with its performance analysis under varying irra-
diance. The system has been simulated by connecting different sub-systems like PV
module, DC–DC boost converter, MPPT, inverter, and PLL.

2 Simulation of Sub-systems for PV-Based SECS

This section presents the detailed design and simulation of all the sub-systems of grid
connected SECS. Finally, all the sub-systems are connected to form the complete
system.

2.1 Modeling and Simulation of PV Array, DC–DC Boost
Converter with MPPT

The array is designed to deliver 18 kW power at STC by connecting three strings
in parallel. Each string contains 40 PV modules connected in series. Each module
PM-150 is developed by connecting 36 polycrystalline-Si cells in series.

In this work, 700 V DC is used by the inverter for conversion into three-phase,
415 V, 50 Hz AC output. The voltage level is maintained constant by DC–DC boost
converter. Also, it is ensured to harness maximum power under varying irradiance
with the help of an intelligent MPPT. Duty cycle of the converter for maintaining
constant 700 V with input of 620 V under varying environment is evaluated as

D = 1− Vin

Vout
(1)

This becomes,
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D = 1− Vin

Vout
= 0.114 (2)

Inductor and capacitance used are of 1 mH and 150micro-farad, respectively. The
converter is associated with an intelligent MPPT which alters the duty cycle of the
boost converter switch according to the requirement.

2.2 Modeling and Simulation of Inverter and Filter

A 24 kW current controlled voltage source inverter is designed and simulated in this
work. The inverter uses six IGBT switches operating at 10 kHz frequency. Bipolar
sine wave and pulse width modulation method are used for converter control. The
ripples produced in the output due to switching of IGBT are suppressed by using a
LCL filter. A damping resistance is provided in series with the capacitor to reduce
the effect of resonance.

2.3 Modeling and Simulation of Inverter Controls

The inverter controller controls the DC link voltage to a constant value by controlling
active power delivery to grid. The controller also ensures synchronization of inverter
supply to the grid for transferring the acceptable quality of power. Synchronous
reference frame control or d-q control has been implemented to control the output
of the inverter.

3 Simulation of Grid Connected PV-Based SECS

Complete solar energy conversion system connected to low voltage distribution
system of the grid which is simulated by integrating all the components discussed
in previous sub-sections as shown in Fig. 1. The system is capable to deliver three-
phase power of 18 kW at 415 V, 50 Hz. In this system, the grid is represented by a
three-phase source with suitable parameters. A resistive load of 10 kW is connected
near the point of common coupling for study purpose.

4 Simulation Results and Discussions

The system designed is made to run for a period of 2 s at different solar irradiance
ranging from 400 to 1000 W/m2. The irradiance is raised in a step of 200 W/m2
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Fig. 1 Simulink model of grid tied PV-based SECS

after running for 0.5 s at present irradiance value. The simulation results obtained by
running the system under above-mentioned conditions are presented in this section.

Output voltage profile of the SECS is presented in Fig. 2 which is maintained at
415 V (1 pu) during entire range of irradiance variation. It indicates that the DC–DC
boost converter is efficiently maintaining the DC link voltage level. The window of
zoomed view in Fig. 2 shows the wave shape of output voltage of the SECS. It is
having vary low distortions and hence shaping like perfect sine wave.

The inverter current increases with the rise of solar irradiance level as shown in
Fig. 3. It is seen that the current varies from 0.5 pu to 1 pu over entire range of
irradiance (from 400 to 1000 W/m2).

The LCL filter is also seen working perfectly by a very low value (0.53%) of total
harmonic distortions (THD) during entire range of irradiance. Figure 4 presents the
report of FFT analysis of the output voltage wave.

Fig. 2 Output voltage profile of the inverter under varying solar irradiance
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Fig. 3 Current supplied by inverter under varying solar irradiance

Fig. 4 FFT analysis report of voltage of the inverter under varying solar irradiance

The distortion in current wave is also seen very low as indicated in zoomed
windows at all the irradiance level in Fig. 3. The FFT report of current wave indicates
1.73% THD which is well below than acceptable value. The report is reflected in
Fig. 5.

It is seen from Fig. 6 that the power supplied by the inverter to the grid rises with
the rise in solar irradiance. Inverter delivers a true power of 0.36 pu at 400 W/m2

which rises to 0.57, 0.77, and 1 pu for 600, 800, and 1000 W/m2 solar irradiance,
respectively. The inverter takes initializing time of approximately 0.35 s in building
up the voltage and connection to the grid.

A resistive load of 10 kW(0.5 pu) is connected near the point of common coupling.
It is seen from Fig. 7 that the grid delivers the complete load of 0.5 pu till the SECS
is connected to the grid at 400 W/m2 at this instance the power delivered by grid
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Fig. 5 FFT analysis report of inverter current under varying solar irradiance

Fig. 6 Power delivered to grid by SECS

drops to 0.2 pu. Remaining power is supplied by the SECS at this time as shown in
Fig. 7. Comparison of Figs. 6 and 7 indicates that at higher value of irradiance, when
the inverter power generation is more than 10 kW, the inverter feed the excess true
power to the grid. Negative grid power after 0.5 s of simulation in Fig. 7 indicates
that the grid is receiving true power.

Figure 8 indicates that the inverter controllers are capable to maintain the entire
operation at unity power factor by maintaining the reactive power zero for all the
values of irradiance.
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Fig. 7 Grid power

Fig. 8 Reactive power supplied by SECS

5 Conclusions

Design, modeling, simulation, and performance analysis of a grid tied SECS has
been presented in this work. The system was simulated in MATLAB/Simulink
environment. The system was operated under varying solar irradiance ranging
400–1000 W/m2.

An exhaustive performance analysis was done on the basis of quantitative compar-
ison of the performance of SECS under different values of solar irradiance. PV
module PM-150 performedwell under varying environmental conditions which indi-
cates the accuracy of model. It is seen that the DC–DC boost converter is maintaining
the DC link voltage level in association with intelligent MPPT efficiently. THD of
0.53% in voltage wave and 1.73% in current wave indicate very effective function of
LCL filter. Inverter controllers have performed well above the expectations. This is
indicated by proper load sharing, feeding to the grid in case of excess generation, and
intact connection with the grid under varying irradiance after synchronization. The
reactive power supplied to the grid is maintained at zero throughout the operation
thus the power factor of the operation is maintained at unity.
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The small size of the system may be useful for the people planning to install
rooftop SECS with an intention of supplying surplus power to the grid during day.
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Comparative Evaluation of Bipolar
and Unipolar Control Technique-Based
Cascaded H-bridge Multilevel Inverter

Naved Khan, Md Abdullah Ansari, Wasif Dilshad, and Khaliqur Rahman

Abstract This paper is focused on analyzing single-phase five-level cascaded H-
bridge inverter followed by bipolar control scheme for full range of linearmodulation
indices. Sine–triangle-based pulse width modulation (PWM) technique has been
employed to get five-level staircase waveform as output. Performance parameters
like RMS output voltage, total harmonic distortion (THD), switching stress, power
loss and efficiency have been calculated as per the formulae andgraphically compared
with unipolar switching scheme for full linearmodulation range.MATLAB/Simulink
software was used for simulation.

Keywords Bipolar · Multilevel · Modulation · Total harmonics distortion

1 Introduction

Rapid rate of increment in conventional energy source depletion is causing more
stress on energy generation sector. Hence, newer non-conventional energy sources
like sun, wind, water, etc., are exploited by researchers on a large scale [1–3]. Their
intermittent availability poses a great hurdle in proper utilization [4]. Power received
from these resources is needed to be converted to AC of suitable rating which is
performed by power electronic inverters [5]. Conventional two-level inverters were
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inefficient due to low efficiency, higher harmonic content, high voltage stress on each
switch, etc. [6, 7]. But with the introduction of multilevel inverters (MLIs), output
voltage profile is improved, with requirement of low-size filters [8].

MLIs find their application in numerous areas which includemotor drives, electric
vehicle drives, back-to-back frequency link systems, etc. [9, 10]. Output voltage
obtained is nearly sinusoidal which is attained by switching combination of switches
according to switching scheme [7]. Higher the levels in output voltage, better is the
efficiency of inverter because of low harmonics [11, 12]. Several classical topologies
have been developed which include [2, 3]:

(1) Cascaded H-bridge;
(2) Flying capacitor;
(3) Diode clamped.

Among three topologies, cascaded H-bridge topology which requires isolated
DC sources is the most practicable topology for implementation in medium as well
high power applications because of its simple construction and modularity [13, 14].
Other topologies like flying capacitor and diode clamp face the problem of voltage
unbalance and excess number of capacitors and diodes, respectively [15, 16]. And
the number of elements increase quadratically with the increase in voltage levels
[17].

This paper is based on modeling, analysis and comparative evaluation of bipolar
and unipolar switching scheme of cascaded H-bridge inverter. Section 2 describes
about the general as well as proposed topology. Section 3 discusses about perfor-
mance parameters of the proposed topology. Section 4 compares bipolar and unipolar
schemes. Section 5 finally concludes the paper.

2 Description of the Proposed Topology

2.1 Generalized Structure of the Proposed Topology

Figure 1 depicts the generalized circuit design employing single DC source and four
power electronic switches per unit for n-cell topology. Each cell is a source of three
voltage levels, namely +EDC, −EDC and 0. When S1 and S2 are turned on, E1 at
the output becomes equal to EDC. Similarly, −EDC and 0 are obtained by closing
switches (S3, S4) and (S1, S3) or (S4, S2), respectively.

E = E1 + E2 + · · · + En (1)

where E1, E2, …, En represents the output voltage of each cell.
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Fig. 1 N-cell single-phase
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2.2 Proposed Topology

Figure 2 illustrates four-unit cascaded H-bridge topology supplied by four isolated
DC sources. Each power electronic switch is connected in parallel with freewheeling
diode to prevent from any voltage spike across the load.

2.3 Control Scheme

For obtaining proper n-level staircase output waveform, all the switches are needed to
be triggered in specific pattern according to the switching states. All the DC sources
are considered equal, i.e.,
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Fig. 3 Sine–triangle PWM technique

Table 1 Switching sequence of the proposed topology

State Vo↓ S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15 S16

1 4E1 1 0 1 0 1 0 1 0

2 2E1 1 0 1 0 1 0 0 1

3 0 1 0 1 0 0 1 0 1

4 −2E1 0 1 0 1 0 1 0 1

5 −4E1 0 1 0 1 0 1 0 1

EDC1 = EDC2 = EDC3 = EDC4 = E1 (2)

In this paper, sine–triangle PWM technique is studied. In bipolar scheme, two
switches are switched together at a time so as to make pole voltage bipolar. From
Fig. 3, it can be seen that reference sine wave of fundamental frequency (50 Hz)
is compared with triangular carrier waves (5000 Hz). Both signals are passed to a
comparator to make gate pulse signal which is given to two switches simultaneously
(S1 S2). Complement of this signal is given to off-diagonal switches (S3 S4). Output
voltage is +EDC and −EDC only. Other legs are switched by phase shifting carrier
waves only by 90°.

Table 1 shows switching states corresponding to each output voltage. Diagonal
and off-diagonal switches are switched in complement to each other.

Circuit parameters are as follows:

Component Specification Number

Carrier signal Triangular Fc = 5000 Hz 4

Reference signal Pure sinusoidal F = 50 Hz 1

Voltage sources EDC1 = 100 V, EDC2 = 100 V, EDC3 =
100 V, EDC4 = 100 V

4

Switches with anti-parallel diodes IGBT, Ron = 1e−3 � 16

(continued)
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(continued)

Component Specification Number

Load R = 10 �, L = 20 mH 1

3 Performance Analysis

3.1 Output Voltage

Since output voltage being staircased form contains fundamental along with other
harmonic components, the useful output is only the fundamental part. And hence,
RMS value of fundamental is calculated which is given by:

Vo,rms =
√

∫T
0 V 2

o (t)dt

T
(3)

where Vo(t) is the output voltage having periodicity T.

3.2 Total Harmonic Distortion (THD)

Coefficients of frequency terms other than fundamental frequency constitute to noise
or harmonics in the system. Quantitative term used for determining their contribution
is known as THD.

Since,

THD =
√

V 2
rms − V 2

1

V1
(4)

where V1 and Vrms are, respectively, the fundamental and RMS values of output
voltage.

3.3 Switching Stress

Switching stress is the overall stress developed in the switches during current flow
in the circuit. It depends only on peak value of voltage and current and not on the
pulse duration.
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S =
N∑

j=1

Vj I j (5)

where Vj and I j are the peak voltage and current, respectively, across switch j.

3.4 Switching Loss

It is the actual loss that occurs due to switching as well as conduction of switches.
Since we are taking ideal switches with ON or OFF delay during switching, the only
loss is due to ON state resistance (Ron) only. Average conduction loss is calculated
by taking product of instantaneous voltage and current averaged over a complete
cycle.

PSW = Ploss,ON + Ploss,OFF (6)

3.5 Efficiency (%)

Finally, efficiency of the inverter is calculated by calculating input power and output
power.

Pin =
2∑

k=1

Is,k Vs,k

where Vs and Is are the average input voltage and input current of both source V 1

and V 2, respectively.

PSW = Vo Iocos(ϕ)

Vo and Io are the RMS value of fundamental output voltage and current, respec-
tively. It is so because only the fundamental power is useful and rest harmonic power
is wasted in the form of heat and is not useful.

4 Comparative Evaluation of Bipolar and Unipolar Scheme

Output load waveform obtained corresponding to amplitude modulation index 0.95
is shown in Fig. 4.
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Fig. 4 Output load waveform for ma = 0.95

Table 2 Comparison of
unipolar and bipolar
switching scheme

Unipolar Bipolar

Output levels 5 5

Switches 8 16

DC sources 2 4

Load RL (10 �, 20 mH) RL (10 �, 20 mH)

Unipolar scheme is applied by switching switches independently
such that output voltage changes from either 0 to + or 0 to − not
+ to −. Bipolar scheme is applied by switching diagonal switches
such that output voltages are changed from + to −

For the same circuit parameters, unipolar scheme is compared with the proposed
scheme. Table 2 shows circuit parameters in which five-level output is generated
using two and four H bridges for unipolar and bipolar schemes, respectively.

4.1 Output Voltage Transferred to Load

For comparing both schemes, RMS output is normalized by dividing with base
voltage, i.e., 400 and 200 V, for bipolar and unipolar, respectively. Figure 5 shows
the graph.

4.2 Total Harmonic Distortion (THD)

Harmonic comparison is done graphically in Fig. 6. Both schemes are nearly
equivalent in terms of THD.
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4.3 Switching Stress

Figure 7 depicts the switching stress for both cases. Peak voltage in each case for
every value of ma is same, i.e., 100 V.

4.4 Switching Loss

Switching losses are directly related with number of switches which is greater in
case of bipolar scheme. Figure 8 proves the assumption showing higher switching
loss for bipolar than unipolar scheme.
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4.5 Efficiency

Figure 9 shows efficiency relationship with amplitude modulation index (ma). Both
schemes show saturation with increase in ma. However, unipolar scheme maintains
higher efficiency than bipolar scheme for higher values of ma.

5 Conclusion

This paper focused on modeling as well as comparative analysis of both unipolar
and bipolar schemes of switching single-phase cascaded H-bridgemultilevel inverter
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topology. It was found that bipolar scheme is highly inefficient in terms of compo-
nents. Also, bipolar scheme was found to have lower values of output fundamental
component of load voltage and efficiency and higher values of THD, switching stress
and switching losses which make it impractical in comparison with unipolar scheme.
Hence, it can be concluded that unipolar scheme is better than bipolar scheme in all
the above described performance parameters.
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Performance Comparison of Dual Stage
Photovoltaics-Based Water Pumping
Systems

Anuradha Tomar , Ayush Mittal , and Amruta Pattnaik

Abstract With the advancement in technologies and aiming toward the reduction
of carbon footprints, the energy sector is headed toward renewable energy resources,
amongwhich solar energy is being utilized using photovoltaic technology. PV gener-
ates DC output and it is necessary to vary the level of the DC output in accordance
with the respective PV application. In the following paper, a comparison of the
performance of DC level converters specifically for the application of standalone
PV-based water pumping and irrigation system is presented. This paper includes the
performance study of Buck, Boost, SEPIC, and Cuk converters.

Keywords Photovoltaics (PV) ·Water pumping system · Irrigation ·MPPT ·
Buck · Boost · Sepic · Cuk

1 Introduction

Energy crises and climate change are among the top priority for every country around
the globe. High dependency on non-renewable and conventional energy resources
has led to the over-utilization and degradation of resources, environment and has
created the necessity to switch for alternate resources of energy [1–3]. Solar being
abundant in nature with zero cost for transportation and availability throughout the
surface and makes it in the top of the priority list for research among renewable
energy resources and utilizing it effectively with maximum efficiency [4]. Lack of
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electrical energywith frequent cuts and discontinuous supply, standalone PV systems
are mesmerizing the interest of researchers among which PV-based water pumping
(or irrigating) system, especially in rural areas with immense insolation, is gaining
popularity over a period of time due to generation at the load end, and moreover,
the system can be installed in remote areas with no transmission lines installed [5].
A typical PV-based water pumping system comprises a PV module energizing the
electricmotor andhelping in pumping the underground (or surface)water using a bore
(or surface) pump [6] which is utilized for irrigation purposes and other applications.
The hybrid system allows storing the unused electrical energy in batteries which can
be utilized for other small applications such as—for lighting and backup.

The standalone PV systems are used to fed electrical loads (AC or DC), and
therefore to match the nature and requirement of load, the output of PV is passed
through multiple electronic circuits—DC–DC converters (D/DC) and inverters—
among which D/DC plays a vital role of varying the DC from one voltage (V) level
of the PV output to another level with the help of electronic circuits comprising—
inductors, capacitors, diodes, etc. Among various types of converters proposed in the
literature, some examples are—Buck, Boost, Buck–Boost, Cuk, SEPIC, Zeta, Luo
converter, etc. [7].

Undoubtedly, researches had shown that the solution for effective and efficient
working of a standalone PV system is only possible if maximum power is extracted
from the radiation and conveyed to the respective machine (or system). The conver-
sion of irradiation to electrical energy faces many challenges, among which—low
efficiency of conversion and high cost of PV cells are prominent. PV cell V-I char-
acteristics as shown in Fig. 1 is nonlinear in nature and conversion rate is highly
affected by the weather conditions, temperature, and irradiance; maximum power
point (MPP) shifts over the V-I plot and to overcome the dynamic nature of MPP,
and MPP tracking (MPPT) techniques are exerted to cope up the power to optimum
level. Figure 2 portrays few of the proposed MPPT techniques from the literature
[8].

Fig. 1 PV cell
characteristics [9]
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Fig. 2 Some MPPT techniques [8]

Due to immense research work, for the last few years in the field of renew-
able energy with priority in solar energy, the literature mentions several DC level
converters, which creates a difficulty in prioritizing a befitting D/DC for a particular
application. In this paper, a performance comparison of Buck, Boost, SEPIC, and
Cuk converters for PV water pumping system is presented.

2 System Description

2.1 Configuration of the System

The system that is considered for comparison of variety of D/DC is of traditional
and prevailing SPV system, supplying the energy to BLDC motor coupled water
extracting (or irrigation) system, which mainly comprises of PV module, D/DC,
DC/ACconverter, BLDCmotor, and its controller. TheMPPTcontroller is positioned
at the site for the purpose of tracking theMPP for extracting the PV array’s maximum
power, and the pulse generator is installed to administer, supervise, and control the
DC level converter(s) [10, 11] (Fig. 3).

Fig. 3 System configuration [12]
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2.2 Working of the System

Assuming the system to be ideal, the losses due to transmission, inversion, and
conversion are neglected and all the electric power is constant throughout the process
fromgeneration to load end.The demand for electrical power is produced andphotons
are converted by PV array and is supplied to the BLDC motor and pump-set via
various equipment and control unit, amongwhich—D/DCandvoltage source inverter
(VSI) being primary and important. The PV array’s electrical output serves as the
input (I/P) power source for the D/DC and due to ideal system, the total power I/P
is conveyed and conducted to the output section of the D/DC which acts as an I/P
power source for theVSI (DC/ACconverter). As per the prompt, theMPPT algorithm
P&O, commanded pulses from pulse generator operates multiple IGBTs/MOSFETs
used in the DC level converter. Feedback of V and current from the PV serve the
basis of P&O algorithm and contribute toward pulling out of maximum power from
PV system via generating an optimum value of duty cycle. The DC/AC conversion
is performed using VSI and is further supplied to the BLDC motor to steer the
mechanically coupled water pump. The VSI is plied and utilized in fundamental
frequency switching through an electronic commutation of BLDCmotor-assisted by
its built-in encoder [12–14].

3 Design of the Nominated System

The system nominated comprises of the multiple factors and parameters along with
various components among which design of solar photovoltaic, MPPT controller,
and design of the various DC level shifters (Boost converter, Buck converter, SEPIC
converter, and Cuk converter) are the essential ones which needs to be addressed.

3.1 Design of Solar Photovoltaic (SPV)

The system proposed uses the PVmodule type SunPower® to make SPR–305–WHT
with a power capacity of Pmp = 305 W under standard testing condition (STC:
irradiance 1000 W/m2, cell temperature 25 °C). The electrical specifications of PV
module are listed in Fig. 4 [15].

3.2 MPPT Controller

Among various proposed MPPT algorithms in the literature, the simplified and well-
established algorithm used in this study are the P&O. In the P&O MPPT algorithm,
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Fig. 4 Specifications of SunPower® make SPR–305–WHT

Fig. 5 P&O MPPT controller [16]

the solar output V is first perturbed and made unsettled, and accordingly, the output
power is calculated. If power keeps on increasing alongwith voltage, then the voltage
is increased; further, if at any point the power starts decreasing then the voltage is
reduced to compel and evaluate the possiblemaximum power point. The variations in
operating voltage aremaintained and controlled by a constant value. Also, because of
persistent desire forMPP, theP&Oalgorithmkeeps the panel output power oscillating
around MPP. Figure 5 depicts the block diagram of the MPPT control unit which is
used in this study. MPPT controller’s output is supplied to the DC/DC which acts as
the power I/P source for DC/AC inverter [16, 17].

3.3 Design of Various Converters

To collate the performance and accomplishment of the standalone PV-based water
irrigation and pumping system with several D/DC, the following converters are
designedusing theMATLAB/Simulink as per the design specification and schematics
provided in Table 1 [7, 18–20].
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Table 1 Various DC/DC converters along with schematic diagram

Name of the Converter along with the Schematic Diagram Parameters
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C
O

N
V
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V
. L1 = 400μH 
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Frequency = 50kH 
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N
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L1 = 100μH
L2 = 100μH 
C1 = 100μF
C2 = 100μF
Frequency = 10kH

C
U

K
   

   
   

   
C

O
N

V
. 

L1 = 100μH
L2 = 100μH
C1 = 100μF
C2 = 100μF
Frequency = 10kH

4 Result and Analysis

Figure 3 portrays the schematic version of the MATLAB simulated PV-based water
pumping system and Table 1 shows various DC level shifters along with parameters
that are used for performance analysis. Each system thus obtained is made to run for
200 s with irradiance level shifting from 800 W/m2 (0–110 s) to 500 W/m2 (110–
120 s) and further shifting the level and remaining constant at 600 W/m2 as depicted
in Fig. 6.

The variation in the voltage of DC bus in accordance with irradiance level is
plotted against time (Fig. 7). Also, the DC bus power shows a considerable amount
of changewith respect to the time (Fig. 8)which effects theBLDCmotor performance

Fig. 6 Level shifting of irradiance level with time
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Fig. 7 Voltage versus time plot

Fig. 8 DC bus power versus time plot

with varying parameters of speed developed (Fig. 9) andmechanical power delivered
(Fig. 10). The variation in all four parameters can be studied and analyzed using the
data provided in Tables 2 and 3.

Fig. 9 Variation of motor speed versus time plot

Fig. 10 Varying mechanical power developed by BLDC motor versus time plot
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Table 2 Data of voltage and DC bus power with respect to time and irradiance level

Time/irradiance Voltage (V) Power DC (W)

SEPIC Cuk Boost Buck SEPIC Cuk Boost Buck

20/800 512 511 475 320 3387 3367 3217 2345

40/800 519 519 476 426 3389 3371 3178 2954

60/800 520 519 476 467 3390 3371 3122 3121

80/800 520 519 456 477 3378 3369 3170 3177

100/800 520 519 456 479 3378 3368 3181 3160

110/500 520 519 456 479 3389 3360 3220 3151

120/600 195 202 249 83 1331 1330 1460 551

140/600 263 263 188 62 1921 1907 1402 411

160/600 264 264 57 63 1921 1909 353 416

180/600 264 264 64 63 1921 1912 428 417

200/600 264 264 64 64 1915 1912 428 417

Table 3 Data of speed and mechanical power with respect to time and irradiance level

Time/irradiance Speed (RPM) Mechanical power (W)

SEPIC Cuk Boost Buck SEPIC Cuk Boost Buck

20/800 3264 3259 3110 2206 2784 2782 1729 2597

40/800 3317 3314 3133 2880 2814 2811 2361 2598

60/800 3318 3316 3134 3087 2816 2813 2560 2598

80/800 3318 3316 3134 3138 2816 2813 2608 2598

100/800 3318 3316 3134 3150 2815 2813 2613 2598

110/500 3318 3316 3134 3146 2815 2812 2575 2575

120/600 1798 1797 2240 900 1127 1193 410 1393

140/600 2118 2116 1761 −545 1529 1532 −238 1125

160/600 2123 2121 253 −564 1531 1534 −248 104

180/600 2123 2121 −508 −564 1532 1533 −248 −228

200/600 2123 2121 −508 −564 1532 1533 −248 −228

5 Conclusion

With the aim to collate the performance of the D/DC (Buck, Boost, SEPIC, and
Cuk), the designing parameters for the mentioned converters are taken different and
it is tried to make the output stable during the initial phase of irradiance level. After
studying the various plots and analyzing the tabular data, it is observed that the
converters need to be designed and considered specially as per application require-
ment, otherwise, system performance is adversely impacted. With various sensors
and protection schemes installed—such as overvoltage/under-voltage protection and
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over-current protection— it is practically not possible to achieve speed and mechan-
ical power output with negative values, as motor will stop to safeguard the equipment
and preventing failures. The performance of SEPIC and Cuk converter is ascertained
to bemore apt and relevant for PV-based irrigation systems, as such systems aremore
exposed to varying/mismatched operating conditions. Therefore, the study revealed
that the application and purpose had better be the basis for the selection and design
of the DC level shifters.
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Buck–Boost Converter with no Dead
or Overlap-Times

Muhammad Ado, M. Saad Bin Arif, Awang Jusoh,
and Abdulhamid Usman Mutawakkil

Abstract ADC–DC synchronous buck–boost converter that is capable of operation
with or without dead or overlap-time is proposed. The topology of the converter is
derived from the topology of quasi-impedance source converter where two capacitors
and two inductors are used for second-order filtering and energy storage. However,
its gain is identical to that of the conventional buck–boost converter (BBC), thereby
qualifying it as a BBC. The elimination of dead or overlap-time reduces control
complexities and permits higher frequency operationwhich implies the use of smaller
capacitors and inductors. Operation of the converter was successfully verified using
control signals without dead or overlap-time using a 50 kHz prototype and its output
voltage is compared with the ideal theoretical values.

Keywords Buck–boost converter · Shoot-through · Z-source · Quasi-Z-source

1 Introduction

Power electronics converters are electronic devices responsible for converting an
electric signal from one type or magnitude to another [1]. AC–AC converters vary
the magnitudes of AC signals while DC–DC converters vary the magnitude of DC
voltages. AC–DC converters (rectifiers) convert AC to DC signals, whereas DC–
AC converters (inverters) convert DC to AC signals. For applications involving DC
signals with varying magnitudes, DC–DC converters are employed to stabilize their
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magnitude [2]. To reduce losses, they use switches mostly transistors or diodes to
vary the magnitude. DC–DC converters are classified as switched-mode or linear-
mode base on the operation of the transistors. Switched-mode power converters have
higher efficiency but contain harmonics hence they require filters.

To further improve the efficiency of switched-mode converters, their rectifier
diodes are replaced with synchronous MOSFETS because the conduction losses
of synchronous MOSFETS are less compared to those of diodes [3]. However,
the control of synchronous converters is more complex since the switching of the
synchronousMOSFET is not natural. Depending on the circuit topology, dead or/and
overlap-times are usually provided.

ISCs redefined the concept of shoot-through (ST) and open circuit (OC) in power
converters [4–7]. ST could be defined as the scenario that occurswhen all the switches
of a complementary switching sets are ON while OC could be referred to as when
all the switches are OFF. In synchronous converters, overlap and/or dead-times are
usually provided to cater for OC and ST, respectively. These overlap and dead-times
distort the waveforms and cause restrictions in switching frequency. The restriction
is because at higher frequencies, the chances for the occurrence of OC or ST increase
[5]. Also, when dead-times are too high, the efficiency of the converter drops because
the body diode which has higher conduction losses than the transistor conducts [3].
Conduction by the body diode for 10% of the conduction time could result in 40%
increase in conduction losses [3]; thus, the elimination of dead-time could increase
efficiency due to non-conduction by body diode [16]. Thus, the elimination of overlap
and dead-times permits operation at higher frequencies which results in reduced size
of reactive components, weight, and cost [8–10].

Quasi-Z-source converters (q-ZSCs) are a type of ZSCs shown in Fig. 1a proposed
by [11] to address some limitations of classical ZSCs such as simplified control and
source stress. DC–DC ZSCs and q-ZSCs were later proposed by [12]. Reference
[13, 14] proposed additional topologies. These two new topologies have identical
gain [15] and form an additional class [1]. However, their operations have only been
verified using signals with dead-time [9, 10]. This paper verifies the operation of
one of these topologies without using dead or overlap-time for gate control [13–
15]. This is possible because the converter is based on impedance source topology
which permits the switches of an H-bridge’s common leg or similar network to be

Fig. 1 q-ZSC. a Generic. b Proposed topology
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simultaneously switched. The elimination of overlap and dead-time permits the use
of higher switching frequency which edges it over a corresponding classical BBC.

A 50 kHz prototype of the converter was constructed and its operation compared
with ideal theoretic gain. An advantage of the elimination of dead and overlap-time
is that control is simplified and higher frequency application could be achieved.
Higher frequency application permits use of small capacitors and inductors. Use
of smaller inductors could imply increase in efficiency because DC resistance of
inductors always increases with the inductance value.

2 Derivations and Analysis

This section presents analyses the converter’s operations. As discussed earlier, the
converter utilizes a synchronous MOSFET. Thus, the converter is operated by
complementary switching of the two switches which results in two modes of oper-
ation. The modes, mode I and mode II, transit each other without delay or overlap.
This implies that delay signals are not required to avoid shoot-through [5]. The duty
ratio is with respect to switch S1.

2.1 Converter Topology

The converter’s topology as shown in Fig. 1b is derived fromFig. 1a by interchanging
C1 and V S and taking the output across C2 [12, 13].

2.2 Converter Gain

Mode I During this mode with duty ratio D, S1 is ON and S2 is OFF. The equivalent
circuit is shown in Fig. 2a.

Fig. 2 Operation modes. a Mode I. b Mode II
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VL1 = VO − VC1 (1)

VL2 = VS (2)

Mode II During this mode with duty ratio D′ = 1 − D, S1 is OFF and S2 is ON.
The equivalent circuit is shown in Fig. 2b.

VL1 = VS − VC1 (3)

VL2 = VO (4)

Applying inductor volts-seconds balance over a switching interval on L1 and L2

yields (5) and (6), respectively.

V̄L1 = DVO + VS − VC1 − DVS = 0 (5)

V̄L2 = DVS − VO(D − 1) = 0 (6)

Solving (6) results in having (7)

VO = − D

1 − D
VS (7)

A = VO

VS
= −D

1 − D
(8)

The expression given in (8) is the proposed converter’s ideal gain and is identical
to that of the classical BBC.

3 Implementation and Verification

To verify the converter’s capability of operation without dead or overlap-time, a
prototype was fabricated and tested with a gate signal without dead or overlap-times
as shown in Fig. 3a. Atmel ATSAM3X8 microcontroller was used to generate two
complementary PWMs with no dead-time delay. The complementary PWM signals
were connected to the converter via two gate drivers. Values of parameters used
for the verification are shown in Table 1. Asymmetric components were used as
suggested by [8, 9]. Two separate operations of the converter were tested for boost
mode and buck mode by using duty ratios of 0.65 and 0.35 respectively, as shown in
Table 1.
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Fig. 3 a Gate signal for
D = 0.65. b Steady-state
input current (IS),
steady-state output current
(IO), and steady-state output
voltage waveforms of the
proposed converter at
D = 0.65. c Steady-state
input current (IS),
steady-state output current
(IO), and steady-state output
voltage waveforms at
D = 0.35

G1 G2

(a) 

IS

IO

VO

(b) 

IO

VO

IS

(c)

Table 1 Values of parameters used for the experiment

Parameter Vg (V) DBuck DBoost f (kHz) C1 (µF) C2 (µF) L1 (µF) L2 (µH) Load
(�)

Value 3.5 0.35 0.65 50 0.90 0.01 33 470 150



774 M. Ado et al.

4 Results and Discussion

The gate signals for the boost mode (D = 0.65) and buck mode (D = 0.35) operation
are shown in Fig. 3a with D = 0.65 and a frequency of 50 kHz. Results of the
experiment are displayed in Fig. 3b, c. Figure 3b, shows the output and input currents
and also the output voltage during boost mode, while Fig. 3c shows the output current
(IO) and input current (IS) and also the output voltage (VO) during buck mode. The
experimental prototype and gate driver are shown in Fig. 4a and the complete setup
used for experimenting is shown in Fig. 4b.

A differential voltage probe with a scale of 1:50 was used to display the voltages
through a Lecroy WaveSurfer 44MXs-B oscilloscope. The scale implies that the
displayed voltages of Fig. 3b, c have to be multiplied by 50 to get the actual voltage
value. A multimeter was used to manually measure the average output voltages for
both the buck and boost modes. This was to measure the steady-state output voltage
(VO) as against the varying output voltage waveform displayed by the oscilloscope.
The voltage of 1.52 V was recorded at D = 0.35 and 4.30 V at D = 0.65.

The waveforms of Fig. 3b, c confirm the functionality of the proposed buck–boost
converter. At D = 0.35, the converter’s ideal gain and output voltages are 0.5385
and 1.88 V, respectively. For the boost mode, the ideal gain and output voltages are
1.8571 and 6.5 V, respectively. The experimental output voltages of 4.30 V during
boost and 1.52 V during buck mode as shown in Fig. 3b, c are 80.85 and 66.15% of
the ideal voltages. These fall in the voltages are due to the parasitic voltage drops by
the reactive components [8] and switches.

The input and output current waveforms have ripples due to transients that occur
during switching. Another reason for the ripples is because the components were
not selected using the converter’s design equations. In an upcoming publication, the
design equations, ripple expressions current, and voltage rating expressions for the
components are derived.

Voltage probe

Gate driver Microcontroller

Oscilloscope Power Supply

Current probe

Prototype

(a)

Multimeter

Oscilloscope

Multimeter

Prototype

Power
supply

Current Probe

Prototype

(b)

Fig. 4 Experimental setup. a Close view of the prototype. b Complete view of the setup
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5 Conclusion

Theoperation of a buck–boost converterwithout dead or overlap-time is presented. Its
boost and buckmodes operationwere presentedwith both the experimental and simu-
lation results. The advantage of the converter over traditional buck–boost converter
includes the permissibility of higher frequency operation due to the elimination of
dead or overlap-time. This implies saving cost and power density because smaller
reactive components could be used due to the higher switching frequency. Although
the converter used film capacitors rather than the usual heavy and large electrolytic
capacitors, ceramic capacitors could also be used to reduce more weight and size.
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The Role of Power Electronics
in the Field of Photovoltaic System:
A Study

Amruta Pattnaik and Anuradha Tomar

Abstract Renewable energy resources like sun, wind, biomass, geothermal, etc.,
are abundant in nature, toxic-free, and eco-friendly. Those are sufficient to meet the
energy demands which are required by the consumers. Solar photovoltaic energy is
one of the clean renewable energies among others. A solar photovoltaic system is
gaining popularity as compared to other non-conventional sources because of the
sufficient solar irradiation received by the earth. Moreover, the costs of PV modules
have been declining. PV system has been included with PV panels, batteries, or
any other storage devices as well as power electronic converters. Power electronic
converter systems are the only choice to fulfill the requirements in the power system.
Therefore, this work aims to discuss the power electronic converter technologies
that can be used as interfaces and discuss their merits and demerits. Power electronic
converter technologies are used to convert the one form of energy to other energy or
vary the energy range as per the load requirement

Keywords Renewable energy · Photovoltaic (PV) system · Power electronics (PE)
converters

1 Introduction

Solar power is a non-conventional energy source that might replace fossil fuel-
dependent energy sources very soon. In the year 2019, the total power recorded
by solar photovoltaics (PV) is 697 GW as compared to other renewable sources
according to the International Energy Agency. Non-conventional energy capability
is established to grow by 50% from the year 2019–2024, managed by PV energy.
Solar PV is one of the non-conventional energies to gain 60% of the estimated devel-
opment [1, 26, 27]. In Renewables 2019s progressed case, non-conventional energy

A. Pattnaik (B)
Dr. Akhilesh Das Gupta Institute of Technology & Management, Delhi, India
e-mail: amruta.pattnaik@rediffmail.com

A. Tomar
JSS Academy of Technical Education, Noida, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
A. Iqbal et al. (eds.), Renewable Power for Sustainable Growth, Lecture Notes
in Electrical Engineering 723, https://doi.org/10.1007/978-981-33-4080-0_75

777

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-4080-0_75&domain=pdf
mailto:amruta.pattnaik@rediffmail.com
https://doi.org/10.1007/978-981-33-4080-0_75


778 A. Pattnaik and A. Tomar

capacity progress could be 26% (1500 GW) greater than in the report’s main calcu-
lation. Solar systems are a suitable source among other natural energy resources due
to the accessibility of plentiful solar light during all seasons. Also, the cost of solar
panels becomes less [2]. The number of PV-based energy produce industry is growing
faster than other energy industry [3]. The advantages of PV systems are abundant
solar energy, zero toxic waste, extensive lifespan, no moving parts. The main short-
comings of renewable energy sources are uncontrollable and unpredictable. So, it
becomes quite incapable to fulfil the demand of the consumer side. Moreover, the
power quality of the renewable energy sources must be superior. These difficul-
ties can be overcome, by incorporating different conventional and non-conventional
energy sources along with a storage system. The improvement of power electronics
technologies also creates to have sensitive loads, which are sensitive to power insta-
bilities. This work aims to discuss power electronic converter technologies that can
be used as interfaces and discuss their advantages and limitations. The power elec-
tronics converter technology is connecting between a solar system and a load which
is helped to develop full power from the PV system.

2 Photovoltaic System

PV power varies with the irradiance of sun, temperature, voltage, current, and fill
factor. The wiring diagram of a PV cell is as presented in Fig. 1.

The current source represents the photon-generated current. The series resistance
(Rs) represents the losses due to the contacts and connections. The leakage currents
in the diode are symbolized by shunt resistance (Rsh) [4]. Solar intensity is varied
according to the weather or atmosphere condition, so the total power required from
the PV cell is also varied, it may cause a lack of output power in the PV system. In off-
grid PV systems, power fluctuations create unbalance in the PV system, so it needs
energy storage. In grid-connected PV systems, power fluctuations are transferred into
the grid, but the grid has a sufficient amount of spinning reserve to absorb the fluc-
tuations; otherwise, the grid requires energy storage to avoid fluctuations. Batteries,
supercapacitors, flywheels, compressed air, pumped hydro, superconductors, and
generation of hydrogen are possible energy storage technologies that can be used
in PV systems [5]. The characteristics of batteries and supercapacitors are different
from each other. Moreover, photovoltaic systems’ characteristics are also different as
compared to batteries and supercapacitors. Therefore, interfacing technologies that

Fig. 1 Wiring diagram of
the PV system with series
and parallel resistance
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Fig. 2 Block drawing of the
PV system

canmatch those characteristics have become an essential part ofmodern photovoltaic
power systems [6]. Power electronic converter systems are the only choice that can
meet all these requirements. Power electronic converter technologies are used either
to convert the one form of energy to another form of energy or varied the energy
to load. The PV system consists of some number of solar cells that transform the
energy of the sunrays straight into electrical energy. Such a system is interconnected
in series to get preferred DC voltage and current. It produces electrical energy based
on the principle of the photoelectric effect. There are double stages of converter tech-
nologies where PE converters are utilized as DC–DC converter in the first stage, and
the second stage is DC–AC converter [6]. Due to variation in solar irradiance during
the daytime, the yield power is also varied. So, the yield power of solar cells can be
maximized at a particular position of the PV system for the maximum intensity of
solar irradiance. So, the maximum power point (MPPT) has been used to follow the
solar irradiance to get maximum intensity. Therefore, to catch the full power, the PV
system should get a suitable solar light intensity for input. With the help of the direct
connection of energy storage elements, maximum power can be achieved. It might
affect the efficiency of the load which captures the PV output.

Energy storage elements such as batteries and supercapacitors need to be separated
from the PV system otherwise productivity of the PV systemwill be affected. So, the
most commonwayofmaking this separation is the application of aDC–DCconverter,
as displayed in Fig. 2 where the PV system is connected to load via a DC–DC
converter. The main objective of the DC–DC converter is applied to enhance/reduce
the voltage level according to the desired level of voltage at the DC bus to ensure the
MPPT operation [6].

3 Power Electronics Device Based DC–DC Converter
Topology

This part of the article discusses the different types of converter topologies that are
deployed to alterDC intoDC. In the above section, the interfacing of theDCconverter
with solar panels has been discussed. The aim of theDC–DC system here is to change
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fixed DC voltage into a variable DC voltage. Various types of power electronics
devices are used to make a converter. The DC–DC system is operated to increase
and decrease the yield energy of the solar PV system [6]. There are different types
of converters used to increase and decrease the voltage level. Those are as follows:
(a) buck converter, (b) boost converter, (c) buck–boost converter, (d) Cuk converter,
(e) single-ended primary inductor (SEPIC) converter. The key point of reference
for picking DC–DC converters in solar PV systems is economical consideration,
effectiveness, energy flow, and the capability to maintain output unrelatedly of any
input deviations. The ripples in the yield voltage of the PV system output must be
less [6]. The buck converters are hardly used as DC–DC converters as it reduces the
solar PV system output voltage. Figure 3 illustrations the wiring diagram of a buck
converter circuit [7, 8].

The usage of the boost converter is presented in Fig. 4 to step up the solar PV
output voltage. The power electronic device in particular for a fast process and the
switching duty cycle is used to control the voltage output [9, 10].

Veerachary et al. (2001) informed that an interleaved dual boost converter is
applied as a connector among the PV systems and the load which is helpful to get
full power and eliminated the ripples at both PV side and load side [11]. As a result,
the input capacitance value becomes decreased in interleaved dual boost converter
PV system The closed-loop boost converter system has advantages like good output

Fig. 3 Circuit diagrams of buck converter

Fig. 4 Circuit diagrams of boost converter
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Fig. 5 Circuit diagrams of buck–boost converter

voltage regulation and able to improve the voltage level to the desired level of a stand-
alone PV system as reported by Kalirasu et al. (2010) [12]. The boost topology is
preferred than a buck because it does not use an extra diode which is in series with
the PV system to eliminate reverse current [10].

Buck–boost converter as presented in Fig. 5 is a grouping of a buck and a boost
converter. The benefits of the buck–boost converter are better response, better effi-
ciency, and simple controlling method [13]. The shortcoming of this circuit is that it
shows increased yield voltage ripple and losses such as conduction, switching losses.
However, the losses were reduced by the soft-switched buck–boost converter which
was used for PV applications [14, 15].

Buck converters can only lessen the ‘V’; boost converters can only raise the
voltage. Buck–boost, Cuk, and SEPIC converters can rise or fall the ‘V’. Buck–boost
converters can give the required output but inverting one [16]. These converters have
more component stresses, component sizes, and lesser efficiency. Cuk converter as
shown in Fig. 6a solves both of these difficulties using an additional ‘C’ and ‘L’.
The drawbacks of both Cuk and buck–boost converters are electrical stress which
makes the system overheat [17]. Cuk converter can overcome the limitations of buck–
boost converters. SEPIC converter is responsible for a positive controlled output
voltage, whereas the buck–boost converter responsible for negative controlled output
voltage. TheCuk converter is the twin of the buck–boost converter. The simple SEPIC
converter is a reform of the boost and the Cuk model [17]. SEPIC is also basically a
boost–buck converter [18, 19].

Fig. 6 Circuit diagrams of Cuk (a) and SEPIC (b) converters
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The Fig. 6b represents the circuit diagram of SEPIC. It is a kind of DC–DC
converter whose yield is more than, fewer than or equivalent to the PV system contri-
bution. The yield of the SEPIC converter is measured by the duty cycle of the power
electronic devices.

Park et al. (2008) reported a new integrated boost-SEPIC (IBS) converter, which
provides boost the voltage by the usage of an isolated SEPIC converter [20]. SEPIC
converter is developed tomaximize the voltage of the PV system.Khateb et al. (2013)
reported that the fuzzy logic controller with an MPPT using a SEPIC converter [21].
The novel controller with perturbs and observe methods could improve the perfor-
mance. It was suitable for high static gain continuing a compact switch voltage.
Divya et al. (2014) reported that an enhanced MPPT tracking of the PV system
using the deterministic particle swarm optimization technique [22]. Raja et al.
(2017) reported that the single-ended primary inductance converter topology oper-
ated a buck–boost converter but with no reversal of voltage [23]. It suggested a
converter topology that ensured high gain and cost-effective. The advantages of the
buck-boost converter model are lesser losses for greater switching frequencies, little
ripple with maximum efficiency, and minimum electrical stress on the apparatuses.
Natarajan et al. (2017) reported that SEPIC allows a range ofDCvoltage to adjust and
keep a constant output voltage including MPPT technique [24]. Kumar et al. (2017)
proposed a model of an integrated Cuk-SEPIC converter topology [25]. Therefore, it
had the quality of a simple model and a lesser number of device-based converter. The
suggested converter was considered for the combined operation of wind energy and
solar energy system. According to Ewerling et al. (2019), the DC–DC SEPIC with a
solar power system provided the output voltage without changing polarity [26].

It can be analyzed from the above description that the SEPIC converter can
responsible for clarification of the problem related to buck, boost, buck–boost, and
Cuk converter. There are so many new studies that are encouraged for the SEPIC
converter. Henao-Bravo et al. (2020) reported on the zeta/SEPIC converter with a
sliding mode controller (SMC) [28]. Gao et al. (2020) reported DCM soft-switched
SEPIC-substructure high-frequency converter whose voltage gain was high and
voltage stress was low [27]. It provided a modified SEPIC converter which showed
better performance.

4 Conclusion

This paper discussed the PV systemwith power electronics devices. Itmainly focused
on different types of interface technologies of a PV system. It was mentioned in the
literature that the act of a PV system was influenced by the storage device. So, the
DC–DC converter has been used as an interfacing technology between load and
PV systems. Moreover, the MPPT system used to maximize the intensity of solar
radiation to get maximum power, but it was connected by the DC–DC converter.
SEPIC converter performance was noteworthy as reported in the literature. It has
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enhanced efficiency, performance, and voltage gain. It can eliminate the drawbacks
of other converters.
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A Review Paper on Comparison,
Analysis, and Planning of Electricity
Generation in Australia, Argentina, New
Zealand, Mexico with India

Rahat Ullah Khan, Saksham Yadav, Rajat Srivastava, Shubhendra Dubey,
and Shobhit Srivastava

Abstract In this paper, a comparison of the various methods and quantity of elec-
trical power generation of countries like Australia, Argentina, NewZealand,Mexico,
and India is highlighted. It is required to get the outlook of the various power gener-
ation techniques, and the amount of the power the other countries are generating. It
has been also shown the power generationmethods of different countries in graphical
form and on the account of percentage utilization of energies in recent year. Various
power generation methods like thermal, wind, solar, gas, nuclear, and hydro are been
taken into consideration. With the help of this, we may analyze different sources
of power generation and compare of the above four countries power generated and
compared with the power generated in India. With the help of this study and compar-
ison, it can be observed also that the utilization of different types of sources for the
purpose of generation of electricity by different countries and how such countries
are major dependent on thermal power source for the production of electricity as
compared to renewable source of energy.

Keywords Electrical power generation · Different countries electrical power
comparison · Types of electrical energy generation sources

1 Introduction

Today’s electrical energy scenario, most of the countries depend on the non-
renewable sources for the purpose of power generation. Since such sources will be
exhausted one day, and the dependency of all the countries for the generation of power
will be on renewable sources of energy, there is a need to promote the renewable
sources in the countries for the generation of electricity. This paper constitutes the
comparison of various power generation methods [1–8] for different countries. The
major advantages of renewable sources of generation over non-renewable sources
are less air pollution, non-extensible sources of energy, although the generation of
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Fig. 1 Power generation in
Australia

electricity in renewable sources is quite less than the generation by non-renewable
sources. In addition, the efficiency of non-renewable sources is much better than
renewable sources.

1.1 Importance

The importance of this study is to with the help of this study a quick reference can
be taken out and one can get the immediate information with the help of this study
and data [1–4].

1.2 Power Generation of Australia

As shown in the chart, main source of electricity generation in Australia is based
on thermal and gas power generation techniques, which constitutes 60 and 20.2%
of energy generation, respectively. Various other sources of power generation are
hydro, wind, and solar, which have considerable amount of contribution in power
generation in Australia (Fig. 1).

1.3 Power Generation in New Zealand

The power sector in New Zealand uses mainly renewable energy sources such as
hydropower, geothermal power, and increasingly wind energy. 82% of energy for
electricity generation is from renewable sources, making New Zealand one of the
lowest carbon dioxide emitting countries in terms of electricity generation. As shown
in the chart, the main source of electrical power generation in New Zealand is
based on hydro, geothermal, and thermal power generation techniques that consti-
tutes 60.34%, 17.37%, and 15.98% of energy generation, respectively. Various other
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Fig. 2 Power generation in
New Zealand
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sources of power generation are gas,wind, and solar,which have considerable amount
of contribution in power generation in New Zealand [3] (Fig. 2).

1.4 Power Generation in Mexico

Mexico is a country comprising of different varieties of resources for power genera-
tion. These varieties consist of power from resources like thermal, hydro, wind, solar,
and nuclear. The different compositions of the power plants are as thermal covers
over 81% of total power generation and others constitute as 10% of hydro power
plants, 3% wind, 3% solar as well as 3% of nuclear power generation as is depicted
in charts (Fig. 3).

In comparison with other power plants, thermal is the major one in Mexico due
to the presence of excess resources in this sector. In Mexico, after thermal, power
is produced mostly by hydro power plants. There are several dams made across the
rivers which fulfill the proper requirement of hydro sector.

Fig. 3 Power generation in
Mexico Thermal
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1.5 Power Generation in Argentina

The power generation of Argentina mainly depends upon two major sources of
energy, namely hydro and thermal with 29.2% and 63.5% of energy generation,
respectively. The other sources of power generation include solar, wind, nuclear, and
gas which also contributes in power generation of Argentina. Argentina is a country
located mostly in the southern half of South America with the population of 44.6
million. The surface area of Argentina is 2,780,400 km2 [6, 8].

The total expenditure of export of Argentina is 58,427 M$ and that of import is
66,899 M$.

The currency of Argentina is peso with one dollar being equal to 37.1 pesos
(Fig. 4).

Argentina is a prominent regional power in the Southern Cone and Latin America
and retains its historic status as a middle power in international affairs. Argentina
has the second largest economy in South America, the third largest in Latin America
(Fig. 5).

Fig. 4 Power generation in
Argentina
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2 Comparison of Different Power Generation Techniques

2.1 Wind Power Plant

Traditionally wind energy is the used to provide the mechanical power through
wind turbines to turn electric generators and some traditional work, like milling or
pumping. Wind power is a clean and renewable energy and has a much lower impact
on the environment in comparisonwith burning fossil fuels. Aswe are comparing five
different countries (Australia,Argentina,NewZealand,Mexico, and India) altogether
on the basis of their respective percentage generation of wind power, we can see a
slight difference in power generation through this power plant in different stated
countries. However, there is a much less consumption of power through this power
plant in Argentina, i.e., 2.1%. India is being as the highest producer of energy by
wind power generation techniques among four countries. The potential for wind
power generation for grid interaction has been estimated at about 102,788 MW
taking sites having wind power density greater than 200 W/m2 at 80 m hub-height
with 2% land availability in potential areas for setting up wind farms @ 9MW/km2.
In today’s scenario, most focus is over developing a world with sustainable power,
so encouragement in this sector is mandatory. Renewable energy source is the only
way for the development of healthy world [10–12].

2.2 Thermal Power Plant

Thermal power is the main source in most of the countries around the world. This
is due to the easy availability of coal and other fossil fuels which are required for
generation of thermal power. Aswe are comparing five different countries (Australia,
Argentina,NewZealand,Mexico, and India) altogether on the basis of their respective
percentage generation of thermal power, we can see a slight difference in power
generation through this power plant in different stated countries. But there is a much
less consumption of power through this power plant in New Zealand, i.e., 15.98%.
In New Zealand, most dependency of power generation is on renewable resources,
so it is less in thermal power generation.

Maximum power generation through thermal is in Mexico, i.e., 78.92%. In
Mexico, coal mines are available easily due to its geographical design (Fig. 6).

Mexico is having lesser supplies in different other power plants, so thermal is a
reliable power plant here. If we have a look over remaining three countries, they have
a similar production capacity in thermal, i.e., around 60%.

In today’s scenario, most focus is over developing a world with sustainable power,
so decrement in this sector is mandatory. Thermal power plants also produce a high
amount of smoke which causes air pollution, so they must be reduced in number and
power plants of renewable energies should be planted.
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Fig. 6 Different power
generation comparison in
Australia, Argentina, New
Zealand, Mexico with India
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2.3 Solar Power Plant

The solar power generation of Argentina is 0.5% only of the total power generation,
whereas the countries like Australia, New Zealand, Mexico, and India generate solar
energy of 4.5%, 0.27%, 3%, and 7.4%, respectively. India is being the highest power
generation of solar energy among the five countries with 7.4% of its total power
generation (Fig. 7).

2.4 Nuclear Power Plant

The nuclear power generation of Argentina is 4.5% of the total power generation,
whereas the countries like Australia, New Zealand, Mexico, and India generate solar
energy of 0%, 0%, 3.03%, and 1.9%, respectively. Argentina is being the highest
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power generation of nuclear energy among the five countries with 4.5% of its total
power generation.

2.5 Hydro Power Plant

As we know that the future needs of power generation is based on renewable source
of energy so every country has started focusing on this method of power generation.
Power generation from hydro power plant has vast acceptance among countries
so the data shown in the figure clearly states the current development in this area
of power generation. New Zealand is frontrunner among the four countries which
include Australia, Argentina, Mexico, and India. New Zealand has 60.34% power
generation from hydro power plant. While other countries have very less percent of
production of energy from this method, Australia, Argentina, Mexico have 7.1%,
29.6%, and 9.6%, respectively, of power generation from hydro power plant. India
is also focusing on power generation on the basis of hydro power plant which have
share of 12.9% of total power generation in India.

3 Conclusion

It has been reviewed various types of energy generations for the countries like
Australia, Malaysia, Argentina, New Zealand, Mexico with India in detail. During
the review of these countries, it has been found that energy trends of these countries
Australia has its maximum power generated from coal to run thermal power stations,
including New Zealand and Mexico. The thermal power is generated maximum in
Mexico in comparison with Argentina, India, and Australia. On the other hands, the
second maximum power generations are with the help of gas power stations and
hydro power generations. In comparison with the renewable power, energy from
generated from wind is that India is leading in comparison with other countries. If
solar power is considered, India is producing maximum power with the help of solar
and thermal.
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A Review for Energy Generation
Analysis and Comparison in China,
Indonesia, and Ireland with India

Rahat Ullah Khan, Biplab Bhattacharyya, Raghav Gupta, Shilpy Tyagi,
Shivam Joshi, and Sona Singh

Abstract The energy sector is one of the most important parts of any country, as the
major economy of the country depends on the amount of energy generated by that
country. Along with the generation of energy, the source of production shares equiv-
alent weight. For a country, it is very important to keep a check on the energy produc-
tion index to facilitate the development of some alternate sources of energy produc-
tion. Energy consumption per capita is one of the major indicators, which shows
the economic development of the country. The level at which energy is produced
in any country reflects the country’s level on national and international grounds. It
is a common fact that the energy utilization of every human is expanding daily, but
the resources utilized for the production process are in a limited quantity. Also, the
distribution of the resources is not even throughout all the geographical locations;
hence, it becomes another subject of comparison between countries that what are
the volume of raw materials consumed for the electricity generation. This study
provides a detailed comparison of China, Indonesia, Ireland, and Iceland, including
it, an overall comparison of all the countries with India is done. This also helps in
understanding that weather our country is leading or lagging in energy production
in comparison with other countries.

Keywords Energy generation comparison of different countries · Energy
comparison of Indonesia, Ireland, and India · Hydro-electricity

1 Introduction

This research paper is the extensive work done in the field of energy sectors of
different countries. We know that every country is different in various aspects and
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the same goes for the energy sector of the countries. There is more than one factor
that affects the energy generation and consumption of different countries. These
factors vary from geographical, demographic, political, and even environmental.
These factors are what make countries different from each other. In this research
paper, we are discussing these factors and their effects on the energy sectors of
countries like Iceland, Ireland, China, Indonesia, and India [1–4, 10, 11]. We have
extensively discussed and compared the energy generation, policies, distribution
infrastructure along with different sources used to meet the demand. Finally, we
have compared these points with the Indian energy scenario. This paper will provide
a deep understanding of the pros and cons of the current technology used in these
countries and will showcase the probable are of development which can be achieved
by mutual understanding and exchange of information.

2 Power Generation in Different Countries

2.1 Power Generation in China

The Electrical power Sector of China is the largest power sector in the world since
early year from 1990. Coal has the largest producer of electricity, which accounts for
66%of the electricity generation. There are the certain expectations that the electrical
power generation capacity with the help of coal is to be increased from 960.00 to
1300.00 GW by the end of year 2020 in comparison with year 2016. It has been
observed that the common problem faced in China is the voltage drop due to long
distance power transmission lines in the entire country.

Fig. 1 Energy generation capacity and future projected data for energy production in China
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As per Fig. 1, the larger distance inter-district transmission system is implemented
after implication of ultra high voltage—UHV system of the voltage rating of 800 kV.
On the other hand, hydro-electricity is the second largest source of electrical power
generation, which is a renewable, in comparison with coal-based energy generation
system. China has exceptional wind resources because of its landmass and a long
coastline.

In Fig. 1, as per the China power generation plan up to year 2020, to build 30
nuclear energy power plants with the installed capacity of 80.00 GW. In addition to
it, China is the world top 5 market player for solar thermal energy generation and
PV energy generation and manufacturing.

2.2 Power Generation in Indonesia

Indonesia is producing oil, coal, natural gas, and palm oil and also uses as an energy
raw material. In Indonesia, renewable energy potential is high. Solar, wind, hydro,
and geothermal energy are themain sources. As per the data analysis, Indonesia is the
tenth topmost producer of natural gas with 76 million cubic, i.e., 2.5% of the world
population, out of which 36 BCM was exported. Indonesia was the topmost fifth
coal manufacturer with the capacity of 263 million tons of solid coal and 38 million
tons of brown coal. The capacity of coal in terms of medium and low thermal quality
is adequately available. In Indonesia, renewable generation sources are of 5–6% in
terms of electricity generation. Biomass primarily holds of about 128 million people
are relying upon traditional biomass mainly wood for cooking purpose (Fig. 2).

Fig. 2 Comparison of electricity generation by various sources in Indonesia
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Indonesia has a set of target of 2 GW installed capacity in hydro-electricity.
Indonesia has the third largest install generating capability in the world with of 1.3
GW of installed capacity. In Indonesia, the available wind speeds are not standard
to generate electrical energy at large scale [5–8]. Indonesian PV solar sector is quite
underdeveloped, although it has major potential of power generation from PV solar
energy, but this sector is dedicated specifically set aside from decentralized rural
electrification.

2.3 Power Generation in Ireland

Ireland’s main source of energy is natural gas and peat, which is used to generate
electricity. Fossil fuels account for over 90% of the energy used. About 45% of elec-
tricity was generated from natural gas, 96% of which was imported from Scotland.
Coal is mostly used solid fuel used in houses for heating purpose. Non-renewable
currently account for over 90% of energy consumption in Ireland. The electricity
production with nuclear fission is not allowed and illegal according to the Irish
Electricity Regulation Acts. [9].

Per capita energy production in Iceland is largest in the world, approximately 55
MWh per person in a year. Iceland industries are fueled by the renewable energy
sources; it is the first country in the world who created economy engendered through
renewable energy, including of it there is a significant quantity of energy potential
still unexploited hydro-electric energy in Iceland. In Iceland, energy generated from
geothermal resources is 27% and remaining 73% with hydro-power.

As per government data approximately 20TerraWattHour per annumof estimated
geothermal power sources available. The location of Iceland is not favorable in terms
of solar insolation, because of high latitude, so solar energy potential is low. There
are many agencies checking the scope of solar energy harnessing at desirable level
of output (Fig. 3).

2.4 Power Generation in India

India’s fourth largest source of energy is nuclear power followed by thermal energy
sources, hydro-electricity, and renewable energy resources to generation of elec-
tricity. In India, there are 22 nuclear power stations in operating conditions with
capacity of 6780 MW and generating total 30,292.91 giga watt hour of electricity
[9] (Fig. 4).

In India, coal powered power plants are the largest sources of power. More than
62% of India’s electricity demand is meeting through the country’s gigantic coal
reserves. The total installed capacity of natural gas-based power plants in India is
almost 24,508.63 MW. The total installed capacity of major grid-connected diesel-
based power plants in India is 993.53 MW.
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Fig. 3 Trend year of renewable power generation in billion kWh

Fig. 4 Different types of sources of energy in Indian power sector
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2.5 Future Plan for Power Generation of India

India plans to have 20 GW of installed nuclear power generation capacity up to year
2020, and 63 GW by 2032. The country target is to generate 25% of its total elec-
tricity from nuclear energy resources by year 2050. India plans to have 20 GW of
installed nuclear capacity by 2020 and 63 GW by 2032.

India currently has 37 nuclear reactors planned or under construction. This shows
the country’s commitment to plans to generate 25% of its electricity from nuclear
energy by 2050. However, it also needs to deal with uranium shortages and public
opinion and reports global data.

India plans to have 20 GW of installed nuclear capacity by 2020 and 63 GW by
2032. India is also planning to use the recovered plutonium from spent fuel to trial in
the prototype fast breeder reactor (PFBR). It intends to develop a program for using
its vast thorium reserves. The nuclear deal signed with the USA in 2008 will help
develop its nuclear capabilities and further provide a momentum to its future nuclear
expansion plans.

2.6 Power Generation Comparison in Between India
and China

India and China are the two largest promising economies, and their economic devel-
opments have been fueled mainly by coal. China burns more of coal to burn than any
other country, while India ranking third. The electricity production of India is 1.386
trillion kWh while that of China has 5.883 trillion kWh. The electricity consumption
of India is 1.137 trillion kWh while China has 5.564 trillion kWh. India has about 32
giga watts (GW) of wind energy and 12 GWof solar energy generation with combine
total generation of 320 GW. In comparison, China has 149 GW of wind and 77 GW
of solar power. Exports of electricity in India is nearly 5.15 billion kWh while that
of India is 18.91 billion kWh. Electricity from vestige fuels in India is about 71% of
total installed capacity while from hydroelectric plants is 12% and from electricity
with nuclear plants is 2% of total install capability and from renewable resources is
16% (Fig. 5).

Electricity from fossil fuels in China is about 62% of total installed capacity while
hydroelectric plants is 18% and electrical energy from nuclear plants is 2% of total
install capability and from renewable resources is 18%.
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Fig. 5 Year-wise
comparison of energy
generation in India and
China

2.7 Power Generation Comparison in Between India
and Indonesia

When we compare India and Indonesia, we obviously see a very large difference
in the quantity of generation and consumption India exceeds Indonesia in both
energy generation and consumption. India also exceeds Indonesia on the number
of resources used for energy production. In this research paper, we see that both
India and Indonesia are vastly dependent on the use of fossil fuels for the production
of energy. But the major difference between the two countries is the amount of oil
production and export. Indonesia leads India in both oil production and oil export
this obviously depends upon the large demographic difference. Indonesia also leads
India in natural gas reserves, production consumption, and exports. India is one of
the developing countries, which has recently tried to find its feet in the nuclear use
of energy generation, whereas Indonesia is yet to acquire the use of this technology.
India also is ahead of Indonesia in terms of the use of renewable sources for energy
production (Fig. 6).

2.8 Power Generation Comparison in Between India
and Ireland

Whenwe compare India and Ireland, we do see a very large difference in the quantity
of generation and consumption India exceeds Ireland in both energy generation and
consumption. India also exceeds Ireland on the number of resources used for energy
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Fig. 6 Year-wise comparison of energy generation in India versus Indonesia and India versus
Ireland

production. In this research paper, we see that both India and Ireland are predomi-
nantly dependent on the use of fossil fuels for the production of energy. However,
the major difference between the two countries is the amount of energy generated
from the renewable sources. Ireland leads India for energy generated by the means
of renewable resources. In addition, the Ireland is able to achieve the 100% electri-
fication of its country; on the other hand, India has been able to avail electricity to
about 84.5% of its urban population (Fig. 7).

Fig. 7 Detailed comparison chart of power generation for energy generation analysis an comparison
in China, Indonesia, and Ireland with India and it is trend from year 2000 to 2019
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3 Conclusion

In this paper, review for energy generation analysis and comparison in China,
Indonesia, and Ireland with India has been discussed. It has been reviewed various
types of energy generations methods to analysis the trend and scope of various power
generation trends in these countries. It has been found that energy trends of energy
generation are with coal, which is the largest producer of electricity, which accounts
for 66% of the electricity generation. Coal powered generating capacity of China
would be expected to grow to 1300 GW by year 2020. On the other hand, Indonesia
is generating maximum of its power with the waste recycle management system,
which is the maximum in the countries included in the review. Also, electricity from
fossil fuels in India is about 71% of total install capability while from hydroelectric
plants it is 12% and electricity from nuclear plants is 2% of total installed capability
and from renewable energy resources it is 16%.
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