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Preface

These two volumes constitute the proceedings of the International Conference on
Data Management, Analytics and Innovation (ICDMAI 2019) held from 18 to 20
January 2019. ICDMAI is a flagship conference of Society for Data Science, which
is a non-profit professional association established to create a collaborative platform
for bringing together technical experts across industry, academia, government
laboratories and professional bodies to promote innovation around data science.
ICDMAI 2019 envisions its role towards data science and its enhancement through
collaboration, innovative methodologies and connections throughout the globe. The
conference was hosted by Lincoln University College, Kuala Lumpur, Malaysia,
and was supported by the industry leaders like IBM. Other partners for the con-
ference were Wizer and DSMS College of Tourism & Management, West Bengal,
India. The conference witnessed participants from 20 countries, 12 industries, 31
international universities and 94 premier Indian universities. Utmost care was taken
in each and every facet of the conference, especially regarding the quality of the
paper submissions. Out of 418 papers submitted to ICDMAI 2019, only 20% (87
papers) are selected for an oral presentation after a rigorous review process. Besides
paper presentation, the conference also showcased workshops, tutorial talks, key-
note sessions and plenary talks by the experts of the respective field.

The volumes cover a broad spectrum of computer science, information tech-
nology, computational engineering, electronics and telecommunication, electrical,
computer application and all the relevant disciplines. The conference papers
included in these proceedings are published post-conference and are grouped into
the four areas of research such as data management and smart informatics; big data
management; artificial intelligence and data analytics; and advances in network
technologies. All the four tracks of the conference were very relevant to the current
technological advancements and had Best Paper Award in each track. Very strin-
gent selection process was adopted for paper selection, and from plagiarism check
to technical chairs’ review to double-blind review, every step was religiously fol-
lowed. We compliment all the authors for submitting high-quality research papers
to ICDMAI 2019. We would like to acknowledge all the authors for their contri-
butions and also the efforts taken by reviewers and session chairs of the conference,
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without whom it would have been difficult to select these papers. We appreciate the
unconditional support from the members of the National and International Program
Committee. It was really interesting to hear the participants of the conference
highlight the new areas and the resulting challenges as well as opportunities. This
conference has served as a vehicle for a spirited debate and discussion on many
challenges that the world faces today.

We especially thank our General Chair, Dr. P. K. Sinha; Vice Chancellor and
Director, Dr. S. P. Mukherjee, International Institute of Information Technology,
Naya Raipur (IIIT-NR), Chhattisgarh; other eminent personalities like Mr. Eddy
Liew, Cloud and Solutions Country Technical Leader at IBM, Malaysia; Kranti
Athalye, Sr. Manager in IBM India University Relations; Dr. Juergen Seitz, Head of
Business Information Systems Department, Baden-Wuerttemberg Cooperative
State University, Heidenheim, Germany; Mr. Aninda Bose, Senior Publishing
Editor, Springer India Pvt. Ltd.; Dr. Vincenzo Piuri, IEEE Fellow, University of
Milano, Italy; Hanaa Hachimi, National School of Applied Sciences ENSA in
Kenitra, Morocco; Amol Dhondse, IBM Senior Solution Architect; Mohd Helmy
Abd Wahab, Senior Lecturer and Former Head of Multimedia Engineering Lab at
the Department of Computer Engineering, Faculty of Electrical and Electronic
Engineering, Universiti Tun Hussein Onn Malaysia (UTHM); Anand Nayyar, Duy
Tan University, Vietnam; and many more who were associated with ICDMAI
2019. Besides, there was CSI-Startup and Entrepreneurship Award to felicitate
budding job creators.

Our special thanks go to Janus Kacprzyk (Editor in Chief, Springer, Advances in
Intelligent Systems and Computing Series) for the opportunity to organize this
guest-edited volume. We are grateful to Springer, especially to Mr. Aninda Bose
(Senior Publishing Editor, Springer India Pvt. Ltd.), for the excellent collaboration,
patience and help during the evolvement of this volume.

We are confident that the volumes will provide the state-of-the-art information to
professors, researchers, practitioners and graduate students in the area of data
management, analytics and innovation, and all will find this collection of papers
inspiring and useful.

Pune, India Neha Sharma
Kolkata, India Amlan Chakrabarti
Arad, Romania Valentina Emilia Balas
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Empirical Study of Soft Clustering
Technique for Determining Click
Through Rate in Online Advertising

Akshi Kumar, Anand Nayyar, Shubhangi Upasani and Arushi Arora

Abstract Online advertising is an industry with the potential for maximum rev-
enue extraction. Displaying the ad which is more likely to be clicked plays a crucial
role in generating maximum revenue. A high click through rate (CTR) is an indi-
cation that the user finds the ad useful and relevant. For suitable placement of ads
online and rich user experience, determining CTR has become imperative. Accurate
estimation of CTR helps in placement of advertisements in relevant locations which
would result in more profits and return of investment for the advertisers and pub-
lishers. This paper presents the application of a soft clustering method namely fuzzy
c-means (FCM) clustering for determining if a particular ad would be clicked by the
user or not. This is done by classifying the ads in the dataset into broad clusters
depending on whether they were actually clicked or not. This way the kind of
advertisements that the user is interested in can be found out and subsequently more
advertisements of the same kind can be recommended to him, thereby increasing
the CTR of the displayed ads. Experimental results show that FCM outperforms
k-means clustering (KMC) in determining CTR.
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1 Introduction

Online advertising has become an important source of revenue for a wide range of
businesses. With the tremendous growth in online advertising each year, it has also
taken over a major area of research. Most of the revenues generated by widely used
search engines as well as prevalent websites come from advertisements. It is
therefore important to display relevant advertisements (ads) to the users and avoid
the advertisements that are often disliked by them.

Online advertising is more economical than traditional ways of advertising like
mass markets and niche media. Internet ads have a wider audience and can be
viewed for days and nights altogether, in contrast to ads on television and radios
that last for shorter durations and are displayed with limited frequency. Market
segmentation is much more effective over the Internet than in any other medium.
Thorough study of markets, customer preferences and habits and segmenting
consumers into cohesive groups can be done efficiently through online advertising.
Online advertising also offers small businesses numerous benefits like robust tar-
geting, consumer insights and more effective return on investment.

Advertisements fall into two broad categories—sponsored search advertisements
and contextual advertisements. Sponsored search ads are displayed on the same web
pages that show results of search queries entered by users. The core purpose behind
sponsored advertising is to enhance the advertiser’s brand image as the ads displayed
have the same form and qualities as the advertiser’s original content. Contextual
advertising, on the other hand, uses automated systems that display ads relevant to
the user’s identity and website’s content. Google AdSense is one of the many
well-known examples of contextual advertising. Google robots display only those
ads that the users find relevant and useful. When a user visits a website, features like
ad size, ad placement, etc. are extracted from the search query and sent to a server.
Relevant ads are selected based on user’s past history, CTR and other data.
Increasing the number of ads is not a good idea as it will shoot up the earnings only
for a short time before the user switches to other search engines due to poor user
experience. To maximize revenue, precise placements of ads are therefore required.

CTR refers to the number of times the advertiser’s ad has been clicked (clicks)
divided by number of times the ad appears on the screen (impression). Relevant
placement of ad is a precondition for increasing the CTR for it. Ad performance can
also be measured using CTR. CTR determination has several issues associated with
it. The advertisers need to pay every time whenever an ad is clicked. It is on the
basis of CTR that the search engine decides what ads are to be displayed and in
what order of appearance. This is ensured by combining together the likelihood of
an ad being clicked and the cost of the ad per click to create a display format that
will yield maximum return. Many algorithms based on the supervised methodology
have been designed to predict the CTR of advertisements like support vector
machines, decision trees, Naïve Bayes, etc.

Motivated by this, the goal is to analyse and assess the application of unsu-
pervised approach namely FCM for determining the CTR of an advertisement. This

4 A. Kumar et al.



clustering algorithm divides the total ads in the dataset into broad clusters based on
whether they have been clicked or not by the user. This classification of ads helps in
assessing the kind of advertisements that the user is really interested in and hence
predict more of these kinds of ads. This would, in turn, result in a rise in the CTR of
the displayed ads because of a greater number of clicks. The results obtained from
FCM have been contrasted with KMC which has been used as a baseline model.
The two techniques are assessed based on metrics like precision, recall and
accuracy.

The following content is compiled as follows: Sect. 2 reviews work done by
various researchers along with the brief idea of the algorithm used by them and their
results. Section 3 elaborates the dataset taken, methods employed for preparing the
data before implementing the algorithm and the algorithms used. The scrutiny of the
experimental outcomes is done in the Sect. 4. Section 5 culminates the results along
with the suggestions for future research prospects.

2 Related Work

After a thorough assessment of various studies in the past, it was found that a lot of
algorithms have been proposed for the prediction of relevant ad to be displayed to
the user. The author Avila Clemenshia et al. [1] in 2016, proposed a CTR prediction
model using Poisson’s regression, linear regression and support vector regression
algorithms and displayed the ads accordingly. The dataset was provided by a digital
marketing agency. Their results stated that support vector regression performed best
among the three. Evaluation of the results was done on the basis of root mean
squared error (RMSE) and correlation coefficient.

Authors Graepel et al. [2] in 2010 devised a new Bayesian CTR algorithm. The
ad predictor presented showed better outcomes when compared to the baseline
Naïve Bayes in terms of relative information gain (RIG) and areas under the curve
(AUC). Hillard et al. [3] in 2010, implemented a model for estimating ad relevance.
They refined it by including indirect feedback after consolidating the basic features
of text overlap. In case of presence of adequate observations, click history was
used. In case of no or few observations, a model was learned that could also be used
for unpredicted ads. The precision, recall and f-score values were noted and
improvement was observed with the new model.

A logistic regression approach was suggested by author Kondakindi et al. [4] in
2014, to predict whether an ad will be clicked or not. The dataset used for this
purpose was from Avazu provided as a part of Kaggle competition. They started off
with simple Naive Bayes followed by Vowpal Wabbit and finally got the best
scores with logistic regression together with proper data preprocessing. Shi et al. [5]
in 2016, designed a framework for prediction of CTR and average cost per click
(CPC) of a keyword using some machine learning algorithms. The performance
data for the advertiser’s keywords was gathered from Google AdWords. The author
had applied different machine learning algorithms such as regression, random forest
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and gradient boosting to evaluate the prediction performance on both CTR and
CPC. Results concluded that random forest transpires to be the best for both the
metrics while gradient descent results are least reliable.

Wang et al. [6] in 2011, implemented a model for learning of user’s click
behaviours from advertisement search and click logs. Decision tree (DT), CRF,
SVM and backpropagation neural networks (BPN) are the algorithms which were
employed to carry out the imposition. The experimentation finally led to proving
that CRF model outperformed the two baselines and SVM remarkably. Chakrabarti
et al. [7] in 2008, developed a model for contextual advertising in which the
revenue accrued by the site publisher and the advertising network depends upon the
suitability of the ads displayed. This was followed by mapping the model to
standard cosine similarity matching.

Cheng et al. [8] in 2010, developed the model for customization of click models
in sponsored search. The results demonstrated that the accuracy of CTR could
significantly be improved by personalized models in sponsored advertising. Edizel*
et al. [9] in 2017, proposed the use of that deep convolutional neural networks for
CTR prediction of an advertisement. One approach involved query-ad depiction
being learned at character while the second entail word-level model by pretrained
word vectors. The conclusion signified better outcome than the standard machine
learning algorithms trained with well-defined features.

The analysis of the background work clearly connotes that most of the algorithm
used in the past are supervised classification algorithms that involves two classes
namely clicked and not clicked-demonstrating whether advertisement was clicked
or not. The study of unsupervised clustering is still not much discovered in this
domain to the extent of our understanding. This research paper is an endeavour to
compare FCM and KMC algorithm using the dataset.

3 Data Characteristics

The following Fig. 1 demonstrates the system architecture of the research.
The following subsection explains the details.

3.1 Data Collection

The dataset is acquired from Avazu (Kaggle) for the purpose of writing this paper.
It contains 11 days’ worth of data in order to build and test prediction models using
various machine learning algorithms. As the given data is approximately 6 GB, the
data taken was 10 h of data for training and 2 h of data for testing. The data is
ordered chronologically and the clicks and non-clicks are sampled according to
different strategies.

6 A. Kumar et al.



The following features are included in the dataset:

• id (unique id to identify advertisement)
• click (0 for not clicked and 1 for clicked)

Fig. 1 System architecture
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• hour (in format of YYMMDDHH; it refers to the date and time the data is
recorded)

• banner_pos (0 for top and 1 for bottom)
• site_id (refers to the website id)
• site_domain (website domain id)
• site_category (category to which website belongs)
• app_id (app id)
• app_domain (app domain)
• app_category (class to which app belongs)
• device_id (id of device from which ad was clicked
• device_ip (ip address of the device)
• device_model (model number of device)
• device_type (mobile/laptop/desktop)
• device_conn_type(internet connection type-wifi/mobile data)
• C1 and C14–C21 (anonymized categorical variables).

3.2 Preprocessing of Data

The class attribute is removed owing to the fact that unsupervised clustering is the
technique applied which will learn from the data and classify it into two clusters.
The dataset contains features in both integer and string format. In order to carry out
the implementation, conversion of strings into integer is done. Pandas package in
Python is used to load the csv file, i.e. the raw dataset into memory, identify the
columns with string values and convert them into integer values using python
standard hash function.

Feature scaling is done with the help of scikit-learn library in python in the case
of KMC. It is done in order to ensure fast convergence to the optimal solution and
normalize the range of variables.

3.3 Implementation of Machine Learning Algorithms

The following section explains the clustering algorithm used.
K-means Clustering: It is one of the most straightforward learning algorithms

available for unsupervised learning [10]. The procedure basically follows two main
steps to classify the dataset into k clusters. The number of clusters are fixed apriori.
The algorithm starts by defining k cluster centers. Each value in the dataset is then
associated to its nearest cluster. This is followed by a recalculation of the k cluster
centers. A new binding is done between discrete units of information in the dataset
and the new cluster centers and these steps are repeated till all units have been
assigned to their respective clusters.

8 A. Kumar et al.



The pseudocode is given as follows (Fig. 2):
X = {x1, x2 …xn} be the collection of observations and u = {u1, u2 …uc} are

the cluster centroids. We arbitrarily select ‘c’ cluster centers (1). Then, the distance

Fig. 2 Pseudocode for k-means clustering
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between each observation in dataset and center is calculated. Following this, each
observation is assigned to that cluster for which the distance between the obser-
vation and the center is least from all the available centers (2). This assignment step
is followed by a recalculation of the cluster centers (3) by executing step 1 again. If
all observations belong to the clusters calculated in the previous iteration, then the
algorithm is terminated.

Fig. 3 Pseudocode for fuzzy c-means clustering

10 A. Kumar et al.



Fuzzy C-Means Clustering: FCM is also referred to as soft clustering [11].
Each observation can be a part of more than one cluster at the same time. The
distance between each cluster center and value in the dataset is evaluated and based
on this distance, the degree of membership is assigned to each observation.
A higher degree of membership towards a cluster means that the observation is
closer to that cluster center than compared to the rest of the clusters. The summation
of the degree of membership of each point in dataset equals to one. Data points
belong to distinct clusters in hard or non-fuzzy clustering. The degree of mem-
bership assigned to each observation plays a pivotal role here. This denotes the
extent to which an observation belongs to each cluster. As we move from center to
the boundary of the cluster, the degree of belongingness of the observation
decreases.

The pseudocode for FCM is as follows (Fig. 3).
Let X = {x1, x2, x3 …, xn} be the collection of discrete units in dataset and

V = {c1, c2, c3 …, ck} be the centers. Select ‘k’ cluster centers and initialize the
membership matrix in step (1). Compute the centers ‘cj’ in step (2). Calculate the
membership ‘µij’ in the membership matrix using step (3). Repeat step (2) and
(3) until the smallest value of J is obtained.

4 Results and Analysis

The results were analysed using the accuracy, precision and recall [12] as an
efficacy criterion. Accuracy is the measure of the closeness of the predicted
observations to the actual value. It is the ratio of rightly predicted inspections to the
total inspections made. Higher value of accuracy indicates more true positives and
true negatives. Precision refers to the correctness of a model. It is simply the ratio of
all the precisely predicted positives to the total number of positives predicted. More
the number of true positives implies more precision. Recall is a measure of
responsiveness or sensitivity of a machine model. It is the ratio of the correctly
predicted positives to the count of values that belong to the class ‘yes’. Recall and
precision are inversely related. The following Table 1 depicts the performance
analysis of FCM and KMC.

As Table 1 shows the accuracy, recall and precision values obtained for the two
clusters, i.e. clicks/non-clicks predictions for the users is higher for FCM than for

Table 1 Comparison of results for k means and fuzzy c-means clustering

k-means Fuzzy c-means

Cluster 0 Cluster 1 Cluster 0 Cluster 1

Accuracy 43.85438544 43.85438544 76.61767177 76.61767177

Precision 15.62280084 81.0428737 17.12049388 83.51293103

Recall 52.05182649 42.16809357 91.03165299 9.345230918
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KMC. This means that the rightly predicted true positives and true negatives (ac-
curacy), the degree of exactness (precision) and degree of completeness (recall) are
relatively higher for FCM than for KMC.

Both the algorithms divide the data into two clusters, Cluster 0 and Cluster 1,
which in turn represent a division of the dataset into two categories (Fig. 4). These
categories are based on click/non-click classification for the ads, i.e. one cluster has
all the ads clicked by the user. The other cluster has all ads which were not clicked
by him. This gives a clear idea of the type of ads the user is inquisitive about and
willing to click on.

After the classification of the ads in the dataset into categories—‘Click’ and
‘Non-Click’, we get a fair estimate of the kind of advertisements the user really
wants to see. We can thereby predict more of such ads, hence increasing the CTR
for the same.

The number of ‘clicks’ divided by the total number of times the ad is displayed,
i.e. ‘impressions’ gives the CTR.

5 Conclusion

This paper compares the CTR as assessed by KMC and FCM algorithms. The
outcome shows that FCM achieves better values of performance metrics than KMC.
The results are better because it considers the fact that each data point can lie in
more than one cluster and involves complex calculation of membership matrix.
Conventional KMC, on the other hand, relies on hard clustering and definitively
assigns each data point to the clusters.

The accuracy of the model can further be improved by assessing the shape of the
clusters, including other more refined attribute selection and extraction methods that
could assist in better modelling of the present system. Attribute selection is

Fig. 4 Results
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concerned with selecting a subgroup of valid features for model selection whereas
attribute extraction means deriving attributes from the already existing ones for
subsequent learning. Superior results could be obtained by enhancing fuzziness
coefficient. The degree of overlap between clusters is determined by the fuzziness
coefficient. Higher value of m means larger overlapping between clusters. There
exists a vast scope of application of other soft computing methodologies also, like
swarm optimization, etc. that can be applied for determining CTR for other datasets
as well.
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ASK Approach: A Pre-migration
Approach for Legacy Application
Migration to Cloud

Sanjeev Kumar Yadav, Akhil Khare and Choudhary Kavita

Abstract Legacy application migration is a mammoth task, if migration approach
is not well thought at the very start, i.e. pre-migration, and supported by robust
planning especially at pre-migration process area. This paper proposes a mathe-
matical pre-migration approach, which will help the enterprise to analyse existing/
legacy application based on the application’s available information and parameters
an enterprise would like to consider for analysis. Proposed pre-migration assess-
ment will help in understanding the legacy application’s current state and will help
in un-earthing the information with respect candidate application. Proposed
pre-migration approach will help to take appropriate well-informed decision,
whether to migrate or not to migrate the legacy application. As it is said that
application migration is a journey, if kick-started once, needs to reach its destination
else it can result into a disaster hence pre-migration is one of the important areas of
migration journey.

Keywords Application migration � ASK approach � ASK confidence level
(ACL) � LAMP2C � Legacy application � Migration process � Pre-migration

1 Introduction

Technology paradigm is changing at fast pace, so is the customer requirement. In
order to serve the fast-changing customer requirement is to keep abreast with
ever-changing technology. Important is, if enterprise does not embrace or adopt
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new or up-coming technology then enterprise may face challenges such as
unavailability or shortage of skilled manpower as they would have moved to other
latest technology, which will impact software and hardware maintenance cost
(complex patching and modifications/enhancement) because scarcity of people in
market with the required technology will increase the manpower cost and at the
same time even the hardware will also become costly. All this may put application
scalability, business continuity, customers’ experience and enterprise image [1] in
jeopardize and may result in inability to meet current business needs.

Each of the challenges identified may have direct or indirect impact on one or
more factors. At times these identified factors seem to be interrelated, refer Fig. 2.
There may be other factors, which may be enterprise or legacy application specific.

Enterprises may be ardent and ready to adopt technology such as cloud com-
puting, which delivers resource as virtualize service [2] and offers so many other
benefits. However, the biggest challenge for an organization is that enterprise can’t
discard the investment made in the past in terms of existing business critical and
in-use applications including its infrastructure. These business-critical applications/
systems are referred as an asset. These assets are built or might have evolved over a
span of 10–20 years; and have become core to business process, might have
become complex and large enough to be understood by a person.

Cloud computing offers multiple benefits which any enterprise will be interested
in such as lower operating cost, no up-front investment and ease of maintenance.
Fact is that cloud reduces capital expenditure by leveraging cloud business model of
pay-as-you use, which turns capital expenditure to operation expenditure.

As exiting applications cannot be discarded, so to embrace the new technology
enterprise has below-mentioned three options for lasting benefits/goal, refer Fig. 1:
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Fig. 1 Software life cycle phases and modernisation options©
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i. Application Migration—Migrate legacy application migration to new
platform.

ii. Application Replacement—Replace legacy application with off-the-shelf,
available in market, application.

iii. Application Redevelopment—Redevelop the existing application all over
again.

Two options, Option ii, i.e. Application replacement or option iii, i.e.
Application redevelopment, does not seem to be feasible options because the
existing business-critical application might have got developed with lot of effort,
time and cost. Putting similar effort, cost and time all over again may not be
feasible, so feasible option available with enterprise is option i, i.e. Application
migration, which will help to migrate current application to new technology/
platform and embrace new technology, i.e. Cloud at the same time, will keep the
business-critical application intact.

Paper is organized in six sections. Section 2 provides the literature review,
which provides background of related work. Section 3 defines the problem.
Section 4 provides the detail about the proposed framework. Section 5 details the
ASK approach. Finally, the paper concludes with Sect. 6, which presents the
concluding comments and future scope.

2 Literature Review

Cloud computing acceptance has increased over a period of time because of the
benefits it brings in the area of operational and efficiency. Migration frameworks are
proposed and are compared in the selected literature but none provides an
end-to-end migration framework, especially in the pre-migration stage of the
migration. The focus of literature review is to bring out any available pre-migration
method/approach.

Summary of literature studied and identified research gap in context of chosen
topic of the paper are detailed below:

Shoaib et al. [3] highlighted that due to technology advancement enterprises
need to migrate from one platform to other, so existed framework was examined
and reviewed. Based on this, the author is of view that multiple methods exists for
migration and at the same time there are multiple risks involved during migration all
these risks can be taken care if migration is performed properly. In this paper, the
author describes different methods and frameworks which provides guideline for
developers to enhance software migration process. As per the author, the focus area
for migration is framework along with process and activities. The author concludes
that there is research gap and need to be explored further.

Musale et al. [4] provided basic knowledge about the migration concept and
initial factors required to migrate to cloud. The paper also highlighted that could
computing is an emerging technology and there is substantial scope of operational
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and efficiency improvement. If IT application is migration to cloud or some of the
processes are migration to cloud environment, off premises. The author puts for-
ward the cloud migration concept and discusses the essential points for migration
and further discusses the after migration essential. The author is of view that
migration to cloud is an art than it is a science.

Gholami et al. [5] highlighted that research around migrating legacy application
to cloud has increased because of the adoption of cloud computing as an out-
sourcing strategy has grown in recent past. The author is of view that there is no
integrated overarching cloud migration exists in current literature. In order to fulfil
this gap, the author tries to propose cloud platform-independent conceptual view
and reusable migration process, which has phases, activities and task. Validity of
the proposed metamodel is demonstrated by analysing three existing cloud
migration process models. Model can be extended by adding new constructs and
can be customized for other migration paradigm.

Sabiri et al. [6] , the authors said that enterprises adopting cloud is increasing
because of the significant advantage cloud computing brings in; however, the
migration (move) to cloud has challenges. The authors studied and compared the
existing cloud migration methods to understand the strengths and weaknesses of each
model based on Model-Driven Engineering (MDE) approach. The author proposed
and explained a cloudmigrationmethod based onArchitecture DrivenModernization
(ADM), which focuses on architectural modes instead of code artefacts.

Gouda et al. [7] highlighted that cloud migration can be of two types; either from
on-site premises to the cloud or moving them from one cloud environment to
another, where the information can be accessed over the Internet. The authors also
highlighted that cloud migration is broadly classified into two categories, i.e. Big
Bang Migration and Trickle Migration. The authors have suggested multiple cloud
migration patterns or categories as their requirement. The authors also suggested
migration to cloud-step wise approach or procedure which will help the user to
successful and fruitful migration of its IT resources to cloud.

Shawky [2] highlighted that in order to utilize cloud’s capability, the system
should be migrated to cloud. The author also highlights that application migration
to cloud leads multiple technical challenges and these challenges cannot be ignored.
According to the author, the main challenge is mapping application to cloud ser-
vices as multiple aspects need to be considered, which includes other system
component dependencies.

Rashmi and Sahoo [8], ‘A five-phased approach for cloud migration’; high-
lighted that cloud computing is the rapidly growing segment of IT. Organization is
moving to cloud due to its long-term benefits but they are unsure about the
migration process. The authors proposed a five-phased waterfall-based migration
model to cloud having feedback path to earlier phase of the process but have not
dwelled into the details of each phase of the proposed model.

Pahl et al. [9] mentioned in this paper that though cloud computing has gained
the attention, adoption of the technology is yet to gain acceptance as how to migrate
to cloud is unanswered for many. Point in case is highlighted with the help of three
provider-driven case studies and tries to extract common layer-specific migration

18 S. K. Yadav et al.



process. Highlights that no common procedures and tools are exiting, however,
establish migration core elements such as activities and steps.

Stavru et al. [10] acknowledged the fact that enterprises are unable to take full
strategic and operational advantage as they are not able to migrate legacy appli-
cation to cloud due to non-existence of mature process. The authors identified and
extracted challenges with the help of systematic literature review. Using expert
judgment, evaluates how different agile techniques, taken from Scrum and Extreme
Programming (XP), could address or overcome the identified challenges in software
modernization projects in specific context.

3 Problem Specification

Challenge can be in terms of skilled resource’s scarcity, software maintenance cost,
lack of software scalability, business continuousness, customers experience, reduced
efficiencies, knowledge retention, enterprise image [1] and inability to meet current
business needs. Each of the challenges identifiedmay have direct or indirect impact on
one or more factors, so identified impacted factors seem to be interrelated. Tried
categorizing these challenges into the below category; refer Fig. 2. Theremay be other
factors, which may at times be enterprise specific or legacy application specific.

• Customer

(a) Application inefficient in catering to business requirement will impact the
enterprise interest.

(b) Applications may become inefficient in catering to any area of customer
requirement (customer can be internal and/or external) over time; in terms of
functionality/feature(s) and better service. Inefficient application will pro-
vide an edge to competition.

• Knowledge

(a) Lack of in-depth knowledge in terms of understanding the existing system
and its related process will or may have direct impact on the system
maintenance, i.e. developing new functionality and enhancements.

Customer

Knowledge

ResourceCompliance

Technlogy

Fig. 2 System maintenance
and enhancement challenges

ASK Approach: A Pre-migration Approach for Legacy Application … 19



(b) Due to non-availability of knowledgeable resources will have difficulty in
getting best practices shared with respect to these legacy applications, i.e.
knowledge sharing. It will increase the risk of knowledge concentration
amount small set of people.

• Resources

(a) Reducing resource pool (attrition) or resource pool desire to move onto
market relevant technology will have direct impact on resource availability
for the maintenance/enhancement of legacy application.

(b) As legacy application knowledge gets concentrated into few resources, it
will lead to increase in people retaining cost; related aspect will be increase
cost of gaining resource in desired technology.

(c) Contracted resource pool will have risk of high dependency, in terms of
understanding the existing system and its related process on to a very small
set of people in an organization.

• Technology

(a) Enterprise may have multiple technologies in use for existing
business-critical applications, so maintaining them will have high cost
because the legacy application might have become unsupported due to
non-existence of support from the product vendor as they might have
stopped supporting the in-use version or vendor might release new version,
i.e. vendor moved ahead in technology.

• Compliance

(a) Legacy applications may become non-regulatory compliance over a period
of time if no enhancement is made due to multiple reasons mentioned
above.

(b) Non-compliance to regulatory norms may have bigger impact than adopting
new technology and moving legacy application to the technology.

Challenges highlighted above are few of the challenge, many other challenges
will come which will be application or enterprise-specific challenges. These chal-
lenges motivate to come up with a framework, which will help the enterprise to
migrate legacy application to cloud in an efficient manner.

4 Proposed Framework

Legacy application migration is a journey which requires a careful detailed planning
irrespective of the size of the application identified for migration because no
one-size-fit-approach will work in application migration. One of the biggest chal-
lenges an enterprise faces is the uncertainty of where to begin the migration process.
If enterprises do not carefully plan, execute and monitor the transformation using
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established processes [11] then migration can be fraught with pitfalls. Before we
proceed further, it is essential to understand the reasons or trigger points for
migration. At high level there are only two factors which trigger migration and
these factors are either: Business Driven, Technology Driven or both. Whichever
may the reason for migration, i.e. business and/or technology; one thing which will
happen first is current portfolio analysis.

Cloud computing concepts and approach itself is very different from the tradi-
tional software concepts and approach. In fact, moving to cloud is a serious step to
take in a holistic manner [1], which required a careful elaborate planning for
successful migration because cloud computing brings changes such as economic,
legal, privacy/security, [1] etc. especially the pre-migration area of the migration
process.

Cloud covers all application layers, i.e. application (SaaS), platform (PaaS) and
infrastructure (IaaS), which makes legacy application migration not a straightfor-
ward task as it looks like. Rashmi et al. [8], especially when migrating a legacy
application, which is tightly coupled [12] as compared to cloud application.

In order to address this issue, a framework is proposed called ‘Legacy
Application Migration Process Framework to Cloud’; referred as LAMP2C, Fig. 3.
LAMP2C migration framework acts as a guiding principle for migrating application
to cloud and process to be followed while migrating legacy application. Scope of
the proposed LAMP2C framework covers entire legacy application as shown in
Fig. 3 and pre-migration is highlighted as ASK Approach is part and limited to the
pre-migration area of the LAMP2C framework.

Framework helps to plan the migration in an effective and efficient manner and it
also helps in speeding up migration execution process with clear and hazel free
migration path.

LAMP2C, address pre-migration, migration and post-migration area of migra-
tion with an umbrella of governance area across three cloud layers. Framework is
divided into area and area is further sub-divided into phases. The phases will have
activities under it. LAMP2C—high-level framework is shown in Fig. 4.

Fig. 3 High-level framework
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LAMP2C is a flexible framework, which can be tweaked as per the enterprise’s
requirement as proposed framework does not force to follow the process end-to-end
rather it suggests to go phased manner.

One of the important parts of LAMP2C is the pre-migration area, which helps in
evaluating existing portfolio or application which in turn helps an enterprise in
understanding the complexity, challenges and efforts that will be required for
application migration. It will also address the uncertainty of ‘where to begin’ and
other than whether to migrate or not to migrate to the cloud.

LAMP2C, Figs. 1 and 3 is copyright of the authors: Registration Number
L-60550/2014.

5 Ask Approach

It is assumed that at high level there are only two factors which can trigger
migration and they are either technical or non-technical (business) parameter, so
assessment and its parameters are also clubbed into these two categories only.
Another assumption is that a) technical assessment should consider all the three
cloud’s service model, i.e. IaaS, SaaS and PaaS; however, enterprise is free to
choose one or more for assessment and their respective parameters. Parameters
which cut across three models should be grouped into one as ‘Common
Parameters’, as shown in Fig. 5.

Common parameters are to avoid the consideration of same parameter(s) across
three layers of service model, however it will depend upon individual, how they
would like to perform the pre-migration analysis. b) Non-technical, i.e. business
parameter are those parameters, which are not technical in nature should be con-
sidered as one group or as suitable.

ASK Approach—a pre-migration assessment methodology is proposed to per-
form portfolio or application analysis under pre-migration are of LAMP2C
framework. ASK Approach is an important constituent of the LAMP2C framework
and its scope is limited to the pre-migration area of the LAMP2C framework as it

Activities

Phases

Area

Fig. 4 LAMP2C
constituents
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provides inputs and helps in taking GO/No-Go decision with respect to legacy
application migration to cloud. Proposed pre-migration assessment methodology is
parameter based mathematical approach, which will be appropriate for any appli-
cation identified for migration and will help enterprise to view and analyse the
enterprises IT application portfolio in details based on parameters which are
important for organization and application so assessment is carried out on any set of
identified parameters under the mentioned category or both, i.e. technical and
non-technical (business) aspect.

Pre-migration approach can be divided into five steps, as shown in Fig. 6 and
detailed in subsequent paras:

As approach is parameter based, as a first step, all parameters and its
sub-parameters needs to be identified. Each identified and considered parameter
needs to be assigned the importance. Importance is rated between the range of 0.1,
being the lowest to 5.0, being the highest, based on the parameter’s impact, as
tabled below (Table 1):

Fig. 5 Parameter identification area

Identify 
Parameters Plot GraphASK Point

ASK 
Confidence 
Level

ASK Belt

Fig. 6 Pre-migration approach

Table 1 Impact rating range Importance Impact rating range

Very high 4.1–5.0

High 3.1–4.0

Neutral 2.1–3.0

Low 1.1–2.0

Very low 0.1–1.0
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Assuming that there are n number of parameters namely C1, C2, C3 and so on till
Cn. Based on parameters’ importance an impact rating between the range of 0.1–5.0
will be assigned for each parameter. Adding all these integrals and dividing them by
the total number of parameters (in this case n) considered for analysis will give us
the mean value of the data, which is being referred as ‘ASK Point’ (ASKP), i.e. lc.

ASKP ¼ lc ¼
R
C1 þ

R
C2 þ

R
C3 þ

R
C4. . .þ

R
Cn

n

ASKP ¼ lc ¼ Parameters'Mean
n ¼ Number of parameters
i ¼ Importance of parameter
In reduced form the above formula can be written as follows:

ASKP ¼ lc ¼
Xn

1

R
Cn

n

Considering the same data calculate the standard, which will be referred as ASK
Confidence Level (ACL). ACL will be calculated by adding the squares of the
values found from subtracting the ASKP from each parametric value. This summed
value is divided by the total number of parameters. This will give us the standard
deviation rc, i.e. ACL.

ACL ¼ rc ¼
R
C1 � lc

� �2 þ R
C2 � lc

� �2 þ R
C3 � lc

� �2 þ � � � R
Cn � lc

� �2

n

ACL ¼ rc ¼ Parameters' Standard Deviation
ASKP ¼ lc ¼ Parameters'Mean
n ¼ Number of parameters

In reduced form the above formula can be rewritten as follows:

ACL ¼ rc ¼
Xn

1

R
Cn � lc

� �2

n

In order to generate boundary for the identified parameter, which is going to be
referred as ASK Belt (ASKB). ASKP and ACL will help to build ASK Belt. ASKB
will have two components a) ASKB Right, i.e. ASKBR and b) ASKB Left, i.e.
ASKBL. ASKBR and ASKBL can be calculated as shown below:

ASKBR ¼ ASKPþACL

ASKBL ¼ ASKP � ACL
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Once, ASKP, ACL and ASKB (ASKBR and ASKBL); bell curve can be cal-
culated using the below formula (Gaussian equation)

f xð Þ ¼ 1
ffiffiffiffiffiffiffiffiffiffi
2pr2c

p e
� x�lcð Þ2

2rc

The following are the value for the above formula:

p = 3.14
e = 2.71 and
x = Parameter Impact
lc = ASKP
rc = ACL

As fifth and the last step; calculate various other values required in the Gaussian
function. The parameters have been arranged in the ascending order of the impact
rating for facilitating the plotting process. Plotting the above f xð Þ values versus x
values, we get the following bell curve (as defined by the Gaussian function), refer
Fig. 7.

Points which falls between ASKBR and ASKBL can be safely considered for
legacy application migration, however, points which fall outside the belt need to be
re-looked and considered with caution.

These inputs will provide enough data points to conclude as to Go ahead with
the legacy application migration or still there are points/parameters, which need to
be re-looked at. And will provide inputs to come up with migration plan.

Fig. 7 Bell curve
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6 Conclusion

Proposed mathematical pre-migration methodology called ‘ASK Approach’ under
the LAMP2C migration framework. Important is, impact rating between the range
of 0.1–5.0 is assigned to each identified and considered parameters. 0.1 being the
lowest and 5.0 being the highest. Assigning an impact rating to each parameter will
eliminate any guesswork among any of the person associated with respective
application migration. Impact rating will help to drive ASKP, i.e. lc, which in turn
will help to drive ACL, i.e. rc. ASKP and ACL will help to drive ASKBR and
ASKBL which in turn will help to calculate f xð Þ for each considered parameter. Bell
curve can be plotted to identify the parameters, which helps to provide a view
about, which legacy application parameters should be considered with confidence
and which parameter needs more attention. It requires ultimate help to take
informed decision of GO or NO-GO with respect to application migration. With the
help of this pre-migration approach enterprise can also make phase or staggered
legacy migration approach. Phased manner approach provides the required feel
confident factor and return on their investment can be seen as migration project
progress. Big bang migration approach may not provide the required feel good
factor and always have a project failure risk.

Proposed ASK Approach is focused on parameter which falls with the ASK
Belt, but does not provide any inputs as to what needs to be done with parameters,
which are outside the ASK Belt, so ASK Approach can be further enhanced to
come up with mathematical formula or otherwise, as to how to deal with the
parameters, which falls outside the ASK Belt, i.e. ASKBR and ASKBL.
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A Fuzzy Logic Based Cardiovascular
Disease Risk Level Prediction System
in Correlation to Diabetes and Smoking

Kanak Saxena and Umesh Banodha

Abstract The cardiovascular disease (CVD) is one of the major causes of death
among the people having diabetes in addition to smoking habits. It will create
tribulations for every organ of the human body. Smoking becomes fashion among
the youth from their childhood which results in premature death. The intention of
this paper is to explain the impact of diabetes and smoking along with high BP,
high pulse rate, angina affect, and family history on the CVD risk level. The
concept used is based on the knowledge-based system. We have proposed a
fuzzy-logic-based prediction system to evaluate the CVD risk among the people
having diabetes with smoking habits. The aim is to facilitate the experts to provide
the medication as well as counsel the smokers well in advance. This will not merely
save the individual but also an immense relief to concern. The data set is used from
UCI (Machine Learning Repository). Most of the researchers worked on diabetes or
smoking impact on CVD separately, but the proposed system demonstrates how
drastically it will affect ones’ health condition.

Keywords Approximation function � Cardiovascular disease � Decision-making �
Diabetes � Fuzzy logic � Smoking

1 Introduction

Cardiovascular Diseases (CVD) are very widespread disease that becomes the
ground of death and morbidity among the humans [3, 5, 19]. The data from the
national heart association (2012) showed that 65% of people with diabetes die from
some sort of heart disease or stroke. The Framingham study was the earliest sub-

K. Saxena (&) � U. Banodha
Department of Computer Application, Samrat Ashok Technological Institute,
Vidisha, India
e-mail: ks.pub.2011@gmail.com

U. Banodha
e-mail: ub.pub.2011@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
N. Sharma et al. (eds.), Data Management, Analytics
and Innovation, Advances in Intelligent Systems and Computing
1042, https://doi.org/10.1007/978-981-32-9949-8_3

29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_3&amp;domain=pdf
mailto:ks.pub.2011@gmail.com
mailto:ub.pub.2011@gmail.com
https://doi.org/10.1007/978-981-32-9949-8_3


stantiation to demonstrate that people with diabetes are more (near about 2–4 times)
susceptible to CVD disease than those who did not have diabetes [12]. It is very
clear that diabetes if not controlled then it becomes the unending cause of not only
the CVD but many more diseases [16]. As the WHO the percentage of the affected
group is of 30 million in the year 1985, which increased to 135 million in the year
1995, and in the year 2005 it became 217 million. The prediction is near about 366
million people will suffer from diabetes in 2030, either they belong to developing or
developed countries. On the other hand, smoking is the most imperative avertable
cause of death which also accelerates the chances of occurrence of CVD among
people, i.e., enhances the risk level [4]. It is also stated that smoking is the second
leading cause after the high BP for CVD mortality. The WHO reported that more
than one billion people smoke and the frequency rising surprisingly [14]. According
to [8] the risk level of CVD estimated 15- year long period ahead for a smoker in
comparison to a nonsmoker. Nowadays, the health care domain is one of the key
domain where research is going on in the area of knowledge base to predict the
impending risk in a patient and future of a healthy person with bad habits. The
importance of the knowledge base is that it analyzes the data using various tech-
niques. The experts took advantage of using the computerized diagnosis system
where the information draws together in direct as well as indirect form. Earlier the
work is done manually, though the decisions were taken by the help of the
computer-based decision support system. With the improvement in the technology,
the manually collected data problems have solved and now the system acquires the
data which are directly or indirectly related to the physical condition. Today, there
are many health care apps which assist the users as well as the experts for quick
evaluation, thus avoiding uninvited events in ones’ life. The evaluation varies on
the input parameters and the techniques applied for the evaluation. Currently, the
focus is on the flexibility of the conditions with intelligent evaluation. For the
proposed system the highly suitable basis is the fuzzy set theory and the logic. The
concept helps us in the interpretation of the facts with its findings and enhances the
system with the cross diagnosis and estimation of the risk level.

In the proposed prediction system the main focus is on the CVD in relation to
diabetes and smoking (urine nicotine). For testing purpose, the data set from UCI is
used with major eight attributes as shown in Fig. 1. Among these, the major inputs
are eight (inclusion of smoking) with adding together and one is used for the output
purpose.

2 Literature Survey

Phuong et al. [13] illustrated the use of fuzzy logic and its application in the field of
medicine. Oad and DeZhi [10] described the fuzzy-rule-based system for prediction
of heart disease. Neshat et al. [11] proposed a fuzzy expert for liver disorder. Anooj
[1] developed the weighted fuzzy clinical decision support system for the heart
disease risk level prediction. Alessandra Saldanha deMattosMatheus et al. discussed
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the impact of the diabetes on the cardiovascular disease with obesity property in the
patient. Rajeswari and Vaithiyanathan [15] developed heart disease diagnosis
system using fuzzy logic and genetic algorithm. Anbe et al. [9] proposed the fuzzy
set diagnosis system for the valvular heart disease. Kumar and Kaur [17] exem-
plified the fuzzy rules based on the six parameters to predict the heart disease.
Phongsuphap and Pongsupap [18] evaluated the health care policies to assist the
authorities on the basis of the survey data which consists of qualitative as well as
qualitative. The authors surveyed on the epidemiology of the use of tobacco
smoking in the United States. They also emphasized the study of the characteristics
of the nicotine and the clinical applications of medication [6]. There is the corre-
lation with the smoking and the cardiovascular disease as it may be one of the
causes of altered lipid metabolism, increased demand for myocardial oxygen and
blood and many more [20, 21]. In [2, 7], the group of the smokers was studied with
the impact of the serum cotinine levels in smokers as well as in nonsmokers.

3 Cardiovascular Disease Prediction System

The proposed prediction system is based on the fuzzy logic technique which may
feasibly be used to predict the risk level of the CVD in the patients with diabetes
and smoking habits. The preference of the fuzzy techniques is through on the
uniqueness of self-explanatory assessment making procedure. In fuzzy logic, its
effectiveness depends on the formation of the set of acts. The biased predicament
can be unconcerned if the set of acts be capable to form automatically without the
intervention of the experts. According to Table 1 the stages and steps of fuzzy logic
are illustrated, which commence with the preprocessing of the data followed by the

Cardiovascular Disease 
Predic on System

Age
Smoking

Heart Rate

Chest pain Exercise angina

Diabetes

Blood Pressure

Rest electro

Fig. 1 Inputs of the cardiovascular disease risk level prediction system
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fuzzification and the rules generation. Thus the prediction system instigates with the
symptoms performance-based analysis. Further, it will also depict the risk level in
the midst of investigation and lend a hand to the experts to take the suitable decision
at suitable point in time.

Figure 2 demonstrates the steps used in the CVD prediction system. The pre-
processing of the system that consists of patient clinical data pattern to facilitate the
input into the system by converging the data into accessible form, by performing
the data mining to find the missing values (if any), convert it into the permissible
range and significant task is the selection of the attributes which directly or indi-
rectly fatally affect the prediction system. As it’s a nontrivial fact that the data

Table 1 Stages and Steps of Fuzzy Logic

Stages Steps

Preprocessing Mining of the parameters

Fuzzification Define the linguistic variables with their ranges

Construction of the membership functions for input as well as for output
variables

Conversion of crisp data into the fuzzy data sets with the help of
membership functions

Fuzzy rule base Construction of knowledge base rules

Defuzzification Mapping to quantifiable risk

Decision-making Selection of the choice on the basis of the relevant information available

Patient’s Clinical 
Data 

Preprocessing

Mining

Attributes Selection

Fuzzy System

Membership Functions

Test Data

Risk Level

Fuzzy rules Generation

Fig. 2 Proposed fuzzy-based prediction system
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which are not normalized cannot envisage the system procedure. The next step is to
classify the data set in two categories, either suffering from the CVD or not.

The behavior of prediction system is uncertain. The fuzzy system is more
appropriate to handle such type of formless medical events. The fuzzy system
consists of the fuzzifier, fuzzy rules, fuzzy inference engine, and defuzzifier. In the
fuzzification procedure, the crisp data set is to converted into a fuzzy value and the
fuzzifier is the mapping from the data set to the fuzzy linguistic data value—a
realistic approximation which is attained by the membership function. The fuzzy
rule is to get fractioned into two parts as (1) condition and (2) conclusion. The
inference engine interprets the rules logic with the appropriate reasoning, thus
results in the form of the output—risk factor. Finally, the defuzzification is the
reverse procedure of the fuzzification, where the mapping is to done from fuzzy
value to the crisp data value. The system works with the identification of the input
and output variables. Member function is used to characterize the fuzzy system and
the suitable and succinct way is to characterize the member function mathemati-
cally. The significance of the mathematical formula is that it establishes contribu-
tion of the input variable to fuzzy set. The output of the prediction system has to be
defuzzified, that is it has to be converted into a precise quantity, which can be the
logical union of two or more fuzzy membership functions defined on the cardio-
vascular affect world.

The following process is to fuzzify all inputs and outputs and bring close to the
contribution to which these inputs and outputs fit into each of the appropriate fuzzy
sets. In the prediction system, the subsequent process is to discover the weighted
fuzzy rules which have to engender from the various attributes resolution weighted
rules. The method used for the automatic engenders the set of acts that are based on
the structure of the state of fuzzy modals. The decision rules were attained from IF
and THEN fractions of the specific class. These were acquired by converting into
linguistic variables on the basis of the fuzzy membership functions. The first
attribute used is age which is classified into four fuzzy sets (minor, young, adult,
and old). The triangular as well as trapezoidal membership functions are used for
the fuzzy sets. The same place into practice for blood pressure, chest pain, heart
pain, blood sugar, rest electro, affected, and urine nicotine. In this, the fuzzy sets
were separated into three or four levels that as follows.

Age (separated into 4 levels)

Minor Young Adult Old

µminor(x) = 1,
x ε [1,15]
µminor(x) = (18 − x)/
(18 − 15),
x ε [15,18]
µminor[x] = 0,
otherwise

µyoung(x) = (x − 15)/
(24 − 15),
x ε [15,24]
µyoung(x) = (42 − x)/
(42 − 24),
x ε [24,42]
µyoung(x) = 0,
otherwise

µadult(x) = (x − 33)/
(40 − 33)
x ε [33,40]
µadult(x) = (61 − x)/
(61 − 40),
x ε [40,61]
µadult(x) = 0,
otherwise

µold(x) = (x − 54)/
(54 − 40),
x ε [40,54]
µold(x) = (75 − x)/
(75 − 54),
x ε [54,75]
µold(x) = 0,
otherwise
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Chest pain (separated into 3 levels)

Alert Risk High risk

µalert(x) = (x − 1)/(2 − 1),
x ε [1, 2]
µalert(x) = 0, otherwise

µRisk(x) = (x − 2)/(3.5 − 2),
x ε [2,3.5]
µRisk(x) = 0, otherwise

µHighRisk(x) = (x − 3.5)/
(4 − 3.5), x ε [3.5,4]
µHighRisk(x) = 0, otherwise

Blood pressure (separated into 5 levels)

Low Normal Alert High Very high

µlow(x) = 1,
x ε [1,100]
µlow(x) = (120 − x)/
(120 − 99),
x ε [99,120]
µlow[x] = 0,
otherwise

µnormal(x) = (x − 110)/
(121 − 110),
x ε [110,121]
µnormal(x) = (132 − x)/
(132 − 121),
x ε [121,132]
µyoung(x) = 0,
otherwise

µalert(x) = (x − 125)/
(143 − 125),
x ε [125,143]
µalert(x) = (166 − x)/
(166 − 143),
x ε [166-143]
µalert(x) = 0,
otherwise

µhigh(x) = (x − 158)/
(184 − 158),
x ε [125,143]
µhigh(x) = (207 − x)/
(207 − 184),
x ε [184,207]
µhigh(x) = 0,
otherwise

µvery high(x) = 0
x ε [1,157]
µvery
high(x) = (x − 157)/
(186 − 157),
x ε [157,186]
µvery high(x) = 1,
x ε [207,350]

Blood sugar (separated into 5 levels)

Low Normal Alert High Very high

µlow(x) = 1,
x ε [1,65]
µlow(x) = (80 − x)/
(80 − 65),
x ε [65,80]
µlow[x] = 0,
otherwise

µnormal(x) = (x − 71)/
(127 − 71),
x ε [71,127]
µnormal(x) = (139 − x)/
(139 − 127),
x ε [127,139]
µnormal(x) = 0,
otherwise

µalert(x) = (x − 127)/
(155 − 127),
x ε [127,155]
µalert(x) = (167 − x)/
(167 − 155),
x ε [167-155]
µalert(x) = 0,
otherwise

µhigh(x) = (x − 148)/
(155 − 148),
x ε [148,155]
µhigh(x) = (250 − x)/
(250 − 199),
x ε [199,250]
µhigh(x) = 0,
otherwise

µvery high(x) = 0
x ε [1,210]
µvery
high(x) = (x − 210)/
(250 − 210),
x ε [210,250]
µvery high(x) = 1,
x ε [250,500]

Heart pain (separated into 4 levels)

Low Normal High Very high

µlow(x) = 1,
x ε [1,55]
µlow(x) = (71 − x)/
(71 − 55),
x ε [55,71]
µlow[x] = 0,
otherwise

µnormal(x) = (x − 66)/
(73 − 66),
x ε [66,73]
µnormal(x) = (98 − x)/
(98 − 73),
x ε [73,98]
µnormal(x) = 0,
otherwise

µhigh(x) = (x − 87)/
(123 − 87),
x ε [87,123]
µhigh(x) = (123 − x)/
(146 − 123),
x ε [123,146]
µhigh(x) = 0,
otherwise

µvery high(x) = 0
x ε [1,210]
µvery high(x) = (x − 172)/
(198 − 172),
x ε [172,198]
µvery high(x) = 1,
x ε [198,314]

Rest electro (separated into 3 levels)

Alert Risk High risk

µalert(x) = 1, x ε [1] µRisk(x) = 2, x ε [2] µHighRisk(x) = 3, x ε [3]

Affected

µaffected(x) = 1, x ε [1], µaffected(x) = 0, otherwise
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Urine nicotine (separated into 3 levels)

Alert Risk High risk

µalert(x) = (x − 225)/
(243 − 225),
x ε [225,243]
µalert(x) = (366 − x)/
(366 − 243),
x ε [366-243]
µalert(x) = 0,
otherwise

µhigh(x) = (x − 358)/
(384 − 358),
x ε [358,384]
µhigh(x) = (507 − x)/
(507 − 384),
x ε [384,507]
µhigh(x) = 0,
otherwise

µvery high(x) = 0,
x ε [1,557]
µvery high(x) = (x − 557)/
(786 − 557),
x ε [557,786]
µvery high(x) = 1,
x ε [631,1473]

4 Proposed Algorithm

In this paper, we have used the conception of the fuzzy logic and establish the
appropriate weights by normalizing the data set according to the derived fuzzy said
rules. These normalized data sets are used to predict the risk level in any human
being of cardiovascular disease with the impact of diabetics and/or smoking. These
will also recognize the approximate acceleration of the disease in the case of
smoking. The nicotine factors are included but a common value is considered
instead of the type of smoking (cigarette, cigar, bidi, or huka). We have used the
above rules and test it using the functions in SciLab.

Proposed Algorithm:

Step 1 [Preprocessing]
Normalized the given data set with respect to the input parameters fuzzy
rules described in the Sect. 3. Let (F1, D), (F2, S), and (Ff, C) are the fuzzy
sets, where (F1, D) denotes the domination of the diabetics among the
patients and (F2, S) denotes the domination of smoking among the patients
data sets and (Ff, D) is defined as (Ff, D X S), where Ff (a, b) = F1(a) ñ
F2(b), 8a ε D and 8b ε S and ñ is the fuzzy intersection operation of two
fuzzy sets.

Step 2 [cardinal set]
Discover the cardinal set from the preprocessed data in Step 1.

Step 3 [Approximation Function]
Congregate the multiple aggregation functions of the symptoms to a single
fuzzy set using the following

1
Sj j
X

x2S
lcCc xð Þlcc xð Þ pð Þ
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where S is the set of symptoms and p represents the patients with the
membership and cardinal functions.

Step 4 [Decision-Making]
Finally, the maximum value has to be selected from the result obtained by

ei ¼
Xn

j¼1

pij

where i represents the signs and j represents the patients affected by that
sign.

Thus, the sum of the ith row is represented by ei and Pij indicates the symptoms
in which si dominates all the other patients. This will alarm the experts to take the
appropriate action immediately.

The above algorithm is to apply on the data set with and without the diabetics as
well as the urine nicotine (to find the consequence of smoking), in order to find out
the impact of one of the cardiovascular disease. First, we applied the algorithm on
the normal data set (data set of the patients with no diabetics and no smoking).
Second, the algorithm is applied to the data where the patients are having sugar
level (data set of the patients with the diabetics). Third, it is applied on the patients
who used to smoke only (data set of the patients not having the diabetic but
presence of the nicotine (smoking)) and lastly it is applied to the data of the patients
with diabetic and nicotine (smoke). Thus, the algorithm determines the impact of
the smoke on the cardiovascular disease with diabetics in the patients. This will not
only predict the risk in the patient’s life but also supports the experts to take the
right and acceptable decision on time so that a person can save his/her precious life
and can change the lifestyle accordingly. For this, the experts may treat them (if
required) by means of counseling or proper medication.

5 Result Analysis

We applied the algorithm in SciLab on the normalized data set. Graph 1 represents
the four responsiveness of the algorithm on the UCI data set of cardiovascular
disease (in all 209 tuples in the data set, thus 209 patients are considered) which
enhanced with the urine nicotine used to measure the smoking factor in the patients.
The normal data stands for the input variables except the blood sugar (diabetic) and
urine nicotine (smoke). Similarly, the diabetic data set contains the blood sugar,
smoke data set consists of the urine nicotine, and diabetic and smoke data set
comprise the blood sugar as well as the urine nicotine. Graph 1 represents the
normal data (green color), smoke data (red color), diabetic data (light blue color),
and smoke and diabetic data (dark blue color). By comparing the facts that diabetic
data is more prominent and when it is enhanced with nicotine factor the risk level is
at the highest level. The result is evidence for patients accelerating the chances of
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occurrence of the CVD who were not having the CVD initially. Thus, the diabetic
and smoke factors augment the risk level of the cardiovascular disease in the
patients who even do not have initially the CVD disease. For example, the patient
P65 is not affected with the cardiovascular disease but when diabetic as well as
smoke factors added the risk factor increased from 1.87 units to 4.26 units with the
diabetics and enhanced to 4.63 units when smoking factor added with the diabetics.
This illustrates the impact of the diabetic which enhanced it with the additional
factor of smoking. This implies that smoking accelerates the risk factor of car-
diovascular disease in any human being if he/she is not having the problem at
present. On the other hand, the patient is suffering from CVD with the initial value
approximately 2.7 augmented to approximately 5.3 with acceleration in the
weighted values in presence of the blood sugar and nicotine.

Graph 2 represents the result after the applicability of Step 3 of the algorithm.
The approximation function demonstrates the enhancement in the number of
patients from normal to risk and risk to high risk factor and more specific the
number of the patient with CVD disease increases (earlier it was 117 which were
not having the disease, but after the diabetic and with the impact of smoke it
remains only 37 who were not yet affected with the cardiovascular disease). This
implies that the high risk and risk patients were increased in the ratio of 17.9%,
65.21%, and more observing is 128.88% to the person who was not having the

Graph 1 Representation of the normal data, diabetic data, smoke data, and diabetic and smoke
data
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disease. In the above prediction, the weights of the other input factors were also
considered and found that were more prominent with the inclusion of the blood
sugar and urine nicotine. Hence, there is a leap in the increased percentage of
patients with the risk and not of high risk. This demonstrates that the blood sugar
(diabetic) and nicotine (smoke) comprise massive adverse impact on the other
factors too. The result congregates the multiple aggregation functions of the
symptoms to a single fuzzy set.

Graph 3 represents the patients’ who were are at high risk and want an imme-
diate medication. This is the result of Step 4 of the proposed algorithm. The
detection of the enhancement in the patient status is based on the multiple-input
sign data set. The Step 4 sums up the entire row, and then the difference is to
calculate between the row sum and the column sum, in order to find the sign

Graph 2 Number of patients at various stages with respect to data

Graph 3 The top 10 affected patients
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overriding on the others. The results showed that the nicotine values were more
prominent in the case of the patients with high sugar level. Thus, it is very clear that
if a patient is having diabetic, the smoking accelerates the cardiovascular disease.
The graph illustrates the top 10 affected patients’ records only. It exhibits the
amount of the percentage nicotine overrides the blood sugar in respect to the blood
pressure, chest pain, angina, report of the electrocardiogram, and heart rate.

6 Conclusion

The concept is used of fuzzy theory which is very effective to handle the dynamic
situations because of its characteristics. The proposed algorithm is designed to
handle the multiple observations of the input variables which may or may not have
the uncertain behavior. The algorithm dealt with the aggregation of the various
observation functions based on the observed variables with and without the nicotine
(smoke) factor inclusion and finally concludes with the recognition of critical
patients who need immediate medication. This will not only facilitate the experts
but also helps out in the prediction of the cardiovascular disease on the basis of the
current lifestyle of the patient. At last, maybe our experiments results considered to
be the starting point for the formation of the fuzzy prediction system for the
evaluation of the cardiovascular risk where nicotine is one of the accelerating
factors.

The limitation of the paper is of the data considered to be static. In reality, the
data is of cumulative nature which augmented in due course time, if appropriately
not assessed. Thus, the results will be more worst if the nicotine level amplifies in
the body.
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An Integrated Fault Classification
Approach for Microgrid System

Ruchita Nale, Ruchi Chandrakar and Monalisa Biswal

Abstract In this paper, a moving windowing approach-based integrated fault
classification algorithm is proposed for microgrid system. In a microgrid system,
the nonlinear operation of control devices connected to distributed generation
(DG) imposes problem for identifying the exact faulty class. In order to mitigate
this issue, an integrated moving window averaging technique (IMWAT) is pro-
posed. The method utilizes current signal at the line end. In this technique, first, the
decision of the fault detection unit (FDU) is analyzed and based on that fault class is
detected. The FDU uses the conventional moving window averaging technique.
Different logics are framed to identify the symmetrical and unsymmetrical faults.
The method is tested on a standard microgrid network and obtained results for
different fault cases prove the efficacy of the proposed method.

Keywords Close-in fault � Fault classification � High resistance fault � Microgrid
system � Moving window averaging technique � PV system

1 Introduction

Microgrid system is emanating as a primary part of distribution network owing to
the technological advancement in distributed generation (DG) system [1–6]. It
consists of various renewable energy sources such as wind power, fuel cells, and
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photovoltaic cells providing a means to reduce greenhouse gas emissions and to
supply clean and continuous power. These DG sources can be employed near loads
for reliable power supply as it decreases the power transmission losses and
enhances the energy efficiency of the power system [7–9]. Microgrids can be
operated in two modes, i.e., when connected to grid and also when it is isolated
from the main grid (islanded mode). The most significant feature of microgrid is its
ability to operate in autonomous mode when there is fluctuation in voltage, devi-
ation in frequency or when there is a fault in main grid. Hence, ensuring continuity
of supply to critical loads. Enhanced service quality, improved reliability, and
efficiency are the common advantages offered by the microgrid [10]. However,
usage of different types of DG for generation of power poses challenges for
operating, integrating, controlling, and protecting the microgrid [11–16].

Fault detection is an essential and critical issue in microgrid system because of
the nonlinear operation of control devices connected with renewable sources and
due to the wide variation in fault current magnitude in different operating modes
such as grid-connected mode and islanded mode. Also, the presence of different
types of DGs affect the magnitude of fault current. Owing to high penetration of
inverter interfaced DG protection of microgrid is a tedious task. The contribution of
fault current by inverter interfaced DGs is limited to two to three times the rated
current [17].

Different solutions have been provided by different researchers to detect and
classify the types of fault in microgrid system. The diagram of a general fault
classification algorithm used in protective relay is provided in Fig. 1. In this dia-
gram, the basic procedure for fault classification function performed by relay is
presented. With the help of fault generated voltage and current signal, different
sequence components are calculated and the relative angle between two quantities
are used to estimate the exact faulty phase.

In [18], two new fault classification logics are proposed to identify the accurate
faulty phase in microgrid system. The first method is based on voltage angle and
magnitude and the second method used voltage angle to identify the fault class.
A new approach-based on optimal wavelet functions is proposed to detect the exact
faulty class and reported in [19].

In this paper, a new method is proposed. The method operates on the basis of
two integrated logics. This IMWAT method overcomes the drawbacks of existing
moving window averaging which fails to work correctly during high resistance
fault, nonlinear operation of control devices connected to wind turbines, switching
of nonlinear loads, and mode changing operation of microgrid. The proposed
method is tested on a standard microgrid system, i.e., Aalborg distribution system
model. The power system model is developed in EMTDC/PSCAD environment.
The response of the method is verified for different symmetrical faults, unsym-
metrical fault, high resistance fault, close-in fault, switching of nonlinear loads, and
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different operating modes. From the analysis report, it is confronted that the pro-
posed method is able to identify the exact faulty phase within half-cycle time period
from the instant of fault occurrence and the decision time is fixed irrespective of the
system and fault conditions.
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The main body of the paper is organized as follows. In Sect. 2 fault classification
based on IMWAT approach is described. Next, simulation results for different test
conditions are provided in Sect. 3. The conclusion of the paper is provided in
Sect. 4.

2 Fault Classification in Microgrid

2.1 Moving Window Averaging Technique

During transient phenomenon or fault scenarios, the average of one window current
signal is a non-zero quantity. With suitable threshold value exact fault detection is
possible. In this work, a moving window averaging technique based on fault
detector unit is considered for processing the fault classification task using IMWAT
technique.

Using moving window averaging technique, the magnitude of one cycle current
samples can be modeled as

iMWðsÞ ¼ 1
N

Xs

p¼s�Nþ 1

iðpÞ ð1Þ

where s is the sampling instant, p is the instantaneous sample, and N is the number
of samples per cycle.

The relation in recursive form can be represented as

iMWðsÞ ¼ iMWðs�1Þþ iðsÞ�iðs�NÞ ð2Þ

Using (2), a fault detector is developed in the proposed method. The decision of
the FDU is employed in the classification algorithm to classify the exact faulty
phase in microgrid system. From the several advantages, detection capability during
high resistance fault is a unique feature of moving window averaging technique.
Under far-end high resistance fault, the faulty phase current will be very less and
can be in the same order as healthy phase. Even though the scenario is rare, but with
the arrival of such an event, moving window averaging technique will fail to detect
exact faulty phase within the stipulated time period. Such a case is undesirable and
degrade the performance of protection function. From the study, it is observed that
under faulty condition, the amplitude of affected phase moving window average
value is more as compared to other phases if an observation is drawn on the basis of
a fixed half-cycle calculated value just after fault inception. This unique feature can
be incorporated for the detection of exact faulty phase in microgrid system. In order
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to further enhance the reliability of relay, an integrated approach-based fault clas-
sification technique is devised that integrates the decision of FDU along with other
computed paradigms which are described in the next section.

2.2 IMWAT Algorithm [19]

The proposed algorithm for classification of faults is as follows:

(1) The value of iMW is computed using Eq. (1) by considering current sample for
one cycle.

(2) Using recursive update formula mentioned in Eq. 2, value of iMW for each
phase is calculated.

(3) For detection of faults, threshold (bt) is chosen to prevent false operation of
relaying. For any further deviation above the threshold value, the threshold
counter (j) counts 1. Each counter is provided for each phase.

(4) Check if jiMWj � bt

If yes, j = 1, otherwise 0. Then jnew = jold + 1.
Then threshold counter continues to evaluate for consecutive three samples. If

any time j = 0 comes in-between counter again reset to zero otherwise continue
counting.

If jnew = 3, FDU = 1 otherwise 0.
The aforementioned process is performed for the fault detection task in three

phases. FDU is reset to zero once the fault is detected. Next, the further steps of
fault classification are evaluated and are explained below.

(5) Next the residual current through the ground can be calculated using formula,

igðsÞ ¼ ðjiaðsÞþ ibðsÞþ icðsÞjÞ ð3Þ

In (3), ia, ib, and ic represent the instantaneous current for phase a, b, and c,
respectively. ig aids in distinguishing ground fault from phase fault.

(6) Along with fault detection, the developed fault classification algorithm evalu-
ates, jiMW aj; jiMW bj; jiMW cj; the summation and difference of two-phase
moving sum current based on continuous half-cycle considering from the
moment of occurrence of fault.

For example, the fault is detected at sth sample, so the proposed method initiates
computing above data from (s − 2)th to (s + 7)th sample. The observation duration
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is kept as half-cycle for better comparison and correct classification of different
faults.

The computational procedure of consecutive phase summation and difference are
provided below.

MSabðsÞ ¼ jjiMW aðsÞjþ jiMW bðsÞjj
MSbcðsÞ ¼ jjiMW bðsÞj þ jiMW cðsÞjj
MScaðsÞ ¼ jjiMW cðsÞjþ jiMW aðsÞjj

Similarly,

MDabðsÞ ¼ jjiMW aðsÞj�jiMW bðsÞjj
MDbcðsÞ ¼ jjiMW bðsÞj�jiMW cðsÞjj
MDcaðsÞ ¼ jjiMW cðsÞj�jiMW aðsÞjj

For each calculated value of ig, jiMWj,MS, andMD a data matrix of size 10 � 10
is devised. Suppose the data matrix of size n x n is denoted by Dnn, where n is equal
to 10. Dnn can be expressed as,

Dnn ¼

D11 :: :: Dn1

:: :: :: ::
:: :: :: ::
:: :: :: ::
:: :: :: ::
D1n :: :: Dnn

2
6666664

3
7777775

where D11 = ig1, D 21 to D n1 are jiMWa j1; jiMWb j1jiMWc j1,

MSab1 ;MSbc1 ;MSca1 ;MDab1 ;MDbc1 ; and MDca1 :

(7) From each column indices are selected. For example, the maximum value in
column 1 is f1 which denotes the maximum of ig from a data matrix of size 10.
As the calculated values are not constant so direct comparison is not possible,
hence index values are selected.

Similarly, f2 = maxim ðjiMW ajÞ, f3 = maxim ðjiMW bjÞ, f4 = maxim
ðjiMW cjÞ, f5 = maxim ðMDabÞ, f6 = maxim ðMDbcÞ, f7 = maxim ðMDcaÞ, f8
= maxim ðMSabÞ, f9 = maxim ðMSbcÞ, f10 = maxim ðMScaÞ.The different indices
are represented as f1 to f10 that will compare among each similar group with
minim, maxim function. Rules for each fault type is developed and is given in
Table 1.
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As mentioned in Table 1, if all the rules (rule 1,2 and 3) are satisfied at the same
time for any fault in the line for which AND logic is applied then a particular fault
case is recorded. For example, a fault occurred with f 1� bt, AND minim (f5, f6,
f7) = f6 AND minim (f8, f9, f10) = f9 then output is 1, i.e., a-g fault. To avoid
ambiguity in decision of the relay during single-line-to-ground and
double-line-to-ground fault two different functions are utilized. In
double-line-to-ground fault both minim and maxim function is used, whereas in
single-line-to ground fault only minim function is employed. Hence, Table 1
indicated that a secure fault classification algorithm can be devised using integrated
moving sum technique.

3 Simulation Results

The performance of the proposed technique is evaluated by considering a standard
microgrid system shown in Fig. 2. It is a part of a distribution network, owned by
Himmerlands Elforsyning, in Aalborg, Denmark. The system consists of three wind
turbine generators and one combined heat and power plant unit. Generator data, line
data, and grid data are considered from [20]. To test the efficiency of the proposed
fault classification approach in the presence of various types of distributed gener-
ation units, the system is modified by replacing DG3 with photovoltaic (PV) system
at bus 14. The nominal power generation of DFIG wind turbine generator and PV is

Table 1 Fault classification logic

Fault Type Logic-1 Logic-2 Logic-3 Logic Output

f1 minim (f5, f6, f7) minim (f8, f9, f10)

a–g � bt f6 f9 AND 1

bg f7 f10 2

c–g f5 f8 3

minim (f5, f6, f7) maxim
(f8, f9, f10)

ab–g � bt f5 f8 AND 4

bcg f6 f9 5

cag f7 f10 6

minim (f2, f3, f4) minim (f5, f6, f7)

ab � bt f4 f5 AND 7

bc f2 f6 8

ca f3 f7 9

abc f2 � bt AND f3 � bt AND
f4� bt

10

An Integrated Fault Classification Approach for Microgrid System 47



2 MW and 630 kW, respectively. The simulation of the given network is performed
in EMTDC/PSCAD. MATLAB software is used for logic development and the
response of the technique is evaluated for different fault cases such as unsym-
metrical and symmetrical faults, high resistance faults, close-in faults, nonlinear
switching of load, and change in operating mode of microgrid system. The obtained
results from each case are described below.

3.1 Single-Line-to-Ground Fault (LG)

In distribution system, LG faults are frequently occurring faults. To assess the
potential of the proposed technique, a-g fault is simulated considering 5 X as the
fault path resistance at 0.3 s in-between bus 10–11. The response of both fault
detector unit and IMWAT are presented in Fig. 3. The computed absolute values of
the average of one window current signal for each phase are shown in the figure.
For phase-a, the measurement for three consecutive computed values is greater than
the threshold, then the Counter (j) is set to 3. Hence, the output of FDU for all the
three phases is [1, 0, 0] at 0.303 ms and is depicted in Fig. 3(b). So, the algorithm
takes 3 ms to detect the fault using IMWAT. The proposed method further eval-
uates the value of ig, MD, and MS as shown in Fig. 3. From the plots, it is noticed
that f1 � bt AND minim (f5, f6, f7) = f6 AND minim (f8, f9, f10) = f9. Since all
the conditions for a-g fault scenario are satisfied concurrently, the decision provided
by relay is 1 which is correct.
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12 13 147

L-7

8

L-8

9

L-9

10

L-10

11

L-11

6

5

CB

PCC 

L-5

Grid

CB

CHP

R

Fig. 2 Standard distribution network
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3.2 High Resistance Double-Line-to-Ground Fault

Next, to observe the response of proposed IMWAT technique for high resistance
double-line-to-ground fault scenario, ab-g fault is created in-between bus 10–11
with a fault resistance of 150 Ohm. Fault is created at 0.3 s. The performance of
relay for fault detector unit and proposed method is recorded and is depicted in
Fig. 4. During far-end high resistance fault condition, the response of FDU for each
phase is “1”. As a consequence, the decision interpreted by the relay is incorrect.
Hence, the information provided by moving window averaging approach is not
adequate for correct faulty phase selection. In order to achieve the exact
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classification of faults, the performance of moving window average-based FDU can
be enhanced by employing the proposed IMWAT technique. So, by the integration
of various proposed logics, the relay provides decision as “4”, i.e., ab-g fault which
is correct.

3.3 Double Line Fault

For the simulation of double line fault to observe the response of the proposed
method, a b–c fault in-between bus 10–11 is created at 0.3 s. The fault resistance is
considered as 5 Ohm. The response of the FDU and the proposed method are
shown in Fig. 5. From the response of FDU it is cleared that, FDU only detects the
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phase-c for b–c fault scenario. But the output of the proposed method is “8”, which
indicates the occurrence of b–c fault in microgrid system.

3.4 Close-in Fault

Close-in faults are more severe because the higher fault current magnitude deteri-
orates the performance of current transformer. So, relay finds more challenge during
close-in fault. To simulate this condition, three-phase fault is simulated in-between
bus 10–11 at 0.3 s. The fault resistance is 2 Ohm. By moving sum approach fault is
detected at 0.303 s I all the three phases. The output of FDU for all the three phases
will be [1]. From Fig. 6, f1 � bt AND f2 � bt AND f3 � bt AND f4 � bt this
provides an output of 10, i.e., three-phase fault by IMWAT approach. Therefore,
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the algorithm can correctly classify close-in three-phase fault which is clear from
the result.

3.5 Fault During Switching of Nonlinear Load

The application of electronic gadgets such as personal computer, laptop, printers,
uninterrupted power supply, and music instruments, the generation of harmonics in
distribution level is more. This may lead to false operation of fault classification
algorithm. So, to verify the impact of the proposed method during switching of
nonlinear loads, a 0.5 MW three-phase diode rectifier with resistive load is switched
on at 0.3 s. At the same time, c-g fault is created in the line between bus 10–11.
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As depicted from the output response of the proposed method shown in Fig. 7, the
switching of nonlinear load has no significant effect on the proposed method.

3.6 Fault During Different Operating Modes

All the abovementioned results are provided for grid-connected mode. So, to verify
the response of the proposed method during islanding mode, the PCC bus breaker,
i.e., CB-4 is kept open. For this islanding case, an a–g fault is created at 0.305 s.
The response of the proposed method for this case is shown in Fig. 8. From this
figure, it is clear that the response of the method is also accurate for islanded mode
as the final output by IMWAT technique is “1” which is correct.
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So, the response of the method is verified for different critical cases and it is
noticed that within one cycle time period accurate decision can be drawn irre-
spective of the critical operating conditions of fault and system.

4 Conclusion

Exact fault type selection is a challenging task in microgrid system due to the
incorporation of renewable sources in the existing passive distribution network. The
nonlinear operation of control devices, switching of nonlinear load ad changing
mode of operation from grid-connected mode to islanded mode is the typical critical
operating condition of microgrid system during which relay find challenges in
discriminating the fault types. The other fault conditions such as close-in fault and
high resistance fault may degrade the performance of existing protective relay
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algorithms. To mitigate this technical and fault generated issues, a new integrated
approach is proposed in this paper. In the integrated approach, the output of moving
window averaging-based FDU is incorporated in the fault classification logic to
obtain accurate decision. For ground fault detection residual current through ground
s computed. Different indices are calculated for the fault class selection. The
response of the proposed method is verified for various cases. It is observed from
the results that within half-cycle time period exact fault type selection is possible in
microgrid system.
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Role of Data Analytics in Human
Resource Management for Prediction
of Attrition Using Job Satisfaction

Neerja Aswale and Kavya Mukul

Abstract The reputed management publications like Harvard Business Review
(HBR) have started stressing upon the emergence of data-driven management
decisions. The enhancing investments in data and analytics are underlining the
aforementioned emergence. According to International Data Corporation, this
investment is expected to grow up to $200 billion by 2020. In such a data lead
management world collecting, managing, and analysing the human
resources-related data becomes a key for any rather every organization. Human
resource analytics is changing into necessary as strategic personnel designing is the
need of the hour and helps organizations to investigate each side of HR metrics. HR
analytics could be a holist approach. According to KPMG—India’s Annual
Compensation Trends Survey 2018–19 the average annual voluntary attrition across
sectors is 13.1%. This is a considerably high percentage. Hence, antecedents
leading to attrition are needed to be explored in order to propose appropriate HR
policies, strategies, and practices. In relevance to these facts, this study focused on
proposing a data-driven predictive approach that examines the relationship between
the attrition (dependent variable) and other demographic and psychographic inde-
pendent variables (Antecedents). The present study found that there is a strong
relationship between job satisfaction and attrition. Further, there is a higher prob-
ability that the employees having work experience between 0–5 years may leave
the organizations. Such data-based outcomes may offer help to HR managers in
addressing the problems like attrition which intern may increase ROI. Thus, this
paper underlines the emergence and relevance of analytics with special reference to
human resource management domain.

Keywords Analytics � Human resources management � Attrition � Job satisfaction

N. Aswale (&) � K. Mukul
MIT School of Technology Management, Vishwashanti Marg, Rambaug Colony, Kothrud,
Pune, Maharashtra 411038, India
e-mail: neerjaaswale@gmail.com

K. Mukul
e-mail: kavya.mukul21@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
N. Sharma et al. (eds.), Data Management, Analytics
and Innovation, Advances in Intelligent Systems and Computing
1042, https://doi.org/10.1007/978-981-32-9949-8_5

57

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_5&amp;domain=pdf
mailto:neerjaaswale@gmail.com
mailto:kavya.mukul21@gmail.com
https://doi.org/10.1007/978-981-32-9949-8_5


1 Introduction

The emergence of technologies has changed the way the business domains used to
be operated. Taking these developments into consideration it has become important
to accept that the various business functions have started deploying the techno-
logical advancements. The human resources management is no longer an exception
to this phenomenon. Therefore, the “Human resource analytics (HR analytics) is a
vicinity in the subject of analytics. The HR analytics refers to application of analytic
techniques to the functions of human resource department. The major emphasis of
HR department is to achieve enhanced productivity by increasing individual per-
formance of the employee. The increased individual performance will subsequently
result into a higher return on investment.” The modern philosophy of human
resource management has shifted focus from Human resources to Human Capital.
This has added roles and responsibilities of HR professionals. The modern HR
professionals are suppose to predict futuristic standpoints to the organization using
analytics. This shift demands proper exploration, examination, and evaluation of
individual performances. This approach will further help for talent management
practices that focuse on retention and acquisition of human resources. In such cases,
the data-based evidence would help HR managers in designing the HR strategies.
These evidence/trends can be analyzed using analytics that includes application
modern business analytics techniques like data mining to human resources data. In
continuation to this introductory insights the next section details about the need for
using HR analytics for strategic HR decision-making. Further, it also informs about
studies conducted in HR domain for understanding the application of HR analytics.

Being a multidisciplinary method, HR analytics combines methodology that
improves the people-related selections to enhance person and company’s perfor-
mance. HR analytics is also known as people analytics, workforce analytics, and
talent analytics. The HR analytics introduces high-end predictive modeling
approaches that forecast the effect of changing the policies. Further, the HR ana-
lytics has become an integral part of human resources functions like recruitment,
training, development, succession planning, compensation, benefits, retentions, and
engagement. Traditionally, analytics is being used to focus on the rate of turnover
and the cost of hiring. Using complex statistical analyses, HR analytics enables
corporations to measure the business impact of people policies and predicts the
future of the workforce. This allows managers to measure the relationship between
financial performance of the organization and the human resource practices.

Muscalu and Serban [1] examined the relevance of HR analytics for strategic
human resource management. The authors deployed HCM: 21 model to know the
effectiveness of the department. Momin and Taruna [2] reported that the growing
HR-related problems such as succession planning, recruitment, and employee
retention. Sujeet et al. [3] mentioned that Human Resource Predictive Analytics
(HRPA) was found useful for all HR functions. Bindu [4] conducted a review
emphasizing on HR analytics skills and as a result of focus group discussions
reported that bad records would lead to negative HR analytics, whereas business
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analytics provides a multidimensional method toward constructing effective HR
strategies [5]. Globcon Technologies Pvt. Ltd [6] reported that application of HR
analytics has opened emerging niche areas in HR analytics as certain specific
problems get addressed by means of HR analytics. Rajbhar et al. [7] concluded that
HR analytics helps in improving workers overall performance in a team. This study
also mentions that HR analytics can be used for increasing the productivity. Shweta
[8] concluded that applying analytic procedures to the human resource data help in
enhancing worker performance and consequently getting a higher return on
investment.

2 Methodology

It was observed during literature review that the role of HR analytics is very well
explored in developed countries and hardly explored for developing countries like
India. Further, the practical relevance of HR analytics is hardly explored. Even
though these study mentioned about relevance of HR analytics, a few studies have
explored a specific phenomenon like attrition. This has created a scope for the
present study that emphasized on attrition and explored the various factors related
to this phenomenon. To have a systematic approach this study defined certain
research objectives. These objectives are as follows:

(a) To study the factors affecting attrition.
(b) To predict the factors influence attrition.
(c) To identify factors affecting job satisfaction.
(d) To make recommendations for retention of employees on the basis of analysis.

H0: Attrition is directly co-related to job satisfaction.
H1: Attrition is not directly co-related to job satisfaction.

HR analytics is defined as “a method for evaluating and understanding the causal
relationship between HR practices and overall performance results of organizations
(such as client satisfaction, sales, or profit)”. It also helps in supplying authentic and
reliable foundations for human capital choices for integrating enterprise strategy
and performance. This integration could be achieved using statistical strategies and
experimental tactics based on various metrics of efficiency, effectiveness, and
competitive advantage. Therefore, this section details the relevance of using data
analytics for the HR functions. The prime advantages reported by the past
researchers are as follows:

(a) HR analytics is affordable and provides the data-based evidence for both
strategic and operational decisions.

(b) The enhanced technological advances also provided the access to big data
related to human resource which makes use of HR analytics relevant.
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(c) It also helps in tackling the global talent warfare by enhancing both talent
acquisition and retention.

Further, there are three levels prominently used for analysis :

I. Descriptive: Descriptive HR analytics reveals and describes relationships.
This type of analysis compares the present scenario with historical data
patterns in order to generate insights. It consists of dashboards and score-
cards; team of workers segmentation; statistics mining for main patterns; and
periodic reports. Traditional HR metrics are mostly successful metrics
(turnover rate, time to fill, value of hiring, volume employed and trained,
etc.). The predominant center of attention is on cost reduction and process
improvement.

II. Predictive: Predictive analysis covers an array of techniques (statistics,
modeling, information mining) that use present day and historical facts to
make predictions about the future policies, strategies, and practices. It deals
with identifying probabilities and dealing with the elements of risk. The
human capital (people) leverage intangible belongings to enhance employer
performance, and hence the impact of various factors on human capital need
to be explored. The predications related to such explorations may result in
typical profiles and trends. These profiles and trends may be used for
strategic human resources management decisions.

III. Prescriptive: Prescriptive analytics is used to analyze complicated facts to
predict outcomes, provide resolution options, and exhibit desire impacts. The
technique deals with reporting of HR metrics and prescriptive modeling of
commercial organization practices. It involves in understanding the impact of
knowledge of investments on the bottom line. Such kind of scenarios is rare
in case of HR domain.

Taking the aforementioned logic into consideration this study used predictive
approach in order to understand the relationship between attrition and job satis-
factions in a better way. This study used a sizeable data set related to HR domain
(fictional) created by IBM scientists.|The data set consist of 1470 data points and 35
variables. This data is specifically used for analysis of various HR-related attributes.
The statistical tools like Statistical Package for Social Sciences (SPSS) and
Microsoft Excel were used for analysis.

3 Data Analysis

The prime objective of this study was to identify the predictive indicators for
identifying the typical profile of the employees who have left the organization. In
order to develop these indicators, the data was divided into the employees left the
organization (237) and still working in the organization (1433). This classification
is presented as a Graph 1.
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From the analyzed data it can be concluded that out of the total 1470 employees
16% employees have already left the organization. This number is 237 employees.
The typical characteristics or behavioral pattern or the predictive indicators were
identified on the basis of the employees who have left the organization.

Further, in order to identify the predictive indicators, the response or the char-
acteristics of employees who left the organization were taken into consideration.
The frequency analysis conducted for determining the predictive indicators is
presented in Tables 1 and 2. Table 1 details about the factors related to an indi-
vidual whereas Table 2 represents the prominent organizational factors identified
by the researcher.

4 Individual Factors

The analysis presented in Table 1 indicates that the tendency to leave the organi-
zation is significantly higher among males, trainees, and unmarried employees.
Further, it is moderate among sales representatives and people having life sciences
as educational background. It is also there among lab technicians and people
belonging to age group 31–35.

Similar kind of analysis is done for the organizational factors.

5 Organizational Factors

Researcher had observed that out of 20 factors, certain factors significantly influ-
ence the rate of attrition which are performance rating, years in current role, total
years at company, years since last promotion, traveling in job, stock level, and
percentage hike in salary. Further, the attrition may occur because of work–life

237

16 %

1433

83 %

Frequency %(Yes) Frequency %(No)

Analysis 
Frequency %(Yes) Frequency %(No)

Graph 1 Classification of the employees
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balance, overtime, no. of companies worked, training time last year, years with
current manager, total working experience, total working years, distance from
home, job involvement, job satisfaction, environment satisfaction, and relationship
satisfaction. Tables 1 and 2 are graphically represented as Graph 2.

Table 1 Individual factors Category Frequency Percentage

Gender (Male) 150 63

Job level (Trainee) 143 60

Marital status (Unmarried) 120 51

Department (Sales) 92 39

Education field (Life sciences) 89 38

Designation (Lab technician) 62 26

Age group (31–35) 60 25

Table 2 Organizational factors

Category Frequency Percentage

Performance rating (Excellent) 200 84

Years in current role (0–5) 184 78

Total years at company (0–5) 162 68

Years since last promotion (0–1) 159 67

Travelling in job (Rarely) 156 66

Stock level (0) 154 65

Percentage hike in salary (10–15) 150 63

Work life balance (Better) 127 54

Overtime (Yes) 127 54

No. Of companies worked (1) 98 41

Training time last year (2) 98 41

Years with current manager(0–1) yrs 96 41

Total working experience (0–5) 91 38

Total working years (0–5) 91 38

Distance from home (0–5) km 87 37

Job involvement (High) 87 37

Job satisfaction (High) 73 31

Environment satisfaction (Low) 72 30

Relationship satisfaction (High) 71 30

Relationship satisfaction (Medium) 45 19
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6 Hypothesis Testing

In order to test the hypotheses, correlation analysis is used. The results of
hypothesis testing indicate that attrition and job satisfaction are strongly co-related.
(Table 3)

Hence, from the above co-relation matrix, we can conclude that hence Ho
Hypothesis is proved.

7 Multiple Regressions for Predictive Analysis

After confirming the impact of job satisfaction on attrition, the next step was to
identify the parameters that impact the job satisfaction among the employees who
left the organization. In order to identify these factors, the job satisfaction was
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Table 3 Results of
hypothesis testing

Attrition Job Satisfaction

Attrition 1

Job satisfaction 0.903481126 1
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treated as a dependent variable and 33 factors related to employees who left the
organization as independent variables. The results of multiple regression are pre-
sented in Table 4.

In order to check the predictability of the factor, the multiple regression matrix
was used. The threshold value for treading a factor as a predictive < 0.15 (Table 5).

From the above data, it is observed that four factors who have values less than or
equal to 0.15 can be used to predict the job satisfaction. These factors are over time,
stock option level, total working years, years at company, years with current
manager. These predictors can be used for predicting the existing employee’s
tendency to leave the organization. Further, this will help the HR manager to design
better strategies. The probability predications are presented in Table 6.

8 Probability Prediction for Attrition

From the above Table 7, it can be predicted that the employees who have been
working for 0–5 years may leave the organization for growth, as the similar trend
was observed with the employees who left the organization. This analogy can be
applied for other factors like overtime years with current manager and total working
experience.

Table 4 Details of regression analysis

Regression statistics parameter Details

Multiple R 0.339554231

R Square 0.115297076

Adjusted R Square 0.055249366

Standard error 1.086733162

Observations 237

Table 5 Results of ANOVA

ANOVA df SS MS F Significance F

Regression 15 34.01409675 2.2676065 1.920091 0.022485206

Residual 221 260.9985615 1.180989

Total 236 295.0126582
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9 Conclusion

Researchers have observed that there is a strong relationship between the job sat-
isfaction and attrition and failing of which it may lead to attrition. The employees
will be satisfied with the organization when the company offers an interesting job,
good policies, benefits, compensation. Hence, the management need to have an
appropriate HR mechanism to deal with this.

The practice of overtime may be perceived as the source of additional income
and a factor that may lead to physical stress. Further, it may exhaust the employees
and may inversely affect the efficiency. From the data, it is ascertained that 54% of
employees have left the organization due to overtime as one of the factors and it
could be predicted from the analysis that 23% of employees may leave the
organization.

Employees own a share in the company’s success with stock option plans offered
them a sense of belongingness. Holding of a stock automatically makes employees
a contributor to the profit and loss of the company. The researchers have noticed
that 65% of the employees who resigned were not owning stocks of the organi-
zation. This tendency may influence 39% of existing staff.

It is observed that the company recruits fresh people and offers them experience,
skill, knowledge, and train them for their future. This staff expects higher salaries
and growth opportunities. Based on the analysis it may be considered that employee
between 0 to 5 years of experience may leave the organization. This demands better
policy-making. The researchers observed that the role of supervisor/reporting
authority is one of the factors that need to be considered.

Hence, as a result of this study, the researcher proposes to use predictive analysis
techniques for better HR policy and strategy making.

Table 7 Probability
prediction for attrition

Predictive Analysis Existing
employees

Parameters Freq. %

Years at company(0–5) yrs 614 50

Stock option (0) 477 39

Over time(Yes) 289 23

Years with current manager(0–1) yrs 243 20

Total working experience (0–5) 225 18
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A Study of Business Performance
Management in Special Reference
to Automobile Industry

Gurinder Singh , Smiti Kashyap , Kanika Singh Tomar
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Abstract In contemporary times, the automobile is one of the well-paid industries
in the Indian market with an annual growth rate of 7.64% in the passenger-car
market. The increasing disposable income of the people along with the
ever-growing financial sector has led to this expendable growth. In accordance,
there has been an increase in sales of passenger cars from 13.35% in –July 2018.
This oligopoly market has fierce competition due to new entrants into the Indian
markets. Thus, there emerges a need to grasp the knowledge to understand the
ever-growing needs of the customers and dynamism in the technology-driven
market. Every organization seeks to study consumer buying behavior and measure
its business performance by analyzing customer perception toward the product. The
understanding of customer’s perception is an ongoing process to survive the cut
throat competition. Taking this into consideration, the study provides insights about
several attributes which drive a consumer behavior toward buying a product of a
brand. The study has used theories and exploratory research design along with
analytical tools to identify the major attributes of consumer buying behavior toward
sedan cars within Delhi/NCR among high-end consumers. This knowledge helps
the car manufacturers in market segmentation which enables the organization to
plan the market strategies toward consumer retention and product upgradation.
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1 Introduction

In India, the automobile is an industry which plays a major role in the growth of the
Indian economy. The industry encompasses namely, passenger cars, two-wheelers,
three-wheelers, commercial vehicles, multi-utility vehicles, and its components.
The share of the Indian motorcycle manufacturers is the largest in the world,
followed by other two-wheelers and tractor manufacturers. The Indian Commercial
Vehicle manufacturers are the fifth largest across the global market and fourth
largest in Asia. India has strength in manufacturing low-cost, fuel-efficient cars of
various automobile companies namely, Maruti Suzuki, Volkswagen, Toyota,
Hyundai, and Nissan.

Looking at the ever-growing share of the automobile industry in the growth, the
government of India focuses on Research & Development to provide the infras-
tructure and world-class automotive testing to the industry. The paper throws light
on the several determinants of consumer buying behavior of passenger cars which
can be utilized by the industry for market segmentation, advertisement strategies,
product differentiation in terms of technology upgradation, safety and user
friendliness, and sales maximization.

1.1 Passenger Vehicles

A passenger vehicle is a four-wheeler vehicle used as a passenger carriage in which
up to nine people including a driver can be seated. India is leading in the car market
with a 9% growth rate. Japan is the only market which could come closer to this
growth rate. China which is the largest market of passenger vehicles had registered
a decline in the growth rate by 2.59% and the US market shrunk by 10%. The paper
studies the consumer behavior of sedan cars in India. A sedan car is a 3-box
configuration passenger-car with A: B: C pillars along with compartments for other
things such as the engine of the car, its passenger, and cargo. The best sedan cars in
India are Maruti Dzire, Honda Amaze, Honda City, Hyundai Verna, Maruti Ciaz,
Toyota Yaris, Toyota Etios, Hyundai Xcent, Tata Tigor, C Class 2018, Sonata,
Civic, A6 2019, A Class Sedan, etc.

1.2 Consumer Buying Behavior

The decision-making of a consumer, during a purchase is necessary to be under-
stood to capture the market and tap the potential gains. The understanding is
required in terms of what the dynamics of consumer preferences are.
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Post this understanding, the automobile industry segments and works on the
marketing strategies to improve business performance. In theory, there is a
six-stages process of the consumer demand behavior which comprises:

• Exploratory research to understand the problem
• Assimilating the information for the research
• Evaluating the solutions and alternatives
• Decision-making
• The final purchase
• Post-purchase experience.

The decision-making of the consumer buying behavior can be studied at a
psychological level, physiological level, financial level, and spatial level.

2 Literature Review

In the automobile industry, the factors which impact the buying pattern of new cars
and second-hand cars have been studied extensively. It has been observed that the
factors affecting the buying behavior of second-hand cars are very different from
first-hand cars [20].

The purpose of studying the consumer buying behavior for new car entrants is to
fill the gaps between customer expectations and the present products. This helps to
depict the total quality management of the cars to tap the existing and potential
buyers [12].

The question for managers in the service industries regarding consumer loyalty
has been studied based on online or offline consumers. They have depicted the
correspondence among customer satisfaction and loyalist in an online and offline
environment. It shows that the consumer satisfaction level among online and offline
customers is equal, however, the loyalty of the customer is more toward online
service provider [16].

A pattern to study the pricing and advertisement expenditure using time series
data has been made in 3D Innovation Diffusion Model with empirical evidence of
sales to understand the growth pattern of sales [3].

The consumers have a bend toward sporting cars and speed cars as they consider
it as the good of distinction. There are several constructs to these concepts. The
variables like R&D by the technical fraternity, disposable income, and liberalization
in terms of foreign exchange, high-end models and integration in automobiles pave
way to the dynamic consumer behavior in the automobile industry as observed
today [17].

The car segments in terms of easy finance availability of rural and urban sectors
have been studied to understand the bend of consumer based on brand loyalty,
which helps the existing companies to survive when new entrants come in the
market. All market segments within the Indian market have been considered such as
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value-for-money, safety and driving comforts, and brand image impacts on sales of
passenger cars [5].

The logistic regression modeling has also been used to depict the protectionism
adopted by the government of India to help the domestic car manufacturers to grow
in the competitive world. The domestic car manufacturers use product differentia-
tions, innovative products, and quality and reliability as the attributes to capture the
market share. The companies such as Honda, Toyota, General Motors, Ford, and
Hyundai used these strategies prior to liberalization and foreign direct transfor-
mation in the Indian market [14].

The increase in disposable income at the rate of 25% per annum and the changes
in the sociocultural environment are the factors affecting consumer behavior in
terms of luxury cars. Now, even middle-class people like to purchase luxury cars.
So, the study shows how luxury cars now occupy the place in the daily life of the
people within the Indian Economy [18].

Automotive Technology and Human Factor Research related to the past, present,
and future is primarily driven in terms of the features of car control, display for the
driver, driver workspace, driver’s conditions, etc. [1].

The aim of this paper is to find the significant factors which influence the
consumer buying behavior of sedan cars. Further, the paper provides recommen-
dations to the automobile industry to upgrade their products, market segmentation,
and advertisement strategies to maximize the sales and hence, capture the market.

3 Objectives

1. To evaluate the measures to improve the business performance of the sedan car
industry to compete in the Indian metropolitan markets.

2. To determine the agents affecting the consumer buying behavior of sedan cars in
Delhi/NCR.

3. To segment the market of sedan cars with reference to the consumer preferences.

4 Data Collection

This paper aims to evaluate the measures to improve business performance in the
automobile industry. The business performance management is studied based on
different perspectives namely, learning-growth perspective, financial perspective,
customer perspective, and internalized business process [2].

This paper focuses on the learning and growth aspect of the automobile industry.
The market segmentation is significant for the existing firms and new entrants to
compete in the market [7]. With the review of the literature and pilot surveys among
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the consumers of Delhi/NCR (30 consumers for the pilot survey were used), we
have used the following variables which impact the consumer buying behavior in
the sedan car market to do the market segmentation:

The demographic variables under study are age, sex, household income, and
occupation.

Other factors:

4.1 Brand Reputation

This attribute influences consumer buying behavior. We have studied brand repu-
tation using the following variables:

Brand image, its name, consistent and affordable pricing for high-end customers,
and resale value are important in the decision-making process of the consumer [9].

4.1.1 Brand Name

It is the name given by the company to the product or a range of products.
A consumer may associate themselves with a brand name or may build trust toward
a specific brand name.

4.1.2 Price

It is the manufacturer suggested retail price of the car which influences the purchase
of the product by the consumers given their income levels and preferences. This is
also known as “Sticker Price”.

4.1.3 Resale Value

It is a factor which is based on several attributes of the car which a customer keeps
in mind while purchasing it. The customer likes to purchase a car with higher resale
value.

4.2 Warranty

Sedan cars in India are sold by several companies such as Hyundai, Honda,
Volkswagen, Maruti Suzuki, etc. The cars in the current era are more reliable and in
cases of component failures, the companies provide for the replacement under the
warranty period which is either in months/years or the kilometers driven from the
date of delivery. A few companies even provide for extended warranty under the
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name of “Forever yours” such as Maruti Suzuki. We have studied the warranty
using the following variables:

4.2.1 Availability of Spare Parts

Availability of spare parts increases the longevity of the car and makes it
economical.

4.2.2 Vehicle Availability

Availability of vehicle for use in the stipulated time of need.

4.3 Physical Appearance

The looks of a car play an important role in purchasing a car. We have studied
physical appearance using the following variables:

4.3.1 Design and Exteriors

The design, shape, and surface are built by car manufacturers using upgraded
technology which attracts the customer. The body of the car impacts the speed and
safety of the car.

4.3.2 Comfort

It is a primary factor which influences consumer buying behavior. A comfortable
vehicle with leg space, headroom, automatic starring are the definitive factors which
a consumer investigates before buying the product.

4.4 Features

Apart from the looks, there are several other features which are kept into consid-
eration while purchasing a car. We have used the following variables:
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4.4.1 Interior Look

The well-defined body, neatly-cut lamp, installed lights, style, inside cabin, gearbox
design, and several other interior designs are investigated by a consumer while
purchasing a car.

4.4.2 Boot Space

The boot space ranges from 235 to 510 L in a sedan car which signifies how
spacious a car is.

4.5 Technical Features

All the consumers look for an upgraded product along with user friendliness. We
have used the following variables:

4.5.1 Technology

The sedan cars with high-tech features such as gadgets installed in the car, the
automatic gear box, apple care play, compact hatch back, gas-electric hybrid
technology, etc., are considered by the consumers prior to buying a car.

4.5.2 Engine

The cubic centimeters of the cylinder of the car engine are kept in mind by the
consumer prior to purchase.

4.6 Value Addition

The additional services are provided by the car distribution channel to add value to
the product. We have used the following variables:

4.6.1 Waiting Time

This is a time gap between the booking and delivery of the car.
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4.6.2 Discount

The reduction in the price of the car makes the purchase attractive.

4.6.3 Safety

Several features in a car like airbag, crash rates, and platform, are important to a
consumer and for auto-insurances.

4.6.4 Value for Money

If the utility received from the car is not in equilibrium with the pricing, the
consumer tends to restrict the purchase.

4.7 Performance

The utility of the sedan car to a consumer can be studied using the following
variables:

4.7.1 Mileage

The distance in kilometers covered by a car per liter of fuel is considered before
purchase.

4.7.2 Fuel Economy

The fuel-efficiency of a car is amajor performance parameter.

5 Research Methodology

This is an exploratory research where we try to identify the major factors which
determine the consumer buying behavior of sedan cars in Delhi/NCR. For the
study, we have used high-end consumers under the income bracket of 7 Lac and
above (per annum). The primary data was collected using the survey method [8].

We have built a questionnaire under several heads as per the variables. The
responses to the questionnaire were collected from the consumers who were the
potential buyers of sedan cars.
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We have divided the Delhi/NCR majorly into four regions namely, north, south,
west, and east to represent the consumers (with income of 7 Lac and above
annually) of sedan cars. The information regarding the consumers was collected
using the data available at the showrooms. We have used the sample size of 306
consumers from all the four regions to truly represent the target population and
performed personalized interviews to collect the information.

6 Data Analysis

To identify the significant factors which affect consumer buying behavior, we have
collected the data using the questionnaire method. Every question was analyzed to
understand consumer preferences using bar graphs, pie charts, tables, and statistical
tools.

6.1 Demographic Distribution of Consumers

6.1.1 On the Basis of Gender

The data collected shows that out of the sample, 20% of the consumers of sedan
cars are females and 80% of the consumers are males (refer to Fig. 1). This
interpretation helps the automobile industry to focus on the male counterpart of the
society while designing the marketing strategies and features of the product.

The data collected shows that out of the sample size, 20% of the consumers are
females and 80% are males.

6.1.2 On the Basis of Age

During the data analysis, it was found that sedan cars are purchased by consumers
of different age groups. The maximum percentage of users, i.e., 50% of the users lie

Series1, 1, 
79.73856209 

Series1, 2, 
20.26143791 
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Fig. 1 Percentage of users of among males and females
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in the age group of 25–35 years followed by the age group of 18–25 years con-
stituting nearly 25% of the users (refer to Fig. 2). The rest 15% fall in the age group
of 35–50 years and above. So, the companies should target the advertisements on
the age group of 25–35 years to increase sales.

The consumers between 25–35 years are the people who demand 50% of the
sedan cars in the market. The people between 35–50 years demand 15% of sedan
cars in the market and 18–24 years demand 25% of the sedan cars in the market.

6.1.3 On the Basis of Occupation

The results show that the maximum users of sedan cars fall in the business class in
terms of occupation constituting nearly 63%. The service class constitutes
approximately 20% of the total users followed by students and others. (refer to
Fig. 3). The automobile firms must focus on their marketing strategy on the busi-
ness class.

18-25, 1, 
24.83660131 

18-25, 2, 
50.98039216 
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Among the buyers, the maximum people are businessmen—approximately 63%.
Nearly 20% are servicemen, 10% are students, and the rest 8% falls in the “others”
category which includes self-employed people.

6.1.4 On the Basis of Income Groups

The data collected helps us to find that the maximum users lie in the income group
of 12 to 17 Lacs constituting of up to 57%. 20% of the users fall in the income
group of 17–22 Lacs and 12% of the users fall in the income group of 22 Lac and
above and 11% fall in the income group of 7–12 Lacs (refer to Fig. 4). The
companies’ pricing, products, and marketing strategies must focus on users falling
under the age group of 12 to 17 lacs.

According to my study, 57% of the buyers are of the income group 12–17 lacs
per annum and 12% people of income above 22 lacs buy sedan cars, as people of
this group would rather go for sedan cars.

6.2 Motivational Factors of Consumers

6.2.1 On the Basis of Daily Drive

The results show that on an average 30% of the consumers in Delhi/NCR drive
under 50 kms, 25% of the consumers drive up to 50–80 kms, 34% the consumers
drive up to 80–100 kms and rest 11% of the consumers drive above 100 kms (refer
to Fig. 5). As on an average, maximum consumers drive between 80–100 kms, they
would prefer more economical cars on roads such as diesel engine, good mileage
along with luxury and comfort.

1 2 3
0

20

40

60
Percentage of users among different income groups

7-12 L 12-17 17-22 L > 22 L

Fig. 4 Percentage of users among different income groups
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According to my survey, 34% of the buyers include people who drive 80–100
kms daily on an average and therefore they may be interested in a diesel engine
sedan class car which would give them good mileage, luxury, and comfort.

6.2.2 On the Basis of Time Span Between Car Switch

The results show that on an average out of the total consumers of sedan cars in
Delhi/NCR, 7% change their car within a time span of 1 year, 34% change it in 1 to
3 years, 46% change it in 3 to 5 years, and rest 13% change it in a span of above
5 years (refer to Fig. 6). The companies can use this data and intimate their con-
sumers about the new releases within these time spans to retain the consumers.

According to my study, 46% people purchase/change their cars in 3–5 years. By
keeping a track of such customers, who change their cars in every 3–5 years, the
companies could send them invitations regarding their new releases and retain their
customers.

1

30%

2

25%

3

34%

4

11%

Average daily drive(in KM)

below 50km

50-80 km 

80-100 km

above 100 km

Fig. 5 The average daily drive of the consumers
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above 5 yrsFig. 6 Time span in which
the consumers change their
cars
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6.3 Preference of Consumers Toward Different Brands

The results show that in Delhi/NCR, 22% of the consumers buy Maruti sedan cars,
20% of the consumers buy Honda sedan cars, 18% of the consumers buy Hyundai
sedan cars, 10% buy Ford, and the rest of the consumers prefer other brands like
Toyota, Chevrolet, Tata, etc. (refer to Fig. 7). This shows the cut throat competition
among the oligopolistic automobile industry.

According to the study, the consumers buy (cars) of other brands such as Honda,
Hyundai, Maruti, and Ford which constitute 20, 18, 22, and 10%, respectively.

6.4 Consumer Preferences Based on Features of Sedan
Cars

The study has used the 5-point Likert scale to analyze consumer preferences while
buying a sedan car. The scale: 1 as Excellent, correspondingly 2 as Very-Good,
followed by 3 as Satisfactory, 4 as Non-Satisfactory, and 5 as Poor. The study
observes that when consumers purchase a sedan car, 20% is based on the comfort
level of the car, 17% on the basis of engine strength, and 14% on the basis of
luxury. Table 1 shows the weightage of different features while purchasing a sedan
car.

0

5

10

15

20

25

Toyota Honda Hyundai Maruti Ford Tata Chevrolet Others

Percentage of consumers who buy the sedan car of the specific 
brand

Fig. 7 The different brand sedan cars which consumers purchase
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6.5 Factor Analysis

We have used the factor analysis technique using SPSS software. The factor
analysis technique is used to extract the most significant variables from the list of
several variables which influence the dependent variable. This tool calculates the
maximum common variance of all variables to find the common score which
determines the magnitude and direction of the impact of the independent variable
on the dependent variable.

Factor analysis is a multivariate technique which is used to identify the under-
lying factors and then, eliminate the redundant variables [11].

We have calculated the eigenvalue which is used to consolidate the variance,
characteristic roots, and latent values. Additionally, the scree plot of eigenvalue is
used to find the significant variables of the study. All the variables on the scree plot
before it becomes flat are taken into consideration [13]. An eigenvalue of either 1 or
more than 1 is considered a good explanatory feature.

6.5.1 Descriptive Statistics

The data has been first analyzed to measure the central tendencies and dispersion
using tools such as mean and standard deviation as depicted in Table 2. It is used to
summarize the data set prior to applying factor analysis. The mean shows the
influence of each factor on the consumer buying behavior of sedan cars. The
weights which are closer to 0, hold no relevance while the larger the weights, larger
is the influence on the dependent variable. The standard deviation shows the
variation of these factors from the central tendencies. This data set is of total N
(306) observations.

Table 1 Frequency of consumer preference

Features Frequency Weightage (Percentage)

Comfort 64 20.91503

Luxury 43 14.05229

Engine 55 17.97386

Sunroof 36 11.76471

Cruise control 18 5.882353

Premium upholstery 24 7.843137

Push entry passive start (PEPS) 21 6.862745

Good mileage 39 12.7451

Others 6 1.960784
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6.5.2 KMO and Bartlett’s Test

The KMO and Bartlett’s Tests were performed to check the adequacy of the data set
for factor analysis. The value of Kaiser test lying between 0.5 and above can be
considered as middling to perform factor analysis and hence, acceptable.
Additionally, Bartlett’s test is used to find how useful it is to apply the factor
analysis on the data set. If the p value is less than 0.05, then it is considered suitable
for further operations. The results in Table 3 show that the data set is suitable for
factor analysis.

Table 2 Descriptive statistics

Mean Std. Deviation Analysis N Missing N

Technology 2.09 0.943 306 0

Brand_name 2.10 1.062 306 0

Price 3.67 1.133 306 0

Interior 2.32 0.659 306 0

Design_and_exterior_looks 2.42 0.630 300 6

Comfort_and_convenience 2.19 0.618 306 0

Safety_and_security 1.49 0.830 306 0

Engine 2.63 0.821 306 0

Mileage 1.84 0.733 306 0

Boot_space 1.51 1.031 306 0

Value_for_money 1.53 0.623 306 0

Warranty 3.18 0.747 306 0

After_sale_services 2.29 0.719 306 0

Resale_value 5.54 1.116 306 0

Availability_of_spare_parts 2.14 1.066 306 0

Discounts_or_special_offers 2.19 0.988 306 0

Fuel_economy 2.14 0.737 306 0

Vehical_availability 2.53 0.874 306 0

Waiting_time 2.63 0.762 306 0

Table 3 KMO and Bartlett’s
test

Kaiser–Meyer–Olkin measure of sampling
adequacy.

0.585

Bartlett’s test of
sphericity

Approx.
Chi-square

1944.462

df 171

Sig. 0.000
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6.5.3 Communalities

We have calculated communalities to find the proportion of the variance of the
variable that can be explained by each factor. The Initial values indicate the esti-
mates of variance on the account of all factors; it is always 1 for principal com-
ponent extraction. The extraction value is the estimate of the variance of the
variable by all components. A high extraction value indicates that all the variables
are represented well. The corresponding results are shown in Table 4.

6.5.4 Total Variance Explained

The purpose is to extract the variables which explain the maximum variance of the
dependent variable. To extract the total variance explained by the factors, we have
run the factor analysis. The number of factors used for factor analysis is 19. The
initial eigenvalue depicts the variance; the total values show the variance in each
factor in descending order; the percentage of variance shows the total variance
accounted by each factor and the cumulative percentage shows the variance
accounted by the current and all the preceding factors. The result in Table 5 shows
that the first seven variables explain approximately 70% of the total variance.

Table 4 Communalities Initial Extraction

Technology 1.000 0.619

Brand_name 1.000 0.592

Price 1.000 0.775

Interior 1.000 0.727

Design_and_exterior_looks 1.000 0.652

Comfort_and_convenience 1.000 0.773

Safety_and_security 1.000 0.635

Engine 1.000 0.649

Mileage 1.000 0.800

Boot_space 1.000 0.591

Value_for_money 1.000 0.695

Warranty 1.000 0.726

After_sale_services 1.000 0.720

Resale_value 1.000 0.671

Availability_of_spare_parts 1.000 0.688

Discounts_or_special_offers 1.000 0.701

Fuel_economy 1.000 0.772

Vehical_availability 1.000 0.666

Waiting_time 1.000 0.826

Extraction method: Principal component analysis

84 G. Singh et al.



T
ab

le
5

T
ot
al

va
ri
an
ce

ex
pl
ai
ne
d

C
om

po
ne
nt

In
iti
al

ei
ge
nv

al
ue
s

E
xt
ra
ct
io
n
su
m
s
of

sq
ua
re
d
lo
ad
in
gs

R
ot
at
io
n
su
m
s
of

sq
ua
re
d
lo
ad
in
gs

T
ot
al

%
of

V
ar
ia
nc
e

C
um

ul
at
iv
e
%

T
ot
al

%
of

V
ar
ia
nc
e

C
um

ul
at
iv
e
%

T
ot
al

%
of

V
ar
ia
nc
e

C
um

ul
at
iv
e
%

1
2.
88

4
15

.1
76

15
.1
76

2.
88

4
15

.1
76

15
.1
76

2.
44

6
12

.8
75

12
.8
75

2
2.
70

7
14

.2
47

29
.4
23

2.
70

7
14

.2
47

29
.4
23

2.
15

6
11

.3
46

24
.2
20

3
2.
09

3
11

.0
16

40
.4
39

2.
09

3
11

.0
16

40
.4
39

2.
00

9
10

.5
73

34
.7
93

4
1.
55

3
8.
17

2
48

.6
11

1.
55

3
8.
17

2
48

.6
11

1.
92

6
10

.1
36

44
.9
29

5
1.
41

8
7.
46

2
56

.0
73

1.
41

8
7.
46

2
56

.0
73

1.
66

1
8.
74

3
53

.6
72

6
1.
33

2
7.
01

1
63

.0
84

1.
33

2
7.
01

1
63

.0
84

1.
65

3
8.
70

0
62

.3
72

7
1.
29

2
6.
80

2
69

.8
86

1.
29

2
6.
80

2
69

.8
86

1.
42

8
7.
51

4
69

.8
86

8
0.
88

9
4.
67

9
74

.5
65

9
0.
82

1
4.
32

1
78

.8
86

10
0.
67

8
3.
56

6
82

.4
52

11
0.
63

0
3.
31

4
85

.7
66

12
0.
55

1
2.
89

7
88

.6
63

13
0.
52

3
2.
75

3
91

.4
16

14
0.
43

3
2.
28

1
93

.6
97

15
0.
40

8
2.
14

8
95

.8
45

16
0.
27

9
1.
47

0
97

.3
15

17
0.
20

2
1.
06

2
98

.3
76

18
0.
18

1
0.
95

1
99

.3
27

19
0.
12

8
0.
67

3
10

0.
00

0

E
xt
ra
ct
io
n
m
et
ho

d:
Pr
in
ci
pa
l
co
m
po

ne
nt

an
al
ys
is

A Study of Business Performance Management in Special … 85



The extraction sum of squared loadings calculates the value of retained factors
using common variance. This shows that a total of 7 factors are retained from a total
of 19 factors. The rotation sums of squared loading are used to maximize the
variance of each of the 7 factors in order to redistribute the total variance [19].

6.5.5 Scree Plot

The scree plot is the graph where the eigenvalue is plotted against the number of
factors used for the study. The factors from where the line becomes flat show the
magnitude of variance becoming smaller and smaller. Therefore, the graph shown
in Fig. 8 depicts that the maximum variance is explained by the first seven vari-
ables. [15].

To further validate the extraction of the seven variables from the 19 variables of
the study, we have calculated the correlation and covariance of each factor with
these seven factors. The results show the high correlation and the appropriateness of
the variables extracted. The Component Matrix (Table 6), Rotated Component
Matrix (Table 7), Component Transformation Matrix (Table 8), Component Score
Coefficients (Table 9), and Component score covariance matrix (Table 10) are
shown in the appendix for reference.

6.5.6 Factor Loadings

The factors retained after performing factor analysis are brand reputation; purchase
service, physical appearance, features, technical features, value additions, and

Fig. 8 Scree plot
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performance. Several attributes are studied under these variables. The factor load-
ings of these are shown using the component matrices [10].

The major results from the component matrices are summarized from Tables 11,
12, 13, 14, 15, 16, and 17:

Factor 1 comprises brand reputation provided by the company. Here price has
maximum factor loading of .863 so it becomes an important factor.

Factor 2 comprises purchase services provided by the company. Here warranty
has maximum factor loading of .812, so it becomes an important factor.

Factor 3 comprises physical appearance provided by company. Here design and
exterior looks have maximum factor loading of .768, hence it becomes an important
factor.

Here, factor 4 comprises features. Here, interiors have maximum factor loading
of .754 so it becomes an important factor.

Factor 5 comprises technical features of the car provided by the company. As we
can see, engine has maximum factor loading of .783, so it is an important factor.

Factor 6 comprises value addition. Here, waiting time has maximum factor
loading of .783, so it becomes an important factor.

Factor 7 comprises performance provided by the company. Here, fuel economy
has maximum factor loading of .863 which makes it an important factor.

Table 6 Component matrix (a)

Component

1 2 3 4 5 6 7

Technology −0.283 0.534 0.331 −0.056 0.286 −0.228 0.087

Brand_name 0.597 −0.234 −0.267 0.078 −0.128 −0.276 −0.104

Price −0.077 0.383 0.181 0.561 −0.412 −0.137 0.294

Interior 0.342 −0.440 0.233 0.126 0.304 −0.227 0.450

Design_and_exterior_looks 0.639 −0.102 −0.298 0.200 0.252 −0.194 0.048

Comfort_and_convenience 0.574 −0.252 −0.274 −0.195 0.442 0.171 −0.207

Safety_and_security 0.159 0.470 0.251 0.055 0.460 0.259 −0.210

Engine 0.020 0.599 0.195 −0.399 0.086 −0.271 0.112

Mileage 0.497 0.715 −0.093 0.003 0.038 −0.157 0.088

Boot_space −0.400 −0.216 0.071 0.276 0.066 0.476 0.269

Value_for_money 0.441 0.331 0.614 −0.005 −0.030 −0.103 0.045

Warranty −0.275 0.100 −0.063 0.487 0.630 0.054 −0.017

After_sale_services 0.506 0.057 0.074 0.045 −0.186 0.477 0.437

Resale_value −0.374 0.425 −0.485 0.161 0.211 0.126 0.170

Availability_of_spare_parts 0.376 −0.335 0.562 0.285 −0.039 0.073 −0.175

Discounts_or_special_offers 0.420 0.274 −0.498 0.361 −0.069 0.009 0.259

Fuel_economy 0.221 0.517 −0.415 −0.166 −0.262 0.364 −0.235

Vehical_availability 0.326 0.219 0.426 0.163 −0.051 0.448 −0.316

Waiting_time −0.120 0.096 −0.084 0.605 −0.144 −0.283 −0.573

Extraction method: Principal component analysis. 7 components extracted
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Table 7 Rotated component matrix (a)

Component

1 2 3 4 5 6 7

Technology −0.284 0.637 −0.014 −0.070 0.305 0.157 −0.095

Brand_name 0.652 −0.122 0.043 −0.079 −0.344 −0.113 −0.117

Price 0.863 0.093 0.103 0.016 0.069 0.073 −0.015

Interior 0.294 −0.034 0.057 0.754 0.009 −0.060 0.254

Design_and_exterior_looks 179 −0.005 0.048 −0.157 0.051 0.768 0.012

Comfort_and_convenience 0.477 −0.100 0.148 0.005 0.052 0.705 0.116

Safety_and_security −0.003 0.389 0.025 0.177 0.465 −0.184 0.549

Engine −0.099 0.783 −0.072 0.106 −0.067 0.023 0.072

Mileage 0.505 0.159 0.122 0.308 0.053 628 0.112

Boot_space −0.352 −0.448 −0.004 0.689 0.388 0.172 0.280

Value_for_money 0.084 0.515 0.122 −0.163 −0.154 0.166 0.574

Warranty 0.019 −0.036 0.812 −0.157 0.022 −0.003 −0.202

After_sale_services 0.270 −0.095 0.315 0.089 −0.073 0.153 0.708

Resale_value 0.554 0.067 −0.444 0.369 0.014 0.157 0.040

Availability_of_spare_parts 0.064 −0.191 0.691 −0.383 −0.143 0.018 −0.058

Discounts_or_special_offers 0.184 −0.028 −0.115 0.246 0.161 0.277 0.700

Fuel_economy 0.203 0.095 0.046 0.060 0.863 −0.040 0.126

Vehical_availability −0.034 0.027 0.775 0.234 0.064 0.007 0.073

Waiting_time 0.160 −0.169 0.166 0.146 0.132 0.305 0.783

Extraction method: Principal component analysis. rotation method: Varimax with Kaiser normalization a
rotation converged in 10 iterations

Table 8 Component transformation matrix

Component 1 2 3 4 5 6 7

1 0.768 0.127 0.460 −0.029 −0.283 −0.196 0.250

2 0.040 0.712 0.065 0.556 0.269 0.324 0.021

3 −0.478 0.293 0.661 −0.458 −0.112 0.158 0.044

4 0.323 −0.375 0.262 −0.142 0.486 0.590 −0.286

5 0.086 0.243 −0.022 −0.334 0.713 −0.559 −0.016

6 −0.250 −0.426 0.372 0.453 0.287 −0.159 0.552

7 0.080 0.098 −0.374 −0.379 0.084 0.382 0.740

Extraction method: Principal component analysis. rotation method: Varimax with Kaiser
normalization
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Table 9 Component score coefficient matrix [6]

Component

1 2 3 4 5 6 7

Technology −0.089 0.316 −0.030 −0.125 0.146 0.027 −0.051

Brand_name 0.270 −0.033 −0.027 −0.036 −0.174 −0.007 −0.142

Price 0.079 −0.017 0.031 −0.047 −0.006 0.544 0.013

Interior 0.147 0.060 −0.059 −0.437 0.083 0.030 0.168

Design_and_exterior_looks 0.333 0.020 −0.033 −0.120 0.094 −0.064 −0.044

Comfort_and_convenience 0.153 −0.027 0.067 0.035 0.118 −0.420 0.025

Safety_and_security −0.030 0.133 0.251 0.076 0.308 −0.188 −0.005

Engine −0.050 0.392 −0.097 −0.029 −0.085 −0.035 0.035

Mileage 0.202 0.260 −0.002 0.074 0.019 0.076 0.031

Boot_space −0.137 −0.252 0.054 −0.014 0.254 0.108 0.265

Value_for_money 0.002 0.225 0.230 −0.112 −0.079 0.092 0.038

Warranty 0.071 −0.023 0.031 −0.133 0.520 −0.049 −0.109

After_sale_services 0.055 −0.114 0.123 0.064 0.004 0.141 0.488

Resale_value 0.050 −0.003 −0.192 0.126 0.300 0.053 0.078

Availability_of_spare_parts −0.001 −0.105 0.349 −0.136 −0.027 0.040 −0.080

Discounts_or_special_offers 0.315 −0.061 −0.094 0.071 0.110 0.207 0.115

Fuel_economy 0.028 −0.052 0.062 0.464 −0.069 −0.057 0.064

Vehical_availability −0.080 −0.083 0.437 0.191 0.068 −0.029 0.014

Waiting_time 0.123 −0.115 0.147 0.089 0.045 0.165 −0.567

Extraction method: Principal component analysis. rotation method: Varimax with Kaiser normalization.
Component scores

Table 10 Component score covariance matrix [4]

Component 1 2 3 4 5 6 7

1 1.000 0.000 0.000 0.000 0.000 0.000 0.000

2 0.000 1.000 0.000 0.000 0.000 0.000 0.000

3 0.000 0.000 1.000 0.000 0.000 0.000 0.000

4 0.000 0.000 0.000 1.000 0.000 0.000 0.000

5 0.000 0.000 0.000 0.000 1.000 0.000 0.000

6 0.000 0.000 0.000 0.000 0.000 1.000 0.000

7 0.000 0.000 0.000 0.000 0.000 0.000 1.000

Extraction method: Principal component analysis. rotation method: Varimax with Kaiser
normalization. Component scores

Table 11 Factor 1 brand
reputation

Attributes Factor loading Mean

Brand name 0.652 2.10

Price 0.863 3.67

Result value 0.554 0.554
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7 Conclusion

The understanding of customer’s perception is an ongoing process to survive the
cut throat competition. Taking this into consideration, the study provides insights
about the several attributes which drive a customer’s behavior toward buying a
product of a brand. The study has used theories and exploratory research design
along with analytical tools to identify the major attributes of consumer buying
behavior toward sedan cars within Delhi/NCR among high-end consumers. This

Table 12 Factor 2 purchase
service

Attributes Factor loading Mean

Warranty 0.812 3.18

Availability of spare parts 0.691 2.14

Vehicle availability 0.775 2.53

Table 13 Factor 3 physical
appearance

Attributes Factor loading Mean

Design and exterior looks 0.768 2.42

Comfort 0.705 2.19

Table 14 Factor 4 features Attributes Factor loading Mean

Interior look 0.754 2.32

Boot space 0.689 1.51

Table 15 Factor 5 technical
features

Attributes Factor loading Mean

Technology 0.637 2.09

Engine 0.783 2.63

Table 16 Factor 6 value
addition

Attributes Factor loading Mean

Waiting time 0.783 2.63

Discount 0.700 2.19

Safety 0.652 1.49

Value for money 0.863 1.53

After sales value 0.554 2.29

Table 17 Factor 7
performance

Attributes Factor loading Mean

Mileage 0.628 1.84

Fuel economy 0.863 2.14
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knowledge helps car manufacturers in market segmentation which enables the
organization to plan the market strategies toward consumer retention and product
upgradation.

We have the output of factor analysis for this problem—the un-rotated factor
matrix, the final statistics comprising the communality for all 19 variables, and the
eigenvalues of all factors having eigenvalues of more than 1. The seven factors are
extracted using factor analysis namely, brand reputation, physical appearance,
features, purchase services, technical features, value addition, and performance.
These variables capture approximately 70% of the total variance information
content out of the 19 variables under study.

Under the Brand Reputation, price is the most influential factor having factor
loading of .863, followed by warranty under Purchase Services having factor
loading of .812, design and exterior looks under physical appearance with factor
loading of .768, interior look under features with factor loading of .754, engine
strength under technical features with factor loading of .783, value for money under
value addition with factor loading of .863, and fuel economy under performance
with factor loading of .863.

The automobile companies must focus on their male consumers falling under the
age group of 25–35 years who lie in the business class within an income group of
12–17 lacs. The marketing strategy, advertisement, and price strategy should be
specially designed for this segment of the consumers based on good mileage,
luxury, comfort, and engine strength and fuel economy.

The automobile companies should also pay attention to additional factor, i.e., the
time span of car switch among the customers to retain them. The customers upgrade
their cars usually between a period of 3–5 years by either purchasing a new car of
their trusted brand or switching the brand. So, to retain the customers, it is
important that the companies keep a focus on R&D to develop new upgraded cars
and intimating their existing customers from time to time.
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Secure Online Voting System Using
Biometric and Blockchain

Dipti Pawade, Avani Sakhapara, Aishwarya Badgujar, Divya Adepu
and Melvita Andrade

Abstract Elections play an important role is democracy. If the election process is
not transparent, secure and tamper proof then the reliability and authenticity of
whole process is at stake. In this paper, we have discussed online voting system
which fulfills all the above system requirements. We have addressed the issue of
user authentication through iris recognition. We have used One Time Password
(OTP) to have additional security check. We have also taken care that one valid
user should not cast multiple votes. Use of Blockchain is the another security
measure implemented in order to provide decentralized, tamper proof storage of
data related to users biometric, personal details and votes casted by them. Thus we
are not only focusing on user authenticity but also data security is also taken into
consideration. The performance of the system has been tested for users from dif-
ferent age group and different background and its inference is presented.

Keywords Online voting � Blockchain � Sidechain � Iris recognition

1 Introduction

In democratic country like India, Election is considered as vital process. Right from
choosing the Prime minister to the ward member, every election is carried out using
voting system. Earlier, the ballot paper voting system was used in election process.
Here people need to visit the appropriate Polling booth and need to show the voter ID
card to prove their authenticity. Casting of vote is done by stamping on ballot paper
secretly and then ballot paper is folded and deposited in ballot box. After the voting
is done, the ballot boxes are sealed and moved to the counting center under security
and counting of votes is carried out manually. But there were some incidences of
manipulation with ballot boxes. Also this complete process took longer time for
result declaration, required tremendous human resources and thus incurred high
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costing. Because of all these reasons, Electronic Voting Machine (EVM) is intro-
duced in 1982 in 70-Parur Assembly Constituency of Kerala on trial basis [1]. At
mass level it is used in 1998 assembly elections in Madhya Pradesh, Rajasthan and
the NCT of Delhi. After that, EVM is being used in all the elections conducted by
Election Commission of India. EVMs are under purview of Election Commission of
India only and cannot be used for other elections like university senate elections,
society election or elections carried out in various organizations. Thus they are still
using the traditional ballot paper base election process.

In this paper we have addressed to the various issues related to the university
senate election, where electoral roll of graduate teachers is made electronically but
still ballot paper is used for vote casting. It has been observed that percentage of
votes casted is very low as compared to the total number of eligible voters. One of
the reasons for this reluctance is that for casting vote one needs to travel to the
particular place. Most effective solution to this is like preparing electoral list and
conducting election through e-portal. But due to security concerns, this option is
ruled out. Hence we are proposing the concept of online voting system where voter
identification is done using biometric iris recognition. As biometric trait is the basic
parameter under consideration to verify the genuine voter, security of iris template
database is also our concern. For that purpose we are storing all the details of voter
including iris feature on Blockchain, so that it cannot be tampered. The system
takes care of the issue related to multiple votes casted by single voter. Once the
pre-set time of election conduction is over the portal gets locked and result statistics
are automatically emailed to the election candidates and concerned authority.

Further outline of the paper is as follows: Sect. 2 consists of related work in the
area of applications of online elections and research in iris recognition system. In
Sect. 3 overview of Blockchain and related technologies is given. In Sect. 4, the
design and implementation of the proposed online voting system is discussed. In
Sect. 5 results are presented and in Sect. 6 conclusion and future work is stated.

2 Related Work

2.1 Literature Survey on E-Voting Application

Khasawneh et al. [2] discussed the implementation of biometric based secure
e-voting system. For voter identification, initially they have used official voter ID
cards which need to insert in magnetic card reader to fetch the details of the voters
from local or central database. If record is found then the individual’s fingerprints
are scanned and matched against the pre-stored database. Thus only authenticated
person is allowed to vote and once voting is done then flag is set so that same
person cannot do the voting again. Main concern of this approach is that the
authentication is solely dependent on central Authentication server. If that server is
down, whole voting system will be affected.
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Petcu et al. [3] describes a mobile e-system consisting of various phases. Firstly
one needs to enroll themselves by visiting physically to the authentication center.
Here they need to provide some valid identity proof and if person is eligible to vote
then his/her mobile number, voice and fingerprint samples are collected and key
token is given to the voter. In authentication phase, the user has to access the web
portal and has to provide the ID card details and key token provided at the time of
enrolment. The system will then send a SMS key on successful collection of three
voice samples and fingerprint samples for both the hands of a voter. Then one needs
to provide the unique code, key token and SMS key which is verified by the
authority and then vote access is given to that voter. Now voter can use e-voting
module to cast the vote securely and vote counting is also done automatically. Here
author have used so many key values which need to be provided, which make the
system complicated to use.

Sridharan [4] considered the smart card, voter identification number (VID) and
fingerprints to authorize and uniquely identify the individual. The complete system
has four modules viz. Franchise Excising Terminal to recognize smart card,
Authentication Terminal, the Distributed Databases and Central Controlling Server.
Use of distributed database makes the system scalable. But still biometric data
security concern exists.

Agarwal et al. [5] proposed the AADHAR ID based online authentication sys-
tem where voter first needs to provide AADHAR ID which is being verified by
authority and then password is mailed to the particular person. One needs to login
into online voting system to cast the vote and it is accepted only if fingerprint
matching is done successfully. Author has not given the insight to how templates
for fingerprint matching are collected and how the fingerprint server database is
maintained.

Table 1 gives the overview of the different parameters used in various e-voting
applications for voter authentication.

Table 1 Overview of available e-voting application

S. No. Author Parameter used for authentication

1 Khasawneh
et al. [2]

Specially designed magnetic tape based Voter ID card,
fingerprints

2 Petcu et al.
[3]

Physical Identity proof, Voice sample, fingerprint of both hands,
key token, 4 digit key, SMSkey

3 Sridharan [4] Smart card, VID and fingerprints

4 Agarwal et al.
[5]

AADHAR ID, Password, fingerprints
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2.2 Literature Survey on Iris Recognition System

Garagad et al. [6] proposed iris identification system which is claimed to be
invariant to distance and eye tiltation. They have Performed segmentation to take
out the region of interest. It involves low intensity region recognition in input
image, detecting iris and boundary inference point (edge detection) followed by
selective image cropping followed by pupil localization and normalization. For
feature extraction first cartesian plane data of an image is obtained through sig-
nature code generation and then it is converted to a binary iris signature code to
optimize the memory utilization and speed up the processing. Finally for iris
matching binary signature code of input iris image and template image are com-
pared using XOR bitwise operation. The author [6] concluded that, this approach is
simple to implement and effective way of iris authentication in case of scale and tilt
variance.

Neda et al. [7] have suggested hybrid approach for iris recognition model based
on a multi-layer perceptron NN (MLPNN) and particle swarm optimization
(PSO) algorithms. Here, to separate the sclera and pupil, iris localization is carried
out using circular Hough transform algorithm [8, 9]. Then normalization is carried
out to convert image from the space of the Cartesian coordinates to polar coordi-
nates using rubber-sheet model of Daugman followed by image segmentation [10].
2D gabor kernel method is applied to the pre-processed image to extract the fea-
tures. For pattern matching author have proposed a hybrid approach based on
ANN-based MLP and PSO algorithm and called it as MLPNN–PSO algorithm.
This hybrid approach achieves 95.36% accuracy rate which is much better when
these approaches are used separately.

Muthana et al. [11] discussed two methods of iris feature extraction viz. the
Fourier descriptors (FD) and Principle Component Analysis (PCA). Before feature
extraction, iris segmentation is carried out using pupil and iris localization. The
pupil localization consists of following steps: smoothing using non-linear median
filter, binarization, and noise removal using morphological operation and finding
the iris center. While the iris localization is done by applying Canny masks which is
used to locate iris boundary and circular Hough transform which is used to get
complete circular shape. Next step in pre-processing is normalization using rubber
sheet model. Then for feature extraction FD and PCA is used and their results are
classified using Manhattan, Euclidean and Cosine distance. According to their
result discussion accuracy rate of FD with Manhattan distance is highest i.e. 96%.

Table 2 gives the overall summary for different iris recognition system based on
various parameters.
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3 Overview of Blockchain Technology

Database is considered as a very important component when we are talking about
full stack application development. Traditional databases follow the client-server
architecture, where client/user has a provision to perform CRUD operations
(Create, Read, Update, and Delete) and data is stored on a centralized server. As all
clients have the rights to modify or update the data, there is a database administrator
who authorizes the client and makes sure that the data is not being compromised.
But here as data is maintained in centralized database, the whole system gets
hampered if database server crashes. Also the load on one server is more thus the
overall computation speed is low. To address this problem the concept of dis-
tributed database was introduced. A distributed database is considered as a single
logical database where nodes are physically distributed across several geographic
locations and communicate with each other over a network. This kind of database is
normally suited for an organization, where all trust each other. Here in case if any
node fails the system continues to work with other node.

Blockchain is said to be a decentralized database where data integrity and
transparency is considered as parameter for public verifiability [12]. Opposite to
traditional database, Blockchain allows only read and write operations to be per-
formed on the data. In read operation user can read/query the data on Blockchain

Table 2 Summary of iris recognition system

Database Preprocessing Feature
extraction

Classifier Recognition
rate

Peculiarity

High-quality
UPOL iris
images
captured in
constrained
environment
[6]

Segmentation Gray
signature
code
generation
and binary
signature
code
generation

Bit to bit
comparisons
of binary
signature
codes using
XOR
operation

99.64 (for
Normal Test
input
images)
90.698 (for
tilt & scale
variation)

Approach is
invariant to
distance and
tilt variations

(CASIA)-iris
V3 and UCI
[7]

Circular
Hough
transform
algorithm,
rubber-sheet
model

2D Gabor
kernel
method

Hybrid
MLPNN–
PSO
algorithm

95.36% MLPNN and
PSO
algorithm
gives better

CASIA v1
[11]

Pupil and Iris
localisation,
iris
normalization

Fourier
descriptors
(FD) and
Principle
Component
Analysis
(PCA)

Manhattan,
Euclidean
and Cosine
distance

96% FD is better
than PCA
and FD with
Manhattan
gives highest
accuracy
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while write operation used to add the data on Blockchain. Whenever write opera-
tion is performed an additional block is appended in Blockchain. All previous data
is available in block which cannot be altered. If it is being altered then it is added as
new block and the original block data remains the same [13]. Thus it is considered
as scam free, transparent system.

Figure 1 shows different types of Blockchain. Public Blockchain is also called as
permissionless Blockchain, as there is no authority to sanction any Blockchain
transaction. This means process of consensus building is public. Second type of
Blockchain is consortium which is also known as public permissioned Blockchain.
Here consensus process is monitored by a pre-selected group of nodes and for
transaction verification minimum clearance is required. Private/private permis-
sioned Blockchain is the third type of Blockchain where write operation rights are
given to set of specific nodes while read rights can be public or restricted to specific
nodes [14].

3.1 Sidechain

A sidechain is considered as separate blockchain that is attached to the blocks on
the main blockchain. Main chain is also referred to as “Parent Blockchain” while
sidechain is referred to as “childchain”. The assets can be interchanged between the
main chain and the sidechain at a predetermined rate. The major advantage of using
sidechain is that one can easily develop and deploy a quickly scalable Blockchain
solutions that too at lower cost and under high level of security [15].

3.2 Ethereum Platform

For our application development we are using Ethereum public Blockchain plat-
form which allows the development of decentralized application (dapp). Ethereum
platform has two building blocks viz. Ethereum Virtual Machine (EVM) and
peer-to-peer network protocol. In order to get consensus for transaction, each node

Blockchain Type

Public 
Ex: Bitcoin, Ethereum, 
Dash, Factom

Consortium 
Ex: Ripple, R3 & 
Hyperledger1.0 

Private
Ex: Multichain, Blockstack

Fig. 1 Types of Blockchain
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in network runs the EVM and processes the instruction. In simple words EVM is a
run time environment which converts the smart contract into EVM bytecode and
deploys it onto Blockchain for execution. Here smart contracts are the basic
building blocks of a program which consist of contract instructions which are
simply set of instructions to be executed upon certain event. We have written our
smart contract in solidity language [15].

3.3 Metamask

Earlier the biggest issue with using dapps was, using normal browsers it was not
possible to write to the Blockchain. There were special Blockchain browsers like
Mist but using it was very tricky and thus the whole development process became
tedious. The solution to this issue is provided in the form of Metamask which is an
Ethereum web browser extension. Metamask basically acts like a Ethereum wallet
which stores Ethereum related data like private keys, public addresses etc.
MetaMask is considered as the easiest way to interact with dapps in a browser. It
allows you to connect to an Ethereum network without running a full node on the
browser’s machine [16].

4 Implementation Approach

As shown in Fig. 2, system has three main modules running on client side,

• Voter enrollment module using which user needs to enroll themselves as a
authorized voter

• Election authority interface through which the election process is initiated and
election result calculation command is triggered.

• Election interface, which verifies the identity of the user as valid voter and
provides interface to cast the vote.

In order to connect our web user interface with the Ethereum Blockchain we
have used Metamask. The overall system implementation is carried out as follows:

4.1 Working of Proposed System

As per the AICTE rules, every institute affiliated to the university needs to send the
details of their employees to the university. These details include information like
name, AADHAR ID number (UID), Email ID, PAN number, address etc. So before
university election, name and Email ID and UID of eligible candidates are collected
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from each institute and stored in database. A bot is designed to send auto-generated
mail to notify eligible voters regarding voter enrollment deadline and guidelines.
This bot will fetch the email IDs from the database and will send template mail to
all specifying the link for registration and the description of the procedure to be
followed.

Then the user needs to visit our election portal, for registration each user needs to
provide basic information like name, address, valid mobile number and UID.
This UID and name of the user is matched against the database for verification. If it
gets matched then user has to choose unique username and password for them.
This combination of username and password will be generated after successfully
satisfying the required validation rules. For verification, link is sent on the
respective Email Id. User needs to verify themselves by clicking on that link. Once
verification is done, all the user data is pushed on Ethereum Blockchain through
smart contract, then mining is carried out and genesis block is created [17].

User 

Voter Enrolment 
Interface1 

2 Verify UID & name

3

Etherem Blockchain
Main 
chain Block1 Block 2 Block N

Side 
Chain SB1 SB2 SB n

Election Interface

User

Election 
Authority

Election Authority 
Interface

Ethereum vote block 
chain

6: Initiate 
Election 

4

7: login

5: Login

8: add vote

8: Authenticate User

9: Calculate vote

Fig. 2 Block diagram of proposed online voting system
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The system will then ask the user to scan the iris. User can use webcam or front
camera of mobile to take a picture of iris. The iris image is preprocessed and
features are extracted. Preprocessing and feature extraction process is explained in
Sect. 4.2. Once features are extracted, it is stored on associated sidechain along
with other information like name, address, mobile number.

On the election day, the authorized person will instantiate the election portal.
User have to login using the appropriate username and password which was gen-
erated during the enrollment phase. Then the user needs to provide his/her valid
UID. System will then try to find the block on Blockchain with same UID. If the
block is not found, then error message will be displayed otherwise system will scan
the iris image through web-cam or front camera of mobile. Preprocessing and
feature extraction is done using step in Sect. 4.2. These features are matched against
the features stored on sidechain at the enrollment phase. If iris features do not match
then the iris image is scanned again and matching is carried out. If match found,
then One Time Password (OTP) is generated and sent to the mobile number stored
on sidechain for that user. This OTP is valid for 40 s only. User needs to get
verification done before that OTP expires. Because of some reason if OTP expires
then the user can request for OTP again. Once OTP verification is done, e-ballot
will appear on screen containing names and symbols of the candidates. In order to
cast vote user needs to select the radio button in front of the particular candidate.
Once voting is done flag is set for this user, so that same user should not cast the
vote again. The vote casted by user is again pushed on Blockchain through smart
contract and genesis block is created on voting Blockchain after mining is done.

The election authority person will disable the election portal once election period
is over. On election authority console, calculate button is provided which will fetch
all the votes from Blockchain, and calculate the number of votes gained by each
candidate. Then the system will mail the result to the authorized members of
election committee and the election candidates. Figure 3 depicts the flow of
activities when user interacts with the election interface.

4.2 Iris Recognition System

Iris recognition system consists of following three steps:

• Preprocessing
• Feature Extraction
• Feature matching
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4.2.1 Preprocessing

The first step is to convert the colored iris image to a greyscale image which
contains only different shades of grey lying in the range of 0–255. This step is
important because it reduces the unnecessary information in each pixel [18].

This grey color has the red, green and blue components in equal intensity in the
RGB space. So henceforth, we only have one value in every pixel as compared to
three values for every pixel of a colored image. Figure 4 depicts the process of
color image conversion to greyscale image for any pixel at position (x, y) in colored
image.

START Provide Username and Password User 
exist?

Provide UID

YesNo

Block with 
same UID 

exists?
Display message and direct to the enrolment module

No

Yes

Insert OTP

Cast your vote by selecting 
the radio button infornt of 

candidate name and symbol

Display error message and 
ask to scan iris again, if it is 

third mis-match then exit

Scan the iris image by 
front/web camera 

Iris image pre-
processing

Feature Extraction

Feature Matching with 
features on associated 

sidechain block
Match?

Send OTP on number 
stored in sidechain

STOP

No

Display message that vote 
already casted and exit

Yes

Set the flag for 
particular voter that 

voting is done

Yes

No

Push the vote on the 
voting blockchain

Check the 
flag set for 
the block

Display message and direct to the enrolment module

Fig. 3 Flowchart for online voting system for enrolled
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The next step is to detect the edges of the iris and pupil. It works by detecting
discontinuities in brightness. Sobel operator has been used for this purpose.

In sobel, we apply the derivative mask in horizontal and vertical direction to
increase the edge intensity. The resultant is a faint boundary of the iris and pupil
depending on the brightness of the image. It works by calculating the gradient of
image intensity at each pixel within the image. It finds the rate of change of
brightness.

The horizontal gradient Gx is the image that we get after applying the horizontal
mask on the greyscale image (A) which is calculated as using the mask in Fig. 5a
and the vertical gradient Gy is the image that we get after applying the vertical mask
on the greyscale image (A) which is calculated by using mask in Fig. 5b. The
masks contain positive and negative coefficients. This means the output image will
also contain positive and negative values. The negative values are set to 0. The
resultant image is the sum of the horizontal and vertical gradients.

InInput Color Iris Image

Extract each pixel value (P) which is the 
combination of RGB colors 

Extract the individual red (PR), green (PG) and 
blue (PB) component values, such that
P=PR+PG+PB

Normalize the PR, PG, and PB values as
PR-normalize = PR * 0.299
PG-normalize = PG * 0.587
PB-normalize = PB * 0.114

Calculate the greyscale pixel (Pgrey) value as
Pgrey = PR-normalize + PG-normalize + PB-normalize

In the input image, replace (P) by (P
grey

)

Fig. 4 Steps for color to
greyscale Image conversion

p4 p3 p2

p5 p p1

p6 p7 p8

(a) (b) (c)

Fig. 5 a Sobel vertical mask, b Sobel horizontal mask, c CN mask
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The next step is to use Gabor filter to analyze the texture of the iris. It basically
does this by analyzing whether there is any specific frequency content in the iris in
the localized region inside the iris circle. The image is convolved with a series of
Gabor wavelets to perform a filtering operation. The buffered image is filtered and
the resultant is produced as a rendered image [19, 20] (Fig. 6).

4.2.2 Feature Extraction

Minutiae representation is most widely used method of any biometric representation
as it helps to determine uniqueness in an image. Minutiae or small details mark the
regions of local discontinuity within a biometric image. For detecting minutiae
points we have used Rutovitz’s Cross Numbering technique.

This method extracts the minutiae points by identifying the bifurcation points
(forking points) using a 3 � 3 mask on the local neighborhood pixels of the ridge
pixel. These properties identify various properties (minutia) of iris like ridge end-
ings, ridge bifurcations, etc. Figure 5c shows 3 � 3 Mask used for CN technique
[21].

CN ¼ 1
2

X8

i¼1

Pi � Piþ 1j j ð1Þ

Using Eq. (1) we get iris feature vector. This output is then used for the
matching algorithm.

Fig. 6 a Sample input iris image, b after applying Gabor filter, c after applying CN mask
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4.2.3 Matching by Average Method

Step 1:
Here, each pixel is represented as 0xAARRGGBB (alpha, red, green, blue). By
performing a bitwise-and with 0xFF, the individual RGB component is calculated as:

red ¼ rgbA � 16ð Þ& 0xff

green ¼ rgbA � 8ð Þ& 0xff

blue ¼ rgbAð Þ& 0xff

ð2Þ

Step 2:
We calculate separate RGB values using Eq. (2) for both input and template iris
images and calculate sum of difference between each of the values as

difference += Math.abs(redA − redB);
difference += Math.abs(greenA − greenB);
difference += Math.abs(blueA − blueB);

Step 3:
Then we calculate total number of pixels:
Number of pixels for each of the RGB component is calculated as given in Eq. (3)
and then the summation of number of pixels for each RGB component is taken
which gives the total number of pixels.

Number of pixels for eachRGB component ¼ width � height ð3Þ

Step 4:
For normalizing the value of different pixels and for accuracy we use average pixels
per color component calculated as

average_different_pixels = difference/total_pixels

Step 5:
As there are 255 values of pixels(RGB) in total thus

Percentage = (average_different_pixels/255) * 100 * 10;

If percentage is greater than threshold value then it is iris mismatch otherwise it is
considered as iris matched and the user is authenticated.
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5 Results and Discussions

For the experimental purpose we have tested the system for 120 users. Now-a-days
everyone has the basic knowledge of how to use the web based application. Still
while using technology, comfort can be one of the key concerns in order to state the
user friendliness of the application. Thus we have made 4 groups with 30 users in
each group. Here users are the faculties of different age group and different back-
ground. The group details are as follows:

• Group A: contains users who are the faculties having age in between 27 and
42 years and belong to non-technical stream like Literature, Arts,
Communication skill and Chemistry.

• Group B: contains users who are the faculties having age in between 27 and
42 years and belong to technical stream like Engineering, Polytechnic and
Management.

• Group C: contains users who are the faculties having age in between 43 and
57 years and belong to non-technical stream like Literature, Arts,
Communication skill and Chemistry.

• Group D: contains users who are the faculties having age in between 43 and
57 years and belong to technical stream like Engineering, Polytechnic and
Management.

Table 3 shows the experimental results for users of different group based on age
and their stream. For experimentation every group has used computer system and
web camera of same configuration and same Internet speed. We have considered
the standard environment with enough luminance and no tilt in iris image. Still it
has been observed that there are few users whose iris matching is not done thus they

Table 3 Experimental results for users of different group based on age and their stream

Criteria A B C D

Average Time required for Enrollment (Sec) 4.38 3.89 5.99 4.46

Average Time required for Voting (Sec) 12.73 11.45 16.96 14.01

No. of user proceeding further with first OTP 24 25 19 25

No. of user not requesting OTP twice 02 02 03 00

No. of people not requesting OTP thrice or even more
(max. 5 times)

00 00 01 01

No. of user for whom iris recognition is done in first
attempt

16 21 10 18

No. of user for whom iris recognition is done in second
attempt

08 06 07 03

No. of user for whom iris recognition is done in third
attempt

02 00 06 05

No. of user for whom iris recognition is not done thus
not casted the vote

04 03 07 04

No. of user casted the vote successfully 26 27 23 26
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could not complete the voting process. We also found that technical expertise of the
person and how well-versed the person is in dealing with web application and
navigation has an impact on the total time required to complete the enrollment as
well as voting process.

In second phase of experiment we have considered two groups viz. E and F each
having 30 users. For group E, we asked the users to enroll during night with tilts
and for group F enrollment is done during day time with tilts while voting for both
the groups is carried out during day time. Here all the users are technically sound
and between the age group of 27–48. For group E out of 30, only 19 users suc-
cessfully casted the vote. For rest of the 11 users, biometric authentication failed.
The reasons behind that is template iris features for this group is extracted and
stored from image which is taken in night when luminance was poor. Thus the
luminance plays an important role in the performance of system. For group F, out of
30, 23 people successfully did the iris authentication and casted vote. Thus even tilt
in the iris image angle hampers the accuracy of the system.

Figure 7 gives the success and failure rate for all six groups. Same statistics can
be considered for iris recognition accuracy and error rate of the system of the
system. Thus the average accuracy of the system is 81.11% and average failure rate
is 18.89%.

In Table 4, we have discussed the advantages of our proposed system over the
existing system which are described in Sect. 2.1. In our system, we have completely
eliminated the overhead of maintaining magnetic tape based voter ID cards or smart
cards. This reduces the time as well as money required to complete the whole
election process. Also there is no need for the voter to maintain these cards. We have
also reduced the burden to generate and remember various security keys in order to
use the system. Most of the researchers have used fingerprints for biometric
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authentication in their system. Instead offingerprints; we have used iris for biometric
authentication as fingerprints are more vulnerable to attacks as compared to iris.

6 Conclusion and Future Work

This paper elaborates a technique of online voting empowered with biometric
authentication and Blockchain Technology. By using iris recognition system, we
make sure that only a verified person can cast the vote. Also as compared to the
existing or proposed voting systems, our system does not store the captured iris
image in the database. Instead, it extracts the features of the iris image and then
removes the iris image from memory which makes the biometric data more secure.
These extracted features along with all the other information of the user and the
votes casted by them are stored on Blockchain. Thus system becomes transparent,
decentralized and mishaps like information tampering or vote alternation can be
easily detected. As now the average accuracy of the system is 81.11% and average
failure rate is 18.89%. Accuracy rate is low because we have performed the
experiment in low luminance and iris tilt variation. Thus capturing proper iris image
with minimum noise is the prime requirement of the system. In future we are
planning to improvise our iris recognition system, so that the overall system should
work under non ideal condition without any constraint.
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An Approach: Applicability of Existing
Heterogeneous Multicore Real-Time
Task Scheduling in Commercially
Available Heterogeneous Multicore
Systems

Kalyan Baital and Amlan Chakrabarti

Abstract Interest in design and use of heterogeneous multicore architectures has
been increased in recent years due to the fact that the energy optimization and
parallelization in heterogeneous multicore architecture are better than that of
homogeneous multicore architecture. In heterogeneous multicore architectures,
cores have similar Instruction Set Architecture (ISA) but the characteristics of the
cores are different with respect to power and performance. Hence, heterogeneous
architecture provides new prospects for energy-efficient computation and paral-
lelization. Heterogeneous systems, furnished with different types of cores provide
the mechanism to take actions with respect to irregular communication patterns,
energy efficiency, high parallelism, load balancing, and unexpected behaviors.
However, designing such heterogeneous systems for the different platforms like
cloud, Internet of Things (IoT), Smart Devices, and Embedded Systems is still
challenging. This paper studies the commercially available heterogeneous multicore
architectures and finds out an approach or method to apply the existing work on
heterogeneous multicore real-time task scheduling model to commercially available
heterogeneous multicore architecture to achieve the parallelism, load balancing, and
maximum throughput. The paper shows that the approach can be applied very
efficiently to some of the commercially available heterogeneous systems to estab-
lish a generic heterogeneous model for the platforms like cloud, Internet of Things
(IoT), Smart Devices, Embedded Systems, and other application areas.
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1 Introduction

Heterogeneous multicore systems are increasing day by day in the field of
embedded systems as well as cloud environments to improve system throughput,
parallelization, load balancing, and energy efficiency. Heterogeneous multicore
system includes cores with various types or/and complexities to address throughput
and productivity for different applications. Different types of heterogeneous mul-
ticore systems based on different application areas are commercially available in the
market to offer a high degree of parallelism and energy efficiency. Thus, there is an
increasing motivation to design a generic heterogeneous model for different
application domains including the following technological domains which are in
high demand in the market today:

i. Cloud and IoT infrastructure which is high-performance and high-resource
domain and offering a high degree of parallelism.

ii. Smart devices and embedded domain which is low-performance and
low-resource domain but offering great energy efficiency.

Therefore, our focus is to find an approach to establish a generic heterogeneous
model which can be utilized as high-performance and high-resource domain (i.e.,
cloud and IoT). The same generic model can also be used as energy efficient and
low resource domain (i.e., smart devices and embedded systems) along with other
common application areas.

Heterogeneous multicore system has achieved significant importance in the area
of High-Performance Computing (HPC) which offers a higher degree of paral-
lelization, and hence it has enormous potential for future use in data centers and
cloud platforms. In this regard, heterogeneous architectures such as Intel Xeon Phi
coprocessor and Graphics Processing Unit (GPU) have significant roles in HPC
systems.

Recently, heterogeneous architecture is being used in the mobile technology
such as ARM big.LITTLE octa-core architecture. The usage pattern for smart-
phones and tablets varies drastically, for example, high-processing usage likes
mobile gaming and web browsing and low-processing usage likes texting, e-mail,
and audio. Octa-core heterogeneous architecture such as ARM big.LITTLE fulfills
the demand of these different performance requirements by combining two different
types of cores.

Hence, in our proposed approach, we apply different architectural parameters of
Intel Xeon Phi coprocessor in our proposed generic model such a way that the
generic model can additionally be used as cloud and IoT platform along with
several common application areas. Further, we apply different architectural
parameters of octa-core (ARM big.LITTLE) in the proposed model for using it as
smart devices and embedded systems.
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The following significant contributions are explained in this paper:

1. To study the architecture of some of the commercially available heterogeneous
multicore architecture such as Intel Xeon–Xeon Phi platform and big.LITTLE
mobile octa-core platform.

2. To find an approach to apply the existing heterogeneous multicore real-time task
scheduling model as per work [1] into the commercially available heterogeneous
multicore systems (Intel Xeon–Xeon Phi platform and big.LITTLE mobile
octa-core platform) to achieve the parallelism, load balancing and maximum
throughput.

3. To provide the performance comparisons between commercially available
heterogeneous multicore systems (Intel Xeon–Xeon Phi platform and big.
LITTLE mobile octa-core platform) and existing heterogeneous multicore
real-time system [1] to highlight the achievements.

The organization of this paper is as follows: Sect. 2 explains the review of
literature for commercially available heterogeneous multicore architecture, namely,
Intel Xeon–Xeon Phi platform and big.LITTLE mobile octa-core platform and
related works. In this section, it has been shown that (i) Intel Xeon–Xeon Phi
system is a good candidate to be used in cloud and IoT infrastructure besides other
application domains and (ii) octa-core system is a good candidate to be used in
smart devices and embedded systems domain. Section 3 introduces an approach for
applicability of the existing work [1] to commercially available heterogeneous
multicore architecture such as Intel Xeon–Xeon Phi platform and big.LITTLE
mobile octa-core platform. The section explains how the existing model [1] has
been established as a generalized platform, where it can be used as a Xeon–Xeon
Phi cluster in the cloud and IoT infrastructure as well as big.LITTLE mobile
octa-core model in smart devices and embedded system domain. Section 4 sum-
marizes our contribution.

2 Literature Review of Commercially Available
Heterogeneous Multicore Systems and Related Works

Several heterogeneous multicore systems are available commercially in the market,
namely, Intel Xeon processor–Intel Xeon Phi coprocessor multicore system plat-
form, mobile octa-core processor, GPU multicore processor, etc. They are designed
to be operated at specific types of application areas. Some of them are best suited
for high-performance areas, some of them are best suited for graphics and image
processing areas, and some of them are best suited for providing energy efficiency.

However, we study two heterogeneous multicore architectures, namely, (A) Intel
Xeon processor–Intel Xeon Phi coprocessor platform and (B) Mobile octa-core
processor due to the demand in current market scenarios as explained in Sect. 1.
The architectures of both the systems are described below.
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2.1 Intel Xeon Processor–Intel Xeon Phi Coprocessor
Platform

In recent development of computer architecture, multicore is inclined toward
many-core in high-performance computing applications and Intel Many Integrated
Core (MIC) coprocessor which is known as Xeon Phi coprocessor is rising as
single-chip many-core processor for high-performance computation [2]. The scaling
capability of Intel Xeon processor-based system is increased with the association of
Intel Xeon Phi coprocessor which offers additional power efficient scaling, vector
support, memory bandwidth and maintains programmability and support associated
with Intel Xeon processor [3]. Hence, Intel Xeon and Xeon Phi are generally
integrated into a single platform and generally used for highly parallel applications
which reach the scaling limits on Intel Xeon processors. A typical block diagram of
the platform as per work [3] is shown as Fig. 1.

As per the existing work [3, 4, 5, 6, 7] the following architecture of the platform
consisting of Intel Xeon and Intel Xeon Phi may be summarized:

• A platform cannot have only coprocessors.
• A typical platform consist of (i) 1–2 Intel Xeon processors (with a certain

numbers of cores) with high frequency for the execution of highly serial tasks
and (ii) 1–8 Intel Xeon Phi coprocessors per host with low frequency for exe-
cution of highly parallel tasks.

• Each coprocessor has around 60 cores (4 hardware thread on each core).
• All the cores composed of two levels of caches (L1 and L2).
• The Xeon Phi is attached with a host CPU through Peripheral Component

Interconnect (PCI) express just like a Graphics Processing Unit (GPU).
• Both the Intel Xeon processor and Intel Xeon Phi coprocessor can be utilized by

the specific application to achieve a higher degree of performance and paral-
lelization. However, Xeon Phi coprocessor and Xeon CPU are different in
performance characteristics with each other. The coprocessor may contribute

Fig. 1 A block diagram of
platform consisting of Intel
Xeon processor and Intel
Xeon Phi coprocessor
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considerably higher performance than the host processor for some applications,
while the performance may be low for other applications.

• Preparing Intel Xeon Phi coprocessors should be done such a way that at first
the performance of the Xeon Processor can be utilized fully for a given appli-
cation. Additionally scaling of an application is very important to get the high
performance and the application has to scale more than one hundred threads to
achieve high parallelism.

Many research works are proposed to exploit the architecture of Xeon Phi to fit
several applications. In paper [8], the authors presented new parallelization tech-
niques that were used to search the biological sequence database in Xeon Phi-based
architecture. The authors in paper [9] proposed a technique to enable the capabil-
ities of Intel Xeon Phi for a virtual machine. In paper [10], the authors executed a
well-known genomic aligner Burrows-Wheeler Aligner (BWA) in a heterogeneous
system consisting of Xeon multicore processor and Xeon Phi manycore accelerator.
More research work considering data analysis, performance, load balancing can be
found in [11, 12, 13, 14].

From the above architecture on Intel Xeon–Xeon Phi system and all the existing
research works based on the system, it may be concluded that Intel Xeon–Xeon Phi
system is a good candidate to be used in cloud and IoT infrastructure besides other
application domains for providing a high degree of parallelism and performance.

2.2 Mobile Octa-Core Processor

The functions of traditional desktop applications are steadily being taken over by
mobile devices [15], and the end user uses it more closely than the Personal
Computer (PC). Mobile devices have limited battery power and therefore, the
thermal issue is more critical in mobile devices than the PC. More power is not
required for a majority of tasks such as navigating through home screens, checking
texts, and browsing the Web. However, power requirements become higher for
tasks like HD video and gaming. Octa-core concept extends the battery life of
modern handsets without compromising performance. Octa-core represents two
separate operating setups of quad core integrated together on a single-chip for better
energy efficiency. As per the work [16], it may be opinioned that ARM’s big.
LITTLE architecture is the basis of all octa-core mobile chips. As explained in the
work [17], the architecture enables four (4) low-power Cortex-A7 cores (LITTLE
cores) to operate with four (4) high-performance Cortex-A15 cores (big cores) and a
simple block diagram as explained in the work [17] is shown as Fig. 2.

As per existing work [18, 19, 20] the following big.LITTLE architecture of
ARM (mobile octa-core architecture) may be summarized:

• big.LITTLE octa-core architecture had been introduced to enhance the power
optimization and performance simultaneously. big.LITTLE architecture consists
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of performance-driven big core (but consumes more power) and power
efficiency-driven LITTLE core (but delivers lower performance).

• Octa-core chips function as dual quad cores where tasks are balanced between
them according to type. The low powered little set of cores is employed mostly
while the faster big set of cores are used for advanced tasks. Different tasks have
different performance and power requirements, and hence the tasks are required
to be allocated to the correct processor according to their requirement.

• There are two major task scheduling techniques in big.LITTLE models as per
below:

(1) CPU Migration: Here, each LITTLE core is paired with a big core and at
any point of time, any single core in each pair is operational. The inactive
core is powered off.

(2) Global Task Scheduling: The global scheduler is aware of the different
capacities of big and LITTLE cores. The global scheduler keeps track of the
performance requirement for each individual thread and decides which type
of processor to utilize for each thread. Unused processors can be powered
down. Global task scheduler is a flexible and popular model for all future
development.

• Figure 3 shows power and performance and operating points of big
(Cortex-A15) and LITTLE (Cortex-A7) processors [21]. As shown in Fig. 3,
LITTLE core is more power efficiency than big core but performance is
restricted than big core. Big core, on the other hand, provides high performance
but with high power consumption. Altogether, big.LITTLE architecture in
mobile environment can satisfy these two contradictory requirements—high
performance with long battery life.

Many research works are found in the literature to use the big.LITTLE archi-
tecture in different applications. Paper [22] addressed the usage of low-power
heterogeneous multicore such as ARM big.LITTLE architecture as micro servers

Fig. 2 Block diagram of big.LITTLE octa-core architecture of ARM
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which were used as a web search application. The authors in [23] introduced hipster
which is a method to merge heuristic and reinforcement learning to deal with
latency critical workload using the ARM big.LITTLE architecture. More research
work on big.LITTLE architecture considering the parameters of energy and per-
formance can be found in [24, 25].

From the above architecture on octa-core system (big.LITTLE architecture) and
all the existing research works based on the system, it may be concluded that
octa-core system is a good candidate to be used in smart devices and embedded
systems domain for providing greater energy efficiency with low resources.

From all the existing work on Xeon Phi as well as big.LITTLE octa-core
architectures, it can be concluded that in near future there is a need to have a
generalized heterogeneous multicore platform for execution of different applica-
tions in Xeon–Xeon Phi platform in the cloud and IoT infrastructure besides other
application domains as well as mobile big.LITTLE octa-core architecture in the
smart devices and embedded systems domain.

3 Applicability of Existing Work of Heterogeneous
Multicore Real-Time Task Scheduling
into Commercially Available Heterogeneous Multicore
System

The objective of our work is to analyze the existing heterogeneous multicore
scheduling model [1] and to establish the model as a generalized platform where it
can be used as a Xeon–Xeon Phi cluster as well as big.LITTLE mobile octa-core
model. The heterogeneous architecture of work [1] illustrated a dynamic real-time
task scheduling model and the model as depicted in the work is shown as Fig. 4.

Fig. 3 Power and
performance curve of ARM’s
big.LITTLE (Cortex-A15.
Cortex-A7) architecture (from
[21])
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The heterogeneous architecture as explained in the work [1] may be summarized
as per below:

• The architecture has two modules (module-I and module-II) along with a dis-
patcher to dispatch the matching or/and rejected job to/from particular core.

• The module-I is composed of low power small cores that are designed for the
execution of low-power tasks to provide higher parallel system performance.
The module-I is functional within a low-power range P (where 0 < P � Pl and
Pl = maximum power to activate the small cores). The module has a global
queue, where calculations of pseudo-release times of jobs (instances of
low-power tasks) are completed and the time-core map table is searched with the
calculated pseudo-release times. Consequently, run-time dispatcher forward the
matching jobs to local queues of the corresponding cores. Subsequently, the jobs
are assigned to cores from local queues meeting the deadline.

• The module-II is composed of high-power complex big cores that are incor-
porated for the execution of high-power tasks to provide higher serial system
performance. The module-II is functional above a high power P (where
Pl < P � Pm and Pm = maximum power to activate the cores). The task
instances (or jobs) of a big high-power task are stored in ready queue of par-
ticular big core. The rejected jobs from module-I are also accumulated in ready
queues of module-II. Next task partitioning scheduling is used to forward all the
task instances (or jobs) from ready queue to local queue and consequently into
the corresponding big core.

Fig. 4 Heterogeneous multicore real-time task scheduling model with different types of cores
(from [1])
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• The model has C number of cores altogether, where C = Cs + Cb (Cs = Number
of small cores; Cb = Number of big cores). All the cores (small and big) consist
of two levels of caches—L1 (own first level) and L2 (shared by all the cores).
The work explained that low/high-power tasks are allocated to their corre-
sponding small/big cores efficiently as per the requirements of serial and parallel
performance.

We introduce an approach to apply this model [1] as Intel Xeon–XeonPhi cluster
and mobile octa-core processors (big.LITTLE).

3.1 Applicability as Intel Xeon–Xeon Phi Multicore
Platform

The high power big cores in module-II of work [1] are designed for highly serial
tasks and can be treated Intel Xeon processors as the architecture of these cores are
exactly similar to that of Xeon processors. The number of big cores of work [1] may
be taken as n, i.e., Cb = n, where n = i*j; i = number of cores per Intel Xeon
processor and j = number of Intel Xeon processor (j � 2).

Similarly, the low power small cores in module-I of work [1] are designed for
highly parallel tasks and can be treated as Xeon Phi coprocessors as the architecture
of these cores are exactly similar to that of Xeon Phi coprocessors. The number of
small cores of work [1] may be taken as m, i.e., Cs = m, where m = 60*k;
k = number of coprocessors (k � 8) and number of cores per Intel Xeon Phi
coprocessor = 60.

Complete architecture of the model can act as a platform consisting of Intel Xeon
processor and Intel Xeon Phi coprocessor that can be used in cloud and IoT
infrastructure besides other application domains.

In the work [1] it has been shown that the task allocation percentage of the model
is approximately near to 100% at a fixed time period. The model further shows that
the CPU utilization% is very high (between 95 and 100%) when the number of
cores is beyond four (4). Further, we compared the average utilization% of the
model [1] with the average performance in terms of utilization of existing work [3]
related to Xeon and Xeon Phi cluster. For the comparison, we considered average
system utilization% with respect to a different number of cores which we get by
varying the number of cores of the model [1] and by varying the number of threads
and subsequently calculating the number of cores of the work [3]. The number of
cores for the work [3] has been calculated from the assumption that each Xeon Phi
core has been assigned four numbers of threads and each Xeon core has been
assigned two numbers of threads as explained in the work [3].

We plotted the comparison result as shown in Fig. 5. From Fig. 5, we found that
performance in terms of utilization for Xeon processor reached maximum (nearly
100%) when the number of cores was beyond eight (8) and for Xeon phi copro-
cessor utilization% reached high when the number of cores was beyond thirty-two
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(32). Also, we found in the work [1], that the average system utilization varied from
95% to 100% while increasing the number of cores beyond four (4) only. Hence,
we can say that the model [1] can exactly fit into the system consisting of Intel
Xeon processor and Intel Xeon Phi coprocessor.

3.2 Applicability as Mobile Octa-Core Processor

The work of [1] exactly follows the architecture of ARM’s big.LITTLE mobile
octa-core architecture where each type of core is operational between certain power
levels to optimize power and performance as explained in Fig. 3. The number of big
cores (module-II) as well as small cores (module-I) of work [1] may be taken as four,

Fig. 5 Comparison of average system utilization: performance in terms of utilization for Xeon
processor reached maximum (100%) when the number of cores was beyond eight and for Xeon phi
coprocessor utilization% reached high when the number of cores was beyond 32. In the work [1],
the average system utilization varied from 95% to 100% while increasing the number of cores
beyond four. Hence, we can say that the model [1] can exactly fit into the system consisting of
Intel Xeon processor and Intel Xeon Phi coprocessor
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i.e., Cs = Cb = 4, so that the complete architecture of the model becomes the mobile
octa-core processors that can be used in smart devices and embedded systems.

The work [1] followed the global task scheduling model of ARM’s big.LITTLE
architecture where a particular type of task including rejected task (small or big)
was allocated to a particular type of core (small or big) through dispatcher main-
taining constraints as explained previously.

The work [1] demonstrated that tasks of different types are allocated to cores of
different types efficiently for optimization of power and performance maintaining
very high task allocation percentage (100%) and CPU utilization percentage (varied
from 95 to 100%). Further, we compared the job allocation% of the model [1] with
the throughput in terms of job allocation% of existing work [26] related to mobile
octa-core architecture (big.LITTLE). For comparison, we considered job allocation
% with a fixed time period which we get by illustrating the variation in a number of
jobs getting accommodated at a fixed time period.

We plotted the comparison result as shown in Fig. 6. From Fig. 6, we found that
both the model accommodated 100% of the random task instances within a fixed
time period. Hence, existing heterogeneous real-time task scheduling architecture
[1] may be used as mobile octa-core architecture (big.LITTLE).

Fig. 6 Comparison of job allocation percentage between existing work [1] and mobile octa-core
processor (big.LITTLE). The existing work explained that 100% of the random tasks are
accommodated into the system at a fixed time period. As per work [26] 100% jobs are allocated in
the ARM architecture of mobile octa-core
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Therefore, from the above analysis considering the architectures of Xeon–Xeon
Phi and big.LITTLE we can conclude that the existing heterogeneous multicore
scheduling model [1] can be used as Intel Xeon–Xeon Phi platform in the cloud and
IoT infrastructure besides other application domains as well as big.LITTLE mobile
octa-core architecture in smart devices and embedded system domain maintaining
the same power-performance benefit and parallelism.

4 Conclusion

This paper studies different parameters of commercially available heterogeneous
multicore systems, namely, Intel Xeon–Xeon Phi cluster and mobile octa-core
architecture. It also studies the scheduling algorithm for real-time tasks in existing
heterogeneous multicore scheduling model [1]. It further finds out an approach or
method to establish the existing heterogeneous system model [1] as a generic
platform so that the generic model can be used as Intel Xeon–Xeon Phi processors
and mobile octa-core processors as per requirements maintaining the same per-
formance and parallelism.

The comparison results considering different parameters of existing model with
Intel Xeon–Xeon Phi cluster and mobile octa-core architecture reveal that the
existing model [1] can be applied as both the commercially available heterogeneous
systems (Intel Xeon–Xeon Phi platform and mobile octa-core processors) for the
use in cloud, IoT, smart devices, embedded systems, and other common application
areas efficiently. Significant issues like resource sharing, energy enhancement, and
dependency parameters will be incorporated in the existing model [1] to apply it as
a more generic model.
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Analyzing the Detectability of Harmful
Postures for Patient with Hip Prosthesis
Based on a Single Accelerometer
in Mobile Phone

Kitti Naonueng, Opas Chutatape and Rong Phoophuangpairoj

Abstract This research studies the use of a single accelerometer inside a smart-
phone as a sensor to detect those postures that may be risks for patients with hip
surgery to dislocate their joints. Various postures were analyzed using Euclidean
distances to determine the feasibility to detect eight postures that were harmful.
With the mobile phone attached to the affected upper leg, it was found that there
was one harmful posture that could not be detected due to its close similarity with a
normal posture. Meanwhile, the other two harmful postures, although indistin-
guishable based on their measured data, were still detectable with the suitably
selected threshold. The distance measure analysis is useful as an indicator as to
which posture will be near to missing out in the detection process. This will form a
guideline for further design of a practical and more robust detecting system.

Keywords Accelerometer � Euclidean distance � Hip prosthesis dislocation �
Smartphone

1 Introduction

In a total hip replacement, there are basically four components that are used to
replace the hip joint of the affected patient as shown in Fig. 1(left). The components
are merged into an implant (center) that fits into the hip (right). With a sufficient
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force from an inappropriate exercise or a repetitively unsuitable movement of the
affected leg, the assembled joint can be dislocated.

For a patient who has undergone a hip replacement operation, during the
recovery period which may last for a few months various postures and movements
that are considered normal to ordinary people may be harmful to the person. These
potentially harmful postures should be avoided to prevent possible dislocation of
the joint that may lead to further complication and even require another surgery.
Some of these forbidden postures or movements [1] are

• Cross the legs at the knees (during sitting, standing, or sleeping).
• Bring the knee up higher than the hip.
• Lean forward while sitting or as sitting down.
• Try to pick up something on the floor while sitting.
• Turn feet excessively inward or outward when bending down.
• Reach down to pull up blankets when lying in bed.
• Bend at the waist beyond 90°.

After being discharged from the hospital the person will need some help to
get along with daily life at home. During this period a device that can help the
person to stay more independently and safely will be most beneficial, and one such
device, in this case, should be able to detect and give a warning against harmful
movements or any postures that may cause a risk to the operated leg. Considering
that the smartphone has already become an essential device for almost everybody’s
daily life and many applications are readily being built around its user-friendliness
and myriad communication features, the next logical choice is to explore the

Fig. 1 Prosthetic components in total hip replacement
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feasibility to incorporate these healthcare needs to it. Among various sensors
embedded inside most smartphones are the most often used accelerometer in the
form of a MEMS (Micro Electro Mechanical System) chip. The accelerometer is the
sensor that is associated with the movement detection and therefore has applications
in various core research areas such as gait analysis [2] human activity recognition
[3–10], healthcare and fitness [11–17].

In this paper, the aim is to present the systematic approach to the collection of
data and detection of improper postures based on a single accelerometer embedded
in the smartphone, then to give the typical coordinate values of these harmful
postures and of the relative distances that indicate the degree of detectability among
themselves. This will simplify the remaining task of identifying the unrecom-
mended postures and those that require further data collection to correctly identify
them.

2 Related Work

Two major approaches have been used to detect and measure patterns of human
motion in the three major research areas previously mentioned. One approach is
based on the image processing techniques whereby video cameras were used to
record 3D sequence of photographs of individual locomotion, which were then
analyzed. Although the system is commercially available, highly accurate, and
successfully implemented in a controlled environment, it is not publicly used and
taken into everyday activities. Few main reasons are the relatively higher cost, the
complexity of the procedures involved in the set-up, and the confinement to the
controlled area to ensure proper operation. In another different approach, using
accelerometers as movement and orientation sensors is more often the choice by
most researchers. In recent research activities in the healthcare area, some new
relevant initiatives have emerged. These are leg movement and hold detection for
knee extension exercise [14], hip dislocation study [15], and upper arm posture and
movement measurements [16]. According to the last report [16], an iPhone appli-
cation was developed and validated against an optical tracking system (OTS). The
small difference in comparison with the OTS indicated that the application which
was based on sensors in a smartphone is a valid method. In another study, the
method used to develop an Android-based mobile application which activated an
alert signal and provided feedback in real time on the effectiveness of knee
extension exercises was presented in [17]. Based on these reports it confirms that
adopting a smartphone as a posture detecting device can give acceptable, valid and
obviously more cost-effective results.

With a particular interest in the healthcare of the elderly, recent work on the
detection of harmful postures leading to possible dislocation of the hip prosthesis
was studied by using 3-axis accelerometer sensor present in any smartphone [15].
As far as the authors’ knowledge, it was the first initiative to use a smartphone for
the purpose of detecting (and further warning) the risky posture for hip-operated
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patients. It was reported there that out of 14 postures understudy, there were three
harmful postures that could not be classified correctly by using simply one
smartphone. To give an insight into the details of these postures, this paper presents
further study and report on the new analysis of the problem that could offer a better
implementation.

3 Materials and Method

3.1 Instruments

The Android-based Sensor Fusion software set developed by Linköpins Universitet
from Google Play Store was installed into Samsung Galaxy S6 smartphone and the
application was used to record the sensor data. The smartphone was put into an
extended armband and fastened to the thigh in the position as shown in Fig. 2.

For each typical posture selected as a reference, the 3-axis values of the
accelerometer are recorded by the software. The deviation from this reference is
measured using the Euclidean distance. To perform the detection analysis the
application software was set to stream the data through the local area network to the
program written in Microsoft Visual C# as shown in Fig. 3. This method is efficient
and the data can be obtained in real time.

3.2 Proposed Method

For a smartphone testing, instead of using a traditional method that researchers have
to develop an Android program, install and test it on a smartphone, this work used
the publicly available software to read and send the sensor data and the PC-based
program to study them. Changing a PC-based detection program is usually easier
than changing the mobile program. It does not need to repeatedly load the written
program to a smartphone installation and execution. Using this method an Android

Fig. 2 Position of the smartphone on the thigh
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application to detect harmful postures can be developed after obtaining the desired
test results.

The whole set-up worked as follows:

(1) Receive the accelerometer data from the installed application using the TCP
socket communication.

(2) Extract the accelerometer x, y, and z values from the streaming data. Since the
accelerometer values were received after the keyword “ACC”, the program
checked the keyword and then captured the string values of x, y, and z,
respectively.

(3) Convert the string representation of the x, y, and z numbers to their equivalent
real numbers.

(4) Compute the Euclidean distance between the receiving x, y, and z values and
the selected values of each harmful posture.

(5) Detect harmful postures based on the Euclidean distance and a predefined
threshold.

Steps 4–5 can be explained in details as follows:
Given that
P is the set of all detecting postures represented by

P ¼ p1; p2; . . .; pi 1� i�N ð1Þ

N = the number of detecting postures,
pi is selected accelerometer x, y, and z (reference) values for the ith posture

represented by

pi ¼ Refxi;Refyi;Refzið Þ; 1� i�N ð2Þ

O is an observation sequence (a sequence of accelerometer data) consisting of
observations (ot) at time 1 to time T.

Program written to test the detection of ambiguous improper postures leading to 
dislocation of hip prosthesis

Smartphone and Sensor 
Fusion application

Wireless LAN
(Wireless router)

Fig. 3 Data collection of the test method
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O ¼ o1 o2 o3. . .oTð Þ ð3Þ

ot ¼ xt; yt; ztð Þ 1� t� T ð4Þ

(xt, yt, zt) are accelerometer x, y, and z values occurring at time t. The Euclidean
distance between two accelerometer data pi and ot is given by dist(pi, ot). The
method to detect postures (DP*) at time t is described using the following
equations:

DP� ¼ arg min
pi2P

dist pi; otð Þ ð5Þ

and

distðpDP� ; otÞ� r ð6Þ

r is a predefined detection threshold obtained from the experiments (e.g., 1).
By following the steps as indicated, manual intervention can be kept to a min-

imum and various results can be obtained for further analysis by using existing
mathematical software packages.

4 Results

4.1 Standing, Walking, and Sitting

Figure 4 shows the accelerometer data x, y, z in the four scenarios, i.e., (1) straight
standing, (2) walking, (3) sitting on a chair, and (4) sitting on a chair and slightly
move the thigh up and down.

4.2 Reaching Down to Collect Object on the Floor or to Tie
Shoestrings

Figure 5 shows the accelerometer data x, y, z when (1) sitting and bending up the
leg to tie shoestrings, (2) sitting and stooping to collect an object on the floor or to
tie shoestrings, and (3) stooping to collect object on the floor or to tie shoestrings
with leg bending.
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4.3 Lying on the Back

Figure 6 shows the accelerometer data x, y, z when (1) lying on the back, (2) lying
on the back with the operated leg bent up and twisted sideways inward, and
(3) lying on the back with the operated leg bent up and twisted sideways outward.

4.4 Twisting the Operated Leg Inward and Outward While
Standing

Figure 7 shows the accelerometer data x, y, z when twisting an operated leg inward
while standing, and outward while standing.

The next Fig. 8 shows the accelerometer data x, y, z when getting on a
motorcycle.
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4.5 Accelerometer Outputs at Various Postures

The x–y–z values of the smartphone accelerometer at various different postures are
shown in Table 1. In the last column, each posture is assigned either risk factor 0
(no risk), or 1 (with risk).

Euclidean distances between centroids are used to represent the relative differ-
ences among various postures as given in details in Table 2. Posture 2 (walking)
and posture 3 (sitting) are two postures that have more different readings recorded.
Notice that postures 1–4 are classified as “no risk” and postures 5–12 are classified
as “at risk”.

By setting the threshold of the Euclidean distance at unity, it was seen that most
postures, particularly those considered being harmful, could be separated. These are
cells with corresponding distance values more than one and displayed as empty
cells as shown in Table 3. On the other hand, posture 5 and 8 could not be
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distinguished from each other but they could be detected as harmful and give an
alert signal since both were sufficiently at a far distance from the others. Posture 6
could not be recognized correctly because it was quite similar to posture 3 as far as
the accelerometer values are concern. These cells in the table are labeled with the
letter “N” which indicates that the two postures indicated by row and column could
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Table 1 x–y–z values of accelerometer at various postures

Posture x y z Risk
factor

1. Straight standing − 0.1545 9.802219 0.005719 0

2. Walking 0.501585 9.861717 0.52433 0

0.659603 10.34175 0.802058

− 0.68235 10.52132 4.383783

1.740585 9.680955 − 1.14443

1.833959 9.56723 − 2.51152

− 2.23499 14.66808 2.592921

3. Sitting 0.485402 0.094524 9.734577 0

− 0.0826 1.447295 9.536105

− 0.90621 − 2.90297 8.707711

− 0.80325 − 3.95283 − 3.95283

4. Lying on the back 1.377871 1.099392 9.50181 0

5. Sitting and tying shoestrings (bending up
the operated leg)

− 1.99916 − 7.25922 5.436035 1

6. Sitting and reaching down to collect an
object on the floor or to tie shoestrings (no
leg bending up)

0.730254 0.020997 9.625291 1

7. Reaching down to collect an object on
the floor or to tie shoestrings (bending the
leg, and the back)

0.31364 8.137892 5.482722 1

8. Lying on the back, operated leg bending
up, and twisting sideways inward

− 1.83994 − 7.34302 6.050148 1

9. Lying on the back, operated leg bending
up, and twisting sideways outward

− 0.35674 − 8.43836 4.987122 1

10. Twisting an operated leg while standing
(internal rotation)

− 0.20351 9.51336 2.000356 1

11. Twisting an operated leg while standing
(external rotation)

− 0.50996 9.471462 2.958036 1

12. Getting on a motorcycle − 5.89213 4.424485 5.469554 1
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not be distinguished from each other at the given threshold. For a higher threshold,
more of such postures that are indistinguishable will surface up.

The Euclidean distance-based algorithm to identify harmful posture may be
initiated by periodically reading the 3-axis accelerometer outputs from the mobile
phone, then calculate the Euclidean distance between the sample posture and the
known, selected values of the harmful postures in the database. If the distance is
less than a chosen threshold value, then the sample posture is likely to close to the
harmful one and the warning signal should be given.

Table 3 Separability at unity threshold

Posture 1 2 3 4 5 6 7 8 9 10 11 12

1. Straight standing

2. Walking

3. Sitting N

4. Lying on the back

5. Sitting and tying
shoestrings (bending
up the operated leg)

N

6. Sitting and
reaching down to
collect an object on
the floor or to tie
shoestrings (no leg
bending up)

N

7. Reaching down to
collect an object on
the floor or to tie
shoestrings (bending
the leg and the back)

8. Lying on the back,
operated leg bending
up, and twisting
sideways inward

N

9. Lying on the back,
operated leg bending
up, and twisting
sideways outward

10. Twisting an
operated leg while
standing (internal
rotation)

11. Twisting an
operated leg while
standing (external
rotation)

12. Getting on a
motorcycle
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There however remain certain postures that cannot be identified as normal or
harmful, and these require further data from additional sensors to be attached at the
other major parts of the body. One possibility is to attach a second sensor on the
chest. This will give the information about the movement of the upper part of the
body which can differentiate posture 5 from 8, and posture 6 from 3. Nevertheless,
considering that each individual may not move exactly in the same pattern with the
same range of movement for the same posture, and the position of the attached
sensor can vary, the threshold value is an individual-dependent parameter that will
require custom adjustment.

5 Conclusion

The analysis on the detectability of various harmful postures for hip-operated
patient based on the use of a single accelerometer in the smartphone has been
presented. This is the first initiative and a contribution made to the research area in
addition to the proposed method for other similar developments. It was found that at
the selected threshold, six out of eight harmful postures, including the major ones,
could be detected and so the warning signal could be generated by the smartphone.
In the future, the method to distinguish posture 3 (sitting) from posture 6 (sitting
and reaching down to collect an object on the floor or to tie shoestrings) ought to be
developed. This ambiguous posture could be solved by implementing an additional
sensor to detect the movement of the upper part of the body. However, adding more
sensors on the body is not the favorable option from a user convenience point of
view, and therefore using a smartphone alone to detect all or as many of these
harmful postures probably through better utilization of sensors and intelligent time
series data analysis should be further investigated.
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Software Development Process
Evolution in Malaysian Companies

Rehan Akbar, Asif Riaz Khan and Kiran Adnan

Abstract GSD is a phenomenon mainly associated with the outsourcing of soft-
ware development projects to some offshore company. Reduction in software
development cost increased productivity and advantage of multisite development
with respect to time are the main benefits that software development companies
(SDCs) get from GSD. Besides benefits, a number of challenges associated with
GSD are also observed. Consequently, the traditional processes to develop software
are evolving and being replaced with a new set of processes which are lightweight
and outcome-based. The process evolution has been deeply investigated in the
context of companies mostly in Europe, Australia, USA and mainly other countries
in those regions. In this regard, limited research has been carried out on Malaysian
companies. The present research investigates the process evolution phenomenon in
Malaysian companies. The current software development processes and the reasons
for the evolution of software processes in Malaysian software companies have been
identified. A qualitative approach using structured interviews has been followed for
the collection of data collection and its analysis. The findings explain that software
processes in most of the Malaysia companies are increasingly evolving or have
been evolved. The companies are overwhelmingly adopting agile methods because
of their support to GSD. Some of the companies are using ad hoc approaches for
software development. The size of the company and project has been found as one
of the main factors behind using ad hoc approaches. Mainly the small and
medium-size companies and projects are involved in this practice.
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1 Introduction

The Global Software Development (GSD) started in the late 1990’s by mid-2000’s
it got an overwhelming response from the software companies [1]. GSD is a form of
project outsourcing to offshore companies. GSD is carried out from different
locations around the world that involved different teams for the development of
software product [2, 3]. The availability of fast internet and latest communication
tools are increasing the trend of developing software product from different loca-
tions [4]. GSD also developed the connections among different nations having
different behaviors, social values, and different culture [5]. GSD helps the software
companies to decrease the software development cost. Since, the GSD provides a
number of benefits such as less development cost, development from different
locations with respect to time, access to a large pool of experienced people and tax
incentive [6–9]. Due to the GSD benefits, most of the SDCs have started the GSD to
decrease the cost of software development and improve the software quality [10].
Moreover, GSD help to exchange the best expertise among teams [1, 8] and also
provide access to skilled resources that would help the SDCs to increase their
productivity and efficiency [1, 5, 8, 9]. In addition, the development of software
with follow-the-sun (24/7) model also is an added advantage of GSD [8, 11].

Despite having advantages, a number of challenges are also associated with GSD
[2, 5, 7, 12–16]. The main challenges being faced in GSD are related to commu-
nication and collaboration [5, 12, 13, 17–21], poor management [13, 22], project
diversity and complexity,[12] and delayed response due to time zone difference [7,
12]. Although, the SDCs are using different communication applications like
Skype, Instant Message (IM), Google chat, telephones, and emails [23, 24] to
reduce these challenges. However, still, problems exist at certain levels and need to
be addressed properly. To overcome the GSD challenges, many studies have pro-
posed some strategies to meet the GSD challenges [6, 13, 25–28].

To deal with these challenges and to meet the market competition, software
development processes have been evolving since the late 1990s and shifting
towards new software development paradigms prominently agile methods [19]. The
software project clients want to see the progress of the project on a weekly basis and
also require to make necessary changes in requirements and deliverables anytime
during the project. Consequently, to meet the client expectations the SDCs started
following agile methods, as these approaches define procedures to provide an
update to the client on a weekly basis [19, 29, 30]. According to Versionone survey
[31] about 80% of the SDCs have been moved to the agile methodologies. The
evolution in software development processes in companies operating in the UK,
USA Australia, and other western countries have been investigated in different
studies. However, limited work has been presented in the context of Malaysian
companies. Most of the work presented on software development processes in
Malaysian companies are very general and do not provide deep insight into process
evolution and process paradigm shift. In the present research work, the aim is to
check the trend of current software development processes in Malaysian companies
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as a result of GSD. The evolution of software development processes, how the
processes got affected and eventually changed in Malaysian companies, and reasons
behind. The study also presents the expert views on the change in software
development processes. In addition, some discussion on the software development
practices in Malaysian companies has been made in the literature review section.

The section two of the paper presents the review of related literature while
research methodology is presented in the third section. The results have been
discussed in the fourth section and finally, conclusion has been summarized in
section five followed by acknowledgment.

2 Related Work

A software process involves a set of procedures, tasks, and activities which are
required to build a software [32]. The phenomenon to develop software from
different locations is called GSD [19, 33]. Software development at different
locations made the conventional software development process more difficult to
implement. Consequently, most of the software development projects have been
failed and over budget [34, 60, 61]. A number of factors behind the failure of GSD
projects are misunderstanding of requirements, absence of face-to-face communi-
cation, absence of suitable software process, high coordination costs, lack of
experience about distributed development, culture and languages problems,
dependent modules in distributed development, and delay in responses due to time
zone difference [4, 5, 7, 10, 12, 13, 32, 35, 36]. Numerous studies have suggested
solutions and improvement to deal with these challenging factors [2, 6, 13, 25–28,
37–39].

The main purpose of using the software development process is delivering the
project on time and within budget [32]. Therefore, software development compa-
nies need to follow a suitable software development process that helps to minimize
these issues and deliver projects on time. The conventional approaches of software
development have been deprecated because of less support to GSD and lightweight
methodologies such as agile have appeared as popular practices by software
development companies because of their support to frequent communication, short
deliverables, and other disciplined practices [13, 18, 19, 26]. It is also observed that
the application of agile methods in GSD environments has significantly reduced the
failure rate of the projects [18, 26]. The existing studies describe that current
software practices have been changed globally but are uncertain about Malaysian
SDCs. As per our knowledge, there has not been carried out such study that
investigates the current trends of software development in Malaysia as conse-
quences of GSD. The research study presented in this paper accomplishes this
research gap. Though a few studies have been conducted on Malaysian companies
[40–46] but not in GSD perspective. Also, these studies insufficiently present the
reasons behind the selection of the software development process as a result of
GSD.
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Almomani in a survey [41] investigated the difficulties in recent software pro-
cesses improvement (SPI) practices in small and medium-size companies (SMEs)
operating in Malaysia. The study has some limitations. Firstly, the study has been
conducted through a questionnaire with small sample size, secondly, the target
respondents are only those companies which are doing in-house development and
are not involved in GSD. The study concludes that implementation of SPI is not
very common in Malaysian SMEs because of inadequate knowledge, communi-
cation issues, and lack of resources. In addition, findings also show that many
software development companies in Malaysia are using ad hoc approaches and
agile methodologies. In 2005, Baharom [42] conducted a survey on software
development practices in Malaysia. The survey has been conducted through a
questionnaire and the findings of the survey explain that most of the software
development companies are not following any software development process in
their development environments. Moreover, software development companies have
been facing problems in adopting standards and processes, software quality, over
budget, and late delivery related issues.

In another research study [40], a survey using a questionnaire to observe the
current practices of developing software in Malaysian companies has been con-
ducted. The statistical analysis of the responses has been made to interpret the
results. Findings show that the percentage usage of the methodology for managing
the software project is still very low. Likewise, the use of the latest software
development practices to develop software has also not been found satisfactory due
to which the success rate of the projects is low. Another study conducted on “the
adoption of software development methodologies among IT organization in
Malaysia” has been found different from the present study in terms of (a) the study
has been conducted on overall IT industry, not particularly on the companies
involved in GSD, (b) the software development methodologies are defined and
presented according to each phase of software development lifecycle (SDLC) such
as requirements phase, design phase, development, and testing phase and (c) the
focus of the study is too general [44]. Moreover, the results derived from these
findings do not particularly list the names of software development processes rather
it just generally discussed the software practices (without explicitly listing the
software practices) being followed by Malaysian companies. However, it is found
that few of the companies have developed their own processes while some of them
are not following any software process. Furthermore, the author also proposed a
framework with respect to each software development phase but sufficient dis-
cussion has not been made rather just discussed generally. The present study covers
this gap and adequately investigates the most recent trends of software development
practices in Malaysian companies as consequences of GSD and presents reason
behind the process evolution.
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3 Research Methodology

The research subject in present studies is software development companies oper-
ating in Malaysia which are practicing GSD in their software development envi-
ronment. The qualitative research approach has been selected and data has been
collected through structured interviews conducted face-to-face. Structured inter-
views are conducted to enhance the comparability of data [47]. Open-ended and
pre-planned questions have been set for the interviews with the same replication in
all the interviews [48]. The medium to conduct a structured interview could be
face-to-face or online using the internet or via telephone. The interviews are divided
into two sections such as (a) demographic data which is analyzed through statistical
analysis and (b) open-ended structured questions which are analyzed qualitatively
by using “general inductive approach” [49]. The general inductive approach is quite
similar to grounded theory with the only difference is that it does not apply any
coding technique for data analysis rather it analyzes the data more straight forward.
[49] has discussed the general inductive approach in detail. The data from inter-
views have been managed and analyzed using qualitative data analysis software
NVivo. Although, NVivo provides a platform to organize the qualitative data such
as interviews and surveys at one place analysis of the data is totally dependent on
the researcher that how he or she derived the result from it [50]. NVivo helps to
reduce manual tasks and provide easy to manage, sort, and organize the qualitative
data. The main features which NVivo provide are coding, querying text data, and
representation of text with multiple charts and graphs in order to understand any
particular phenomena. It is difficult to explain all the features of NVivo software,
however, numbers of useful links are provided to understand the working of NVivo
software in detail [51–57]. In NVivo, coding is performed in the ‘Nodes’ container.
The information related to the particular question, theme or concept is stored under
one node. In the present study, the answers of interviewees on current software
development practices are stored in one node. It makes it easy to summarize the
data and perform comparisons to derive the findings.

To conduct interviews for data collection, initially, 40 software development
companies in Malaysia were selected. Only 25 software development companies
agreed for the interviews out of which later 10 of companies refused to participate
for interviews because of project deadlines and emergency meeting calls during the
scheduled time. The privacy policies of the companies have been found as one of
the big problems of low response rate as most of the companies also refused due to
their company’s privacy policy. Therefore, a total of 15 interviews could be con-
ducted. During face-to-face interviews, it is ensured that all the questions have been
clearly understood by the respondents in order to get proper answers. In face-to-face
interviews, the researcher has the opportunity to clarify the confusion about the
questions, if arise any.

Very few questions have been set for the interview. Mainly the questions asked
were about the current software development practices in their company along with
the follow-up question about reasons. The interviews have been conducted with
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expert professionals such as project manager (PM), technical manager (TM), team
leads, senior software engineers, senior system analysts, and software developers
working in the Malaysian software companies.

4 Results and Discussion

The interviews have been divided into two sections as the first section is about
demographic data comprising of name, email, company location, and respondent
experience, and the second section is comprised of open-ended questions related to
the current software development practices along with follow-up question on rea-
sons to select the current practices.

In the first section, the questions have been asked to know the participants’
qualification, experience level, and company profile. As shown in Table 1, 40% of
the interviewees are senior software engineers, 33% software engineers, and 20%
are project manager/technical manager. Only 7% were system analysts.

Most of the interviewees are quite experienced professionals in the software
development industry as shown in Table 2. 20% respondents have experienced
between 10 and 15 years while similarly, 20% of the respondents have more than
15 years of experience. 13.3% interviewees have experience of 3–5 years and
5–10 years. However, 33.4% of them have 1–3 year(s) of experience in software
development.

As shown in Table 3, the response rate of companies with respect to their
location. Kuala Lumpur, Penang, and Selangor are the main states in Malaysia
where the big software development companies are operating their business [46,
58]. The majority of the respondents of the present study also belong to companies
in Kuala Lumpur, Penang, and Selangor as given in Table 3. The data shows that
40% of the interviewee companies are from Penang, 26.7% from Selangor, and
13.3% companies are from Kuala Lumpur. 20% of the total companies are from
Ipoh.

The size of the company has been estimated based on the number of employees
(staff strength) in that company. As shown in Table 4, most of the respondents, i.e.,
overall 90% are from small and medium-sized companies. According to [41, 42, 59],

Table 1 Employee designation

Employee designation Interviewees Percentage (%)

Project Manager/Technical Manager 3 20

Project Team Lead 0 0

Senior Software Engineer 6 40

Software Engineer 5 33.3

System Analyst 1 6.7

Total 15 100
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the majority of the software companies in Malaysia are small and medium-sized.
Table 4 shows that 40% of the software companies have staff less than 20, while
26.7% companies have staff between 20 and 50. 20% of the companies have 50–100
employees while only 13.3% companies are enterprise-level big companies and have
more than 200 employees.

In the second section, questions about the effect of GSD, changes in software
development processes and reasons behind it have been asked. The analysis of the
qualitative data shows that GSD has brought a significant change in Malaysian
SDCs and it has also affected the software development paradigms. It is evident
from the results that the majority of the SDCs operating in Malaysia have replaced
their existing processes with lightweight processes predominantly agile methods.
6 out of 15 respondents particularly stated that their companies are using agile
methods in their software development environment to deal with the challenges and
problems faced due to GSD. According to a project manager, software development
companies strive to launch their products early in the market and agile method
provides support in terms of “better visibility and faster development.” Another
project manager added that the use of the agile method as “Managers can see the

Table 2 Experience level in
software development

Experience level Interviewees Percentage (%)

1–3 year(s) 5 33.4

3–5 years 2 13.3

5–10 years 2 13.3

10–15 years 3 20

More than 15 years 3 20

Total 15 100

Table 3 Locations of
respondent companies

Company location Interviewees Percentage (%)

Kuala Lumpur 2 13.3

Selangor 4 26.7

Penang 6 40

Ipoh 3 20

Total 15 100

Table 4 Company size w.r.t
number of staff

Number of staff Interviewees Percentage (%)

Less than 20 6 40

Between 20 and 50 4 26.7

Between 50 and 100 3 20

Between 100 and 150 0 0

More than 200 2 13.3

Total 15 100
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progress of projects and developers do the tasks with the given priority.” Software
engineers also believe that agile methods are the best software development prac-
tices to handle the GSD related issues such that “as far as agile is concerned, it helps
this company. There are many potential benefits and issues that can arise from
GSD. The most frequently cited issue is a communication problem, so agile helps to
sort out the communication problem.” A number of studies report that communi-
cation is the main issue in GSD [2, 4, 5, 12, 17, 20, 21]. The respondents of the
current study also consider that communication is the main problem in GSD that
can be overcome by following agile methods. Agile methods provide disciplined
and best practices to develop the software product [19, 21, 26]. Among agile
methods, Scrum is mostly being followed in the Malaysian SDCs because Scrum
supports and defines processes for weekly updates and frequent communication
among team members and clients [13, 18, 19, 26]. One of the software engineer
respondents mentioned that “we use Scrum because we have daily meeting to
discuss what we currently doing and possible problems we traced.” Furthermore, a
senior software engineer also supported using the Scrum as “we’ve been using
Scrum in-house, and then we tried to use it in some outsourcing projects and it
really works in terms of managing project resources and tracking project status.”
The analysis of the answers of the respondents shows that agile methods are
suitable for the environments of software development companies and provide best
practices to build the software as well as to manage the resources, tasks, and for
better visibility of the project progress.

Subsequently, 3 out of 15 respondent companies have been found as following
ad hoc approaches of software development. The small and medium-size of the
companies has been found as the main reason for using ad hoc approaches in
Malaysia [42]. Adding to this, one of the senior software engineers highlighted the
reasons of using the ad hoc approaches in their software companies as “we don’t
use any process because we are a small and medium-size software company. That’s
why we don’t use any process.” Likewise, a project manager/technical manager
also mentioned that “Because projects are not big usually 2 to 3 weeks long and this
is the reason we don’t follow any process because the use of the process is
unnecessary.”

Similarly, other studies conducted in Malaysia [40, 42–44] reports that most
companies don’t follow any software process; similar trends also found in the
present study. Surprisingly, Malaysian SDCs are also following the software pro-
duct line (SPL) due to GSD as 4 interview respondent companies are following the
SPL. The common reason reported by the respondents is “to reuse the software
components and for better management.” According to [21], SPL and agile methods
mostly share the common goals but achieved in different ways. However, few
companies are still using traditional approaches of software development because
the projects are at enterprise-level, as two of the participants are using the waterfall
model and only one participant reported the ISO standards.
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5 Conclusion

The research study presented in this paper successfully describes the trends of
software development processes in Malaysian software development industry as
well as the reasons from the experts. The findings show that GSD has brought a
great evolution in Malaysian SDC and as a result software paradigm has been
shifted. The findings also reveal that lightweight methodologies are the recent
trends in the Malaysian SDCs. Agile and SPL methods are mostly being used as
these provide fast development, better visibility of project progress, easy to manage
resources and tasks as well as help to minimize the issues of GSD particularly
related to communication and coordination. The small and medium-size of the
companies as well as projects also urges them to follow ad hoc approaches.
However, few of the respondent companies are still using traditional practices in
their development environment as a result of GSD.

The results of the present study adequately explain the software development
processes currently being used in Malaysian companies as a result of GSD. It also
presents the views of IT experts in detail in order to know the reasons to adopt the
current process and evolution in software development processes.
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Automated Scheduling of Hostel Room
Allocation Using Genetic Algorithm

Rayner Alfred and Hin Fuk Yu

Abstract Due to the rapid growth of the student population in tertiary institutions
in many developing countries, hostel space has become one of the most important
resources in university. Therefore, the decision of student selection and hostel room
allocation is indeed a critical issue for university administration. This paper pro-
poses a hierarchical heuristics approach to cope with hostel room allocation
problem. The proposed approach involves selecting eligible students using rank
based selection method and allocating selected students to the most suitable hostel
room possible via the implementation of a genetic algorithm (GA). We also have
examined the effects of using different weight associated with constraints on the
performance of the GA. Results obtained from the experiments illustrate the fea-
sibility of the suggested approach in solving the hostel room allocation problem.

Keywords Scheduling � Hostel space � Genetic algorithm

1 Introduction

A hostel management system is responsible for allocating students to available
hostel spaces and managing students’ resident and hostels information. The rapid
rise in the student population of the tertiary institutions over the years in developing
countries has become an inevitable challenge to university administration due to
limited hostel spaces available in the university. Therefore, in order to cope with the
issues above, optimization of the scheduling process for hostel room allocation is a
must. Hostel room scheduling is the problem of allocating eligible students to hostel
rooms while satisfying specified constraints and the scheduling process is
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automated [2]. Automated scheduling is usually executed using a scheduling
algorithm to generate a sequence of actions in order to achieve certain objectives.
Some of the applications or problems which require automated scheduling are flow
shop scheduling problem (FSSP) and job shop scheduling problem (JSSP) [1]
including Hostel Space Allocation Problem [2]. Some examples of technique or
method for dealing with scheduling problem are hybrid metaheuristic algorithm [3],
relax and fix heuristics [4], and hierarchical heuristics approach [2]. The reason why
these proposed techniques are advantageous is mainly because of the simplicity,
flexibility, inexpensive computational cost, and derivation-free mechanism of
heuristic or metaheuristic [5]. In this paper, a hierarchical heuristics approach will
be proposed and implemented to optimize the scheduling process of hostel room
allocation. Hierarchical heuristics approach is chosen because it is able to provide
good results in dealing with multilevel allocation process of hostel space allocation
problem [2].

The rest of the paper is organized as follow. Section 2 discusses related works
with regard to implementation of GA-based heuristic in dealing with scheduling
problems. Section 3 presents the design of the proposed hierarchical heuristics
approach while the experimental setup is discussed in Sect. 4. This paper is con-
cluded in Sect. 5.

2 Related Works

A large amount of research and study has been conducted in a variety of domains of
scheduling problem such as JSSP [6], shelf space allocation problem (SSAP) [7],
timetabling problem [8], knapsack problem [9], and bin-packing problem [10].
Yaqin et al. [6] studied on the job shop scheduling with multiobjectives-based on
GA and according to the research, GA is relatively faster than other methods used
for scheduling which are usually based on single point search as GA do multipoint
searches on the whole population simultaneously. Their studies show that GA is
feasible in optimizing NP-hard or combinatorial optimization problem. Castelli and
Vanneschi [7] proposed a hybrid algorithm that combines GA and variable
neighbor search (VNS) algorithm to increase the explorative ability of GA to
prevent GA from being stuck in local optimum and results obtained from their
experiments had shown the enhancement in explorative ability of GA. Yang et al.
[9] introduced attribute reduction of rough sets into the crossover of GA to tackle
multidimensional knapsack problem which is also known as the multi-constraints
knapsack problem. The steps of the GA proposed by them are different than the
steps in typical GA. If reduct is found in the genes of the parent chromosome,
the particular genes in the reduct will be the points selected to crossover whereas in
the event of no reduct is found, the single-point crossover is applied. Results
obtained from their studies show that the likelihood of the proposed GA to reach a
maximal solution is relatively higher than conventional GA. Other than that,
Bennell et al. [10] proposed a multi-crossover genetic algorithm (MXGA) to solve
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a new variant of the two-dimensional bin-packing problem where each rectangle is
assigned a due date and each bin has a fixed processing time. Experiments con-
ducted in their research shows that the MXGA performance better than the single
crossover genetic algorithm in solving the bin-packing problem. One crucial sim-
ilarity between the works reviewed above is such that GA is always a part of the
proposed solution or method. Therefore, the motivation of our work is to implement
GA in the proposed hierarchical heuristic approach in order to tackle the hostel
room allocation problem. The hierarchical heuristics approach proposed in this
work is different than the hierarchical heuristics approach proposed by Adewumi
and Ali [2], in which instead of greedy-like heuristic, the rank based selection
method is used in the selection stage. Moreover, the representation, as well as
crossover and mutation mechanism of the GA, is different as well.

3 Hierarchical Heuristics Approach

This section explains the framework of the hierarchical heuristics approach. The
main components of the approach, which are rank-based selection method and GA
will be explained. The proposed hierarchical heuristics approach framework is
shown in Fig. 1.

With respect to Fig. 1, necessary information of applicants, rooms and specified
constraints will initially be provided to the framework. This information will be
used during the selection stage; with the implementation of rank-based selection
method, applicants will be ranked based on the weight they hold and higher ranker
will be selected first. Weight hold by the applicant is determined via the degree in
which the applicant satisfies the specified constraints and the order of priority of
constraints will be shown in Sect. 4. A list of selected students or applicants will be
produced at the end of the selection stage. During the allocation stage, the selected
students will be allocated to the most suitable hostel room possible using GA-based
on specified constraints. The constraints will be shown in Sect. 4.

3.1 Genetic Algorithm

A GA is a stochastic search algorithm which can be used to a variety of combi-
natorial optimization problems [11]. GA is also known as nature inspired algorithm
for the reason that the steps in GA are based on the evolutionary process of
biological organisms. GA evolves according to the principle “survival of the fit-
test”; this implies that offspring that carries best attributes genes will have higher
chance to survive to the next generation. Generally, GA simulates the evolutionary
process of biological organisms by generating individuals randomly that form up an
initial population. Each individual is encoded into a string (chromosome) which
represents a possible solution to a given problem. Fitness function is performed on
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each and every individual and each individual has its own fitness value.
A probability of being selected during the selection process is assigned to each
individual based on the individual’s fitness value so as to ensure the characteristics
of highly fit individuals or chromosomes are passed down to the next generation
through a crossover procedure. The most general crossover method is called a
one-point crossover; in which a single crossover point on both parents’ chromo-
somes is selected first and then all information located beyond that single crossover
point in either chromosome are swapped between these two parent chromosomes.
The mutation is often applied to the offspring’s chromosomes after crossover by
altering some genes in the chromosomes, but with very low occurrence rate. In most
of the case, less fit individuals will be replaced by the highly fit offspring and the
new population will be reevaluated by the fitness function again. This sequence of
processes will be repeated until a termination criterion is met.

Initial preparationApplicants 
and rooms’ 
information

Specified 
constraints 

Rank based 
selection

List of 
selected 
students

Genetic 
Algorithm

Generated list 
of hostel room 
allocation for 
selected 
students 

Selection stage

Allocation stage

Fig. 1 Framework of hierarchical heuristics approach
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3.2 Solution Encoding and Generic Operators

The encoding applied to represent candidate solutions for the GA used in the
allocation stage as shown in Fig. 1 will be described in this section. The generic
operators, which are crossover and mutation of the GA, will be described as well.
Figure 2 illustrates how the candidate solutions are encoded. Based on Fig. 2, the
integer values are the unique ID of selected students. The number of genes owned
by each room varies with the types of room and as for this case, single room owns
two genes while double room owns four genes. The length of the chromosome
varies with the total number of rooms available. Figure 3 illustrates the process of
crossover.

In Fig. 3, a self-crossover is used in order to ensure there is no repetition of
integer values in the chromosome as the integer values are the unique ID of stu-
dents. The crossover is done by randomly selects two portions with the same
number of genes and swaps the genes of the selected portions in a random manner.
The genes swapping phenomenon is controlled by a crossover rate of 0.45. On the
other hand, the mutation process is almost the same as crossover process, in which
the difference is that all the genes of the selected portions will be swapped com-
pletely in a random manner instead of controlled by a crossover rate of 0.45. The
likelihood of the mutation process to happen is controlled by a mutation rate of
0.05.

3.3 Fitness Function

Fitness function, which is also known as evaluation function is used to evaluate
individuals after initialization, crossover, and mutation steps to determine how fit
the individuals are. In this work, the fitness of GA’s individual will be evaluated
based on the degree in which the constraints are satisfied. Each individual of the GA
will have their own fitness value which is a set of real number in [0, 1]. A value of 0
indicates a complete violation of all given constraints while a value of 1 indicates
no constraint is violated. The fitness of an individual, by referencing the fitness
function in [2], is computed as:

f ¼
Xn

i¼1
wiui 2 0; 1½ � ð1Þ

where ui in Eq. (1) is the utilization factor given as:

1 2 3 4 5 6 7 8

Room 1 Room 2 Room 3Fig. 2 Chromosome
encoding of the GA in
allocation stage
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ui ¼ 1
n

ð2Þ

wi is the weight hold by gene i in a chromosome, n in Eqs. (1) and (2) is the total
number of genes a chromosome has.

4 Experimental Setup

This section describes the experiments that are carried out in this work. The sample
datasets for students (applicants) and rooms are shown in Tables 1, 2 and 3. The
initial population of the GA will be randomly generated.

The main parameters for GA used are as follow 30 population size, 100 gen-
erations, crossover rate at 45% and mutation rate at 5%. The constraints applied to
the selection and allocation process are as follow:

1. Selection:

• Hard constraints

– All first year students must be selected (FY).
– Student representative must be selected (SR).
– Uniformed units must be selected (SU).
– Handicapped students must be selected (HS).

• Soft constraints

– Students with higher student development points are more likely to be
selected (SD).

– Students with higher CGPA are more likely to be selected (SC).

1 2 3 4 5 6 7 8

5 2 3 4 1 6 7 8

Parent

Child 

Self-crossover

Fig. 3 Crossover process

Table 1 Statistics of
applicants per category

Category Male Female

First year 703 2635

Senior 297 1115

Student representative 4 8

Uniformed units 197 353

Handicapped 2 5

Food science and forestry 192 328

Others 605 3056
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2. Allocation:

• Hard constraints

– Uniformed units must be allocated to hostel E (UH).
– Handicapped students must be allocated to rooms situated on the ground

floor (HG).
– Single rooms are for senior students (SS).

• Soft constraints

– Food Science (FS) and Forestry (FT) student should be allocated to hostel
E (FE).

– Students should be allocated to the hostel of their choices (SH).
– First year students should be allocated to hostels inside the campus (SI).

Weights associated with selection and allocation constraints are shown in
Tables 4 and 5. With respect to Table 4, weight associated to constraint FY is 0.51
and this is to make sure the sum of weights of other constraints is less than 0.51 as
FY holds the highest priority in hard constraints. As for SR, SU, and HS, they have
the same level of priority, in which fulfilling one or two or all of these constraints
will give the student the same amount of weight, which is 0.25. This is to ensure the
sum of weights for remaining soft selection constraints will not exceed 0.25. On the
other hand, the four sets of weights’ distribution for allocation constraints shown in
Table 5 are used to examine the effect of weight associated constraints on the
performance of the GA; during allocation stage, the results obtained from the rank

Table 2 Availability of
rooms for male students

Hostel

Type A/B C/D E Angkasa Usia

Single room
capacity

52 52 52 52

Double room
capacity

148 148 148 148 0

Ground floor
capacity

50 50 50 50 0

Table 3 Availability of
rooms for female students

Hostel

Type A/B C/D E Angkasa Usia

Single room
capacity

140 140 140 140 140

Double room
capacity

560 560 560 560 560

Ground floor
capacity

150 150 150 150 150
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based selection are processed by the GA using these four sets of weights’ distri-
bution and the results obtained are used as a basis for optimizing the weights’
distribution for allocation constraints. The optimization of weights’ distribution for
allocation constraints is done by simulating the GA 30 times using the same set of
results obtained from rank-based selection but with 30 different sets of weights’
distribution for allocation constraints which are randomly generated.

The results obtained from the rank-based selection during selection stage are
shown in Table 6 where it shows the fulfillment of hard constraints as soft con-
straints of selection, which are SD and SC cannot be quantified. However, with the
implementation of rank-based selection and normalization of student development
point and CGPA, SD, and SC will always be optimized. The optimized weights’
distribution for allocation constraints is shown in Table 7 while the allocation
results obtained from simulating the GA using the four sets of weights’ distribution
and optimized weights’ distribution are shown in Table 7. Based on Table 8, the
performance of the GA is measured in term of constraints satisfaction in percentage

Table 4 Weights’
distribution for selection
constraints

Type Constraints Weight

Hard FY 0.51

SR, SU or HS 0.25

Soft SD 0.12

SC 0.12

Table 5 Weights’
distribution for allocation
constraints

Type Constraints Set 1 Set 2 Set 3 Set 4

Hard UH 0.22 0.25 0.27 0.30

HG 0.22 0.25 0.27 0.30

SS 0.22 0.25 0.27 0.30

Soft FE 0.12 0.09 0.07 0.04

SH 0.11 0.08 0.06 0.03

SI 0.11 0.08 0.06 0.03

Table 6 Selection results
obtained from rank-based
selection method

Category Selected Not selected

Male Female Male Female

First year 703 2635 0 0

Senior 97 865 200 250

Student
representative

4 8 0 0

Uniformed units 197 353 0 0

Handicapped 2 5 0 0

Food science and
forestry

103 207 89 121

Others 494 2927 111 129
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instead of average fitness value of GA’s population. This is because fitness value is
based on weights’ distribution for allocation constraints and, therefore, it is not
suitable for indicating the performance of the GA. The results obtained from both
selection and allocation stages show the feasibility of the suggested approach in
solving the hostel room allocation problem.

5 Conclusion

This paper proposed a hierarchical heuristics approach that includes the imple-
mentation of GA to cope with hostel room allocation problem. The effect of weights
associated with constraints is examined by simulating GA with multiple sets of
weights’ distribution for allocation constraints. Optimized weights’ distribution for
allocation constraints is obtained during the simulation process. Results obtained
from the experiments conducted show the feasibility of the proposed approach in
dealing with the problem at hand. However, improvements can still be made in the

Table 7 Optimized weights’ distribution for allocation constraints

Type Constraints Weight

Hard UH 0.231

HG 0.243

SS 0.216

Soft FE 0.098

SH 0.109

SI 0.105

Table 8 Allocation results obtained Using GA with different weights’ distribution

Type Constraints No of
students

Results

Set 1 Set 2 Set 3 Set 4 Optimized
weight

Hard UH 550 462 505 509 512 506

HG 7 4 5 5 6 6

SS 962 714 801 832 825 822

Total 1519 1180
(77.68%)

1311
(86.31%)

1346
(88.61%)

1343
(88.41%)

1334
(87.82%)

Soft FE 310 255 202 181 172 251

SH 3338 2890 2458 2231 2091 2718

SI 4300 3457 3321 2989 2786 3362

Total 7948 6602
(83.06%)

5981
(75.25%)

5401
(67.95%)

5049
(63.52%)

6331
(79.65%)
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future to increase the overall performance of the proposed approach by tuning the
GA components and parameters such as encoding method, crossover method,
mutation method, crossover rate, mutation rate, population size, etc.
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Evaluation of ASTER TIR Data-Based
Lithological Indices in Parts of Madhya
Pradesh and Chhattisgarh State, India

Himanshu Govil, Subhanil Guha, Prabhat Diwan, Neetu Gill
and Anindita Dey

Abstract The present study was performed in some parts of Madhya Pradesh and
Chhattisgarh State, India to compare the different quartz indices, feldspar indices
and mafic indices according to Ninomiya (2005) and Guha (2016) using thermal
infrared (TIR) bands (band 10, band 11, band 12, band 13, and band 14) of
Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) data
for detecting quartz, feldspar and mafic minerals. Results showed that these indices
are equally useful for delineating quartz, feldspar or mafic minerals. It was noticed
from the correlation coefficients that Guha’s mafic index (GMI) and Ninomiya’s
mafic index (NMI) presented almost the same result. Guha’s quartz index
(GQI) was more powerful than Ninomiya’s quartz index (NQI) in identifying quartz
content in alkali granites and this GQI was also comparable with the Rockwall and
Hofstra’s quartz index (RHQI) in identifying quartz content in alkali granite.

Keywords ASTER � Feldspar � Mafic � Quartz � Thermal infrared

1 Introduction

The visible and near-infrared (VNIR) bands and the short wave infrared (SWIR)
bands of satellite data are not so useful for detecting quartz and feldspar minerals
[13] whereas thermal infrared (TIR) bands are useful for the delineation of the
aforesaid minerals because of the vibration of Si–O bonds [7]. Lithological map-
ping is an important task of geological exploration. Earth observation techniques
play an important role in lithological and mineralogical mapping. TIR region are
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less studied than VNIR or SWIR regions for mineral identification due to the less
availability of satellite sensors in the TIR domain.

Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER)
satellite sensor has three VNIR bands (band 1–3), six SWIR bands (band 4–9), and
five TIR bands (band 10–14). ASTER VNIR and SWIR bands were used exten-
sively in the mapping of clay, carbonate, aluminium hydroxide, and iron hydroxide
[15].

In later studies, a different combination of ASTER TIR bands were frequently
used in differentiating various types of rock [4, 8–10].

Ninomiya et al. [9] applied some selected lithological parameters to propose a
series of ASTER TIR band based lithological indices for quartz, mafic, feldspar,
and carbonate rock detection [1, 4, 9, 12]. High ratio of alkali feldspar is present in
alkali feldspar rich granite while in granodiorite and tonalite this ratio becomes
lower [2]. Granitoids are also characterized by a low amount of mafic mineral
which is found in high amount in tonalite.

The present study tried to detect quartz, feldspar, and mafic mineral in various
types of rocks using ASTER TIR bands. A number of geoscientists examined the
utility of ASTER TIR bands in the formulation of rocks and mineral indices to
identify the basic mineral content in the lithological variation [3–5, 9]. The pub-
lished geological map was used as the reference map to get a reliable interpretation
of the final results. Different lithological indices were compared to each other for
enhancing the sub-variants of granitoids.

2 Study Area and Geology

The parts of Madhya Pradesh and Chhattisgarh State of east-central India were
selected as the study area (Fig. 1) of the present research work. This entire region is
composed of felsic and mafic rocks in significant amount. Granitoid or quartz
enriched felsic rock has a combination of quartz, mafic and feldspar minerals.
Geological map published from the Geological Survey of India with 1:250,000
scale was used as the reference map for analyzing the derived lithological indices.

3 Materials and Methods

Thermal bands specification of ASTER data was provided in Table 1. Emissivity
values of quartz and feldspar minerals were analyzed and it was observed that the
band 12 reflects the lowest emissivity value and band 10 and band 13 reflect the
higher emissivity values for quartz mineral. ASTER band 11 has a lower emissivity
than band 10 for feldspar mineral (Fig. 2). ASTER band 13 indicates the lowest
emissivity and band 12 and band 14 have higher emissivity for mafic rocks and
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Fig. 1 Location of the study area

Table 1 General information of ASTER TIR bands

Data Sensor TIR bands Wavelength (lm) Spatial resolution (m)

ASTB070414051954 TIR 10 8.125–8.475 90

Date: 14 April 2007 TIR 11 8.475–8.825 90

TIR 12 8.925–9.275 90

TIR 13 10.25–10.95 90

TIR 14 10.95–11.65 90
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minerals [14]. A significant reverse trend of emissivity values for TIR band 11 and
band 12 was observed for quartz and feldspar minerals [14].

The lithological indices applied for detecting quartz, mafic and feldspar minerals
were retrieved using TIR bands of ASTER sensor.

Guha’s indices are described as follows [6]:

Guha's quartz index ðGQIÞ ¼ band 10
band 12

� band 13
band 12

ð1Þ

Guha's mafic index ðGMIÞ ¼ band 12
band 13

� band 14
band 13

ð2Þ

Guha's feldspar index ðGFIÞ ¼ band 10
band 11

� band 12
band 11

ð3Þ

GQI, GMI and GFI were generally used to detect the rocks with high quartz
content, high mafic minerals content, and high feldspar content, respectively. NQI
and NMI were the two established lithological indices to detect quartz and mafic
minerals, respectively [9]. Besides, Rockwall and Hofstra [11] proposed another
index (RHQI) to detect quartz-rich rocks.

Fig. 2 Spectral ASTER TIR bands in the wavelength of the electromagnetic spectrum (Source
NASA Jet Propulsion Laboratory)
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These indices are described as follows:

Ninomiya's quartz index ðNQIÞ ¼ band 11� band 11
band 10� band 12

ð4Þ

Ninomiya'smafic index ðNMI) ¼ band 12
band 13

ð5Þ

Rockwall andHofstra's quartz index ðRHQIÞ ¼ band 11
band 10þ band 12

� band 13
band 12

ð6Þ

The present study compared GQI with respect to NQI in detecting quartz and
GMI with respect to NMI in detecting mafic minerals. Applicability of RHQI and
GQI was also examined.

4 Results

The study attempted to compare the lithological indices for identifying mafic,
quartz and feldspar minerals. It was noticed that granite and quartz-rich granite were
differentiated from mafic rich gneiss as yellow colour produced in the composite
image of band 14 as red band, band 13 as green band and band 12 as blue band
(Fig. 3a). Quartz particles were characterized with a red tint in the composite image
of band 14 as red band, band 12 as green band and band 10 as blue band (Fig. 3c).
NQI and NMI were the established rock bearing indices to distinguish quartz and
mafic minerals in various types of lithological configurations. GQI provided a better
result than NQI in the delineation of quartz content (Fig. 4a and b). Quartz enriched
rocks were found as dark colour and bright colour in NQI and GQI images,
respectively. This is because of the different emissivity values for quartz and
feldspar in these TIR bands. GQI image was also compared to RHQI image.
In RHQI image, the emittance value for quartz should be higher in band 11 [9].
Again, the emittance value for quartz was also high in band 13 compared to band 12
[6]. Thus, RHQI was used to delineate quartz content in granite and alkali granite
(Fig. 4a and c). In GFI image, feldspar particles appeared as brighter in alkali
granite (Fig. 4d). GMI and NMI built a strong correlation and thus these images
were complementary to each other (Fig. 4e and f). It was found a relatively weak
correlation (0.092) between GQI and NQI while GMI and NMI showed a strong
(0.813) correlation (Table 2). However, GQI was comparable with RHQI in order
to identify quartz enriched granitoids. GQI and RHQI built a very high correlation
(0.808).

GFI and GQI had a very weak negative correlation (−0.090) because generally
feldspar particle is increased slowly with the gradual decrease of quartz particle.
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Fig. 3 ASTER TIR radiance composite images: a band 14 as red band, band 13 as green band,
band 12 as blue band; b band 12 as red band, band 11 as green band, band 10 as blue band; c band
14 as red band, band 12 as green band, band 10 as blue band; d band 11 as red band, band 14 as
green band, band 13 as blue band
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GMI and GFI were positively correlated with a regression value of 0.319 because
feldspar particle is increased with the increase of mafic particle. GQI and GMI were
negatively correlated with a very high regression value of −0.804 because quartz
particle is increased rapidly with the decrease of mafic particle.

Fig. 4 a GQI image; b NQI image; c RHQI image; d GFI image; e GMI image; f NMI image

Table 2 Correlation Matrix of various lithological indices

GQI NQI RHQI GFI GMI NMI

GQI 1.00000 0.09179 0.80787 −0.09011 −0.80419 −0.88018

NQI 0.09179 1.00000 0.51516 −0.99992 −0.32162 −0.07198

RHQI 0.80787 0.51516 1.00000 −0.51341 −0.84916 −0.89145

GFI −0.09011 −0.99992 −0.51341 1.00000 0.31993 0.06999

GMI −0.80419 −0.32162 −0.84916 0.31993 1.00000 0.81306

NMI −0.88018 −0.07198 −0.89145 0.06999 0.81306 1.00000
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5 Discussions and Conclusions

The use of the lithological indices can be treated as a significant method for the
delineation of quartz, mafic and feldspar minerals in granitoids. GQI was estab-
lished as a more effective method compared to NQI (Fig. 4a and b). RHQI can
retrieve quartz content almost as much as in GQI. GMI also provided a reliable
comparison with NMI for delineation of mafic minerals (Fig. 4e and f). GMI and
NMI were highly correlated (0.813) but the relationship became weak (0.091)
between NQI and GQI (Table 2). GQI and QIRH also correlated with a high
regression value (0.807) and hence can be used as important indices to determine
quartz content in granite and alkali granite rocks. The results were significantly
comparable to the published geological map. These indices can be evaluated in the
different climatic and geologic environment to establish a more accurate conclusion.
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Analyzing Linear Relationships of LST
with NDVI and MNDISI Using Various
Resolution Levels of Landsat 8 OLI
and TIRS Data

Himanshu Govil, Subhanil Guha, Prabhat Diwan, Neetu Gill
and Anindita Dey

Abstract The present study used the Normalized Difference Vegetation Index
(NDVI) and the Modified Normalized Difference Impervious Surface Index
(MNDISI) to determine the linear relationship between Land Surface Temperature
(LST) distribution and these remote sensing indices under various spatial resolu-
tions. Four multi-date Landsat 8 Operational Land Imager (OLI) and Thermal
Infrared Sensor (TIRS) images of parts of Chhattisgarh State of India were used
from four different seasons (spring, summer, autumn and winter). The results
indicate that LST established moderate to strong negative correlations with NDVI
and weak negative to moderate positive correlations with MNDISI at various spatial
resolutions (30–960 m). Generally, the coarser resolutions (840–960 m) possess
stronger correlation coefficient values due to more homogeneity. The autumn or
post-monsoon image represents the strongest correlation for LST–NDVI and
LST–MNDISI at any resolution levels. The image of winter season reveals the best
predictability of LST distribution with the known NDVI and MNDISI values.
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1 Introduction

Generally, the spatial and temporal resolution of satellite sensor should follow the
nature of surface configurations [24]. In any urban area, the high value of Land
Surface Temperature (LST) is generated mostly in the Impervious Surface Area
(ISA) with lower vegetation intensity [18]. Therefore, most of the thermal remote
sensing methods used the Normalized Difference Vegetation Index (NDVI) [5] and
ISA [1] as the significant indicators of LST, and a number of studies based on the
relationships of LST with NDVI [6–8, 19], and impervious surface fraction [22],
were used to explore high LST. Some scholars applied fractal techniques for
analyzing LST–NDVI relationship [19]. An adjusted stratified stepwise regression
method was proposed to sharpen the LST within a high-density urban land and the
adjacent areas [25]. An improved error estimation method was developed consid-
ering the scale difference [4]. The relationships of LST with NDVI and Modified
Normalized Difference Impervious Surface Index (MNDISI) were recently inves-
tigated for a single date image at different resolutions [11] in which the relationships
became strongest at 30 m resolution. In the present paper, a detailed examination
was performed by using four cloudless Landsat 8 OLI (Operational Land Imager)
and TIRS (Thermal Infrared Sensor) data taken from the four different seasons
(spring, summer, autumn and winter) to evaluate the relationships of LST with
NDVI and MNDISI at 30–960 m spatial resolutions. The main aim of the present
study was to assess the LST–NDVI and LST–MNDISI relationships generated in
the satellite images of different seasons at various spatial resolution using Landsat 8
data.

2 Study Area and Data

Part of Chhattisgarh State including the capital city of Raipur and its surroundings
was selected for the entire research work. The total study area extends between
20°59′24″ N to 21°35′24″ N and 81°22′48″ E to 82°01′12″ E covers a total geo-
graphical area of 4356 km2 (Fig. 1). The study area has an elevation ranging from
147 m to 370 m. Mahanadi River flows along the east of Raipur city and the
elevated southern part is covered by forest. The study area is considered as tropical
wet (Savannah) type of climate. Spring season exists for only one and half months
(February–March) characterized by pleasant weather. Summer or pre-monsoon
months (March–June) are hot and dry and dust storms occur frequently. July–
September months are considered as monsoon or rainy season. October and
November months are often considered as the autumn or post-monsoon season,
characterized by an excellent climatic condition with comparatively low tempera-
ture and moderate moisture content in the air. The presence of high density of green
vegetation really adds an extra flavour in Chhattisgarh during autumn. Winter
months (December–January) experience a cool and dry climate. The average annual
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range of temperature is 20 °C–34 °C and average annual precipitation is 130 cm.
An extensive bare land was observed throughout the study area including the
capital city in the central part. The study area was also characterized by tropical
mixed deciduous vegetation and red soil.

Four Landsat 8 OLI and TIRS data satellite images (Path/Row: 142/45) dated 3
February 2016, 23 April 2016, 16 October 2016 and 19 December 2016 were
downloaded from the United States Geological Survey (USGS) Data Centre
(Table 1) which were used as the representatives of the spring, summer or
pre-monsoon, autumn or post-monsoon and winter seasons, prevails over the
Chhattisgarh State of India, respectively. Landsat 8 TIRS dataset has two TIR bands
(bands 10 and 11) in which band 11 has a larger calibration uncertainty. Thus, only
TIR band 10 data was recommended in the present study. The TIR band 10 data
was resampled to 30 m � 30 m pixel size of for all the satellite images.

Fig. 1 Location of the study area
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3 Methodology

3.1 Retrieving LST from Landsat 8 OLI Data

In this study, the mono-window algorithm was applied to retrieve LST from
multi-temporal Landsat satellite image [6, 7, 14]. Ground emissivity, atmospheric
transmittance and effective mean atmospheric temperature—these three parameters
are needed to derive the LST using mono-window algorithm.

3.2 Extraction of NDVI and MNDISI

Various land surface biophysical parameters were applied to specify different types
of land surface features [6, 7]. In this study, special emphasis was given on NDVI
[9, 13] and MNDISI [10, 21] for determining the relationships with LST. NDVI
was used as a vegetation index while MNDISI, based on modified normalized
difference water index or MNDWI [23], acts as an index of impervious surface.
These remote sensing indices were extracted by using the following formulas
(Table 2).

4 Results and Discussion

4.1 Characteristics of LST, NDVI and MNDISI at Different
Spatial Resolutions

There was a prominent variation of different time periods occurred in mean and
Standard Deviation (STD) values of LST, NDVI and MNDISI under the different
resolutions ranging from 30 to 960 m. The summer or pre-monsoon image had the
maximum values of mean LST (44.26 °C) followed by spring image (27.37 °C),
autumn or post-monsoon image (26.91 °C) and winter image (24.14 °C); and these

Table 2 Various indices used for the extraction of Land Use/Land Cover (LU-LC) features

Indices Formula Significance in
LU-LC Identification

References

NDVI (NIR–Red)/(NIR + Red) Green vegetation
extraction

[13]

MNDISI [TIR–(MNDWI + NIR + SWIR1)/3]/
[TIR + (MNDWI + NIR + SWIR1)/3]

Impervious surface
area extraction

[21]

MNDWI (Green-SWIR1)/(Green + SWIR1) Waterbody extraction [23]
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mean values were almost unaffected by the size of the pixel. But, Standard
Deviation (STD) values of LST had been gradually decreasing with the increase of
pixel size for each and every image. Again, the summer image had the maximum
STD of LST (2.92 °C at 30 m resolution) followed by autumn image (2.09 °C at
30 m resolution), spring image (1.75 °C at 30 m resolution) and winter image
(1.46 °C at 30 m resolution) and these STD values maintained a steady decreasing
trend with the increase of pixel size, e.g., 2.24 °C, 1.64 °C, 1.34 °C and 1.02 °C,
respectively for summer image, autumn image, spring image and winter image at
960 m resolution.

In the case of NDVI, the autumn image had the maximum value of mean NDVI
(0.34) due to the abundance of green vegetation followed by winter image (0.14),
summer image (0.14) and spring image (0.14) and these mean values remain almost
unchanged at different spatial resolutions. But, STD values of NDVI was contin-
uously decreasing as the spatial resolution becomes low and this phenomenon was
noticed for the four multi-date images. The autumn image represented the maxi-
mum STD value of NDVI, both at 30 m resolution (0.10) and at 960 m resolution
(0.07).

There was a very negligible variation in the multi-date images for mean MNDISI
value at any particular spatial resolution. At 30 m resolution, the spring image
(0.55) had the maximum values of mean MNDISI followed by winter image (0.54)
because of the increase in imperviousness in soil due to lack of rainfall and veg-
etation. The summer image (0.53) had less value of mean MNDISI than spring
image and winter image while it was least in the case of autumn image (0.52)
because of the high percentage of soil moisture. STD values of MNDISI had a
steady descending trend with the decrease of resolution or increase of pixel size and
it was a common phenomenon for all the images. The winter image had the highest
STD values of MNDISI at any resolution (0.05 at 30 m to 0.03 at 960 m resolu-
tion). But, for the rest of the three images, a dynamic effect was observed with the
change of resolution. Up to 300 m resolution, the autumn image had greater STD
values of MNDISI than summer and spring image while 360 m resolution onwards
these STD values of MNDISI become lesser.

Figure 2 represented the spatial distribution pattern of LST, NDVI and MNDISI
in the highest (30 m) resolution level for all the multi-date images. It was clear that
in the spring image, the higher LST values generated over the western, central,
northern and southern portions of the study area while these specific zones were
simultaneously characterized by low NDVI and high MNDISI value. The figure
also indicated that in the summer image, the lower LST values were found in the
southern and the southeastern parts and the higher LST values were found in the
northern portion of the study area. The NDVI values were normally inversely
correlated with the LST values while MNDISI values were not very much signif-
icantly correlated to the LST values. In the autumn image, the central and western
parts are characterized by high LST, low NDVI and high MNDISI values. The
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results remain almost similar at 30 m and 960 m resolution levels. In the winter
image, no such evidence of significant changes was found due to the pixel size. The
central part was characterized by high LST, low NDVI and high MNDISI values.
Conversely, the northwest and the southeast portions had low LST, high NDVI and
low MNDISI values.

Fig. 2 Spatial distribution of LST, NDVI and MNDISI at 30 m resolution for spring image (a–c),
summer image (d–f), autumn image (g–i) and winter image (j–l)
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4.2 Validation of Derived LST from Landsat 8 Data
with Respect to MODIS Data

In the present study, MODIS data (MOD11A1 of 1 km resolution) was applied for
the validation of LST retrieved from the aggregated Landsat 8 data of 960 m. Here,
due to some missing pixels, MODIS data of exact corresponding date were not
matched for LST validation process. MOD11A1 data (daily level 3 LST product) of
the just preceding and the just following dates of Landsat 8 data were used in this
study. The average MODIS LST values of the aforementioned two dates were taken
for the final validation. No rainfall or strong winds occurred in between the
acquisition of the Landsat 8 and MODIS imageries and almost similar weather
conditions were noticed for the used Landsat 8 data and the corresponding MODIS
data. Table 3 presented a strong correlation of retrieved LST from aggregated
Landsat 8 data (960 m) and the corresponding MOD11A1 data (1 km) for
multi-date satellite images.

4.3 Relationships Between LST–NDVI and LST–MNDISI
Under Different Spatial Resolutions

The correlation coefficients between LST–NDVI and LST–MNDISI for various
levels of spatial resolution (30–960 m) in four multi-date imageries were deter-
mined through pixel-by-pixel linear regression analysis. The 30 m LST, NDV, and
MNDISI were aggregated to various resolution levels (60–960 m with 60 m
intervals). The Pearson’s correlation coefficients (significant at 0.001 level using
one-tailed Student’s t test) between LST–NDVI and between LST–MNDISI under
different resolution levels and different dates were clearly understood from Table 4.
The LST values had developed a negative correlation with the NDVI values at all
resolution levels for all images. The three highest negative correlations were found
in between 840 and 960 m resolution levels and the three lowest negative corre-
lations were found in between 30 and 120 m resolution levels for all multi-date
images. A steady and gradual increasing trend of negativity was observed in LST–
NDVI correlation analysis with the decrease in resolution levels, i.e., weaker cor-
relations developed at the higher or finer resolutions while stronger correlations
developed at the lower or coarser resolutions and it appeared for all images. The

Table 3 Validation of LST (°C) retrieved from Landsat 8 data (960 m resolution) with
corresponding MODIS data

3 February
2016

23 April
2016

16 October
2016

19 December
2016

Correlation
coefficient

0.74 0.79 0.85 0.73
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strongest negative correlation (correlation coefficient values ranging from −0.59 to
−0.75) was observed in the autumn image. The summer image also had a strong
negative correlation (−0.50 to −0.67). A moderate negative correlation (−0.36 to
−0.49) appeared in spring image while winter image experienced a low to moderate
negative correlation (−0.16 to −0.35). The scenario became slightly different in
LST–MNDISI correlation analysis (Table 4). The spring image (−0.12 to −0.01)
revealed a very weak negative correlation between LST and MNDISI from 30 m to
780 m resolution while only the three coarser resolutions (840–960 m) had a very
weak positive correlation. In the winter image (−0.14 to 0.06), up to 540 m spatial
resolution, the correlation was very weak negative and it became very weak positive
from 600 to 960 m resolutions. The summer image (−0.02 to 0.17) indicated very
weak to weak positive correlation between LST and MNDISI except for 30 m and
60 m resolutions (very weak negative correlation). But, only the autumn image
(0.12–0.35) holds a weak to moderate positive correlation between LST–MNDISI
throughout the entire range of the resolution levels (30–960 m). The three highest
positive correlations between LST and MNDISI were found between 840 m and
960 m resolution levels while the three lowest correlation values were found in
between 30 and 120 m resolution levels for all the images. A constant increasing
trend of positive correlation is observed between LST and MNDISI with the

Table 4 Correlation coefficients between LST–NDVI and between LST–MNDISI

Pixel
size
(m)

Number
of pixels

3-FEB-2016 23-APR-2016 16-OCT-2016 19-DEC-2016

Correlation
coefficients

Correlation
coefficients

Correlation
coefficients

Correlation
coefficients

LST
and
NDVI

LST and
MNDISI

LST
and
NDVI

LST and
MNDISI

LST
and
NDVI

LST and
MNDISI

LST
and
NDVI

LST and
MNDISI

30 4840000 −0.36 −0.12 −0.50 −0.02 −0.59 0.12 −0.16 −0.14

60 121000 −0.38 −0.10 −0.53 −0.01 −0.60 0.13 −0.18 −0.12

120 303520 −0.41 −0.09 −0.58 0.01 −0.64 0.16 −0.20 −0.11

180 134658 −0.43 −0.08 −0.59 0.03 −0.66 0.18 −0.22 −0.09

240 76158 −0.44 −0.07 −0.60 0.05 −0.68 0.20 −0.24 −0.08

300 48830 −0.45 −0.06 −0.61 0.07 −0.69 0.22 −0.26 −0.06

360 33850 −0.46 −0.05 −0.62 0.09 −0.70 0.24 −0.27 −0.04

420 24960 −0.46 −0.04 −0.63 0.10 −0.71 0.25 −0.28 −0.03

480 19041 −0.46 −0.03 −0.64 0.11 −0.72 0.27 −0.29 −0.02

540 15127 −0.47 −0.03 −0.64 0.12 −0.72 0.28 −0.30 −0.01

600 12319 −0.48 −0.02 −0.65 0.14 −0.73 0.29 −0.31 0.01

660 10200 −0.48 −0.02 −0.65 0.14 −0.73 0.30 −0.32 0.01

720 8464 −0.48 −0.01 −0.66 0.15 −0.74 0.31 −0.32 0.02

780 7225 −0.49 −0.01 −0.66 0.16 −0.74 0.32 −0.34 0.04

840 6241 −0.49 0.01 −0.67 0.16 −0.75 0.34 −0.35 0.05

900 5476 −0.49 0.01 −0.67 0.17 −0.75 0.34 −0.35 0.06

960 4761 −0.49 0.01 −0.67 0.17 −0.75 0.35 −0.35 0.06
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decrease in resolution level and it occurs for each and every image (Table 4).
Therefore, the correlations between LST–NDVI and between LST–MNDISI were
best observed at 840–960 m resolution levels or at the coarser resolution levels due
to the presence of more homogeneity in landscape features.

The stronger correlation between LST–NDVI and between LST–MNDISI at
coarser resolution levels supports the relevance of linear correlation in determining
LST with the known values of NDVI and MNDISI. The low density of vegetation
and high density of impervious surface may together produce a high range of LST.
The correlation graphs (significant at 0.05 levels) between LST–NDVI and between
LST–MNDISI at various resolution levels and for all the images were presented in
Fig. 3. Table 5 revealed the regression statistics of the correlation coefficients of
LST–NDVI and LST–MNDISI relationship with respect to various resolution
levels. In the correlation analysis between the correlation coefficients of LST–NDVI
relationship and the various resolution levels, the values of coefficient of multiple

Fig. 3 Seasonal variation on LST–NDVI (a–d) and LST–MNDISI (e–h) correlation coefficients
for various spatial resolutions
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determination or R-squared values are 0.81, 0.83, 0.86 and 0.95 for the spring
image, summer image, autumn image and winter image, respectively while in the
correlation analysis between the correlation coefficients of LST–MNDISI rela-
tionship and the various resolution levels, these R-squared values became 0.97,
0.95, 0.97 and 0.98 for the spring image, summer image, autumn image and winter
image, respectively (Table 5). These R-squared values implicit a very strong cor-
relation between the correlation coefficient values and the resolution levels for all
the four multi-date satellite data. Hence, it can be concluded that 81.21%, 83.26%,
85.78% and 95.14% of the variance in the correlation coefficient values of LST–
NDVI were predictable from the resolution levels for the images of the spring,
summer, autumn and winter, respectively and 97.22%, 95.07%, 97.11% and
98.40% of the variance in the correlation coefficient values of LST–MNDISI were
predictable from the resolution levels for the images of the spring, summer, autumn
and winter, respectively. On the basis of multiple R, R-squared and adjusted
R-squared values (Table 5), the winter image estimated the strongest correlation
and may be considered as the best image under any possible resolution levels for
the predictability of LST distribution with the known NDVI and MNDISI values.
The overall results indicated that the NDVI and the MNDISI may be accepted as
influential factors for LST distribution.

5 Conclusion

In this study, LST, NDVI and MNDISI were computed with 30–960 m resolutions
for four multi-date imageries by using Landsat 8 OLI and TIRS data in parts of
Chhattisgarh State, India. The linear relationships of LST–NDVI and LST–
MNDISI varied with various resolution levels but yielded the higher correlation
coefficient values around the coarser resolution (840–960 m) levels for all the four

Table 5 Regression statistics of correlation coefficients of LST–NDVI and LST–MNDISI
relationships with respect to different resolution levels for all images

LST–NDVI correlation coefficients with
various resolution levels (30–960 m)

LST–MNDISI correlation coefficients
with various resolution levels (30–960 m)

Spring
image

Summer
image

Autumn
image

Winter
image

Spring
image

Summer
image

Autumn
image

Winter
image

Intercept −0.40 −0.55 −0.63 −0.18 −0.11 −0.01 0.14 −0.13

Slope −0.01 −0.01 −0.01 −0.01 0.01 0.01 0.01 0.01

Multiple R −0.90 −0.91 −0.93 −0.98 0.99 0.98 0.99 0.99

R-squared 0.81 0.83 0.86 0.95 0.97 0.95 0.97 0.98

Adjusted
R-squared

0.79 0.81 0.84 0.94 0.97 0.94 0.97 0.98

Standard
error

0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01
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images due to more homogeneity. For each data, the LST values tended to be
negatively (weak to strong) correlated with the NDVI values and showed weak
negative to moderate positive correlation with the MNDISI values. Autumn image
(16 October 2016) reflected the strongest correlation followed by summer image
while spring and winter images experienced weaker correlation for both the rela-
tionships. Moreover, a very strong negative correlation was also estimated between
LST–NDVI correlation coefficients and various resolution levels. But, LST–
MNDISI correlation coefficients and various resolution levels generated a very
strong positive correlation. These strong relationships were sustained for all four
different imageries. Amongst the four imageries, the winter image possessed the
strongest correlation and ensured the best prediction level of LST distribution when
NDVI and MNDISI values were known. NDVI and MNDISI may also be con-
sidered as significant variables for the prediction of LST distribution.

The study further recommends that these results may be investigated by the
inclusion of other satellite imageries of low or high resolution and other LU-LC
indices. Any nonlinear or nonparametric regression models may also be evaluated.
A new study area may be selected with more homogeneous or heterogeneous
landscape features. An important task of the present study was to observe the
variation of correlation analysis for LST–NDVI and LST–MNDISI relationships in
multi-date imageries. Hence, areas having extreme climatic conditions (hot, cold,
wet or dry) may also be recommended for the future examination.

Acknowledgements The authors are indebted to the United States Geological Survey (USGS).

Disclosure Statement No potential conflict of interest was reported by the authors.

References

1. Arnold, C.L., Gibbons, C.J.: Impervious surface coverage—the emergence of a key
environmental indicator. J. Am. Plan. Assoc. 62(2), 243–258 (1996). https://doi.org/10.1080/
01944369608975688

2. Carlson, T.N., Ripley, D.A.: On the relation between NDVI, fractional vegetation cover, and
leaf area index. Remote Sens. Environ. 62, 241–252 (1997)

3. Chen, X.L., Zhao, H.M., Li, P.X., Yi, Z.Y.: Remote sensing image-based analysis of the
relationship between urban heat island and land use/cover changes. Remote Sens. Environ.
104(2), 133–146 (2006)

4. Chen, X., Li, W., Chen, J., Zhan, W., Rao, Y.: A simple error estimation method for
linear-regression-based thermal sharpening techniques with the consideration of scale
difference. Geo-spat. Inf. Sci. 17(1), 54–59 (2014). https://doi.org/10.1080/10095020.2014.
889546

5. Goward, S.N., Xue, Y.K., Czajkowski, K.P.: Evaluating land surface moisture conditions
from the remotely sensed temperature/vegetation index measurements: an exploration with the
simplified simple biosphere model. Remote Sens. Environ. 79, 225–242 (2002). https://doi.
org/10.1016/S0034-4257(01)00275-9

182 H. Govil et al.

http://dx.doi.org/10.1080/01944369608975688
http://dx.doi.org/10.1080/01944369608975688
http://dx.doi.org/10.1080/10095020.2014.889546
http://dx.doi.org/10.1080/10095020.2014.889546
http://dx.doi.org/10.1016/S0034-4257(01)00275-9
http://dx.doi.org/10.1016/S0034-4257(01)00275-9


6. Guha, S., Govil, H., Dey, A., Gill, N.: Analytical study of land surface temperature with
NDVI and NDBI using Landsat 8 OLI and TIRS data in Florence and Naples city, Italy. Eur.
J. Remote Sens. 51(1), 667–678 (2018). https://doi.org/10.1080/22797254.2018.1474494

7. Guha, S., Govil, H., Mukherjee, S.: Dynamic analysis and ecological evaluation of urban heat
islands in Raipur city, India. J. Appl. Remote Sens. 11(3), 036020 (2017). https://doi.org/10.
1117/1.JRS.11.036020

8. Gutman, G., Ignatov, A.: The derivation of the green vegetation fraction from NOAA/
AVHRR data for use in numerical weather prediction models. Int. J. Remote Sens. 19(8),
1533–1543 (1998). https://doi.org/10.1080/014311698215333

9. Ke, Y.H., Im, J., Lee, J., Gong, H.L., Ryu, Y.: Characteristics of landsat 8 oli-derived NDVI
by comparison with multiple satellite sensors and in-situ observations. Remote Sens. Environ.
164, 298–313 (2015). https://doi.org/10.1016/j.rse.2015.04.004

10. Liu, C., Shao, Z., Chen, M., Luo, H.: MNDISI: a multi-source composition index for
impervious surface area estimation at the individual city scale. Remote Sens. Lett. 4(8), 803–
812 (2013). https://doi.org/10.1080/2150704X.2013.798710

11. Mao, W., Wang, X., Cai, J., Zhu, M.: Multidimensional histogram-based information capacity
analysis of urban heat island effect using Landsat 8 data. Remote Sens. Lett. 7(10), 925–934
(2016). https://doi.org/10.1080/2150704X.2016.1182656

12. Markham, B.L., Barker, J.K.: Spectral characteristics of the LANDSAT thematic mapper
sensors. Int. J. Remote Sens. 6(5), 697–716 (1985)

13. Purevdorj, T.S., Tateishi, R., Ishiyama, T., Honda, Y.: Relationships between percent
vegetation cover and vegetation indices. Int. J. Remote Sens. 19, 3519–3535 (1998)

14. Qin, Z., Karnieli, A., Barliner, P.: A mono-window algorithm for retrieving land surface
temperature from landsat TM data and its application to the Israel-Egypt border region. Int.
J. Remote Sens. 22(18), 3719–3746 (2001). https://doi.org/10.1080/01431160010006971

15. Sobrino, J.A., Raissouni, N., Li, Z.: A comparative study of land surface emissivity retrieval
from NOAA data. Remote Sens. Environ. 75(2), 256–266 (2001)

16. Sobrino, J.A., Jimenez-Munoz, J.C., Paolini, L.: Land surface temperature retrieval from
Landsat TM5. Remote Sens. Environ. 9, 434–440 (2004). https://doi.org/10.1016/j.rse.2004.
02.003

17. Sun, Q., Tan, J., Xu, Y.: An ERDAS image processing method for retrieving LST and
describing urban heat evolution: a case study in the Pearl River Delta Region in South China.
Environ. Earth Sci. 59, 1047–1055 (2010)

18. Voogt, J.A., Oke, T.R.: Thermal remote sensing of urban climates. Remote Sens. Environ. 86,
370–384 (2003). https://doi.org/10.1016/S0034-4257(03)00079-8

19. Weng, Q.H., Lu, D.S., Schubring, J.: Estimation of land surface temperature-vegetation
abundance relationship for urban heat island studies. Remote Sens. Environ. 89, 467–483
(2004). https://doi.org/10.1016/j.rse.2003.11.005

20. Wukelic, G.E., Gibbons, D.E., Martucci, L.M., Foote, H.P.: Radiometric calibration of
Landsat Thematic Mapper thermal band. Remote Sens. Environ. 28, 339–347 (1989)

21. Xu, H.Q.: A new remote sensing index for fastly extracting impervious surface information.
Geomat. Inf. Sci. Wuhan Univ. 11, 1150–1153 (2008). https://doi.org/10.13203/j.
whugis2008.11.024

22. Xu, H.Q., Lin, D.F., Tang, F.: The impact of impervious surface development on land surface
temperature in a subtropical city: Xiamen, China. Int. J. Climatol. 33(11), 1873–1883 (2013).
https://doi.org/10.1002/joc.3554

23. Xu, H.X.: A study on information extraction of water body with the modified normalized
difference water index (MNDWI). J. Remote Sens. 9, 589–595 (2005)

Analyzing Linear Relationships of LST with NDVI and MNDISI Using … 183

http://dx.doi.org/10.1080/22797254.2018.1474494
http://dx.doi.org/10.1117/1.JRS.11.036020
http://dx.doi.org/10.1117/1.JRS.11.036020
http://dx.doi.org/10.1080/014311698215333
http://dx.doi.org/10.1016/j.rse.2015.04.004
http://dx.doi.org/10.1080/2150704X.2013.798710
http://dx.doi.org/10.1080/2150704X.2016.1182656
http://dx.doi.org/10.1080/01431160010006971
http://dx.doi.org/10.1016/j.rse.2004.02.003
http://dx.doi.org/10.1016/j.rse.2004.02.003
http://dx.doi.org/10.1016/S0034-4257(03)00079-8
http://dx.doi.org/10.1016/j.rse.2003.11.005
http://dx.doi.org/10.13203/j.whugis2008.11.024
http://dx.doi.org/10.13203/j.whugis2008.11.024
http://dx.doi.org/10.1002/joc.3554


24. Zhang, H.K., Huang, B., Zhang, M., Cao, K., Yu, L.: A generalization of spatial and temporal
fusion methods for remotely sensed surface parameters. Int. J. Remote Sens. 36(17), 4411–
4445 (2015). https://doi.org/10.1080/01431161.2015.1083633

25. Zhu, S., Guan, H., Millington, A.C., Zhang, G.: Disaggregation of land surface temperature
over a heterogeneous urban and surrounding suburban area: a case study in Shanghai, China.
Int. J. Remote Sens. 34(5), 1707–1723 (2013). https://doi.org/10.1080/01431161.2012.
725957

184 H. Govil et al.

http://dx.doi.org/10.1080/01431161.2015.1083633
http://dx.doi.org/10.1080/01431161.2012.725957
http://dx.doi.org/10.1080/01431161.2012.725957


Automatic Robot Processing Using
Speech Recognition System

S. Elavarasi and G. Suseendran

Abstract Nowadays, speech recognition is becoming a more useful technology in
computer applications. Many interactive speech-aware applications exist in the
field. In order to use this kind of easy way of communication technique into the
computer field, speech recognition technique has to be evolved. The computer has
to be programmed to accept the voice input and then process it to provide the
required output, using various speech recognition software. Speech recognition is
the process of converting speech signal to a sequence of words using appropriate
algorithm. This provides an alternative and efficient way for the people who are not
well educated or not having sufficient computer knowledge to access the systems
and where typing becomes difficult. This speech recognition technique also reduces
the manpower to accept and process the commands. In our research work, we have
to implement this speech recognition technique in customer care center, where
many queries have to be processed every day. Some of the queries are repeated
often and the responses also seem to be the same. In such cases, we have to propose
a methodology to automate the query-processing activities using this speech
recognition technique. The ways of how to automate the system and how to process
the queries automatically are explained in our methodology with suitable algorithm.
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1 Introduction

In this decade, people want to make all the actions to be carried out in a much easier
and faster way. In order to accomplish this, most of the things have to be mod-
ernized and computerized to perform the action efficiently. As the new trends
emerge in each and every field, things have to be changed to accommodate the
trend. In such a way, many new technologies have emerged in the computer field
also. One such technology is speech recognition or voice recognition.

Speech recognition is a technology that has emerged in order to make easier the
process of providing the requirements to the system by the user through speech
rather than text. That is, speech recognition accepts the user’s spoken words as
input and then translates the words to appropriate text or commands to accomplish
the task. It is also called as a software to accept and understand dictation to
undertake the commands. While accepting the voice input, the system also gathers
the information such as gender, expression or emotion and in some cases, the
identity of the speaker. Thus, speech recognition converts the speech to text, and so
it is also termed as automatic speech recognition or ASR or speech to text. This is
also a potential for human–computer interaction.

Speech recognition is mostly used in many areas, since it is more useful for those
who are not well educated or not having sufficient computer knowledge. The
essential requirement for the user is to have sufficient language skills and proper
pronunciation efficiency such that the user is able to process the commands. The
major research challenges in this area are noise, speaker variation, language vari-
ation and vocabulary (Fig. 1).

While designing the speech recognition system, the researcher requires pro-
viding special attention toward the challenges:

• Speech module and illustration
• Speech pre-processing
• Feature extraction
• Database maintenance
• Performance evaluation.

In recent years, the enhancement and effective progress of speech recognition
technology have been implemented in many areas to simplify the process of user
requirements and to improve the performance. Some of the applications are:

Extract theSpeech Capture
Input

Process the
Text

Result 

Fig. 1 Speech to text
conversion
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• Aerospace
• Automatic subtitling
• Hands-free computing
• Robotics
• Video games and so on.

In our research work, we have to implement the speech recognition technology
in customer care service area to improve the customer satisfaction and experience
some pre-defined operations with reduced manual efficiency. The major premise is
to promote better customer service and to improve customer relationships.

Customer care service is the act of taking care of customer requirements by
offering and delivering high-quality service in a short period of time. In order to
provide such kind of response, more manual power has to be empowered. To avoid
this dilemma, we have to provide suitable methodology to accomplish the process
of responding the customer requirement through speech recognition technology
automatically. This paper describes the development of an efficient speech recog-
nition system over customer care service using various technologies.

2 Related Works

Gupta et al. discussed that with development in the requirements for installed fig-
uring and the interest for rising implanted stages, it is necessary that the discourse
acknowledgment frameworks (SRS) are accessible on them as well. PDAs and other
handheld gadgets are ending up increasingly ground-breaking and reasonable also. It
has turned out to be conceivable to run interactive media on these gadgets. In that
paper, different methods about discourse acknowledgment framework were dis-
cussed. Likewise, it displayed the rundown of procedure with their properties of
feature extraction and feature coordinating. Through this audit paper, it is discovered
that MFCC is generally used to include extraction and VQ is better over DTW [1].

Singh et al. expressed that using fake neural systems (ANNs), numerical models
of the low-level circuits in the human mind, to enhance discourse acknowledgment
execution, through a model known as the ANN-hidden Markov model
(ANNHMM) have indicated guarantee for expansive vocabulary discourse
acknowledgment frameworks. Accomplishing higher recognition precision, low
word mistake rate, creating discourse corpus relying on the idea of dialect and
tending to the issues of wellsprings of fluctuation through methodologies like
missing data techniques and convolutive non-negative matrix factorization are the
significant contemplations for building up an effective ASR. In this paper, an
exertion has been gained to feature the ground made so far for ASRs of various
dialects and the mechanical viewpoint of programmed discourse acknowledgment
in nations like China, Russian, Portuguese, Spain, Saudi Arab, Vietnam, Japan, UK,
Sri Lanka, Philippines, Algeria and India [2].

Arora et al. endeavored to portray a writing audit of automatic speech recognition.
It talked about past years’ propels gained in order to give ground that has been
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refined here of research. One of the vital difficulties for scientists is ASR precision.
The speech acknowledgment system centers around troubles with ASR, essential
building squares of discourse preparing, highlight extraction, discourse acknowl-
edgment and execution assessment. The primary target of the survey paper is to
expose the advancement made in ASRs of various dialects and the mechanical
perspective of ASR in various nations and to thoroughly analyze the procedures used
in different phases of speech acknowledgment and recognize the examined subject in
this testing field. They are not displaying comprehensive depictions of frameworks
or numerical definitions, yet rather, they are introducing unmistakable and novel
highlights of chosen frameworks and their relative benefits and demerits [3].

Rashmi conveyed a review of various calculations that can be used in discourse
acknowledgment in light of the points of interest and disservices. Likewise, it helps
in picking the better calculation in light of the examination done [4].

Gamit et al. depicted that speech acknowledgment is the procedure of conse-
quently perceiving the talked expressions of individual in view of the data content
in discourse flag. This paper presents a concise overview on automatic speech
recognition and examines the different characterization procedures that have been
refined in this wide region of discourse handling. The target of this survey paper is
to outline a portion of the notable strategies that are broadly used in a few phases of
discourse acknowledgment system [5].

Shaikh Naziya et al. examined about speech advances that are limitlessly used and
have boundless employments. These advances empower machines to react accurately
depending on human voices, and give helpful and profitable administrations. The
paper gave a diagram of the discourse acknowledgment process, its fundamental
model, its application and approaches, and furthermore, examined near investigation
of various methodologies that are used for discourse acknowledgment framework.
The paper additionally gives a review of various strategies of discourse acknowl-
edgment framework and furthermore demonstrates the rundown portion of the notable
techniques used in different phases of discourse acknowledgment system [6].

Navneet et al. introduced the programmed discourse acknowledgment frame-
work and examined the significant subjects and advances made in the previous 60
long stretches of research, in order to give a mechanical point of view and energy
about the principal advance that has been proficient in this vital region of discourse
correspondence. Following quite a while of innovative work, the exactness of
programmed discourse acknowledgment stays as one of the imperative research
challenges. The outline of speech recognition framework requires watchful con-
siderations to the accompanying: definition of different sorts of discourse classes,
discourse acknowledgment process, ASR configuration issues and discourse
acknowledgment strategies. The target of this audit paper is to outline and look at a
portion of the notable techniques used in diverse periods of talk affirmation system
and perceive an investigation on subject and applications which are at the front line
of this stimulating and testing field [7].

Lawrence et al. looked into some of the significant features in the innovative work
of programmed discourse acknowledgment amid the most recent couple of decades
to give a mechanical point of view and a valuation for the principal advance that has
been made in this imperative region of data and correspondence technology [8].
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Prabhakar et al. gave a description of major inventive perspective and valuation
for the vital progression of talk affirmation; gave graph technique made in each
period of talk affirmation, besides condense; took a gander at changed talk affir-
mation systems; and perceived an investigation on subjects and applications which
are at the front line of this stimulating and testing field [9].

Bhavneet Kaur gave a concise presentation of SRS portraying how the innovation
functions, and after that, talks about the general engineering of SRS, strategies,
benefits of using this framework, major mechanical point of view and valuation for
the principal advancement of discourse acknowledgment. It gives a way to deal with
the acknowledgment of discourse flag using recurrence ghastly data with Mel
recurrence for the change of discourse that includes portrayal in a HMM-based
acknowledgment approach, and furthermore, gives a review of strategies created in
each phase of discourse acknowledgment alongside the momentum and explores
future options on the same. This paper depicts the real difficulties for SRS framework
which have been went over by clients’ criticism and different examinations, which
must be settled as quickly as time permits for better execution outcome [10].

Swati Atame et al. discussed that one of the technologies used in these fields is
automatic singer identification, which is used to recognize from features of the audio
signal, the singer of the song or who is the one who is singing, and the genuine singer
[5]. This same area of singer identification and recognition can be used in the bioin-
formatics whereby the voice of the singer is used to gain access to a particular singer.
The system would be very much useful to singers of the song who are actual singers
and also to the common man who can store their speech and can later use this input
signal to access the system. For the professional singers, there are many possibilities
that the original singers’ voice is get mimicked which may in this situation lead to
pirated copies of the voice of the singer which are then sold into the market [11].

Hori et al. exhibited strategies for discourse-to-content and speech-to-discourse
programmed synopsis in light of discourse unit extraction and connection. For the
previous case, a two organized outline strategies comprising essential sentence
extraction and word-based sentence compaction are examined. Sentence and word
units which augment the weighted total of etymological probability, measure of
data, certainty measure and linguistic probability of linked units are separated from
the discourse acknowledgment results and connected for star ducing outlines. For
the last case, sentences, words and between-filler units are researched as units to be
removed from unique discourse.

Renals et al. portrayed the advancement of a framework to translate and outline
voice messages. The consequences of the exploration introduced in this paper are
two overlays. Initially, a cross-breed connectionist way to deal with the voicemail
interpretation undertaking demonstrates that focused execution can be accom-
plished using a setting autonomous framework with less parameters than those in
view of blends of Gaussian probabilities. Second, a successful and vigorous blend
of factual with earlier learning hotspots for term weighting is used to remove data
from the decoder’s yield keeping in mind the end goal to convey rundowns to the
message beneficiaries by means of a GSM short message service (SMS) entryway
[12].

Automatic Robot Processing Using Speech Recognition System 189



3 Proposed Methodology

3.1 Proposed Method

Speech recognition has been the most explored point since mid 1960s and is a
standout among the most famous and dynamic territory of research. In speech
recognition, there exists lot of fields for research such as:

• Speech recognition
• Speaker recognition
• Speech conversion
• Feature extraction
• Noise reduction.

Speech recognition is used in many applications since it does not need any
syntax, procedure or coding to access the commands. It just simply accepts the
spoken words as input and then translates it into appropriate text to perform the task.
Thus speech recognition technology has unlimited users with exciting range of tasks.
The main theme of the speech recognition technology is to “listen”, “identify”,
“understand” and “respond” to the spoken information. It has the potential to act like
an interface between the humans and computer, that is, human–computer interface.

In our research work, we choose this speech recognition technique to be
implemented in a customer care organization in order to provide better performance
in a short period of time. In customer care organization, they have the task of
providing response for the queries submitted by the user. The queries may be of
different types such as account details, server problem, server restart, password
reset, account lock, account balance, account transaction and last transaction.

In some situations, the customer may submit the queries continuously, for which
the executive provides response for it. Some of the queries may be repeated often
that the executive must be processed every time. In this case, it requires huge
manual power with 24 � 7 services and high cost.

In order to overcome these circumstances, we have to propose a methodology to
automate the process of providing responses for the queries with some pre-defined
activities. This has to be carried out by programming the customer care server with
some set of instructions with appropriate keywords in the database. The method-
ology can be executed as follows:

When the customer calls for sending query, the server accepts the query as voice
input and records it. Upon receiving the input, the server converts the voice input
into text and then starts to search in the database for the keyword found in the text.
As a result of this database search, the appropriate instructions for the query have
been found from the database, and the response to it is sent to the customer. Thus,
the query has been automatically processed by the speech recognition technology
like ROBOT processing, and hence our methodology can also be termed as auto-
matic ROBOT processing (ARP) (Fig. 2).
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In case the customer needs to change his/her password means, it comes under the
category “Password Reset”. The customer first calls the customer care service and
asks for password reset through voice command as: “I Need Password Reset”. This
command has been recorded by the server and then processed to convert into text.
Then the server starts to search from the database for the keyword “Password
Reset”. In database, there exist several instructions for the password reset category
that are to be programmed by the programmer to process the request in an
appropriate manner.

In that database, if there exists as “Please tell your Username” and “Please tell
your Date of Birth” for “password reset” category, then the server gets the
instructions and converts it into speech and then transfers to the customer as to
submit their username and date of birth through speech. Upon receiving the details
from the customer, the server starts converting the details into text from speech and
then validates the details. Only if the information provided by the customer matches
with the database, the server allows the customer to reset their password. Otherwise,
he/she has to be denied (Fig. 3).

Thus, the small pre-determined activities in the customer care service have been
automated with the speech recognition technique to simplify the process and to
reduce the manual power. It also reduces the cost of processing the pre-determined

Query

Customer 

Response 

Text to
Voice Record

Speech
Speech to Text

DB Search

Fig. 2 Processing the
customer query
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repetitive query processing. This kind of automatic processing the customer queries
resembles ROBOT-type processing and thus we termed our methodology as au-
tomatic robot processing (ARP).

Along these lines, our proposed strategy acknowledges the voice information
and follows the procedures to process the client inquiries effectively. The proposed
strategy comprises a calculation to depict the stream of the procedure.

3.2 Algorithm-The Flow of Automatic Robot Processing
(ARP)

4 Experimental Setup and Performance Metrics

We have to evaluate the performance of our proposed methodology in order to
prove that our ARP query processing performs better than the existing techniques.
This has to be carried out by taking some set of queries, and those queries have to
be processed both manually and through our proposed ARP algorithm. The per-
formance ratio is analyzed and the result has to be tabulated in order to prove that
our ARP algorithm performs much better than the existing technique. While the

B. Algorithm- The Flow of Automatic Robot Processing (ARP)
Begin 

Load the server with Voice Recognition Software 

Load Database with instructions for Query Processing 

If customer enters then 

do 

Get the voice Command 

Translate the Voice Command to Text Command 

Search for relevant keywords 

Get appropriate instructions from the database 

Translate the instructions into speech commands 

Responds the customer with the speech command 

until the query processing ends 

End If 

End 
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queries have to be processed manually, as the number of queries becomes
increased, the ratio of performance seems low. However, when the queries have to
be processed through our proposed algorithm, the performance becomes invariable.
The results are tabulated and the comparison chart is shown below. With these
results, it becomes clear that our ARP algorithm performs better and the queries are
processed successfully (Fig. 4; Table 1).

5 Conclusions

Speech recognition is one of the most assimilating areas of artificial intelligence.
This speech recognition technique helps the people who were uneducated or not
having sufficient English knowledge or computer knowledge. After undertaking
deep research, it has been proved that speech recognition has made a role for
handling the speech-oriented activities and has been seen in many walks of life. In
this computer world, various techniques are discussed about speech recognition
system. This speech recognition is one of the most challenging problems to deal
with. We have attempted in this paper to provide a solution to automate some
pre-defined activities in the customer care organization. We also provide suitable
algorithm to process this robot processing. In this case, it seems easy to access the
queries in customer care center without any manual resources.

In future, our approach must be improved with much propelled route in order to
handle more operations automatically with reduced manpower.

COMPARISION
CHART150 Query

100

50
Manual

0 Performance
1 2 3 4 5

Fig. 4 Comparison chart

Table 1 Comparison results Query Manual performance ARP performance

10 100 100

20 96 100

50 92 99.5

75 90 99

100 86 98
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Banking and FinTech
(Financial Technology) Embraced
with IoT Device

G. Suseendran, E. Chandrasekaran, D. Akila and A. Sasi Kumar

Abstract In recent years the traditional financial industries have motivated for a
new technology of financial technology (FinTech) clinch embraced with internet of
things (IoT). The requirements of FinTech and IoT need to be integrated into new
business environment. Several companies are affected because of the financial-level
investments. So, there is a need to improve the next level of the business. FinTech
can introduce a new service of tools and products for the emergent businesses
through the internet of services which provide ideas linked in internet. Nowadays,
increasing number of companies uses the IoT and creates new added values. The
administrators of existing money-related organization in the direct society are
dreadful by means of budgetary innovation. The social innovation is accomplished
by new innovation. To make a powerful business plan and action, the FinTech and
IoT are combined in order to create new innovative ideas based on the
requirements.
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1 Introduction

The current generation is surrounded by smart phones, which connect devices
working from home, public places and office, colleges, schools and everywhere.
The consumers use this opportunity to work smarter with the help of internet of
things (IoT). Banking, finance and insurance companies are easily embraced with
IoT devices. The banking and financial sectors create a new way of collecting the
valuable information about the customer through IoT sensor devices using smart
phones. FinTech is similar to electric vehicle innovation which works with capital
valuation, trading, investment and asset valuation, and provides new improving
accounting systems when compared to existing financial technology. Financial
engineers handle hundreds of millions of datasets. It is not easy for them to
maintain all the data. So FinTech is adapting to a larger field of the IoT and will
transform all the customer information to cloud using IoT devices. Most of the
banking and financial sectors can rapidly improve in e-commerce by connecting
cloud business through the profitable offerings of business tactics, where the cloud
is stored with a lot of customers’ data. In recent years, all the banks are commu-
nicating with the customer through smart phones, social networks and any new
sensors, in financial technology to create some new industries [1].

1.1 IoT-Aided Banking Services

The internet of things is a big approach in financial services. The IoT connected to
the concerned bank through the internet will send and receive data that are stored in
cloud. Figure 1 explains the details of the customer, bank and IoT transactions [2].

Around the world, billions of devices are connected with each other. These
devices share the information on the cloud with the permission of the bank and allow
the entire customers to view the account details and provide access power while using
smart devices. It is the easiest way of communicating with the customer and also
conveying the personal information through messages and alerts awaiting works.

1.2 Benefits of IoT in Banking Services

The most important benefit of IoT in banking services is providing the credit and
debit cards for easy access of the services of the banks. Also, the bank can analyze
the usage of ATMs in the specific area to increase and decrease the installations of
ATMs. While using IoT device, all the customer information are stored in the
devices. So, the bank uses this opportunity to help in identifying the customer’s
business needs, like supplier, retailer and distributors [3]. Figure 2 shows the details
of the bank providing valuable services to a customer.

198 G. Suseendran et al.



Fig. 1 How to connect customer, bank and IoT devices

Fig. 2 Bank providing
valuable services
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2 Cyber Security in the Banking and FinTech on IoT

The banking and financial industry is the main target of cyber attacks. In this
network world, personal data are easily accessed by the attacker. So, cybercrime is
feared all around the world today. We will protect the cyber security in the banking
and FinTech services industries. In Fig 3 IoT connects device through the internet
and then connects to the FinTech, cloud, machine learning and industrial
productivity.

Cyber Attack
Cyber attack is a careful mistreatment of a computer system, technology and net-
works. The hacker uses malicious code or software to alter the system and secrete
code that can compromise the data to cybercrimes, such as health care documents,
banking accounts details and hacking lock of the system.

As we are increasing the use of IoT connecting devices in the banking sector, the
risk of cyber attacks also increases. The IoT connecting device communicates,
analyzes and presents some new ways for technology. It is not only the data but
other kinds of sensitive information are also shared through the IoT. Hence the risks
are exponentially high [4].

Fig. 3 Internet of things

200 G. Suseendran et al.



Unencrypted Data
The data breach happens due to improper encryption, and the stolen data have
immediate access.

Unprotected Third-Party Services
The internet services are an extremely worldwide connector; therefore, the cyber
attacker can easily access the data of the targeted user, because third-party services
are unprotected.

Unsecured Mobile Banking
In recent years, mobile banking users have increased. Using this opportunity, the
mobile hacker accesses the data due to small computation time. For securing the
data in mobile banking, a cryptography method of encryption and decryption is
used.

A Constantly Changing Treat Landscape
In the past few years, cyber threat landscape has changed the financial services.
Cybercriminals must change the low-value payment into high-value payment. So, a
number of breaches affect the financial sector.

False-Positives
Anti-money laundering (AML) monitoring system is false-positive. The issue will
point out the fake activity accessing time and calculated with the help of an analyst.

The Big Breach
The huge volume of financial data is increasing the risk on customers’ security from
hackers and cybercrime as it occurs at the night time. So beware of the breach in
banking sectors.

These are major cyber security threats in banking and FinTech [5].

3 Challenges of Banking and Financial Institutions

Mainly four challenges are faced by banks and financial industries which respond
consumer expectations, heavy competition on financial companies, regulatory
pressure and not making enough money [6, 7].

i. Not making enough money
Many of the banks run on unprofitability because the financial industry is still
not making enough return on investment.

ii. Consumer expectation
Many bank employees are feeling at most pressure because the expectations of
the consumer are high. To maintain the standard they need to work hard which
leads to the pressure.
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iii. Increased competition from financial technology companies
FinTech companies is using the start up business to provide financial services
to technologies. FinTech is a big challenge because of using a traditional
banking system. They can change the modification and technical operation
quickly, and another backup process is handled.

iv. Regulatory pressure
The bank requirements are continuously changing and because of that banks
invest a lot of amount in some other business. So, the system processes to keep
up with the higher goal requirements.

4 New Tools and Product for FinTech Sector

Traditional financial sectors are lacking because of some redundant files and were
forced to move with the new tools and new products. With the advantages from
new technologies, which are requirements, design and modeling, investments and
delivery models are merged with IoT through the internet facilities. Table 1 lists out
the new tools and products that are developed and developing in the financial
sector. In 2018, 15 top Indian financial markets had radical transformation by
technology and innovation in India. The FinTech sector in India with USD 1.2
billion in the year 2016 is expected to touch USD 2.4 billion in the year 2020.
MobiKwik—Indian digital wallet company, Capital Float—digital financial
company serving businesses, Bank Bazaar—online marketplace for bank loans,
credit cards and insurance policies, Incred—web-based financial services,
PolicyBazaar—online insurance aggregator, Fino Payments Bank—providing a

Table 1 New tools and product of FinTech company [9]

S. No. FinTech sector New tool New products

1 Banking Improved loan risk
Monitoring Emp Debt Profit
Analysis of SMS lending
Financing failing
applications

Record keeping with sensors
Factoring and leasing
Trade finance and energy finance
Security for accounts
Goolglization of accounts

2 Wealth
management

Real-time IoT data for stocks
IoT as main source for ideas
IoT replaces bond
derivatives

Telematics as a metric for start ups
Link health monitor to wealth
management
Data to profit customer

3 Insurance Insuring in high-risk areas
Sensors data for smart
payload
Unbiased vehicle data

Pricing assets in risk-prone areas
Accurate pricing product liability
Weather detection reduces claims

4 Capital market Leveraging IoT for crowd
investing
Block chain IPOs

New commodity data streams
New banks for public access to
capital
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technology solutions for institutions like banks, governments and insurance com-
panies, CCAvenue—popular payment gateway, Razorpay—a product suite that
manages the entire payments lifecycle for all business are the topmost FinTech
companies in India [8].

5 Use Cases of IoT—Digital Future

In banking, IoT is interconnected with connecting devices; the system that provides
services does machine-to-machine (M2M) communications and is connected to lot
of protocols, domains and applications. The IoT has impacted the traditional
financial process such as trade financial, payments, personal financial management
(PFM) and insurance [10]. There are many use cases that can be implemented in
banking in the period ranging from small to long term (Fig. 4).

5.1 Account Management on Things

Biometrics (voice/touch) can make the accounts’ access anywhere simpler through
the digital channel. Using the new technology called Wet Ink, the customer can sign
in remotely through any touch screen gadget and can be marked promptly onto
physical paper with Wet Ink.

Fig. 4 IoT enabling banking of things in digital future
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5.2 Leasing Finance Automation

New daily leasing models have enabled the digital assets worldwide and are
effectively turning the traditional products and its services. For delineations, the
rented resources could be bolted or debilitated remotely by the bank.

5.3 Smart Collaterals

An IoT device can empower the money-related banks to all the more likely com-
mand over client hypothecated resources, for example, observing their wellbeing,
autos and home. Financial offerings such as manufacturing machinery, cars,
building home loans as collaterals are provided in short term and can be done in a
digital way automatically. For representations, in the event of EMIs are not paid, the
motor can be impaired and the nature of security can be observed continuously.

5.4 Automated Payment Through Internet of Things

The traditional banking of payment transaction is automated and integrated of
services. IoT can raise some conditions on security concerns and digital security in
payments. So, the customer can do the payment transaction automatically like one
bank to other bank or one bank to other companies.

5.5 Risk Mitigation in Trade Finance

High estimation of products are utilize the RFID monetary space. With the help of
IoT the shipments including the delicate merchandise are monitored for example,
restorative atoms. These executions of the hazard are relief and more educated
choices at banks for including exchange back.

5.6 Wallet of Things

Wallet is associated with each device, where more devices have become digital and
smart and that all banks have automated payments through IoT. For example,
upkeep administrations utilizing wallet automatically can be stopping the payment
transactions.

204 G. Suseendran et al.



6 International Global Fintech Benchmark Report 2017

An international global FinTech benchmark report led an online review on FinTech
chiefs from monetary establishments around the globe. An in-depth interview was
conducted among senior executives from leading FinTech companies (Fig. 5).

FinTech technologies will come to emerging with Amazon, Google and
business-based platforms by the next three years. From overview reacting inves-
tigation and huge information be arranged anticipated that would a large portion of
consideration. 76% of back up plans, 65% of banks and 58% of advantage
administration organizations are positioned the information examination as one of
the best most FinTech advancements. Moreover, application programming interface
advancements and mechanical autonomy and robo-guides are positioned in the high
range of the world wide. Figure 6 shows the rising of FinTech with more enthu-
siasm in the upcoming next three years [7].

Insurance companies are more intent towards IoT because all valuable infor-
mation and pricing are provided to the customer. The IoT connecting with the
insurer person and his information from risk partners. On the off chance that any

Fig. 5 Segments and elements of FinTech
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mishaps to giving security after the occasion as a case. 36% resource administration
organizations additionally positioned man-made consciousness as a best of
advancements of intrigue. Safety net providers have more grounded enthusiasm for
advances identified with IoT at that point banks or resource administration
organizations.

In the course of recent months, the square chain has essential measurement of
consideration. It was anticipating the high positioned organizations in the benefit
administration. But, it was just 35% positioned zone intrigue.

7 Analysis and Discussion

For this part of work all information and data are collected from various research
articles and magazines, and these data were discussed and investigated in this
section. We divided the analyses into two categories: the first part is the status of

Fig. 6 Emerging FinTech in next three years in the field

206 G. Suseendran et al.



FinTech block chain and crypto currencies. EU, USA and India have how alter-
native payment methods and investment are to be demonstrated. Banking is pro-
viding positive characteristic as well as negative characteristic using FinTech global
financial service sector elements [11].

7.1 FinTech Current Status and Positive Characteristics

FinTech is an imperative piece of open monetary administration segment. It gives
information on monetary and keeping money of conventional individuals. The
prospect getting diverse sorts of money related administrations. The fiasco and the
wretchedness in all the three locales, for instance, the EU, USA and India, did
negative effects and impacts on the advancement and interruption in the monetary
administration sector [12].

The new FinTech companies are using block chain innovation that has given the
opportunity and benefits for more money transaction related administrations. The
term digital revolution was reported by Accenture in 2015.

According to Table 2, the Luxembourg is in the top position in digitalization
index of 1.00 and USA has 0.92 in digitalization index, which means this is closing
to reach the full potential value, and EU also has the average range digitalization
value of 0.62, which means the EU member countries are positioned with different
values. But India is lagging in digitalization world as it has the value 0.29 and
positioned 83rd in the digitalization index.

The FinTech companies bid these services at a lower level price compared to
traditional financial service sectors because fully automated technology accessing
the operation and process work completely or partially. The motivation or main
concept of FinTech service is to reduce the human errors and increase banking
business transaction and accessing. In this system automatically applicable by India.
India will reached the highest digitalization index ranking position when compared
to EU and USA ranking level.

7.2 Fintech Current Status and Negative Characteristics

They are many positive characteristics identified by the people, which are block
chain and crypto currencies, an alternative payment system and FinTech technology
and banking solutions. Nevertheless, the treats related to the FinTech essentials are
really negative effects in the FinTech financial service sectors. The negative ele-
ments are due to affecting the FinTech operations and that related process failed
incompletely. That’s why India is not able to develop it, while the EU and USA
quickly increased the work regularly.
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Table 2 BBVA digitalization index 2015 [13]

S. No. Country Index S. No. Country Index

1 Luxembourg 1.00 44 Kazakhstan 0.47

2 United Kingdom 0.97 45 South Africa 0.47

3 Hong Kong SAR 0.95 46 Slovakia 0.46

4 United States 0.92 47 Mauritius 0.46

5 Netherlands 0.90 48 Colombia 0.45

6 Japan 0.88 49 Russian Federation 0.45

7 Singapore 0.87 50 Italy 0.44

8 Norway 0.86 51 Azerbaijan 0.44

9 Finland 0.85 52 Poland 0.43

10 Sweden 0.84 53 Romania 0.43

11 Switzerland 0.82 54 Croatia 0.43

12 Iceland 0.82 55 Montenegro 0.42

13 Canada 0.81 56 Kuwait 0.41

14 New Zeeland 0.80 57 Mexico 0.41

15 Australia 0.79 58 Greece 0.40

16 Germany 0.78 59 Armenia 0.40

17 Denmark 0.77 60 Georgia 0.40

18 Korea, Rep. 0.76 61 Panama 0.40

19 Estonia 0.76 62 Macedonia FYR 0.39

20 France 0.76 63 China 0.38

21 Austria 0.73 64 Thailand 0.38

22 United Arab Emirates 0.71 65 Morocco 0.37

23 Belgium 0.69 66 Philippines 0.35

24 Ireland 0.68 67 Sri Lanka 0.34

25 Island 0.68 68 Egypt 0.33

26 Bahrain 0.65 69 Indonesia 0.33

27 Lithuania 0.65 70 Bulgaria 0.33

28 Maita 0.64 71 Moldova 0.33

29 Malaysia 0.63 72 Tunisia 0.33

30 Spain 0.62 73 Argentina 0.32

31 Qatar 0.61 74 Kenya 0.32

32 Saudi Arabia 0.59 75 Peru 0.32

33 Portugal 0.59 76 EI Salvador 0.31

34 Chile 0.58 77 Serbia 0.31

35 Latvia 0.55 78 Dominican Rep 0.31

36 Czech Republic 0.52 79 Vietnam 0.31

37 Oman 0.51 80 Honduras 0.30

38 Turkey 0.50 81 India 0.29

39 Costa Rica 0.49 82 Albania 0.28

40 Jordan 0.48 83 Albania 0.24
(continued)
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According to the data, Fig. 7 displays the digitalization transaction in India’s
growth; however, the Billon Eco System (BCG) research in India that surveyed the
ATM mobile transaction and withdrawal transaction at ATM, NEFT-based trans-
action in mobile, mobile internet and traditional transaction of cash and cheque and
all our day-to-day our life usage showed 12% increase in the year 2013–2014 and
also in 2014–2015; so, year by year as we increase FinTech operations, banking
financial services also increased [14].

This is very a good example of block chain and crypto currencies method. The
customer will need to safety for payment transaction because the hackers follow to
your regular work. This cyber security and data privacy also comes from the USA
and EU. The regularly EU, USA and India using the FinTech methods and block
chain Methods for money transaction [15].

Table 2 (continued)

S. No. Country Index S. No. Country Index

41 Cyprus 0.48 84 Senegal 0.24

42 Hungary 0.48 85 Guatemala 0.22

43 Uruguay 0.47 86 Ukraine 0.21

Fig. 7 Digitalization transaction of India in 2013–2015
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8 Conclusions

In this study the overall functions of financial advanced technologies, challenges of
banking and financial industries, cyber security of banking while connecting IoT
through the internet to store the all information’s on cloud and benefits of the
FinTech while connecting IoT device have been described. In addition, the use
cases of FinTech on IoT in digital society in futures are mentioned in detailed. All
banks, financial industry, insurance companies are moved to automated technology
that reduces the workloads and easy to mingle the customer activities. From
authors’ point of view, the FinTech embraced with IoT in future will boom the
society into the next generation.
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GRNN++: A Parallel and Distributed
Version of GRNN Under Apache Spark
for Big Data Regression

Sk. Kamaruddin and Vadlamani Ravi

Abstract Among the neural network architectures for prediction, multi-layer
perceptron (MLP), radial basis function (RBF), wavelet neural network (WNN),
general regression neural network (GRNN), and group method of data handling
(GMDH) are popular. Out of these architectures, GRNN is preferable because it
involves single-pass learning and produces reasonably good results.
Although GRNN involves single-pass learning, it cannot handle big datasets
because a pattern layer is required to store all the cluster centers after clustering all
the samples. Therefore, this paper proposes a hybrid architecture, GRNN++, which
makes GRNN scalable for big data by invoking a parallel distributed version of
K-means++, namely, K-means||, in the pattern layer of GRNN. The whole archi-
tecture is implemented in the distributed parallel computational architecture of
Apache Spark with HDFS. The performance of the GRNN++ was measured on gas
sensor dataset which has 613 MB of data under a ten-fold cross-validation
setup. The proposed GRNN++ produces very low mean squared error (MSE). It is
worthwhile to mention that the primary motivation of this article is to present a
distributed and parallel version of the traditional GRNN.
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1 Introduction

The term prediction is used for regression as well as classification. When the target
variable is discrete the associated task belongs to classification and when the target
variable is continuous the associated task is a regression. The regression or fore-
casting model takes the past data to predict the target variable. There are different
neural network architectures used for regression, namely, MLP, RBF, WNN,
GRNN, and GMDH.

MLP has been used for regression in several research works, namely,
Kusakunniran et al. [1] presented a gait recognition system based on motion
regression using MLP; Agirre-Basurko et al. [2] suggested MLP to forecast gas
levels; Gaudart et al. [3] performed a regression for epidemiological data using
MLP.

Similarly, RBF also has been used for regression, namely, Mignon and Jurie [4]
proposed a face reconstruction algorithm, based on RBF regression in eigenspace;
Hannan et al. [5] presented heart disease diagnosis using RBF; Taki et al. [6] used
RBF for energy consumption prediction for wheat production.

WNN is used for regression models for forecasting reservoir inflow [7].
Vinaykumar et al. [8] implemented WNN for the estimation of cost of software
development; Chauhan et al. [9] used DE-trained WNN for bankruptcy prediction
in banks. Rajkiran and Ravi [10] used WNN for predicting reliability of software.

In addition, GMDH is used for regression, namely, Astakhov and Galitsky [11]
presented tool life prediction in gundrilling; Elattar et al. [12] used GMDH for
short-term load forecasting; Srinivasan [13] used GMDH for energy demand pre-
diction; Ravisankar and Ravi [14] implemented GMDH for bankruptcy prediction
in banks; Mohanty et al. [15] used GMDH for prediction of software reliability;
Reddy and Ravi [16] proposed kernel GMDH for regression.

The ANN with its vast variants of architectures have been implemented in
different application domains, namely, wireless networks [17], robot manipulator
control [18], wind energy systems [19], cancer prediction in healthcare [20], crop
production [21], and business [22].

Among these different architectural variants of ANN, the GRNN architecture is
preferable as it uses a single pass for learning, and being non-parametric estimation
produces a good result. In this article, we have proposed a hybrid version of GRNN
for prediction. The motivation and contribution for the proposed method are
introduced in Sect. 2.

The paper is structured in the following way: Motivation and contribution are
presented in Sect. 2. A literature review is presented in Sect. 3. The proposed
methodology is described in Sect. 4. The system setup for conducting experiments
is discussed in Sect. 5, and the information about the dataset used in the experiment
is described in Sect. 6. The results and discussion are presented in Sect. 7.
Section 8 concludes the paper with future directions.
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2 Motivation and Contribution

We have presented in the introduction section the different ANN architectures for
regression. Among them, GRNN is an optimal choice for exploration being a
one-pass trainer and non-parametric estimator. According to Specht [23], if a large
dataset is involved, we should have a process of clustering to have neurons in the
pattern layer. But, clustering of massive data is not efficient enough through any
standard clustering approach. Even if we opt for the parallel version of K-means, it
is not efficient enough with respect to optimal clustering. Again, we find there is no
published work involving prediction of large-scale dataset using the GRNN. These
shortcomings and adversaries are the strong cause of the motivation for the current
research work.

In this proposed work GRNN is used for prediction of the large-scale dataset.
Here, we have used a clustering approach using K-means|| [24] which is a parallel
version of K-means++ [25] to reduce the pattern layer neurons. It is a variant of
K-means which has optimal initial seed selection approach. The K-means|| is
embedded into the architecture of GRNN for carrying out clustering before the
pattern layer and implemented in a parallel distributed computing framework of
Apache Spark which is henceforth called as GRNN++. The GRNN++ has shown
very high accuracy in the form of mean squared error. The hybrid architecture has
proved the implementation of the best features of two worlds, that is, of clustering
and regression.

3 Literature Review

There are several variants of K-means proposed in the literature by the research
community. Also, a large effort has been dedicated toward parallelization of
K-means algorithm. Zhao et al. [26] have propounded a MapReduce framework for
parallel K-means. Liao et al. [27] have presented an improved version of parallel
K-means using MapReduce and a method for selecting the initial centroids. The
K-means++ [25] is optimized by the process of selection of initial cluster centers,
but it has a major drawback as being sequential. This limitation restricts its
application to the massive dataset. It has to perform k-passes over the dataset to
figure out k initial cluster centers. This drawback is addressed by K-means|| [24].
Apart from K-means, evolving clustering method is another clustering approach
which has been parallelized by Kamaruddin and Ravi [28].

The regression has always been the fascinating area of machine learning, and
different approaches have been presented by the researchers. One of the efficient
neural network architecture for regression is GRNN [23] which has the advantage
of non-parametric estimation along with one-pass of training. These advantages
enable the GRNN to be faster with better accuracy. There are several contributions
by the researchers in different applications areas using GRNN, namely, Leung et al.
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[29] have forecasted exchange rate using GRNN; Kayaer and Yildirim [30]
implemented GRNN for medical diagnosis of diabetes; Li et al. [31] implemented
GRNN for image quality assessment; Li et al. [32] implemented GRNN with fruit
fly optimization algorithm for power load distribution prediction.

But the primary disadvantage of GRNN is that all the training data should be
stored in the pattern layer, which requires more computational time. Thus, results in
an inefficient architecture for the large-scale dataset.

Some researchers have presented hybrid architectures, and those are generally
found to be more efficient. Ravi and Krishna [33] implemented generalized
regression with auto-associative neural network (GRAANN) for imputing missing
values. Similarly, the hybrid architecture of auto-associative extreme learning
machine and multiple linear regression proposed by Tejasviram et al. [34] has
shown better prediction capability. Kamaruddin and Ravi [35] presented a
hybridization of particle swarm optimization and AANN for one-class classification
and had applied it to credit card fraud detection which had demonstrated good
performance.

From the study of the related literature, we found that GRNN has not been
implemented in a parallel distributed environment and is not able to handle
large-scale dataset. So the current research work addresses the issue.

4 Introduction to Proposed Methodology: GRNN++

GRNN is not able to handle large-sized dataset without efficient clustering. It will
raise memory issues and increase the execution time. These drawbacks are due to
the incapability of the standard clustering approach to handle large-sized dataset. In
the proposed GRNN++ method this drawback has been addressed. The GRNN++ is
implemented with Apache Spark and HDFS. It has two components, namely,
(i) K-means|| clustering, and (ii) GRNN for prediction. The two components are
introduced in the following two subsections.

4.1 K-Means++: An Overview

The K-means clustering algorithm has an objective of minimal intra-cluster vari-
ance; that is, the sum of the squared distance of the points belonging to a cluster
from their cluster center should be minimum. The K-means chooses random initial
“K” cluster centers and updates the cluster centers with iterations until there is no
further change in the cluster center, and thus finds reasonable solutions quickly.
However, it suffers from at least two major drawbacks: (1) the algorithm has the
worst-case execution time which is super-polynomial of input size; (2) the formed
clusters may not be optimal with respect to the objective function.
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The K-means++ [25] has addressed the deficiency of optimal clustering by the
introduction of a method for cluster center initialization before execution of the
iterations of K-means algorithm. The K-means++ clustering algorithm using an
innovative method for initial cluster center selection or seed selection was proposed
by Arthur and Vassilvitskii [25]. The algorithm has the following steps:

K-Means++ algorithm:
Let D be the dataset of p points in Rd and x ε D. Let d(x) be the smallest distance

from any given data point to its nearest cluster center which has been already
selected.

1. Select first center C1 uniformly at random from D.
2. For each data point x ε D, compute d(x) and take a new center Ci, with prob-

ability dðxÞ2P
x2D dðxÞ2.

3. Repeat Step 2 until k centers have been selected altogether.
4. Proceed with the iterations of the K-means.

4.2 K-Means||: An Overview

The K-means|| is the parallel implementation of K-means++. Say, there are
n number of samples, and k initial cluster centers are needed. The K-means++
performs k number of passes to sample one initial cluster center in each pass. But,
K-means|| samples first center uniformly at random. Then, the next centers will be
chosen non-uniformly with a given probability which is stochastically biased by the
already chosen centers. This happens in a parallel way across all partitions. Thus,
the so-obtained O(k log n) points are finally re-clustered into k initial centers for the
standard K-means iterations.

4.3 GRNN: An Overview

GRNN [23] is a feed forward neural network having roots in statistics. GRNN
represents an advanced architecture in the neural networks that implements
non-parametric regression with one-pass training.

The topology of GRNN is depicted in Fig. 1 and involves four layers of neurons,
namely, input, pattern, summation, and the output.

The pattern layer comprises training neurons. The test sample is fed to the input
layer. The distance, di, between the training samples presents as a neuron in the pattern
layer, and the data point from the test set used for regression is used to figure out how
well each training neuron in pattern layer can represent the feature space of the test
sample, X. This probability density is calculated with Gaussian activation function.
Thus, the summation of the product of target value and the result of activation function
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for each neuron that is,
Pn

i¼1 Yi � e
�d2

i
2r2

� �
forms the numerator term in the summation

layer and the summation of the term e
�d2

i
2r2

� �
that is,

Pn
i¼1 e

�d2
i

2r2

� �
forms the denominator

term in the summation layer. Then, in the output layer, the prediction is calculated as

bY ðXÞ ¼
Pn

i¼1
Yi�e

�d2
i

2r2

� �

Pn

i¼1
e

�d2
i

2r2

� � . Here d2i ¼ X � Xið ÞT� X � Xið Þ:X is a test sample andXi is the

neuron present in the pattern layer. For big datasets, the equations involved in

Fig. 1 Architecture of GRNN
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summation and output layer change to accommodate the information about the cluster
centers. For further details please see the training algorithm presented in Sect. 4.4.

4.4 GRNN++: The Proposed Method

The training data is clustered with K-means||. Thus, the cluster centers represent the
data samples belonging to the cluster most effectively. Then the Dunn-like Index (a
modified Dunn Index), a cluster validity index, is used for measuring the cluster
validity.

The Dunn Index, proposed by Dunn [36], presents the approach for measuring
the cluster quality so that the best clusters were selected based on the high com-
pactness of clusters and high separation among them, that is, compact and
well-separated clusters. The compactness with good separation is found by the ratio
of minimum intra-cluster distance to the maximum inter-cluster distance. The Dunn
Index can be presented as follows:

Dunn IndexðDÞ ¼ min
1� i�M

min
iþ 1� j�M

distðci; cjÞ
max

1� l�M
diamðclÞð Þ

0
@

1
A

8<
:

9=
;: ð1Þ

where M is the total number of clusters under consideration, distðci; cjÞ is the
inter-cluster distance and diamðclÞ is the maximum intra-cluster distance or the
largest diameter among all the clusters.

As the Dunn Index performs a calculation of maximum intra-cluster distance,
that is, the diameter of a cluster under consideration, it is not suitable for large-scale
dataset as it will involve large computational overhead. Also, it is affected by noisy
data and outliers. So, we have used a Dunn-like Index [37] for cluster validity
measurement. In this approach, the diameter, that is, the denominator of (1) is
calculated by finding the radius using the distance from each sample present in the
cluster to its cluster center, that is, d x; cj

� �
, where x ε cj cluster and cj is its center.

This Dunn-like Index is not affected by noise or outlier present in the data. The
Dunn-like Index can be presented as:

Dunn� like IndexðDLÞ ¼ min
1� i�M

min
iþ 1� j�M

dist ci; cj
� �

max
1� l�M

2 � 1
clj j
P

x2cl d x; clð Þ
� �

0
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>:
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The cluster centers form the clusters generated by the K-means|| algorithm and
validated by Dunn-like Index. They now represent the pattern nodes of GRNN++.
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Then, each test sample is passed on to the neurons present in the pattern layer with a
Gaussian probability density function resulting in higher value if the neuron has a
strong similarity to the test sample. Now, the summation layer represents the
numerator, denominator and the output layer presents the prediction as described in
the overview of the GRNN section (refer to Sect. 4.3).

The architecture of GRNN++ is the same as the traditional GRNN except for the
presence of the clusters (obtained through K-means||) occupying the pattern layer in
place of the patterns themselves (see Fig. 1). The third and fourth layer of GRNN++
are identical to that of GRNN.

5 Experimental Setup

The system configuration for carrying out experimental work consists of standalone
Spark cluster 2.2.0 as the computational framework on top of HDFS which is the
distributed storage system. The program development environment used is Apache
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Zeppelin 0.7.3 with Scala 2.11.8 as the coding environment. The Spark cluster
consists of a system as a master node and seven systems as worker nodes. The
driver program resides in the master node along with two instances of worker
daemons. Each of the worker nodes executes four instances of worker daemons. All
the seven systems have a similar configuration (refer to Table 1). In a standalone
cluster system, each worker daemon has one executor. The details of resources
allocated to worker daemon or executor, driver process, and programming envi-
ronment details are presented in Table 2.

The GRNN++ was implemented with the above cluster configuration and pro-
gramming environment. We found the best execution time by adjustment of the
amount of memory allocation to the executors along with the optimum data
partitions.

Table 1 System configuration description

Central processing unit Intel® Core™ i7-6700 CPU @ 3.40 GHz

No. of cores 4 Physical cores or 8 logical cores

Primary memory 32 GB

OS Ubuntu 16.04 LTS

Table 2 Details of resource
allocation in the cluster and
coding environment

Allocated resource details Node type

Master Worker

Memory allocated for driver process 14 GB –

Count of worker daemons 2 4

Memory allocated to worker daemon 7 GB 7 GB

Number of executors per node 2 4

Memory allocated to each executor 7 GB 7 GB

Cores allocated per executor 2 2

Memory allocated to all executors 14 GB 28 GB

Total memory utilized (out of 32 GB) 28 GB 28 GB

Framework for computation Apache Spark
2.2.0

Distributed storage system HDFS (Hadoop
2.7.3)

Coding interface Apache Zeppelin
0.7.3

Programming language Scala 2.11.8
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6 Dataset Description

The current work has analyzed the data from an array of gas sensors involving
different gas mixtures. The dataset [38] was collected from UCI ML repository [39].
The dataset contains the readings gathered from 16 sensors exposed to varying
concentrations of gas mixtures. The original dataset contains readings of two dif-
ferent mixtures of gas in air, namely, ethylene with methane, and ethylene with CO.
We have analyzed only the ethylene and CO mixture in air dataset for prediction of
ethylene and CO concentration in air. The sensor readings were the data from
16-sensor array signals gathered uninterruptedly for about 12 h.

The ethylene and CO mixture in air dataset, which is analyzed in the current
work, presents 19 features. Here, the first feature represents the time of sensor
reading; the second feature represents CO concentration in ppm; and the third
feature represents the ethylene concentration in ppm. The next 16 features represent
the sensor readings from 16 chemical sensors (see Table 3). The dataset contains
4.2 million samples. The dataset is of 643 MB.

For our regression work, we have dropped the first feature being the time series
values. Out of the second and third feature, one is selected as the dependent
variable. We have selected the features from the fourth to the last as independent
variables for our experimentation.

7 Results and Discussion

The research work conducted comprises the analysis of the dataset mentioned
above with the proposed approach. The results of the carried out work cannot be
compared with any other technique as we could not find any work carried out in the
same domain and using such hybrid architectural techniques.

The experiment was carried out with ten-fold cross-validation (10-FCV) of the
min–max normalized dataset. The K-means|| was carried out with k value ranging
from 2 to 10 and then the Dunn-like Index was taken into account for cluster
validity for finding out the optimal cluster centers. Then, with the selected cluster
centers GRNN++ was carried out with sigma (r) value ranging from 0.001 to 1.0

Table 3 Attribute details of ethylene–CO gas sensor array dataset

Attribute name Attribute details

Time (s) Time measured in seconds for the sensor readings

CO conc. (ppm) The concentration of CO measured in ppm

Ethylene conc. (ppm) The concentration of ethylene measured in ppm

Sensor readings (16
channels)

Readings from 16 chemical sensors forming the data comprising
16 columns
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with an increment of 0.001. The error is calculated as MSE. Table 4 presents the
average MSE of 10-FCV.

The activation function used in GRNN++ is the Gaussian function which cap-
tures the features of a test data and correspondingly presents the prediction value.

8 Conclusion and Future Directions

The GRNN++, a parallel and distributed version of GRNN, is proposed in Apache
Spark, where HDFS takes care of the distributed data storage. The GRNN++ is
implemented in Scala programming language. The GRNN++ could achieve big
data regression in a single pass and by yielding a very low mean squared error of
10-FCV. The hallmark of the proposed method is the invocation of the parallel
distributed K-means++ aka K-means|| into the architecture of the traditional GRNN.
GRNN being the non-parametric estimation provides better accuracy.

The innovation of the proposed method resulted in a drastic reduction in the
count of neurons in the pattern layer of GRNN. This feature has made the system
overcome the major shortcoming of GRNN which is computational overhead.

The effectiveness of GRNN++ is tested on a static dataset, but it can be modified
to suit online streaming data mining by invoking parallel evolving clustering
method (PECM) [28] in place of the K-means||. Thus, it can be extended to handle
real-time or quasi-real-time prediction from streaming data. Further, the logistic
activation function can also be considered in place of the Gaussian in the pattern
layer.
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An Entropy-Based Technique
for Conferences Ranking

Fiaz Majeed and Rana Azhar Ul Haq

Abstract Ranking of conferences is carried out to guide the researchers so as to
publish their work in top-level venues. Existing works are needed to be improved in
regard to accuracy. In this paper, we have proposed a ranking technique of con-
ference papers named as influence language model (InLM). It uses entropy to
calculate score for the purpose of ranking. It identifies level of the paper as well as
level of the conference based on entropy score. Experiments have been performed
on bigger dataset. The results reflect better position in comparison to the existing
systems.

Keywords Conference ranking � Language model � Influence language model �
Entropy � Scientific research

1 Introduction

The ranking of the conferences is an important area of research to assess quality of
research work. Such a ranking provides recommendations to the researchers to
publish their valuable work in reputed conferences. Several measures have been
developed to rank the conferences [3].

This paper solves the problem of ranking the conference papers so that relevant
papers of top ranked conferences are placed at first places in the retrieved results.
The quality of paper is measured based on its frequency of citations. The main
purpose of this research is the semantic ranking of conference papers using influ-
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ence language model (InLM). In conference paper ranking, we utilize search and
ranking technique that use query string to rank the conference papers. To evaluate
the InLM technique, a dataset containing 32,000 papers and 50 user queries is built.
We have performed comparative analysis of InLM with the existing methods.

The motivation of this research work is that quality researchers need to search
the quality conference papers. As conferences have no standardized impact factor
system similar to journals, this research work provides them quality conference
papers (which is measured based on citations of the particular paper). The relevant
documents are then ranked based on calculation of entropy that uses citations of the
paper.

The key contributions of this paper are summarized as follows:

• We have proposed a conference papers ranking technique named as InLM.
• We have presented a ranking algorithm based on entropy to rank the conference

papers.

The paper has been organized as follows: The review of related works is
comprehensively described in Sect. 2. Later, the proposed solution is presented in
Sect. 3, and experimental evaluation is provided in Sect. 4. Finally, conclusion and
future work is given in Sect. 5.

2 Related Works

Existing methods on conferences ranking have achieved less accuracy in compar-
ison to the journals ranking. A review of those methods is provided to justify further
improvement in this domain: the ranking of authors and conferences based on
citations is performed by adding time factor. It is the extension of PagRank for
yearly conferences ranking. The DBLP dataset is used for experiments and top 10
authors and conferences have been provided [7]. In another work, conferences are
ranked based on publication of their extended papers in top journals. For this
purpose, acknowledgment information of finance journals is taken and analyzed.
The dataset comprised footnotes of 3000 journal articles and 9000 conference
articles. Based on this, 47 conferences have been ranked [4].

Currently, two citation analysis systems only exist for journals ranking, which
are CiteSeer and Institute for Scientific Information (ISI). The ranking system for
the conferences is equally important. Thus, Scientific Collection Evaluator by using
Advanced Scoring (SCEAS) system is developed that considers age of the con-
ference. Using DBLP dataset, a web-based application is built [6].

In computer science (CS) domain, few ranking methods exist. Thus, ranking of
CS conferences is performed using RsIT technique. It uses a set of conferences,
relatedness measure and baseline method to rank the top CS conferences. The
Microsoft Academic dataset is used for experiments. The comparison is carried out
with the existing CCF rating list. This method provides better results in comparison
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to the CCF list [2]. An analysis of the criteria of existing measures for CS con-
ferences is performed. The conference ranking is compared using bibliometric
indicators and acceptance rate. The experiments are carried out on three datasets:
RankX, Perfil-CC and ERA2010 [3]. The health of conferences related to the
software engineering is checked by defining a suite of metrics. The comparison of
conferences by parameters like author, PC candidates and scientific prestige is used.
Based on the results, 11 top conferences are selected for the interval of 10 years [8].
A technique to rank the CS conferences is proposed with the extension of existing
metrics. It generates self-organizing maps for the purpose of ranking. This method
is evaluated in correlation to ERA using Microsoft Academic Search dataset
including 3442 conferences [1].

The extension of h-index is presented for the journals and conferences ranking.
For this purpose, yearly h-index and normalized yearly h-index have been pro-
posed. The DBLP dataset is used with 2024 conferences [5].

In the existence of above conferences ranking methods, no system could be used
as standard similar to the ISI. This is due to the fact that current methods do not
achieve the required level of accuracy. It is still required to work on achieving the
accuracy. This work is build based on this idea.

3 Proposed Solution

The architecture of the InLM is shown in Fig. 1. The input query is processed on
the pre-processed dataset. Further, the retrieved results are ranked based on the
proposed InLM-based ranking algorithm.

Fig. 1 InLM ranking system
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3.1 Entropy Score

As shown in Eq. (1), the entropy of the conferences can be calculated as:

EntðvÞ ¼ �
Xm

i¼1

wilog2ðwiÞ ð1Þ

where wordi has the probability wi at venue v. Individually, all publications of each
conference can be used for computation of the probability for input query.

The entropy of papers is calculated as given in Eq. (2):

EntðpÞ ¼
Xm

i¼1

wilog2ðwiÞ ð2Þ

In a paper (p), wi provides the probability of wordi.

3.2 Calculation of Citations

In comparison to the DBLP, it was tricky to develop a crawler for the Google
Scholar. The procedure was to input the query in the search box of Google Scholar
and then find out the relevant paper from retrieved results after pressing the search
button. Google Scholar provides the citation count for each paper. This process was
required to be automated. Initially, the papers were searched manually for analysis.
The URL of the relevant results was changed programmatically in such a way that
half part of URL was updated to route the citations in our database. The search page
of Google Scholar was explored by using the PHP’s html document object model
for required data, thus put all the citations in Wamp Server and updated the data-
base. For the improved language model, citations of each ranked paper were
measured.

3.3 Influence Language Model

This method measures the worth of a paper, whether it is published in low- or
high-level conference. The entropy of the conference is calculated to check the level
of a conference. The publication of a paper in certain level of conference is pro-
portional to the number of citations. For instance, a paper published in high-level
conference will have increased citations, whereas low citations will be received for
the paper published in a low-level conference. The InLM increases the score for
high-level conference having low entropy, whereas for the low-level conference
with high entropy, the method decreases the score.

232 F. Majeed and R. A. U. Haq



Two thresholds of entropy 1.8 and 1.85 have been defined and taken as limiting
values. The conference or venue is considered as high level in case the entropy
value remains below 1.8. Further, in case the entropy value reaches above 1.85, the
venue is considered as low level. In influence language model, the probability of a
query over document PðqjdÞ and the resulted value with the entropy result is
multiplied. The entropy of the high-level venue is multiplied to increase the score as
high-level venue gain smaller value of entropy then multiply the resulted entropy
value with PðqjdÞ (Eq. 3). The entropy is first divided with 3 for decreasing its
value for low-level venues and then PðqjdÞ is multiplied with the resulted entropy
value (Eq. 4). We simply multiply PðqjdÞ with entropy for the venues whose value
of entropy is between the range 1.8 and 1.85. The proposed composite model does
not consider venues influence.

If ent \1:8

ent value ¼ ent� 3

Elseif ent [ 1:85

ð3Þ

ent value ¼ ent=3 ð4Þ

The values of language model are multiplied with entropy values. So the main
Eq. (5) of InLM is as follows:

InLM ¼ LM� ent value ð5Þ

In Eq. (5), the entropy value of each conference paper is multiplied with each
paper of language model result.

It is necessary to prepare the data before input to the machine learning algorithm,
so the pre-processing procedure is given in Algorithm 1.

Algorithm 1

1. Extract all the titles from html pages.

• Read the html file in java.
• Patternpt2 = Pattern.compile(“b>.*?</b”);

2. Remove stop words from extracted data.

• Give input of the raw file.
• By using the string tokenizer, string is matched. The stop words are removed

if those are matched.
• Then line-by-line matching of each token is performed.
• StringTokenizer stnz = new StringTokenizer(“*+<>,&-:;.()[]$#@!/\\’\”`*^? ”);
• By using the above code, each token is matched one by one.
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3. Conversion in lower case

• The search becomes much easier by converting these letters in lowercase.
Lowercase function is used for this purpose.

• Token = token.toLowerCase ();.

4. Frequency Removal
In the research paper titles, there are many words which are used frequently by
many researchers. If a word is matched more than thrice, then it will be removed
from the data.

5. Normalize the whole data.

3.4 Application of the InLM

For instance, three papers say P1, P2 and P3 are chosen from the dataset. According
to the existing language models, all have the same score because of having equal p
(q|d). Let according to previous models,

PðqjdÞ for P1 ¼ 0:85
PðqjdÞ for P2 ¼ 0:85
PðqjdÞ for P3 ¼ 0:85

These papers should not have the same scores as they contain the same length of
query and published in different conferences, as well as have same number of query
terms.

The venue’s entropy can be calculated as:
Let

doc 1 entropy = 1.87 (P1 belongs to low-level conference)
doc 2 entropy = 1.69 (P2 belongs to high-level conference)
doc 3 entropy = 1.95 (P3 belongs to low-level conference)

The following result is achieved when the results of previous language models
are divided with entropies of conference.

Doc 1 = 0.85 * (1.87/3) = 0.52 (P1 is also low-level conference)
Doc 2 = 0.85 * (1.69/3) = 4.30 (P2 is of high-level conference)
Doc 3 = 0.85 * (1.95/3) = 0.55 (P3 is of low-level conference)

According to the values, the level of conference is being decided.
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4 Experimental Evaluations

The experimental evaluation is performed on big dataset. In this respect, the details
of the dataset are given below.

4.1 Dataset

Conferences data:

• Data of 100 conferences
• Around 32,000 papers
• Collection of all the title of publications

Query set:
We have developed a query set for experimental purpose. Few of the queries are

given below:

• Machine language
• Data mining
• Formal languages
• Group theory
• Information retrieval
• Computer networks
• Semantic web
• Analysis of algorithm
• Natural language processing
• Databases

These queries are used to find the best conference papers from the conferences
data. In other words, quality papers of the authors in the relevant field are ranked by
the proposed InLM. The dataset is made up of different CS conferences and more
than 32,000 research papers of these conferences. The searching technique used for
this purpose is content-based ranking. Specifically, there are 100 CS conferences
that are extracted from the DBLP. The research papers are taken in the duration of
2003–2007 (5 years).

The support vector machine (SVM) algorithm has been used for the classifica-
tion of the data and the results are measured using precision, recall and F-measure.

4.2 Pre-processing

Initially, the whole data are pre-processed. In Fig. 2, raw data in html pages are
shown, which contain conference information, that is, author’s name, title of the
paper and name of the conference where the paper has been published.
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4.3 Results

In this section, we produce the ranking result of our language model and some key
terms are used for showing the results of both language models. These terms
include Name (title of research paper), Cit (citations), LM (language model) and
InLM. The results about one of the query from the query set are given in Table 1.

These are the average results of given base queries using the InLM, including the
citations and entropy of the papers for particular input query strings.

In Table 2, the comparison of two models has been taken under consideration,
one is previously implemented LM for average of 10 queries and showed the value

Fig. 2 html pages including raw data

Table 1 Top 2 conferences against “data mining” query

S# Name Cit InLM Name Cit LM

1 Region restricted clustering
geographic data mining

6 1.875 Data mining
track editorial

0 0.675

2 Measuring effectiveness agile
methodologies data mining
knowledge discovery

4 1.627 Optimization
of language
data mining

0 0.607
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of 184.92 after setting parameters. On the contrary, the proposed model InLM with
the same parameters has given a value of 457.36 with more accuracy and precision
for average value of 10 queries.

Figure 3 shows the models along the horizontal axis and number of citations
along the vertical axis. The graph clearly mentions that the model InLM has better
average results, including entropy results, in more than 400 citations than the LM
which is less than 200 citations.

In Fig. 4, the result of InLM is better than LM for “data mining” query.
In Fig. 5, graph depicts score comparison of LM and our proposed model InLM,

which shows much better results than LM and has a better ranking for the con-
ference papers.

In Fig. 6, line chart shows ranking result of LM and Fig. 7 shows the result for
the InLM.

It has been clearly seen that InLM clearly shows better ranking including
entropy of the paper for query. In addition, classification results are shown in
Table 3.

Table 2 Average citations
results of top 10 queries

Models Average citations for 10 queries

LM (VSM) 184.92

InLM 457.36

0
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Average ResultsFig. 3 Graphical
representation
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Table 3 Classification
results

Precision Recall Measure-F

82% 79% 81%
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5 Conclusions

In this work, the ranking of the conferences is performed using the entropy mea-
sure. The InLM system computes entropy of the conferences to generate a ranking
list. Further, a comparative analysis is performed with LM. The InLM shows better
results in comparison to LM. Furthermore, time factor and names of authors’ papers
can also be incorporated to improve the ranking.
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MapReduce mRMR: Random
Forests-Based Email Spam Classification
in Distributed Environment

V. Sri Vinitha and D. Karthika Renuka

Abstract The furthermost standard message transfer system used on the internet
for communication is email. These days spam is a serious concern that causes major
problems in today’s internet. Spam emails are uninhibited messages that are sent to
a large number of beneficiaries arbitrarily. Owing to an overgrowing rise in repu-
tation, the number of unsolicited data has also increased promptly and has led to
many security concerns. Although the sufficient number of spam filtering tech-
niques exists, nowadays spammers start discovering innovative practices to escape
data that are filtered using the spam filters. Spammers use this communication
source for spreading the malware in the name of an executable file. These spam
emails waste user’s system memory, computing power, and bandwidth of the
network. Spam emails have been initiated to progressively damage the integrity of
email and destroy the online experience. The research revealed that if the classi-
fication algorithms are used with feature selection then that will return the exact
results than the standard classification. In this paper, feature selection is done
through minimum redundancy and maximum relevance (mRMR) and the classifi-
cation is done by means of Random Forests in the MapReduce environment. The
performance is compared using various measures, namely sensitivity, correctness,
and accuracy with the Random Forests in the distributed environment using
Spambase dataset.
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1 Introduction

Nowadays, the internet has been mostly used for the purpose of exchanging
information. Email has started rising on the internet because of its simplicity,
cost-effectiveness, and commercial tool for exchanging information and business
communication, and so on [1]. It is exposed to many threats because of its easiness.
One among them is email hazard which becomes a big trouble over the internet.
Spam email is sent to an enormous amount of users since it charges very less
amount for transferring data between the different users. When the user receives the
wide range of spam emails then it becomes extremely tough to predict whether the
received emails are spam or ham, as it consumes more bandwidth on the internet,
wasting user’s time and memory. Gradually, spam emails are directed through
“zombie systems”, or through worm-contaminated PCs around the world.
Advanced worms permit spammers to access the user’s PC indirectly for malicious
purposes. At present, there are some important work-related emails in the spam
folder. Globally, the amount of users using email is increased from over 88.6
million in 2014 to over 200.3 million in 2018. Today, various types of spam email
exist, and certain things include making money through advertisement and so on.
[2]. The sender of a spam email looks like real mail that is not judged by some of
the existing filtering techniques. The unwanted spam emails getting into user’s
inbox should be avoided and to increase the accuracy of email classifiers on the user
side, spam filtering techniques are used.

2 Related Works

Nowadays, most people have the habit of using the internet for browsing data,
communication purpose, business promotion, and an innovation, providing busi-
ness services and sharing knowledge with others. Henceforth, the internet has
started developing promptly. One of the common threats is spam. Spam message is
sent to massive number of recipients for the purpose of advertising, marketing
products, job offers, and so on with large incomes for spammers. It also wastes
user’s time and occupies more memory. These days most of the emails received are
spam. Therefore, Bassiouni et al. [3] proposed a technique for classifying spam
emails with better performance using ten classification algorithms. The ten different
classifiers such as logistic regression, decision tree, Bayes net, support vector
machine, naïve Bayes, k-nearest neighbors, Random Forests, artificial neural net-
work, random tree, and radial basis function are used for classification. The ten
classification algorithm provides accuracy such as 92.4, 90.3, 89.8, 91.8, 89.8, 90.7,
95.4, 92.4, 91.5, and 82.6. The experimental result shows that the system achieves a
correctness of about 95.45% by using Random Forest’s approach for
Spambase UCI datasets.
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Email is the most active and fastest method of correspondence to trade data over
the web. It is so popular for its cost-effectiveness, easiness, and fastest mode of
communication. Since there is an expansion in the number of users using the
diverse social sites, there is a massive increase in unwanted messages. Spam can
cause the severe financial disaster, loss of data transmission, and wastage of
memory. Spam emails have been created to progressively damage the integrity of
email and destroy online experience. The problem of spam mail getting into user’s
inbox is resolved by using spam filtration approach. In this paper, Kaur et al. [4]
suggested the N-gram technique for feature selection and improved multilayer
perceptron for spam classification. The result comparison is performed on emails
collected from Enron dataset shows that the proposed N-gram-based K-enhanced
MLP demonstrated higher performance than existing MLP along with low error
rate. Future work uses optimization techniques and some other feature selection
techniques for selecting the best features for numerical data, text data, and image
corpus.

Currently, the internet has turn out to be an essential one in everyone’s life. With
this increased use, the number of email users is also enlarged nowadays. It is
predicted that 90% of the emails sent are spam. This leads to a problem initiated by
spontaneous bulk email stated as spam. It is expected that 90% of emails are sent
every day with the intention of advertising any product or spreading any kind of
malware to the user PCs without any notification. Spam email is sending unwanted
communications to different email users. This spam email causes severe harms for
internet users such as the delay in sending legitimate messages, wastage of network
bandwidth, storage, and computation power. To avoid this problem, various spam
filtering techniques exist. Vijayasekara et al. [5] propose machine learning algo-
rithm naives Bayesian with three-layer structure for classifying spam in bulk emails.
The feature selection method is used to select the best attributes and categorize
spam emails using naïve Bayesian algorithm which helps to increase the correctness
of the system.

To select the best attributes from the high-dimensional data, it uses feature
selection techniques. The methodologies used for feature selection should be effi-
cient to manipulate multivariate historical data. To elucidate this problem, Radovic
et al. [6] recommend the significant and repeated data with some modification for
the assessment process. The features can be discrete as well as continuous.
F-statistics can be considered for significant data and Pearson correlation or mutual
information for assessing repeated data. The recommended technique is measured
using gene expression temporal datasets and provides high performance compared
to other systems. Forthcoming work will be applied to various algorithms with
feature selection approach that chooses the slightest repetition and more
importance.

At present, electronic mail has become the popular mode of communication on
the internet which is used to exchange information to a large number of benefi-
ciaries. It is used for getting and transferring data among different users. Because of
its fastest delivery, less time, and low cost for sending emails to make people use it
for advertising products, sending fraudulent mails and phishing mails resulted in
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unwanted spam emails. Spam is the unsolicited, unwanted mail that sends messages
to a large number of recipients. It also wastes user’s time, transmission capacity,
and user’s system space. Spam filtering approaches categorize the spam email
based on the information it contains and sends the spam mails into spam folder.
Easwaramoorthy et al. [7] proposed the system consisting of the training and testing
phase. In the preliminary phase, the hybrid Firefly GSO algorithm takes the input
mails to choose the best attributes from the huge dataset. Then the selected features
are classified using three classification algorithms, namely decision tree, neural
networks, and naïve Bayes algorithm. Then the result is evaluated using UCI
repository Spambase dataset through various metrics.

3 Proposed Methodology

The process of the proposed email spam classification technique as in Fig. 1 can be
described in the succeeding phases:

• Prepare the UCI repository Spambase dataset for the proposed system
• In the MapReduce framework, do the feature selection and classify the spam

emails

UCI Repository SpamBase Dataset

Data Preprocessing

Spam E-Mail Ham E-Mail

Feature Selection using Minimum 
Redundancy Maximum Relevance 

(MRMR)

Distributed Environment

Ensemble Classification Algorithm –
Random Forest 

Fig. 1 Framework of the
proposed spam email
classification
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• Feature selection is done by using minimum redundancy and maximum rele-
vance technique to select the best attributes from Spambase dataset

• Then the selected attributes are classified by using Random Forest classification
algorithm

• Finally, compare the proposed framework with Random Forest classification in
a distributed environment.

3.1 Dataset

In this paper, UCI repository Spambase dataset has been taken for email spam
classification. Totally, there are 4601 emails in the Spambase. In this 39.4%, that is,
1813 emails are spam and remaining 60.6%, that is, 2788 are ham emails [8]. There
are 58 features in UCI repository Spambase dataset out of which 57 attributes are
continuous and one with class label (d). The description of the attributes is given in
Table 1 as.

3.2 Data Preprocessing

In real world, Spambase dataset contains some missing values, and this missing
data may lead to incorrect or even misleading statistics. Data preprocessing pro-
cedure is used to remove noise, inconsistent, and incomplete data in order to obtain
a quality result. It is the initial step which makes sure that data is prepared to be
analyzed [9]. There are various preprocessing steps available, and here data nor-
malization is done in order the make the dataset suitable for further processing.

Data discretization: Discretization states the method of converting continuous
attributes into discretized variables. It transforms data from numeric into nominal
data type. The generic representation of Spambase dataset is given by:

Spambase Dataset ¼ dk; 1� k� p ð1Þ

Table 1 Description of
Spambase dataset

Attribute number Type of attribute

1–48 word_freq_WORD

49–54 char_freq_CHAR

55 capital_run_length_average

56 capital_run_length_longest

57 capital_run_length_total

58 Class attribute
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The Spambase dataset is given to the discretization function to transfer the input
data into discretized one. Discretization converts the data into specific range. The
highest and smallest value of every attribute is identified and the I interval is
followed by taking the proportion between the differed value and the I value.

• For example, at-first, the deviation is calculated for every k value

DevðkÞ ¼ MaxðdkÞ �MinðdkÞ
2

ð2Þ

• After calculating deviation values for each row, values are converted to the
following condition:

0; input\1ðDevðkÞÞ
1; input\2ðDevðkÞÞ
2; input\3ðDevðkÞÞ
4; input\4ðDevðkÞÞ

9
>>=
>>;

ð3Þ

Then, the value which comes under particular range is substituted by interval
value in order to convert the input data into discretized data. After discretization
function, the training dataset is converted to above conversion Eq. (3) and then each
value is converted into 8421 binary conversions as discretized format.

3.3 MapReduce

MapReduce is a framework of Hadoop system designed to examine large dimen-
sions of files in a parallel mode on commodity machines. Its objective is to get used
to the available computational resources and process data in a massively scalable
way in two processing phases, that is, map and reduce phase.

The entire process of MapReduce can be illustrated using the following notation
[10]:

Map: k1; v1ð Þ ! list k2; v2f g ð4Þ

Shuffle& Sort: list k2; v2f g ! k2; list v2f gð Þ ð5Þ

Reduce: k2; list v2f gð Þ ! list k3; v3f g ð6Þ
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In the Map step, Spambase dataset after preprocessing into discretized data is
loaded once into a mapper function as in Eq. (4). Then the feature selection is done
by using minimum redundancy maximum relevance and the features are delivered
by means of a list of key-value objects. The output of mapper will be the sequence
of new objects with maximum relevance features without any repetition.

In the Reduce step, the input of a reducer is the intermediate object as in Eq. (5),
which shares the same features that will be collected together. The features are
classified by means of Random Forest algorithm and the output is obtained by the
majority voting of the classification trees that have been formed. The final output
will be produced as in Eq. (6).

3.3.1 Minimum Redundancy Maximum Relevance (mRMR)

The process used for obtaining the subset of relevant attributes is a feature selection
process, that is, the dimensionality reduction method [11]. Its objective is to attain a
better result with the minimum number of features. The filter method used in this
paper selects the feature with minimal repetition and maximal importance. mRMR
depends on two metrics: the least repetition among the attributes that have chosen
and the greatest significance among candidate features and target class. In the
Mapper step, the Spambase dataset D is given as input with N samples (4601
instances) and M features (57 attributes) X = {x1, x2, x3,…. xm} and the target
classification variable c. The feature selection technique finds the subset of m at-
tributes, Rm from the M-dimensional data, RM.

Maximal relevance is selecting the features from the Spambase dataset with the
maximum significance to the target class c. Either correlation or mutual information
may be the measure used to define dependency of variables. Max-relevance is an
average of all collective information values among individual attribute xi in the
Spambase dataset and class c as in Eq. (7).

maxD S; cð Þ;D ¼ 1
Sj j
X

xi2S
I Xi; cð Þ ð7Þ

The subsets that are identified by the maximum relevance often contain relevant
repeated data. mRMR challenges to provide the solution to this problem by elim-
inating those repeated subsets. The minimal redundancy property is included to
choose mutually exclusive features from the Spambase dataset as in Eq. (8).

min RðsÞ ¼ 1

Sj2��
X

XiXj2S
I Xj;Xj
� � ð8Þ
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Minimum redundancy maximum relevance is combined to select the features
that have the high association with the criterion without any repeated data that can
be denoted as in Eq. (9). This gives the subset of features S* selected using mRMR,
which is the output of Map step.

S� ¼ argmaxS�F maxDðS; cÞ �minRðsÞ½ � ð9Þ

mRMR Algorithm

INPUT: Data, Features
// Data – Spambase Dataset 
// Features - 57 features in Spambase Dataset 
OUTPUT: SubsetofFeatures // Set of features selected from Spambase dataset.
for features fi in SpambaseDataset do

rel = mutualInfomation(fi, classlabel);
redundant = 0;
for features fj in SpambaseDataset do

redundant += mutualInformation(fi, fj);
end for
mRMRData[fi] = rel - redundant; 

end for
SubsetofFeatures = sort(mRMRData). take(Features);

The algorithm for minimum redundancy maximum relevance is given above
[11]. In the mRMR system, the core problem is associated with the calculation of
the mutual information among two components: either exists as a couple of input
features or feature by means of the class. This task is figured among every single
pair of features; some of the pairs of features are still unrelated for the final outcome,
which is insignificant in high-dimensional problems.

3.3.2 Random Forests

Random Forest is an ensemble learning technique that works best for
high-dimensional data and was developed by Leo Breimanand Adel for classifi-
cation and regression not pruned trees. The bagging technique uses a decision tree
for selecting arbitrary features to improve classification performance by combining
the results of different classifiers. It uses randomized node optimization. Based on
the arbitrary choice of data and variables, the progress of the trees can be
determined.

The selected feature S* from mapper phase is given as input to the reducer phase.
With the selected feature, it builds an m number of decision trees and forms a forest.
Then the new object which is necessary to be classified is placed under each of the
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decision trees for classification. The mail is categorized as ham or junk mail based
on each trees decision by voting as in Fig. 2. The prediction of the spam emails is
attained by majority voting of the decision trees that have been formed, which will
be the results of the reducer phase.

Every tree is developed as follows [12]:

1. Spambase dataset after feature selection contains S* features; the training set will
be sample M cases from the subset of features S*.

2. Choose the best split between the M features.
3. Develop each one of the trees to the biggest possible level without pruning.
4. The spam emails are estimated by grouping the predictions of m trees by

majority voting technique.

Certain features of the Random Forest algorithm are given as follows:

1. It provides better accuracy and also lighter compared to other ensemble
algorithms.

2. It does not overfit the data because it does not have any insignificant data.
3. It is sturdy to noise and outliers and can also handle uneven datasets.

Pseudocode for Random Forests Algorithm

Begin RandomForests
   Input: N:number of nodes

F: Spambase Dataset with the subset of features S*

T: Total amount of trees to be created
Output: MV : the class label spam or ham with majority voting
While ending condition is incorrect do

The underneath phases are used to build the tree from the training data:
1)  Select the features f arbitrarily from F; where f F
2) For node t, compute the best split point between the f features
3) Based on the best split, divide the node into two child nodes
4) Iterate the steps 1, 2 and 2 up to n amount of nodes has been reached

Construct the forest by iterating steps from 1–4 for T periods
End While

Display all the created trees
The new sample is applied to all the created trees beginning from the initial node
Allocate the new object to the external node with the resultant class label.
Aggregate the votes of all the nodes in the trees.
Display the final output MV, with the highest vote.

End RandomForests
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4 Performance Analysis

Table 2 shows the performance comparison for Spambase dataset using Random
Forests in the distributed environment, and MapReduce minimum relevance max-
imum redundancy (mRMR) feature selection with Random Forests algorithm. The
different assessment metrics have been used for investigating the performance.

Tree-1 Tree-n Tree-2 

…

Majority Voting Technique

Spam mail Ham mail

Fig. 2 Random Forests algorithm

Table 2 Comparison of precision, recall and accuracy

Model Precision Recall Accuracy

Random Forests in distributed environment 0.837624 0.846754 0.840721

MapReduce mRMR feature selection with Random
Forests

0.852746 0.864657 0.860824

0.82

0.83

0.84

0.85

0.86

0.87

Precision Recall Accuracy

Performance Analysis

Random Forests in Distributed Environment
MapReduce mRMR Feature Selection with Random Forests

Fig. 3 Performance analysis
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By analyzing the plotted graph in Fig. 3, the performance of the proposed email
spam classification is significantly improved by selecting the best features using
minimum redundancy maximum relevance (mRMR) in MapReduce environment,
and the classification is done using the Random Forest.

5 Evaluation Metrics

The efficiency of the recommended methodology for discovering spam emails has
been estimated by means of some metrics such as precision, recall, and accuracy.
The assessment metrics can be defined as [13]:

Precision

It is the fraction of spam emails that are correctly categorized as spam from the
given input emails. Precision illustrates the exact correctness and can be represented
using Eq. (10) as:

Precision ¼ Spam emails correctly classified
Spam emails correctly classifiedþHam emails wrongly classified

ð10Þ

Recall

It is the fraction of spam emails that are categorized as spam from the given input
emails. Recall illustrates the completeness and is represented using Eq. (11) as:

Recall ¼ Spam emails correctly classified
Spam emails correctly classifiedþ Spam emails wrongly classified

ð11Þ

Accuracy

It is determined as the percentage of addition of all true positives and true negatives
to the entire amount of emails. Accuracy can be denoted by means of Eq. (12) as:

Accuracy ¼ Spam emails correctly classifiedþHam emails correctly classified
Total emails

ð12Þ
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6 Conclusion

Email is an efficient, fastest, and cost-effective communication system in today’s
world. In the email, spam is the common problem, which sends data to the large
number of recipients for distributing malware, advertising products, phishing, and
so on. Spam emails take excess time in deleting junk mails, surplus disk space, and
network bandwidth. Therefore, the filter is needed with great precision to filter the
unsolicited emails. To filter the spam emails, here feature selection is done using
MapReduce minimum redundancy maximum relevance (mRMR) to select the best
features for classification. The selected features are classified by using the Random
Forests algorithm. In the Random Forests, by means of voting technique, it clas-
sifies the junk mails and ham emails. The comparison indicates that the proposed
email spam classification gives better accuracy than classification using Random
Forests in the distributed environment.
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The Impact of Sustainable Development
Report Disclosure on Tax Planning
in Thailand

Sathaya Thanjunpong and Thatphong Awirothananon

Abstract This paper aims to examine the impact of sustainable development report
disclosure (hereafter called SDRD) on the tax planning (hereafter called TP) of
listed companies, which exclude the financial sector, in the Stock Exchange of
Thailand. The data of this paper is based only on the year 2016 and the sample size
consists of 337 companies from seven industries. The questionnaires from Global
Report Initiative are used for evaluation of SDRD. The TP is also measured by the
ratio of total tax expenses to total assets. Overall, this paper finds that the SDRD
had a statistically negative effect on the TP. This indicates that companies with
good SDRD practices could have a higher level of TP. Regarding control variables,
financial leverage and capital intensity had a statistically positive effect on the TP,
while profitability and family control had a statistically negative effect on the
TP. This paper further divides the sample into family and non-family companies to
examine whether there is any different effect of SDRD on the TP. The results
further indicated that the relationship between SDRD and TP was significantly
negative for the family companies. The relationship was, thus, weak and insignif-
icant for the non-family companies. The results are useful to market regulators since
they could make some decisions about adjusting some rules and regulations or give
some incentives to encourage the Thai listed companies to perform better sus-
tainable development practices.
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1 Introduction

Corporate social responsibility (hereafter called CSR), as a consequence of cor-
porate governance (hereafter called CG), in Thailand particularly seems to have
become more important. The Corporate Governance Center is established in the
year 2002 by the Stock Exchange of Thailand (hereafter called SET) to support the
listed companies in developing their CG system by complying with the interna-
tional assessment regarding the improvement of CG [8]. As a result, the voluntary
CG rating was subsequently introduced in the year 2008. The SET was set up [31]
to continue the long-term sustainable growth of the capital market in the year 2007
and launched the “Thailand Sustainability Investment” scheme in the fourth quarter
of 2015 by applying three criteria, which are economic, social, and governance
criteria, respectively. The Thai listed companies and related organisations conse-
quently become more involved with CSR. This is supported by the additional
sections on the disclosure reports and the annual report; however, it is not officially
required to disclose the CSR section. There is also a significant increase in the
number of activities and projects of listed companies. Sustainable development
report disclosure (hereafter called SDRD) is also a report published by companies
about the practice of measuring, disclosing, and being accountable for their per-
formance from their everyday activities, while they try to operate their business
towards the sustainable development. This report could provide balanced and
reasonable representations of sustainability performance, including both positive
and negative contributions. It could also be considered as non-financial reporting, or
triple bottom line reporting, or CSR reporting. The quality of SDRD is expected to
increase the overall value creation, which is the increase in the performance of
organisation.

The tax planning (hereafter called TP) is also along the continuum depending
upon how aggressive the activity is in reducing total tax expenses. The tax
avoidance (hereafter called TA) is some activities that reduce companies’
cash-effective tax rate within the legal framework of tax regulations over a long
period of time [12, 29]. These activities take some advantages of the loopholes in
the tax regulations in order to reduce companies’ tax liabilities [19, 34]. Companies,
for example, could choose some advantageous methods in the financial reporting
and could reduce their tax liabilities; consequently, the TA for this paper is a part of
TP, although in some prior studies, including Chen et al. [6], Lestari and Wardhani
[24], Zhang et al. [39], and Ying et al. [38], the effective tax rate is popularly used
as the TP measurement. This paper, therefore, has developed a new measurement of
TP. It is measured by the ratio of total tax expenses to total assets. This mea-
surement is popularly used as the TP measure in Thailand [35, 36]. Under the
assumption of corporation with the same profitability we should have the same total
tax expenses at any condition, as well as an earning management of the statement of
financial position is more difficult than that of the income statement. This leads to
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the conclusion that companies with CSR should have the total tax expenses as well.
The companies with higher SDRD practices would, therefore, have higher total tax
expenses, which indicate the lower TP. The SDRD quality is also expected to
improve the overall value creation, which is the reduction in TP.

Many previous papers show that SDRD has a significant impact on the
increasing TP [5, 9, 22, 28]. In developed countries, the authors of [22] investigated
a legitimacy theory during the 2001–2006 period in the Australian corporations by
comparing the CSR disclosures of tax aggressive corporations with those of non-tax
aggressive corporations. Their results show that CSR has a statistically and posi-
tively significant effect on the TA. Davis et al. [9] further investigated the rela-
tionship between CSR and corporate tax payment in the US-listed companies
during the year 2002–2011. Their results show that CSR has a significantly positive
effect on the TP. Preuss and Preuss [28] also found that CSR and corporate tax
payments act as substitutes in the European public companies. In the developing
region, Chen [5] found that the CSR disclosure significantly strengthens the pos-
sibility of TP in the Chinese-listed companies from 2008 to 2014. However, many
prior studies show that SDRD has a significant impact on the decreasing TP. In the
developed countries, Hoi et al. [18] found a statistically negative relationship
between irresponsible CSR and TA in the US public companies during the 2003–
2009 period. Lanis and Richardson [23] further showed that companies with the
higher level of CSR disclosure could have the lower level of corporate TA for the
2008–2009 financial year. The CSR disclosure, therefore, has a significant negative
effect on the TA in the Australian listed companies. In the Asia region, Sari and
Tjen [30] recently revealed that the CSR disclosure has a significantly negative
effect toward the TA in the Indonesian-listed companies during the 2009–2012
period.

Some earlier papers, including Laguir et al. [20], Nadiah et al. [27], and [33],
further showed that SDRD is not significant or cannot summarise the relationship
between CSR and TA. In the developed region, Laguir et al. [20] revealed that the
relationship between various CSR dimensions and TA is either positive or negative
in the French companies during the 2003–2011 period. In the developing countries,
Nadiah et al. [27] further found the relationship between CSR disclosure and
corporate TA is either positive or negative in Malaysia in the year 2014. Susanti
[33] also investigated the effect of CSR on the TA for manufacturing listed com-
panies in the Indonesia Stock Exchange in the year 2012–2014. These results show
that CSR does not have any influence on the TA. On the other hand, SDRD is not
associated with the TA. Recent empirical studies find a mixed evidence of the
impact of SDRD on the TP. This paper, therefore, aims to search the benefit of
SDRD implementation to the TP.
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2 Research Methodology

The population of this paper are listed companies, which are excluded financial
sectors (58 companies), in the Stock Exchange of Thailand (hereafter called SET) in
the year 2016. The purposive sampling method is used for sample selection. The
selection is done in accordance with two criteria as follows:

(a) Companies that publish financial statements, annual report, and Form 56-1 in
their website and from the SETSMART database with completed period of
2016.

(b) Companies that have the sustainable development report during the study
period and their necessary data of TP is available.

According to the above two criteria, the sample consists of 337 companies in this
paper. These companies are categorised into seven industries according to SET
categorisation. It comprises (1) 35 agro and food industry companies, (2) 28 con-
sumer products companies, (3) 64 industrial companies, (4) 74 property and con-
struction companies, (5) 24 resources companies, (6) 81 services companies, and
(7) 31 technology companies, respectively.

The dependent variable is the TP, which is calculated as the total tax expenses
for the year divided by the total assets. The most important independent variable is
SDRD, which is measured by the Global Report Initiative (hereafter called GRI)
index score. This index score is calculated from 18 separate criteria to quantify the
overall GRI principles from the Global Sustainability Standards Board [14]. The
scorecard criteria span three dimensions of the GRI principles, which are economic
dimension that has five criteria, environmental dimension that has nine criteria, and
social dimension that has four criteria, respectively, as shown in Table 1.

This paper acquires SDRD index scores from Form 56-1, SETSMART database,
and annual reports for the year 2016. These index scores are also adjusted to
consider the subtleties of Thai laws and regulations. The inclusion of each attribute
is scored on a binary basis as “yes” (included) or “no” (not included). Each “yes”
answer is equal to the value of one point, while “no” is equal to the value of zero
point. This paper also includes some control variables that have been shown to have
a statistically significant impact on the TP [36]. This paper uses firm size (hereafter
called SIZE), which is measured by the natural logarithm of total assets. The
financial leverage variable (hereafter called LEV) is also included in this paper.
The LEV variable, which is a proxy of the differences in the financial structure of
companies, is computed as the percentage of total debt to total assets. This paper
also includes the return on equity (hereafter called ROE) by dividing the net profit
to total equity, as an indicator of companies’ financial performance. In addition, this
paper uses the capital intensity variable (hereafter called CAP) by dividing the
property, plant, and equipment to total assets, as a proxy of companies’ working
capital management.
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There is a large number of Thai-listed companies that are still family-owned
companies, where the family members being the owners have substantial control
over both ownership and management [7, 32]. This paper, therefore, uses family
control (hereafter called FAM) to separate between family and non-family com-
panies as some previous papers, including Tantiyavarong [35], Chen et al. [4],
Landry et al. [21], and Landry et al. [36], show that family companies have a
significant impact on the TP. In the developed countries, Chen et al. [4] and Landry

Table 1 SDRD index score

Dimensions Details

Economy
dimension

1. The results on economic growth as net profit of companies were shown

2. The results on a growth of community economy as nearby community
incomes created partly by companies were demonstrated

3. The results on a partly growth of national economy as corporate income
tax and others related to business operation were exhibited

4. The results on a circular flow of capital among those diverse
stockholders in different business companies were presented

5. The results on corporate information related to policy and campaign
against corruption inside their business organisations were proven

Environment
dimension

1. Companies that affected human life and exiting organism were
demonstrated

2. Companies that affected ecosystem and quality of water, soil, and air
were exhibited, respectively

3. Companies that affected our natural resources were shown

4. Companies that affected input factors, namely, energy, and water were
demonstrated, respectively

5. Companies that followed relevant laws and environmental regulations
were provided

6. A disclosure of costs of environmental disposal

7. Companies that dealt with waste and garbage disposal were provided

8. Companies that are concerned with their productions and
environmental-friendly logistics were demonstrated

9. Companies that handled with diversified activities like campaign, public
relation events, publications, and donation against environmental damage
were exhibited, respectively

Society dimension 1. Companies that are concerned with labour forces and employment were
demonstrated

2. Companies that are concerned with human rights were provided

3. Companies that are concerned with their public accountability were
shown

4. Companies that are concerned with their productions were described

Source Improved from the Global Sustainability Standards (14)
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et al. [21] revealed that the relationship between family companies are less TA than
their non-family companies because family companies being more concerned with
the reputation damage and potential penalty. Bauweraerts and Vandernoot [1] and
Martinez and Ramalho [25], however, found that the family companies are more
TA than non-family. Recently, Gaaya et al. [13] revealed that the family ownership
has a positive effect on corporate TA in Tunisian-listed companies during 2008 and
2013.

In the Asian region, Tantiyavarong [35] found that family companies have
positive effects on the TP during the 2001–2007 period. In addition, Thanjunpong
and Bangmek [36] further showed that the relationship between family companies
is more tax planning than their non-family companies in Thailand during the 2012–
2014. Masripah et al. [26], however, found that the entrenchment effect of con-
trolling shareholder has negative effect on the TA in manufacturing industries on
the Indonesia Stock Exchange companies during the 2010–2013 period.
Furthermore, Bousaidi and Hamed [3] found that the concentration ownership
exhibits a negative association with the effective tax rate, which indicates there is a
higher TP in Tunisian-listed companies during the 2006–2012 period. Therefore,
the FAM variable, which is a dummy variable, has a value of one for the family
companies and zero otherwise for non-family companies. The family companies are
defined as when a stake of 25% or above of companies’ outstanding shares belongs
to the major family shareholders.

3 Research Methods

This paper uses the multiple regression analysis technique to determine the rela-
tionship between SDRD and TP. According to the objective of this paper, the
multiple regression on the full sample model will be utilised as follows:

Model 1 : TPi ¼ b0 þ b1SDRDi þ b2SIZEi þ b3LEVi þ b4ROEi þ b5CAPi þ b6FAMi þ
X12

j¼7
bjINDj

In addition, this paper separates the full data to two sub-groups (family and
non-family companies) to examine whether there is any different effect of SDRD on
the TP among the family companies (Model 2.1) and the non-family companies
(Model 2.2) as follows:

Model 2 : TPi ¼ b0 þ b1SDRDi þ b2SIZEi þ b3LEVi þ b4ROEi þ b5CAPi þ
X11

j¼6
bjINDj
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4 Results and Discussion

The descriptive statistics for the full and separate sub-samples for family and
non-family companies in the SET for the year 2016 are reported in Table 2. It also
presents the mean values and the t-statistics that test for the mean differences of all
variables between family and non-family companies. The results show that the
average value of TP for the full sample was 0.011%, which was a low level
(representing the TP was a high level), while the values for both family and
non-family companies were 0.011 and 0.009%, respectively. The results also reveal
that the TP value shows statistically significant difference between family and
non-family companies at the 0.10 level. The results show that the family companies
had a lower TP than the non-family companies. This implies that the family
companies had higher level of TP than the non-family companies.

The values of descriptive statistics in Table 2 show that the mean value of
SDRD for the full sample was 11.580. It also shows that the mean value of SDRD
for the family companies was 11.730, which is higher when compared with the
non-family companies, 11.110. However, the t-statistics for the mean difference of
SDRD between family and non-family companies was not statistically significant.
This indicates that both family and non-family companies had the same level of
SDRD implementation. Additionally, the average value of SIZE for the full sample
was 22.606, while the mean values for both family and non-family companies were
22.700 and 22.330, respectively. The results indicated that the mean value of SIZE
for the family companies was greater than that for the non-family companies, since
the t-statistics of the mean differences were statistically significant at the 0.05 level.
Moreover, the average value of LEV for the full sample was 0.438. The mean value
for the family companies, which was 0.437, was also higher than that for the
non-family companies (0.442). However, the results indicated that the non-family
companies had the same LEV value on the average as the family companies, since

Table 2 Descriptive statistics

Variables Full sample
(n = 337)

Family
companies
(n = 254)

Non-family
companies
(n = 83)

t-statistics of
mean difference

Mean SD Mean SD Mean SD

TP 0.011 0.013 0.011 0.014 0.009 0.010 1.865*

SDRD 11.580 3.048 11.730 3.118 11.110 2.789 1.612

SIZE 22.606 1.513 22.700 1.578 22.330 1.263 2.154**

LEV 0.438 0.252 0.437 0.258 0.442 0.237 − 0.168

ROE 0.070 0.776 0.077 0.256 0.046 1.505 0.189

CAP 0.340 0.237 0.343 0.235 0.330 0.244 0.422

FAM 0.754 0.431

Note One, two, and three asterisks indicate statistical significance at the 0.10, 0.05, and 0.01 levels,
respectively
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the t-statistics for the mean differences were not statistically significant.
Furthermore, the mean value of ROE for the full sample was 0.070, while the
values for both family and non-family companies were 0.077 and 0.046, respec-
tively. Furthermore, the average value of CAP for the full sample was 0.034, while
the mean values for both family and non-family companies were 0.343 and 0.330,
respectively. Nevertheless, both family and non-family companies had the same
level of CAP as the t-statistics for the mean difference was not statistically sig-
nificant. The mean value of FAM for the full sample was 0.754.

The Pearson’s product-moment correlation, as shown in Table 3, is computed to
examine the correlation among all variables of this paper. The correlation between
SDRD and TP, for example, was −0.121, which was statistically and negatively
significant. It indicated that higher SDRD practices could lower the TP, repre-
senting the TP of companies is at a high level. The correlations among explanatory
variables were between −0.025 and 0.369. For instance, the correlations between
CAP and other explanatory variables were not statistically significant. The corre-
lations of FAM and ROE variables with others were also not statistically significant.
Overall, the correlation among independent variables was also moderately low
(below ± 0.7), indicating that there is no any multicollinearity problem [17]. This
paper further considers whether data has the normal distribution or not. According
to Berenson et al.’s [2] statement, the sampling distribution becomes almost normal,
regardless of the shape of population since the sample size is large enough (which is
greater than 30 observations). The data of this paper, therefore, has the normal
distribution.

As previously mentioned, this paper uses the multiple regression analysis
technique for analysing data and tests for the heteroscedasticity problem. According
to the White’s [37] test, all models, including the full sample and both family and
non-family companies, did not have the problem of heteroscedasticity. The problem
of autocorrelation also does not exist in all the models, as the Durbin–Watson [10,
11] statistics are between 1.50 and 2.50 [16]. The values of variance inflation factor
(hereafter called VIF) in Table 4 for all models are further less than 10, indicating
that the multicollinearity does not exist [15]. Overall, the results in Table 4 show

Table 3 Pearson correlation matrix

Variables TP SDRD Size LEV ROE CAP FAM

TP 1.000 − 0.121** 0.026 0.197*** − 0.128** 0.060 − 0.101

SDRD 1.000 0.369*** 0.034 0.079 0.043 0.088

SIZE 1.000 0.335*** 0.068 − 0.015 0.105

LEV 1.000 − 0.005 − 0.025 − 0.009

ROE 1.000 − 0.018 0.017

CAP 1.000 0.023

FAM 1.000

Note One, two, and three asterisks indicate statistical significance at the 0.10, 0.05, and 0.01 levels,
respectively
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that the coefficient for SDRD and TP was statistically significant at the 0.05 level. It
indicated that companies with good SDRD practices could decrease the TP, rep-
resenting the TP of companies is at a high level. These findings are consistent with
prior studies, including Hoi et al. [18], Sari and Tjen [30], and Chen [5]. When
dividing the data into family and non-family companies, the result indicated that
there was no significant relationship between SDRD and TP for the non-family
companies. On the other hand, the relationship between SDRD and TP for the
family companies was negatively and statistically significant at the 0.10 level. This
finding is consistent with previous papers, including Chen et al. [4], Landry et al.
[21], and Thanjunpong and Bangmek [36]. Moreover, sustainable development is
related to higher disclosure and transparency, higher accounting quality, and audit
quality. Therefore, high SDRD companies might be able to decrease their TP,
resulting in the TP of companies at a high level.

For the control variables, the relationship between SIZE and TP was not sig-
nificant for full sample, as presented in Table 4. When dividing full sample into two
sub-groups (family and non-family companies), the results show that the relation-
ship between SIZE and TP was positively and statistically significant at the 0.05
level for the family companies, while the relationship was negatively and statisti-
cally significant at the 0.01 level for the non-family companies. Similarly, the
effects of LEV on the TP for the full sample and the non-family companies were
positively and statistically significant at the 0.01 level. Moreover, the effects of
ROE on the TP for the full sample and the family companies were negatively
significant at the 0.01 level. In addition, the effects of CAP on the TP for the full
sample and the family companies were positively and statistically significant, while
the effect of CAP on the TP for the non-family companies was not statistically
significant. Finally, the relationship between FAM and TP was negatively statis-
tically significant at the 0.10 level. This relationship is consistent with prior studies,
including Chen et al. [4], Landry et al. [21], and Thanjunpong and Bangmek [36].
The relationship between IND and TP, however, was not statistically significant for
the full sample.

This paper further does an additional analysis by excluding the industry variable,
which is a dummy variable, for a robustness investigation. All models are also
tested for the problems of autocorrelation and multicollinearity. The results in
Table 5 show that the Durbin–Watson [10, 11] statistics are between 1.50 and 2.50,
resulting that the autocorrelation problem does not exist [16]. Each variable of all
models also has the VIF value less than 10, indicating that the problem of multi-
collinearity does not exist [15]. The results in Table 5 show that the coefficient for
SDRD and TP was negatively and statistically significant at the 0.05 level. It
indicates that the TP could be reduced, when companies have a good SDRD
implementation. This implies that companies have a high level of TP. These
findings are consistent with previous papers, including Hoi et al. [18], Sari and Tjen
[30], and Chen [5]. Once dividing the full sample into family and non-family
companies, the result indicated that relationship between SDRD and TP for the
non-family companies was not statistically significant. However, the relationship
between SDRD and TP for the family companies was negatively and statistically
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significant at the 0.05 level. These results were similar to the above results, which
were reported in Table 4, and prior studies. Consequently, sustainable development
is associated with higher disclosure and transparency, higher accounting quality,
and audit quality. As a result, high SDRD companies might be able to decrease their
TP, representing the TP of companies is at a high level.

5 Conclusion

This paper investigates the effect of SDRD on the TP of listed companies,
excluding financial sectors, in the SET. The sample size consists of 337 companies,
based only on the data for the year 2016. The questionnaires of GRI are used for
evaluation of SDRD. The TP is also measured by the ratio of total tax expenses to
total assets. Overall, this paper finds that the SDRD had a significant and negative
effect on the TP. This indicates that companies could have a higher level of TP,
when they have higher SDRD implementation. Regarding some control variables,
the financial leverage and capital intensity variables had a positive effect on the
TP. However, the profitability and family control variables had a significantly
negative impact on the TP. In addition, the relationship between SDRD and TP was
significantly negative for the family companies. The relationship was, however,
weakly insignificant for the non-family companies. As a result, the results are useful
to tax officers for making a decision of initial audit. They, for instance, should pay
attention on companies that have low SDRD implementation. Moreover, the results
are useful to the SET and Securities and Exchange Commission (hereafter called
SEC). They could further make some decisions about adjusting some rules and
regulations or give some incentives to encourage the Thai-listed companies to
perform better SDRD practices. For example, market regulators, including SET and
SEC, should focus on family companies and encourage them to improve their
SDRD implementation by giving them some incentives, and the results indicate that
the relationship between SDRD and TP for the family companies is negatively
significant.
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Clustering and Labeling Auction
Fraud Data

Ahmad Alzahrani and Samira Sadaoui

Abstract Although shill bidding is a common fraud in online auctions, it is however
very tough to detect because there is no obvious evidence of it happening. There are
limited studies on SB classification because training data are difficult to produce.
In this study, we build a high-quality labeled shill bidding dataset based on recently
scraped auctions from eBay. Labeling shill biding instances with multidimensional
features is a tedious task but critical for developing efficient classification models.
For this purpose, we introduce a new approach to effectively label shill bidding data
with the help of the robust hierarchical clustering technique CURE. As illustrated in
the experiments, our approach returns remarkable results.

Keywords Auction fraud · Shill bidding · Hierarchical clustering · CURE ·
Silhouette · Data labeling

1 Introduction

In the last three decades, wewitnessed a significant increase in exchanging goods and
services over the Web. According to the World Trade Organization, the worldwide
merchandise during the period 1995–2015 was over 18 billion.1 Online auctions are
a very profitable e-commerce application. For instance, in 2017, eBay claimed that
the net revenue attained 9.7 billion US dollars, and the number of active users hits
170 million.2 Regardless of their popularity, e-auctions remain very vulnerable to
cybercrimes. The high anonymity of users, low fees of auction services, andflexibility

1https://www.wto.org/english/res_e/statis_e/its2015_e/its2015_e.pdf.
2https://www.statista.com.
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of bidding make auctions a great incubator for fraudulent activities. The Internet
Crime Complain Center announced that auction fraud is one of the top cybercrimes
[2].As an example, the complaints about auction fraud in only three states, California,
Florida, and New York, reached 7,448 in 2016 [2]. Malicious moneymakers can
commit three types of fraud, which are pre-auction fraud, such as auctioning of black
market merchandise, in-auction fraud that occurs during the bidding time, such as
Shill Bidding (SB), and post-auction fraud, such as fees stacking. Our primary focus
is on the SB fraud whose goal is to increase the profits of sellers by placing many
bids through fake accounts and colluding with other users. SB does not leave any
obvious evidence, unlike the two other auction fraud. Indeed, buyers are not even
aware that they have been overcharged.

Identifying relevant SB strategies, determining robust SB metrics, crawling and
preprocessing commercial auction data, and evaluating the SB metrics against the
extracted data make the study of SB fraud very challenging as demonstrated in
our previous technical paper [1]. In addition, labeling SB instances with multidi-
mensional features is a critical phase for the classification models. In the literature,
labeling training data is usually done manually by the domain experts, which is quite
a laborious task and prone to errors. Due to the lack of labeled SB training datasets,
the prime contribution of this paper is to produce high-quality labeled SB data based
on commercial auction transactions that we extracted from eBay and preprocessed
[1]. As illustrated in Fig. 1, we introduce a new approach to effectively label SB data
with the help of data clustering. First, we split the SB dataset into several subsets
according to the different bidding durations of the extracted auctions. Second, we
efficiently partition each SB subset into clusters of users with similar bidding behav-
ior. Last, we apply a systematic labeling method to each cluster to classify bidders
into normal or suspicious.

Hierarchical clustering is significantly preferable over partitioning clustering
because it provides clusters with a higher quality [10]. This type of data cluster-
ing has been utilized successfully in numerous fraud studies [8, 10]. In fact, we
employ the Clustering Using REpresentatives (CURE) technique to produce the best
differentiation between normal and suspicious activities. CURE [11] has proved over
the years to be a highly efficient clustering method in terms of eliminating outliers
and producing high-quality clusters, especially for large-scale training datasets. The

Fig. 1 The labeling process of shill bidding training data
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labeled SB dataset that we produced can be utilized by the state-of-the-art supervised
classification methods. Furthermore, the accuracy of new predictive models can also
be tested using our SB training dataset.

The rest of the paper is organized as follows. Section2 discusses related work on
data clustering in the context of online auctions. Section3 describes the SB patterns
used in this research as well as the SB data produced from the commercial website
eBay. Section4 explains how to apply the hierarchical clustering CURE according to
different bidding durations. Section5 exposes a new approach to label the clusters of
bidders. Finally, Sect. 6 summarizes the results of this study and highlights important
research directions as well.

2 Related Work

Many researchers utilized data clustering to examine auctions from different angles,
such as studying the dynamics of auction prices and bidder behavior. For instance,
[13] introduced an approach to model and analyze the price formation as well as
its dynamics to characterize the heterogeneity of the price formation process. The
proposed functional objects represent the price process by accommodating the struc-
ture format of bidding data on eBay. Then, the curve clustering is used to partition
auctions by grouping similar price profiles. Finally, differential equations are used
to specify the price of each group.

Another work [7] measured the similarity of bidder behavior using specific
attributes, such as bidder feedback rating, average increment difference, and num-
ber of bids. Then, a centroid-based hierarchical clustering approach is presented to
group similar bidders. Each produced cluster is then labeled manually according to
the overall bidder behavior in that cluster.

The study [14] suggested an SB detection model utilizing k-mean clustering tech-
nique. The latter groups similar buyers in one class to differentiate between general
buyers and shill bidders. There are four features that represent a buyer: “how long the
buyer has been in the auction,” “the times of buyer bids,” “the average response time
of the buyer,” and “the absolute average discrepancy of buyer bids.” Based on these
features, k-mean classifies bidders into one of the two clusters: general buyers and
shill bidders. However, we believe the second and third features do not really reflect
SB since a buyer might be very interested in winning the auction. Besides, there are
stronger patterns that highly identify SB. Since SB behavior is somehow similar to
real bidding [5], there is a possibility that some SB samples fell in the normal class.

In [4], the authors proposed a two-step clustering model to recognize bidding
strategies. The hierarchical clustering is the first step to produce a dendrogram and
an agglomeration schedule table to find the best number of clusters. The next step
employs k-mean clustering to provide more details about the bidders’ strategies in
each cluster. The experiment was operated on an outdated data (2003) collected
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from Taobao.com. According to the agglomeration coefficients, the optimal number
of clusters is three: “early bidding strategy”, “snipe bidding strategy,” and the third
one groups bidders that enter the auction early and remain for a long time. The first
cluster has shown low values for the given features, which indicates that the bidders’
strategy is to enter and exit auctions early and participate infrequently. The second
cluster has displayed high values for some features and low values for others. This
illustrates that bidders enter and exit auctions late and rarely participate. The final
cluster has administered the bidders’ strategy where bidders enter early and stay for
a long time and highly participate in the auctions.

Zhang et al. [20] proposed a model based on hedonic regression and Fuzzy Logic
Expert System (FLES) to analyze bidder behavior. The hedonic regression is used
to select key variables that are passed to FLES to produce a knowledge base about
the relationships between variables, like auction characteristics. Since the examined
data have no relational information, k-mean is employed to obtain the minimum
squared-error clusters. So, each training sample is classified to low, medium, or high
membership degree. The issue here is that the study is based on an outdated dataset
(2004). Also, there is a potential for fabricating feedback ratings conducted between
shill bidders and fraudulent bidder rings [7].

More recently, [12] applied k-mean clustering to categorize bidders’ habits. The
observations are obtained by the k-mean and then passed to the Baum–Welch algo-
rithm and Hidden Markov model. Three main clusters were suggested according to
the values of the given features, which are low, medium, and high cluster values. A
bidder habit with values beyond these clusters values is considered as a fraudster. The
experiment showed that only two simple features were given to identify the clusters:
the number of auctions that a bidder participated in and the number of submitted
bids by that bidder. Thus, if more features were considered to define the clusters,
then the samples’ distribution on each cluster might be changed. As a result, this
may influence the outcomes of the detection model. Also, the clustering is based
on a dataset that is not adequately described, and only ten samples were used for
explaining the results.

Lastly, [10] applied a hierarchical clustering to group users with similar bidding
behavior. The centroid linkage is used as the similarity measure. The described SB
patterns were computed for all the bidders of each of the generated clusters. Then,
the authors introduced a semi-automatic approach to label each cluster according to
the general behavior of users in that cluster and the weights of the fraud patterns.

3 Shill Bidding Overview

SB is a well-known auction fraud, and yet it is the most difficult to detect since it
behaves similarly to normal bidding [5, 8]. The aim of this fraud is to increase the
price or desirability of the auctioned product through imitation accounts and collusion
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with other users. In other words, shill bidders do not tend to win the auction but to
increase the revenue of the seller. SB leads buyers to overpay for the items, and for
high priced items, buyers will lose a substantial amount of money. As mentioned
in [5], excessive SB could lead to market failure. Thus, e-auctions may lose their
credibility [5]. In fact, several sellers and their accomplices have been prosecuted
due to SB activities, including

– In 2007, a jewelery seller was accused of conducting SB fraud on eBay and had to
pay $400,000 for a settlement. Also, he and his employees were prevented from
engaging in any online auctioning activities for 4 years.3

– In 2010, a seller faced a £50,000 fine after being found outbidding himself on
eBay. He claimed that “eBay let me open up the second account and I gave all my
personal details and home address to do so.”4

– In 2012, the online auction Trade Me had to pay $70,000 for each victim after
the investigation discovered SB fraud conducted by a motor vehicle trader in
Auckland. The fraud was carried out for 1 year and caused a significant loss for
the victims. Trade Me blocked this trader from using their site, and referred the
case to the Commerce Commission for a further investigation.5

– In 2014, a lawsuit was filled against Auction.com by VRG in California claiming
that the website allowed SB. The bid of $5.4 million should have secured the
property as the plaintiff declared, and yet the winning price was 2 million more.
Auction.com was accused of helping the property loan holder, which is not fair
for genuine bidders. The California state passed a law on July 1, 2015, which
requests the property auctioneers to reveal bids they submit on a seller’s behalf.6

The spokeswoman for the California Association of Realtors said “To the best of
our knowledge, we are the only state to pass this sort of legislation, even though
we believe shill bidding to be prevalent all over the country.”

By examining throughly the literature on the SB strategies [6, 8, 17], we compiled
in Table1, the most relevant SB patterns. Each pattern, which is a training feature,
represents a unique aspect of the bidding behavior in auctions. The feature uniqueness
will lead to an improved predictive performance.

3https://www.nytimes.com/2007/06/09/business/09auction.html.
4http://www.dailymail.co.uk/news/article-1267410/Ebay-seller-faces-fine-bidding-items-raise-
prices.html.
5https://www.trademe.co.nz/trust-safety/2012/9/29/shill-bidding.
6https://nypost.com/2014/12/25/lawsuit-targets-googles-auction-com.

https://www.nytimes.com/2007/06/09/business/09auction.html
http://www.dailymail.co.uk/news/article-1267410/Ebay-seller-faces-fine-bidding-items-raise-prices.html
http://www.dailymail.co.uk/news/article-1267410/Ebay-seller-faces-fine-bidding-items-raise-prices.html
https://www.trademe.co.nz/trust-safety/2012/9/29/shill-bidding
https://nypost.com/2014/12/25/lawsuit-targets-googles-auction-com
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Table 1 SB patterns and their characteristics

Name Definition Category Source Weight

Bidder
tendency (BT)

Engages exclusively with few sellers
instead of a diversified lot

Bidder User history 0.5

Bidding
ratio (BR)

Participates more frequently to raise
the auction price

Bid Bidding
period

0.7

Successive
outbidding (SO)

Successively outbids himself even
though he is the current winner

Bid Bidding
period

0.7

Last bidding (LB) Becomes inactive at the last stage to
avoid winning

Bid Last bidding
stage

0.5

Early bidding (EB) Tends to bid pretty early in the
auction to get users attention

Bid Early bidding
stage

0.3

Winning ratio
(WR)

Participates a lot in many auctions
but rarely wins any auctions

Bidder Bidder
history

0.7

Auction bids (AB) Tends to have a much higher number
of bids than the average of bids in
auctions selling the same product

Auction Auction
history

0.3

Auction starting
price (ASP)

Offers a small starting price to attract
genuine bidders

Auction Auction
history

0.3

4 Production of Shill Bidding Data from Online Auctions

4.1 Auction Data Extraction and Preprocessing

To obtain a reliable SB training dataset, it must be built from actual auction data. Nev-
ertheless, producing high-quality auction data is itself a burdensome operation due
to the difficulty of collecting data from auction sites on one hand, and the challenging
task of preprocessing the raw data on the other hand. The latter consumes a signif-
icant time and effort, around 60–80% of the entire workload [15]. In our technical
study [1], we employed the professional scraper Octoparse7 to collect a large num-
ber of auctions for one of the most popular products on eBay. The extracted dataset
contains all the information related to auctions, bids and bidders. We crawled com-
pleted auctions of the iPhone 7 for 3 months (March to June 2017). We chose iPhone
7 because it may have attracted malicious moneymakers due to the following facts:

– Its auctions attracted a large number of bids and bidders.
– It has a good price range with the average of $578.64 (US currency). Indeed, there
is a direct relationship between SB fraud and the auction price [5].

– Thebiddingdurationvaries between1 (20.57%), 3 (23.2%), 5 (16.23%), 7 (38.3%),
and 10 (1.7%) days. In long duration, a dishonest bidder may easily mimic usual
bidding behavior [5]. However, as claimed in [3], fraudulent sellers may receive a
positive rating in short duration. Thus, we considered both durations.

7https://www.octoparse.com.

https://www.octoparse.com
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Table 2 Preprocessed
auctions of iPhone 7

No. of auctions 807

No. of records 15145

No. of bidder IDs 1054

No. of seller IDs 647

Avg. winning price $578.64

Avg. bidding duration 7

No. of attributes 12

Table2 presents the statistics after preprocessing the scraped auction data. This
operation was very time consuming as it required several manual operations [1]: (1)
removing redundant and inconsistent records, and also records with missing bidder
IDs; (2) merging several attributes into a single one; (3) converting the format of
several attributes into a proper one; (4) assigning an ID to the auctions. For example,
the two attributes date and time in each auction are converted into seconds; as an
example, 1-day and 10-day durations are converted into 86,400 and 864,000 seconds,
respectively.

4.2 SB Data Production

The algorithms to measure the SB patterns are presented in [1, 17]. Each metric is
scaled to the range of [0, 1]; a high value indicates a suspicious bidding behavior. We
evaluated each metric against each bidder in each of the 807 auctions [1]. Therefore,
we obtained a SB training dataset with a total of 6321 samples. A sample is described
as a vector of 10 elements: the eight SB features along with Auction, and Bidder
identification numbers. Once labeled, an instance will denote the conduct (normal
or suspicious) of a bidder in a certain auction.

5 Hierarchical Clustering of Shill Bidding Data

Since the produced SB data are not labeled, data clustering, an unsupervised learning
method, can be utilized to facilitate the labeling operation. Clustering is the process
of isolating instances into K groups w.r.t. their similarities. The clustering techniques
fall into one of the following categories: (1) Partitioning-based, such as K-medoids
and K-means; (2) Hierarchical-based, such as BIRCH, GRIDCLUST and CURE; (3)
Density-based, such as DBSCAN and DBCLASD; (4) Grid-based, such as STING
and CLIQUE. In our work, we select agglomerative (bottom-top) hierarchical clus-
tering where instances are arranged in the form of a tree structure using a proximity
matrix.
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5.1 CURE Overview

Among the hierarchical clustering methods, we choose CURE because it is highly
performant in handling large-scale multidimensional datasets, determines non-
spherical shapes of the clusters, and efficiently eliminates outliers [11]. Random
sampling and partitioning techniques are utilized to handle the large-scale problem
and to speed up the clustering operation. Each instance is first considered as an indi-
vidual cluster, and then the cluster with the closest distance/similarity is merged into
it in order to form a new cluster [11]. Two novel strategies have been introduced in
CURE:

– Representative Points (RPs), which are selected data points that define the cluster
boundary. Instead of using a centroid, clusters are identified by a fixed number
of RPs that are well dispersed. Clusters with the closest RPs are merged into one
cluster. Themultiplicity of RPs allows CURE to obtain arbitrary clustering shapes.

– Constant shrinking factor (α), which is utilized to shrink the distance of RPs
toward the centroid of the cluster. This factor reduces noise and outliers.

The worst-case computational complexity of CURE is estimated to O(N 2 log N ),
which is high when N is large (N is the number of instances) [18]. Since the SB
data clustering is an offline operation, so the running time is not an issue. The only
disadvantage of CURE is that the two parameters RP and α have to be set up by
users.

To run the experiments, we utilize the Anaconda Navigator environment for run-
ning Python 3, and incorporate the CURE program developed by Freddy Stein and
Zach Levonian. CURE code (in Python) is available at GitHub.com.8

5.2 SB Data Preparation

Since the bidding duration is used as a denominator for the two patterns Early Bid-
ding and Last Bidding, the large gap between different durations greatly affects the
computation results. The computed value of the fraud pattern for 10 days is far
smaller than for 1 day. So, before applying CURE, we first partition the SB dataset
into five subsets according to the five durations (1, 3, 5, 7, and 10 days) as presented
in Table3.

5.3 Optimal Number of Clusters

It is always difficult to decide about the optimal number of clusters of a training
dataset. Besides, normal and shill bidder behavior is somehow similar. Thus, deter-

8https://github.com/levoniaz/python-cure-implementation/blob/master/cure.py.

https://github.com/levoniaz/python-cure-implementation/blob/master/cure.py
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Table 3 SB dataset partitioning according to bidding durations

Subset 1 Day 3 Days 5 Days 7 Days 10 Days

No. of auctions 166 187 131 309 14

No. of Instances 1289 1408 1060 2427 137

mining the best number of clusters is an essential step to achieve a better interpretation
for classifying similar SB instances [19]. There are several methods to address this
problem, such as Elbow, Dendrogram, the Rule of Thumb and Silhouette. In our
study, we employ the Silhouette method where each group is represented as a silhou-
ette based on the separation between instances and the cluster’s tightness [16]. The
construction of a silhouette requires the clustering technique to generate the parti-
tions and also to collect all approximates between instances [16]. K-mean clustering
algorithm has been successfully utilized for this task due to its simplicity and effec-
tiveness [19]. Consequently, we apply K-mean to estimate the number of clusters for
each of the five SB subsets.

Next, for each subset, we examine the silhouette scores of 19 clusters (2–20
clusters), and choose the best number based on the best silhouette score. We have
noticed that once the peek (denoting the optimal number) of the silhouette score is
reached on a certain number of clusters, the silhouette score gradually decreases with
the increasing of the number of clusters. In Fig. 2, we give an example for the 7-day
bidding duration for which the optimal number of clusters is eight since the highest
silhouette score (0.4669) is obtained on that number. In Table4, we expose the best
number of clusters for each of the five SB subsets. The total number of produced
clusters is 29.

5.4 Cluster Generation

CUREhas three parameters that need to be setup: representative points (RPs), shrink-
ing factor (α) and an optimal number of clusters. Based on the results of silhouette,
we have obtained the optimal number of clusters for each of the five SB subsets. The
two parameters RPs and α are defined by selecting the configuration that provides
the best instance distribution among the specified clusters. Thus, CURE is applied
with different values of RPs and α starting from the default values (5 for RPs and 0.1
for α). We throughly conducted trial-and-error experiments for all the clusters (29
clusters in total) of the five SB subsets to determine the best values of the parameters
(Table4). The best parameters’ values are selected based on the best distribution
of a subset population between the defined clusters. As an example, in Table5, we
present the results for the eight clusters that we have generated previously for the
7-day bidding duration subset. The best value configuration is shown in bold. Each
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Fig. 2 Optimal number of clusters for 7-day bidding duration. Silhouette score is examined 19
times. We show the top Silhouette scores
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Table 4 Optimal number of clusters and optimal CURE parameters

SB subset No. of samples No. of clusters Silhouette score RPs α

1 Day 1289 7 0.4597 5 0.05

3 Days 1408 7 0.4672 5 0.01

5 Days 1060 5 0.4758 5 0.05

7 Days 2427 8 0.4669 10 0.001

10 Days 137 2 0.5549 5 0.1

Table 5 CURE clustering for 7-day bidding duration (8 clusters)

RP α Cl. # 1 Cl. # 2 Cl. # 3 Cl. # 4 Cl. # 5 Cl. # 6 Cl. # 7 Cl. # 8

5 0.1 136 1438 1 2 657 190 2 1

5 0.05 657 328 2 1408 1 28 2 1

5 0.01 1438 640 1 1 17 1 1 328

5 0.001 21 166 2 1 2 25 2209 1

10 0.1 2 1 657 1410 22 8 137 190

10 0.05 2 133 2 1 2 31 2066 190

10 0.01 1 1 1 1 135 31 2067 190

10 0.001 189 654 1410 3 137 31 1 2

cluster consists of users with similar bidding behavior. As we can see, the clusters 4,
7, and 8 have very few bidders, which are most probably outliers i.e., suspicious.

6 Labeling Shill Bidding Data

In Algorithm 1, we show the steps to label the bidders of a given cluster. A cluster
belongs to a certain SB subset. As shown in Table6, for each subset, we first compute
the mean and STandard Deviation (STD) of each fraud pattern for all the instances in
that subset. Then, we compute the average of the means (Avg. Means) and average
of the STDs (Avg. STDs) of all the patterns for that subset. We consider the value of
(Avg.Means + 1

2 Avg.ST Ds) since it produces the best decision line that separates
between normal and suspicious instances as depicted in Fig. 3. Then, we calculate
the average of the means of all the patterns for the cluster. So, if the average mean of
the cluster is greater than the decision line of the subset, then instances are labeled
as suspicious (1) in that cluster, otherwise, they are labeled normal (0).
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Table 6 Characteristics of SB subsets

Subset 1 Day 3 Days 5 Days 7 Days 10 Days

Mean of each pattern per subset

BT 0.1434 0.1394 0.1419 0.1455 0.1162

BR 0.1287 0.1328 0.1235 0.1273 0.1021

SO 0.0996 0.1047 0.0872 0.1149 0.0620

LB 0.4624 0.4511 0.4676 0.4678 0.4746

EB 0.4314 0.4192 0.4318 0.4348 0.4575

WR 0.3812 0.3718 0.3810 0.3533 0.3496

AB 0.2120 0.1936 0.2403 0.2567 0.2926

ASP 0.5007 0.4301 0.4478 0.4801 0.7123

Avg. means 0.2949 0.2802 0.2901 0.2975 0.3208

STD of each pattern per subset

BT 0.1973 0.1884 0.1984 0.2019 0.1811

BR 0.1246 0.1330 0.1243 0.1377 0.1165

SO 0.2764 0.2811 0.2583 0.2917 0.2215

LB 0.3773 0.3753 0.3917 0.3783 0.3931

EB 0.3775 0.3742 0.3921 0.3802 0.3968

WR 0.4356 0.4373 0.4402 0.4345 0.4398

AB 0.2323 0.2426 0.2646 0.2658 0.2575

ASP 0.4931 0.4831 0.4863 0.4908 0.4510

Avg. STDs 0.3142 0.3143 0.3194 0.3226 0.3071

Algorithm 1 : Labeling Bidders in a Cluster
Require: AvgMeans and AvgSTDs of the corresponding SB subset
1: Compute MeanCluster
2: if (MeanCluster ≥ (AvgMeans + AvgST Ds

2 )) then
3: for x=1 to Number BiddersCluster do
4: LabelBidderx = 1 (Suspicious)
5: end for
6: else
7: for x=1 to Number BiddersCluster do
8: LabelBidderx = 0 (Normal)
9: end for
10: end if

To validate our approach, we choose randomly 5 auctions among the 7-day dura-
tion auctions (in total 309) and select randomly one bidder in each auction (Table7).
As we can observe from this table, the shill bidding instances were successfully
labeled by our approach. For example, bidder “g***r” has four fraud patterns with
very high values; among them, two have a high weight and one a medium weight.
Therefore, the activity of this bidder in auction ID # 2370 is suspicious. On the other
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Fig. 3 Decision line of a
subset and its labeled
clusters

Table 7 SB instances and their labels

AuctionID 1009 900 2370 432 1370

BidderID z***z k***a g***r 0***0 o***–

BT 0.75 0.4705 0.8333 0.5 0.04615

BR 0.3461 0.3076 0.2 0.3333 0.0857

SO 1 0 1 0 0.5

LB 0.5667 0.1909 0.0350 0.2199 0.2966

EB 0.5409 0.1909 0.0239 0.0043 0.2060

WR 0.75 0.4 1 0.5 0

AB 0 0 0.3333 0 0.0526

ASP 0 0 0.9935 0 0

Generated label 1 0 1 0 0

Table 8 Final results of instance labeling

SB subset 1 Day 3 Days 5 Days 7 Days 10 Days Total

No. of normal instances 1135 1303 975 2098 135 5646

No. of suspicious instances 154 105 85 329 2 675

hand, the bidder “k***a” has all his fraud patterns with very low values; this indi-
cates that this bidder behaved normally in the auction ID # 900. All these results are
consistent with the labels produced by our approach.

Table8 provides all the final results of the labeling task of our SB training dataset.
There are 5646 instances categorized as normal and 675 instances as suspicious.
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7 Conclusion and Future Work

There are limited classification studies on the SB fraud due to the difficulty of pro-
ducing training data on one hand and labeling multidimensional instances on the
other hand. Our aim in this paper is to effectively label SB instances based on the
hierarchical clustering CURE that showed a remarkable capability for partitioning
the online behavior of bidders. First, we divide the SB dataset into several subsets
according to the different bidding durations of the auctions that we scraped from
eBay. Then, we efficiently partition each SB subset into clusters of users with similar
bidding behavior. At last, we apply a systematic labeling approach to each cluster to
classify bidders into normal or suspicious.

In the following, we highlight two important research directions:

– The generated SB dataset is highly imbalanced, which will negatively impact
the performance of classifiers as demonstrated in numerous studies such as [9].
The decision boundary of the fraud classifiers will be biased toward the normal
class, which means suspicious bidders will be poorly detected. Handling the class
imbalance problem is a continuous area of study [21]. In our research, we will
investigate this problem by testing different types of techniques, such as data
sampling and cost-sensitive learning, to determine the most suitable technique for
our SB dataset.

– Ensemble learning has produced a reliable performance for many practical appli-
cations. The goals defined by ensemble learning are lowering the model’s error
ratio, avoiding the overfitting problem, and reducing the bias and variance errors.
The most common ensemble methods are Boosting and Bootstrap Aggregation
(Bagging). Thus, we will employ ensemble learning to develop a robust SB detec-
tion model, and examine the most fitting ensemble strategy for our SB dataset.
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Big Data Security Challenges
and Preventive Solutions

Nirmal Kumar Gupta and Mukesh Kumar Rohil

Abstract Big data has opened the possibility of making great advancements in
many scientific disciplines and has become a very interesting topic in academic
world and in industry. It has also given contributions to innovation, improvements
in productivity and competitiveness. However, at present, there are various security
risks involved in the process of collection, storage and use. The leakage of privacy
caused by big data poses serious problems for the users; also the incorrect or false
big data may lead to wrong or invalid analysis of results. The presented work
analyzes the technical challenges of implementing big data security and privacy
protection, and describes some key solutions to address the issues related with big
data security and privacy.

Keywords Big data � Big data analysis � Big data security � Privacy protection

1 Introduction

In today’s world, a large number of people share their social information and
behavior using the internet and it has led to the explosion of data generated. The
constant advance of technologies has allowed an “explosive” growth in the amount
of data generated from different sources, for example social networks, mobile
devices, sensors, X-ray machines, telescopes, space probes, applications logs, cli-
mate predictions, geo-positioning systems and, in general terms, everything that can
be classified within the definitions of the internet of things [1]. According to
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statistics, an average of 40,000 search queries occur every second; in other words, it
can be said that over 3.5 billion searches are processed per day by Google search
[2]. At the same time, various monitoring and sensing equipment are also gener-
ating data continuously. There is also a large amount of data in various fields such
as scientific computing, healthcare, finance and retail. This phenomenon has
aroused widespread concern.

The generation of this big data makes data analysis and application more
complicated and difficult to manage. According to statistics, the amount of data
generated globally over the past 3 years is more than the previous 400 years of data,
which include documents, pictures, videos, web pages, e-mail, microblogging, and
other types, which include mostly unstructured data as compared to structured data
[3]. Gartner had forecasted that 4.9 billion connected objects to be in use by 2015,
up 30% from 2014 and will reach 25 billion by 2020 [4]. At present, big data has
become another information industry growth point in the field of information
technology after cloud computing.

Like other current information systems, big data also involves security risks in
the process of storage, processing, transmission and similarly it needs the data and
privacy to be protected. The services like storage and management of data are
provided in big data and cloud computing by the service providers themselves. But,
the problem with big data as compared to cloud computing is that in case of cloud
computing the user still has some control over their data to some extent; for
example, through the use of cryptographic methods and through the other trusted
computational methods. However, in the context of big data the businesses like
Facebook not only produce the data but also provide the services like storage and
management of data themselves. Therefore, it is extremely difficult to restrict the
use of user information by means of technology and to protect the privacy of users’
data [5].

At present, many organizations are aware of the big data security issues, and
actively take action to focus on big data security issues. This paper focuses on the
security challenges brought by the current big data technology and elaborates on the
key technologies used for big data security and privacy protection. It should be
pointed out that while introducing new security issues and challenges, big data also
brings new opportunities in the field of information security. That is, big data-based
technologies for information security can be used in turn for big data security and
privacy protection.

2 Big Data Research Overview

2.1 Big Data Sources and Characteristics

Big data may have various sources from where it may be generated. Based upon the
source of generation of big data, it can be divided into following categories [6]:
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1. From the people: all kinds of data generated by people in the process of per-
forming activities over the internet. The generated data can be in the form of
text, images, videos or of any other type.

2. From the machines: This includes the data which is generated by different
computers and information processing units which may be in the form of files,
databases, multimedia, and so on, and also includes automatically generated
information such as logs.

3. From the devices: data collected by various types of digital devices, such as the
digital signals continuously generated by the camera; the different data related to
human beings generated through various medical devices; the large amount of
data which is generated by the astronomical telescopes.

2.2 Big Data Analysis Goal

At present, big data analysis is applied to various diversified areas such as science,
medicine and commerce. Overall, the goals of big data analytics fall into the
following categories:

(1) Gain knowledge through extensive analysis

People have a long history of data analysis. There may be various reasons. The first
and most important reason for analyzing the data is to get knowledge from it. Since
there is a large amount of unprocessed real sample information, it can effectively
abandon individual differences and help people through the mining, and more
accurately grasp the common purpose behind the things. Depending on the
knowledge they have discovered, one can predict more accurately the nature or
social phenomena that will occur. Typical examples include the ability to retrieve
information about the flu through Google’s search using data mining [7]; predicting
stock quotes based on Twitter information [8]; and so on.

(2) Grasp individual laws through long-term analysis

Individual activities have distinct personal characteristics while satisfying certain
common characteristics. Through long-term multi-dimensional data accumulation
and gaining information through that data, various companies get the insights of
users’ behavior and this may help them to accurately describe the individual user’s
profiles. In this way, it helps them to provide more accurate products and services
according to users’ individual needs. It also helps companies to accurately provide
recommendations related to advertisements.

For example, Google analyzes users’ habits and hobbies through its big data
products, helping advertisers to evaluate the efficiency of their advertising cam-
paigns, and it is estimated that there may be hundreds of billions of dollars in the
market in the future [9].
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(3) Control epidemic through analysis

Many times the timely information obtained through the analysis of big data can
provide more valuable information regarding spread of epidemics, than by
disease-prevention centers. For example, during the 2009 flu pandemic, big data
analysis was performed by Google to get the timely information. Generally, patients
do not go to the doctor immediately just after getting infected, but their search and
discussion trends can be analyzed to get information about most influenced geo-
graphical areas.

2.3 Big Data Technology Framework

Big data processing involves data collection, management, analysis and display.
Figure 1 is a schematic view of the relevant technology, including four stages.

1. Data acquisition and preparation

The data sources of big data are diversified, including all kinds of structured,
unstructured and semi-structured data such as databases, texts, pictures, videos and
web pages. Therefore, the first step in big data processing is to gather data from the
data source and pre-process it to provide a consistent, high-quality data set for
subsequent processes.

Since there exist various sources of big data, therefore, there may be different
models for its description and these may even contradict. Therefore, it becomes
important to clean the data during the data integration process so that similar,
repetitive or inconsistent data can be removed. In the literature, data cleaning and

Fig. 1 Big data technology architecture
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integration technology is aimed at the characteristics of big data, and proposes the
cleaning of unstructured or semi-structured data and the integration of very
large-scale data [9].

Data storage and big data applications are closely related. Real-time applications
using big data require strong computational ability so that large amount of data
could be processed in less amount of time. Therefore, big data processing system
for real-time systems should quickly respond to the requests generated. This
requires robust computing power for big data. Stream processing mode is more
suitable for such applications. Most of the other applications need storage for
subsequent deeper data analysis process. This may increase the storage cost.
Usually big data uses distributed architecture to increase data throughput and
reduce storage cost. Representative studies include file system GFS, HDFS and
Haystack; NoSQL database Mongodb, CouchDB, HBase, Redis, Neo4j and so on
[10].

2. Data analytics

Traditional data analysis may not work for big data as it was devised for structural
data sources, but big data mostly consists of semi-structured or unstructured data.
This presents a big challenge to big data analysis, but it is also the core process of
big data applications. Based on the different levels, it can be broadly divided into
three categories: computing architecture, queries and indexes, and data analysis and
processing.

In terms of computing architecture, MapReduce [11] is a widely used big data
set computing model and framework. In order to adapt to some analysis require-
ments that require high task completion time, work in [12] optimizes its perfor-
mance. In [13], a data flow analysis solution based on MapReduce architecture,
MARISSA, was proposed to support real-time analysis task. Dede et al. [14] pro-
posed Mastiff, a big data analysis program based on time. Chandramouli et al. [15]
proposed a TiMR framework based on MapReduce to deal with the real-time
streaming for applications with high real-time demand such as advertisement push.

In query and indexing, traditional relational database query and indexing tech-
niques are limited due to the large amount of unstructured or semi-structured data
contained in big data, and NoSQL database technology received more attention. For
example, Chandramouli et al. [16] proposed a hybrid data access architecture,
HyDB, as well as a method of concurrent data query and optimization. Wang et al.
[17] optimizes the query of key-value type database.

In data analysis and processing, the main technologies involved include semantic
analysis and data mining. Owing to the diversification of data in big data envi-
ronment, it is difficult to unify the terms to mine information when semantic
analysis of data is concerned. In [18], for the big data environment, a
high-efficiency terminology standardization method for solving the term variation
problem is proposed. Keteta et al. [19] studied the heterogeneity of semantic
ontology in semantic analysis. Traditional data mining technology is mainly aimed
at structured data, so it is very important to study unstructured or semi-structured
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data mining technology. Kang et al. [20] proposed a mining technique for image
files, and Kang et al. [21] proposed a large-scale TEXT file retrieval and mining
technology.

3. Data interpretation

The purpose of data interpretation is to represent data analysis results in a way
which can serve the user’s purpose. The major technologies which make it possible
are visualization and human–computer interaction. There have been some visual-
ization studies for large-scale data [22], which solve the display problem of
large-scale data through data projection, dimension degradation or display wall. As
human visual sensitivity limits the effectiveness of larger screens, a human-centric
human–computer interaction design will also be an important technique to address
the display of big data analytics results.

4. Other support technologies (data transmission and virtual cluster)

Although big data applications emphasize data-centric computing and push cal-
culations to data execution, data transmission is still essential throughout the pro-
cess, such as the transmission of some scientific observations from observation
points to data centers. In [23] the authors study efficient transmission architectures
and protocols for big data features.

In addition, because virtual clusters have the advantages of low cost, flexible
construction and easy management, people can choose more convenient virtual
clusters to complete the various processing tasks during big data analysis.
Therefore, virtual machine cluster optimization research for big data applications is
needed [24].

3 Big Data Security Challenges

Big data provides a great technology which has its significance in various fields and
the security requirements in these fields are also changing. During the various
activities performed over data during its collection, refinement and mining, many
security threats are also associated. During this process the data may be destroyed,
leaked, tampered, which can put the user privacy or corporate secrets to be com-
promised. In general, the security related to big data has the following character-
istics and challenges.

3.1 Technical Challenge

The technical challenges of big data applications are mainly in the following three
aspects:
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First, as we all know, the application of big data is based on the possession of
massive data. This involves the challenges of data storage technology and the
technical challenges for data processing and analysis, including the data processing
capabilities of computer hardware and supercomputer algorithm technology. The
report learned from interviews with technical experts indicates that they are not
optimistic about the recent overcoming of the technical challenges described above.
Second, in the educational application of big data, data collection and
problem-solving analysis are the core links, and application developers have to face
the challenges of data acquisition technology and problem-solving analysis tech-
nology. The third aspect is the data compatibility challenge, the inconsistency of
data encoding and format in different data storage systems, resulting in data sharing
difficulties between different systems. The main reason for this problem is the lack
of unified planning for the construction and purchase of various systems which
results in inability to form unified data platform.

3.2 Mobile Data Security Challenge

In the world of today, various new applications related to social media have been
emerged; besides this it is not uncommon for e-commerce portals and mobile
applications to generate enormous amount of data. Analyzing such large amount of
data in addition to data generated through internet of things network is a big
challenge for companies. It also put responsibilities over the companies as the
demand for data security capabilities on enterprises also increases greatly. In
addition, the increase in data secrecy results in more sensitive analysis of data
which is being transferred between mobile devices. Personal information may also
be compromised because of the malware which may track user location or steals the
confidential information. It requires increasing the safety related to user’s privacy
and data. Since the mobile devices have grown rapidly in recent years, it has created
a challenge for big data security that how the samples of malware could be tracked
which may enable analyzing these malware samples and finding the relationship
between them.

3.3 Easy Target for Attackers

The various resources and personalized services are being provided through the
network access in a flexible manner. In such a large networked society, the volu-
minous data attract the hackers because of the potential value associated with it.
Such big data is large and has interrelated information stored, and due to this an
attacker finds it easy to get more information by successfully attacking once, which
further reduces the attacking cost and increases their profit value. A good example
of such situation is when hackers use information in big data and take control of
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important systems to take advantage from it for the time being. Hackers can also
deploy AI technologies to take full control of the system by slowly penetrating it
over time. Such strategy may work, as it would perform minor changes and such
changes would appear natural. Thus, its detection could be avoided.

3.4 User Privacy Protection Challenge

Worldwide people use different kinds of web services and while using such services
they need to access the network which stores their credentials like name, username,
password, contact information, address and so on. It also includes their other per-
sonal information, behavior, habit, political or religious inclination and location;
this has increased the risk of user privacy and data disclosure. Through the use of
various data mining approaches such data can be easily recorded. If these data are
found to be useful, then companies in the relevant areas of customer’s need and
habit can target to the specific users to achieve greater benefits. The traditional
approach of privacy protection is based on anonymity of user data which is publicly
available. But in reality, the user privacy protection cannot be achieved only
through data protection through anonymity. There exist many other requirements
and characteristics for user privacy. But the problem is that most of the existing
privacy protection models and algorithms are only for traditional relational data,
and cannot be directly applied to big data applications.

3.5 Safe Storage of Massive Data Challenge

The quantity of big data has increased tremendously, which includes structured and
unstructured data. It has increased to such a level that the previous storage systems
are not capable to meet the needs of big data applications. The current disk tech-
nology has some limitations and this limit is around 4 terabytes per disk. So for
such a massive data of exabyte levels, this limitation creates a problem, because just
to store 1 exabyte requires around 25,000 disks. It will really create the hardware
issue of how to attach such large number of disks to a single computer, even if the
computer is capable of processing that much of data.

To satisfy the demands of data storage of such large amount, various new
storage technologies have been developed. Storage technologies such as direct
attached storage (DAS), network attached storage (NAS) and SAN (storage area
network) are being used to solve the data storage-related issues. Another technology
called NoSQL storage technology is also used to capture, manage and process big
data. Using NoSQL data storage can be extended and performance also can be
improved, but still some issues exist. These issues include access control and
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privacy control issues, issues related to technical vulnerabilities, security issues for
authorization and verification, data management and confidentiality issues, and so
on.

3.6 Challenge of Analysis

With the increase of storage capabilities, prior selection of data became insignifi-
cant. This can be seen as a real chance, allowing to keep focus on the potential
future uses and which are not always fully defined at the time of their acquisition. In
particular, many issues that were considered nonexistent later become accessible
before the use of their potential of significant advantage (competitive advantage for
example). It should be kept in mind, however, that more data is not always better
data. It depends on whether or not they are heterogeneous, and whether they are
representative of what is being sought. In addition, as the number of parameters
increases, the number of erroneous correlations also increases. The analysis part
will have to take into account these essential aspects.

Heterogeneous (structured, unstructured) data or incomplete or uncertain data for
which specific treatments are needed will also be stored. Moreover, in this regard
specific treatments are already required for the more standard data, even if some old
methods remain effective for the volume of the existing data, which may cause
theoretical and practical difficulties, unknown in advance. Thus, the simple statis-
tical tests [25] become inoperative for large sample sizes. We can also mention the
difficulty of multi-dimensional analysis on large sets of data, which arises during
their interpretation. The visualization is considered until now as an extremely
powerful tool, but it risks becoming inoperative by simple graphic saturation effect.
In addition, real-time analysis of continuous flow of data from different sources also
poses specific challenges. All these problems involve the development of new
statistics for big data, for example, requiring a review of basic calculations such as
statistical tests and correlations [26]. Of course, these technical analysis tools
cannot be isolated from the computer tools and techniques dedicated to big data, for
example, NoSQL, Hadoop, MapReduce or Spark.

3.7 Big Data Security Trust Challenge

Although big data has provided various opportunities to its users, but still it lacks
the complete trust of the people using it. The visibility of social profiles generated
by users varies across different types of networks and these are crawled by the
search engines and therefore they become visible by the other users whether they
have account or not. Therefore, here a trust issue arises from the user that how safe
their data privacy is. This requires trust measures to be integrated with big data.
These trust measures should not be treated as a static measure. That means, as the
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data evolves the trust measures should also be updated accordingly. Yin and Tan
[27] in their research have put the fact that semi-supervised learning methods that
start with ground truth data are able to provide higher accuracy and trust on the
source data. Another fact is that the different people have different personal opin-
ions regarding various factors affecting their life and when there exist differences
with statistics it leads to the market doubts about statistics.

4 Key Technologies for Big Data Security and Privacy
Protection

At present, it is urgent to carry out research on key technologies of big data security
in view of security challenges such as user privacy protection, data content credi-
bility and access control faced by the big data. This section introduces some related
key research areas for this.

4.1 Data Anonymity Protection Technology

For structured or unstructured data in big data, the core key technologies and basic
means for data protection to achieve its privacy protection are still in the stage of
development and improvement. Take the typical k anonymity scheme as an
example. The early schemes [28] and their optimization schemes [29] group
quasi-identifiers by data processing such as tuple generalization and suppression.
The quasi-identifiers in each packet are the same and contain at least k tuples, so
each tuple is at least indistinguishable from k − 1 other tuples. Since the k-anon-
ymous model is for all attribute collections, it is not defined for a specific attribute,
and it is prone to insufficient anonymity of a certain attribute. If the value of a
sensitive attribute in an equivalence class is the same, the attacker can effectively
determine the value of the attribute. This research is for static, one-time release. In
reality, data publishing often faces scenarios in which data is continuously and
repeatedly released. It is necessary to prevent an attacker from analyzing the data
associations that are published multiple times, and destroying the original anon-
ymity of the data [30].

In big data scenarios, data anonymity protection is more complicated: an attacker
can get data from multiple sources, not just the same source. For example, in the
Netflix application, people [31] found that an attacker could identify the target’s
Netflix account by comparing the data to the publicly available imdb. According to
this, the user’s political inclinations and religious beliefs are obtained (obtained
through the user’s viewing history and comments and scoring analysis of certain
movies). Such issues are subject to further research.
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4.2 Social Network Anonymity Protection Technology

The data generated by social networks is one of the important sources of big data,
and it contains a large amount of user privacy data. Because social networks have
the characteristics of graph structure, their anonymous protection technology is very
different from structured data.

The social networks also require anonymity protection. Here, some typical
requirements are user anonymity and attribute anonymity. While using social net-
works the user identity and attribute information is also required to be hidden while
publishing these. The related data of different users should not disclose their rela-
tionship and anonymity between users is required. It is also known as edge
anonymity. Hide the relationship between users when publishing. The attacker tries
to use the various attributes of the node (degrees, tags, some specific connection
information, etc.) to re-identify the identity information.

The current side-anonymity schemes are mostly based on additions and deletions
of edges. The method of randomly adding and deleting exchange edges can
effectively implement edge anonymity. Among them, Ying et al. [32] keep the
eigenvalues of the adjacency matrix and the corresponding second eigenvalues of
the Laplacian matrix in the anonymity process. Zhang et al. [33] group according to
the degree of the nodes, and select the nodes with the same degree. The problem
with this type of method is that the randomly added randomness is too scattered and
sparse, and there is a problem of insufficient protection of the anonymous side.

4.3 Data Watermarking

Digital watermarking refers to a method in which identification information is
embedded in a data carrier in an imperceptible manner without affecting its use, and
is more commonly found in multimedia data copyright protection. There are also
some watermarking schemes for databases and text files.

The method of adding watermarks in databases and documents is very different
from the multimedia carrier, which is determined by the characteristics of data
disorder and dynamics. The basic method is that there can be redundant information
in the data or it can bear certain precision errors. For example, Agrawal et al. [34]
have an error tolerance range based on numerical data in the database, embedding a
small amount of watermark information into the least significant bits randomly
selected from these data. Sion et al. [35] proposed a scheme based on statistical
features of data sets, embedding one-bit watermark information in a set of attribute
data to prevent attackers from destroying the watermark. In addition, by embedding
database fingerprint information in the watermark [36], the owner of the informa-
tion and the object being distributed can be identified, which is beneficial for
tracking the leak in a distributed environment. Watermarking based on text content
[37] depends on modifying the content of the document, such as adding spaces,
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modifying punctuation, natural language-based watermarking [38] and so on,
through the understanding of semantics to achieve changes, such as word substi-
tution or sentence changes.

4.4 Data Traceability Technology

Owing to the diversified sources of data, it is necessary to record the source of the
data and its distribution to provide support for later mining and decision-making.
Data provenance technique has been extensively studied in the database field long
before the big data concept emerged. The basic purpose is to help people determine
the source of each data in the data warehouse, for example, which data items in
tables are computed, so that it is convenient to check the correctness of the results at
a very small cost. The basic method of data tracing is notation, such as marking the
data in the data warehouse in [39] to record the query and propagation history of the
data in the data warehouse. Data traceability techniques can also be used for
traceability and recovery of files. For example, the work in [40] created a prototype
system of data origin storage systems by extending the Linux kernel and file
system, which can automatically collect origin data.

Further data traceability technologies can play an important role in the field of
information security. However, data traceability technology also faces the following
challenges in the protection of big data security and privacy:

1. The balance between data traceability and privacy protection. Using trace-
ability to provide big data security protection requires first to obtain big data
source using analysis of big data. Then the next step becomes to define the
security policy and provide the required security mechanism. Often, the source
of big data is privacy-sensitive and users are not interested that data to be
accessed by the analysts also. Therefore, the problem is how to balance these
two requirements simultaneously so that data traceability and privacy protection
of the data both can be achieved.

2. Security protection of data security technology itself. The data tracing tech-
niques currently employed are unable to handle the security issues correctly.
The problem is that how to determine whether the tag associated with the data is
itself correct or not. The other problem is that the tag information itself may not
be securely bound with the data content and there may be other similar issues.
Also in case of big data, since it is implemented on such a large scale, high
speed and diverse characteristics such problems become more important.
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5 Conclusion

The arrival of the era of big data has opened great opportunities. Big data not only
has impact on everyone’s social and economic behavior but also has influenced
their way of living and thinking. Although big data is an important solution to
various problems, it has also brought new security issues into existence. From the
perspective of privacy protection, trust and access control of big data, this paper
analyzes various security features and problems in the big data environment,
namely, mobile data security, attack targets, user privacy protection challenges and
security, storage issues, data security evolution, trust security issues and so on, and
also discusses the preventive solutions for them. However, generally speaking, the
current research on the protection of big data security and privacy is not sufficient.
Only through the combination of technical means and relevant policies and regu-
lations combined can better solve the big data security and privacy protection
issues.
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Role and Challenges of Unstructured
Big Data in Healthcare
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Abstract Unprecedented growth in the volume of unstructured healthcare data has
immense potential in valuable insight extraction, improved healthcare services,
quality patient care, and secure data management. However, technological
advancements are required to achieve the potential benefits from unstructured data
in healthcare according to the growth rate. The heterogeneity, diversity of sources,
quality of data and various representations of unstructured data in healthcare
increases the number of challenges as compared to structured data. This systematic
review of the literature identifies the challenges and problems of data-driven
healthcare due to the unstructured nature of data. The systematic review was carried
out using five major scientific databases: ACM, Springer, ScienceDirect, PubMed,
and IEEE Xplore. The inclusion of articles in review at the initial stage was based
on English language and publication date from 2010 to 2018. A total of 103 articles
were selected according to the inclusion criteria. Based on the review, various types
of healthcare unstructured data have been discussed from different domains of
healthcare. Also, potential challenges associated with unstructured big data have
been identified in healthcare for future research directions in the technological
advancement of healthcare services and quality patient care.
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1 Introduction

Rapid advancement in healthcare systems from disease-centric systems to
patient-centric systems involves patient health records, integration of data from
various health and social sources, advancement in mhealth, smart health and
tele-health devices. Advanced Healthcare systems are required to support clinical
decision support system, personalized and precision medicine, diagnostics systems,
health and wellness monitoring, patient care and predictive analytics. This
data-driven healthcare support leads to orchestrate data preprocessing, analytics,
interpretation, management and curation techniques for improved healthcare ser-
vices. Most of the healthcare data are unstructured such as medical prescriptions
(hand-written, free-text), clinical notes, Electronic Health Records (EHR),
Electronic Medical Records (EMR), Patient Health Record (PHR), Medical
Imaging (Magnetic Resource Imaging, MRI, Photoacoustic imaging, Fluoroscopy,
Positron emission tomography), discussion forums, social media, sensor data,
medical sounds and video data, genomics, and in many other transactional, bio-
metric and application data. By definitional perspective of unstructured data, it has
no schema or predefined model, attitudinal and behavioral, and without specified
format. This heterogeneity, variability, and diversity of unstructured data make it
difficult to get valuable insights from unstructured data that if analyzed in a con-
trolled manner, can improve healthcare analytics and extraction of more real values.
In past years, the unstructured data growth rate is increasing exponentially. 90% of
digital universe data are unstructured. 57% of all healthcare data will be useful if it
is properly tagged and analyzed whereas only 3.1% of healthcare data are providing
the highest value. It is a challenging and daunting task to find a needle in a haystack
[1, 2].

The role of multifaceted unstructured big data in healthcare is very challenging
and gaining popularity because it contains more rich information that is helpful to
provide novel insights as well as improve technological capabilities in healthcare
systems. Unstructured data in healthcare have great potential but a lot of challenges
remain to be addressed. Several techniques have been proposed in the literature
regarding big data management, analysis, and representation of data but very less
number of articles dealt with the unstructured data in healthcare. The literature
about unstructured big healthcare data emphasizes technological advancement need
to be more focused. The main objective of this literature review is to highlight the
most affected areas of healthcare big data solutions from unstructured data. This
review is an attempt to answer the following question about unstructured data in
healthcare, i.e., which domains of healthcare are suffering from the complexity of
unstructured data, what challenges are being created by unstructured data, and what
is the role of unstructured data in inefficient and poor results in analytics and
data-driven decision-making in healthcare. The review discusses the types of
unstructured big data in healthcare and the challenges associated with unstructured
big healthcare data since 2010. A systematic literature review has been conducted in
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this regard to fulfill the objectives of the study. The review of existing literature on
the challenges associated with unstructured big healthcare data will help to improve
usability and quality of unstructured data in various fields of healthcare. It will
highlight the major challenges of unstructured data in healthcare that need
advancement in tools and technologies.

The rest of the paper is organized in the following manner: Sect. 2 discusses the
methodology used and the results of the systematic literature review. Challenges
associated with unstructured big healthcare data in technological advancement have
been elaborated in Sect. 3. Next Sect. 4 includes the findings of the review. Finally,
Sect. 5 presents the conclusions.

2 Methodology

A systematic literature review has been used to conduct an effective review to
highlight the potential challenges in healthcare domain due to unstructured data.
The objectives of this research were to discuss the types of unstructured big data in
healthcare and to explore the challenges associated with unstructured big healthcare
data. This review has comprised of three phases: planning the review, conducting
the review and reporting. In the planning phase, the fundamental search has been
performed using specific keywords. The second phase involves the searching
keywords on specific sources to conduct the review and results are obtained. In the
third and last phase, results are presented.

2.1 Searching the Literature

According to the objectives of the study, the best suitable keywords were identified
to organize more effective review. “Unstructured data” and “healthcare” were the
queries formed from the keywords. This search query was used on some of the
popular academic databases: IEEE Xplore, Springer, ScienceDirect, ACM digital
library, and PubMed.

2.2 Inclusion Criteria

Articles deal with unstructured data in the healthcare domain, published between
2010 and 2018, using the English language was the inclusion criteria to capture the
literature. According to the results of databases and inclusion criteria, a total
number of articles (n) selected for review were 1522. Articles were filtered by title
reading and the total number of articles reduced to (n) = 566. After that, abstracts
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and keywords were carefully studied and n decreased to 276. Based on the complete
article study, 103 articles were selected for the study. Type of healthcare technol-
ogy, type of unstructured data used, the domain of work and identified challenges
are the records kept from each selected paper. Following Fig. 1 describes the whole
research process in detail.

2.3 Results

This review was conducted to analyze the challenges in technological advancement
due to the huge volume of unstructured healthcare data. The following Fig. 2 shows
the research trend of selected articles for this review according to the year of
publication. The figure shows the number of publications in each year that deals
with unstructured data. An exponential rise can be seen in the following diagram
that reflects the importance of unstructured data in the healthcare industry.

The results witness several types of healthcare advancement in four major cat-
egories: healthcare analytics (51% of selected articles), decision support systems
(12%), health and wellness monitoring (18%), precision and personalized medicine
(6%). In selected articles, several types of unstructured data have been used in
various domains of healthcare such as disease identification from EHR, pharma-
covigilance, drug effects identification, phenotyping, genotyping, and medical
recommendation systems. Unstructured data are found in EHR, EMR, PHR,
medical imaging, discussion forums, social media, sensor data, medical sounds and
video data, genomics, and in many other transactional, biometric and application
data. A major portion of selected research articles in this literature review was

SEARCHING THE LITERATURE
Sources: ACM, IEEE Xplore, PubMed, Sciencedirect, Springer 
Keywords: “unstructured data” AND “healthcare”

SEARCH RESULTS
Total no. of articles (n) = 1522  
ACM(10), IEEE Xplore(42), PubMed(51), Sciencedirect(526), Springer(893)

Article Selection based on Title. n=566 n = 956Excluded

Selection based on Abstract and Keywords. n=276 n = 290
Excluded

Article Selected based on complete reading. n=103 n = 173Excluded

Fig. 1 Literature review process
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related to the clinical hand-written notes, free-text in EHR, and text from social
media. The main purpose of this literature review was to identify the most affected
areas due to unstructured data in healthcare where technological advancement is
required in order to improve the patient care. In the following section, challenges
identified from the literature have been described in each category along with the
requirements.

3 Challenges

This section describes the challenges of unstructured big data in healthcare iden-
tified in the literature. Selected articles are divided into five major categories with
respect to their relevancy. The major categories of challenges are preprocessing,
interoperability, Information Extraction (IE), analytics and result interpretation, and
some other issues related to data exfiltration, standardization, and data curation. The
following subsections describe the challenges associated with unstructured big
healthcare data in detail.

3.1 Data Preprocessing

The variety of data is available in healthcare but these data are not fully usable for
analysis and other processing due to noise, errors, missing values, and other quality
issues. Preprocessing is a step that can reduce the inefficiency of unstructured data.
As, 95% of healthcare data are unstructured data, available in various formats and
facing more complexity, quality, usability and dimensionality issues. It arises the
importance of preprocessing to improve the efficiency and accuracy of healthcare
systems. Clinical decision support systems, health and wellness monitoring, disease
identification, precision medicine, and analytics are important areas where
unstructured data preprocessing techniques are required. Data preprocessing and
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data cleaning are required for improved results in predictive analytics from social
media text [3], complaint management in health information systems [4], decision
support system from medical text and images [5], disease identification from health
and wellness monitoring EHR data [6], in analytics and management of unstruc-
tured data [7, 8].

Data aggregation prepares the data in the required format as data is coming from
various sources with different formats, frequencies, and representations such as
structured EHR, semi-structured logs and unstructured images, audio and video
data. The volume of unstructured data is far higher than the structured data. Hence,
unstructured data aggregation and acquisition are more challenging. Free-text
doctors’ notes, handwritten clinical notes, patient care data, transactional, biometric
and application data, EMR, and many other types of unstructured data are coming
from various sources. Collection of these data found in a variety of formats is more
challenging to handle [9]. Transformation engines clean, split, translate, merge,
validate and sort unstructured data and make data prepared for analysis.
Transformation techniques are required to transform the representation of data from
unstructured to structured data in healthcare analytics, drug safety surveillance and
clinical decision support systems [10–13]. Healthcare domains like identification of
drug safety issues, disease identification systems need an automatic conversion of
unstructured documents to structured data to increase the availability and usability
of data analytics and databases [14–16]. But context-aware transformation based on
user requirement and finding the relationships between the data items is still an
open issue in healthcare. Personalized medicine, disease identification, adverse drug
events identification, and medical knowledge base are the fields of healthcare where
aggregation of structured and unstructured data is found critical. Integration of
structured and unstructured data [17], improvement in predictive performance by
combining structured and unstructured data [18], combining structured and
unstructured data for comprehensive representation in predictive analytics [19],
advanced analytical techniques [20], mapping of unstructured data to normalized
content [21], complexities arise when outcomes of diverse sources need to be
combined [22], and classification of combined data [23] are the challenges found in
the literature.

Unstructured data require more advanced techniques than structured data
because it has no schema, no predefined model, and no formal representation.
Advancement is required to prepare unstructured healthcare data with more efficient
data preprocessing methods. New big data technologies are emerging with adapted
preprocessing. Apache Spark [24], Hadoop [25], and Flink [26] are performing
better in processing big data. Apache Spark is making effort particularly in pre-
processing and implemented MLlib to bridge the gap. It is highly desirable to
develop new preprocessing techniques for data cleaning, discretization, feature
selection, and data profiling using these advanced big data processing tools in
healthcare.
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3.2 Interoperability

Interoperability is another challenge to advance healthcare systems where two or
more systems share and use data. Integration of data from different systems without
any middleware and exchange of data poses more challenges to healthcare analytics
(Table 1).

It requires common interfaces of healthcare systems, standardization of pro-
cesses and data, and share common characteristics of a variety of data. Lack of
uniform coding system across vendors is a challenge to interoperability that needs
to be solved in order to manage patient information across hospitals and different
applications with considering the ethical and privacy issues of patients’ personal
data. Following are the challenges identified in this literature review regarding
interoperability in healthcare with a variety of healthcare data:

• Integration (Late or Early) of heterogeneous data and common type system for a
variety of data types are the common challenges in predictive analytics in
precision medicine and clinical diagnostics.

• Conventional databases are not adequate to handle this diversity of data types.
Consolidated view of patient-related data using distributed storage is required
for advanced information systems.

• Lack of harmonization between structured and unstructured data, evolving
interoperability standards and integration of EHRs are creating challenges in
analytics, data-driven medicine, precision and personalized medicine, and
decision support system.

• All stakeholders need to work together in order to achieve interoperability [46].
Semantic and syntactic interoperability is important and essential for context
awareness. Shared use of heterogeneous data, common representation of com-
bined data, and deep understanding of unstructured data is an open issue.
However, technical solutions are required for interoperability and integration.

3.3 Information Extraction

Disease diagnosis and its complications, communicable and non-communicable
diseases’ identification, drug surveillance, surgery details, and patient history are
some examples of healthcare data where data are stored in the form of natural
language text. Information extraction is a technique to extract structured informa-
tion from these clinical texts with the help of natural language processing and
machine learning. These information extraction techniques are helpful in predictive,
prescriptive analytics, clinical care, clinical decision support system, disease
identification from clinical notes, and precision medicine. Information extraction
challenges due to unstructured healthcare data (i.e., free-text and handwritten
clinical notes, EHR and EMR) found in the literature are described in Table 2.
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Table 1 Related literature regarding interoperability and integration

Healthcare
category

Data type used Domain Description of challenges

Analytics Physician’s and
pharmacy
notes, medical
images

Systemic Lupus
Erythematosus

Integration of various data
formats, interoperability,
evolving standards are the main
challenges for which Common
Type System is required for
Clinical Natural Language
Processing. The accuracy of
predictive analytics can be
improved using the
advancement of these
techniques [21, 27–31]

Analytics EMR Clinical
Free Text

Phenotyping

Predictive
Analytics

EHR Text Clinical
Diagnostics

Analytics Genomic Data Evidence-based
precision medicine

Analytics Omics data Health data
Spectrum

Distributed
Storage

Medical Images
and associative
text data

Radiology
Information
System

Conventional databases are not
able to handle the complexity of
a variety of data in healthcare.
Consolidated View of Patient-
relevant data from
heterogeneous and disperse
systems [32, 33]

Distributed
Storage

Free-text,
images and
Proprietary
formats

Medical
Information
Systems

Data-driven
Medicine

Text and
medical images

Epilepsy Lack of harmonization between
structured and unstructured
data, evolving interoperability
standards, and integration of
EHRs are the potential
challenges and need solutions
for efficient and effective
curation [24, 25, 34–40]

Healthcare
Systems

Genome and
Medical images

European Single
Market for health

Data Analysis,
Representation

EHR Health Information
Systems

Precision and
Personalized
Medicine

Omics data Molecular
characterization of
diseases

Decision
Support
system

Behavior data
and EHR

Medical
Recommendations
for Diabetes

Information
Management

Clinical Text Common type of
system
development

Deep semantic understanding
required structured data [41].
Semantic interoperability and
data sharing are required to
make computers context-aware
[42, 43]. Shared use of
heterogeneous data sources
[44]. Interoperability,
standardization, and integration
of data sources are open issues
[45]

Smart
Healthcare

PHR IohT

Decision
Support
system

Structured and
unstructured
text

Pharmaceutical IE
and Integration

Medical
Image
Processing

Medical and
diagnostic
images

Medical diagnosis

Decision
Support
system

Text and
images of
clinical data

Dental Clinics
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Table 2 Related literature regarding information extraction

Healthcare
category

Data type used Domain Description of challenges

Analytics Clinical
documents

Open sources IE
software

Extracting quality insights
from healthcare data sources
[47]

Analytics Social Media
streams

Drug and its effects
detection

IE regarding drug and its
effects from social media text
streams is challenging due to
ambiguous information [48]

Predictive
Analytics

Clinical
discharge
summaries

Prediction of
readmission from
discharge
summaries

Gaining information regarding
readmission from unstructured
clinical discharge summaries
[49]

Analytics Clinical Text
data

Physiotherapy
treatment

IE from unstructured EHR
clinical notes [50]

Clinical Care EHR Phenotyping Phenotype extraction from
unstructured EHRs [51]

Personalized
medicine

EHR and
biomedical text
literature

Genotype and
phenotype
extraction for
cancer

Finding actionable granularity
in disease identification and
risk score [52]

Adaptive
Analytics

Clinical Text
trails of EMR
and EHR

Cancer Clinical
trials

Subject extraction [53]

Analytics Unstructured
medical notes

Disease
identification

Semantically informed IE [54]

Sentiment
Analysis

Discussion
forums

Medical forum
Discourse

Semantic extraction [55]

Exploratory
Analytics

Physician and
Biomedical data

Dashboard for
querying
heterogeneous data

Standardization, data formats,
and their aggregation will
improve semantic data
processing [56]

Information
retrieval and
extraction

Clinical text
documents

Software
implementation in
hospital

Finding relevant data [57]

Analytics and
Representation

Imaging,
Genetic and
healthcare data

Multifaceted proprietary,
open-source, and community
developments [58]

Decision
Support
system

Medical and
clinical
references and
publication text

Medical
Recommendation
System for Mental
health

Predefined schema, large
manually crafted dictionaries
and ontologies are required to
extract information from
medical domain publications
[59]

Clinical
Decision
Support
System

EMR,
Unstructured
Clinical Notes

Automatic
diagnosis
prediction

Unstructured data combined
with structured and
semi-structured data will show
good results [60]

(continued)
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Entities, relations, events, terms, and other important information can be
extracted from text data in healthcare. These subtasks of information extraction are
valuable to identify important terms and its associative relations in the medical
domain. In healthcare analytics, decision support systems, medicine, and data
management area, information extraction deal with several challenges due to
unstructured big data. This review identifies those challenges to highlight the
potential areas that need solutions for improved healthcare. Following is the
summary of challenges:

• Extracting quality insights from EHR clinical notes, documents, clinical dis-
charge summaries, and social media streams for healthcare analytics in treatment
and medicine.

• Phenotype and genotype information extraction for disease identification from
EHR and biomedical text up to actionable granularity and identify risk score.

• Semantic information extraction from various types of analytics to identify the
disease from medical data and advanced intelligent IE systems are required to
extract semantic information from multifaceted, open, and diverse unstructured
health data.

• Automated extraction of various types of information from EHR clinical notes,
EMR, medical and clinical publication text for medical recommendation system
and automatic disease prediction is an immense need to represent data into the
more elaborative structured form.

Table 2 (continued)

Healthcare
category

Data type used Domain Description of challenges

Disease
identification

Emergency
dept. text notes

Automated
identification of
Pediatric
Appendicitis Score

Unstructured data processing is
challenging to extract useful
information [61]

Bio
surveillance

Clinical Free
text

Detailed clinical
and
epidemiological
variable extraction

Temporal IE and its integration
for more elaborative and
comprehensive representation
of information [62]

Precision
Medicine

EHR text Prescreening and
automated
identification of
HFpEF patients

The immense need for
automatic data extraction
system for the transformation
of unstructured data into
structured representation [63]

Data
Management

Social Network
text

Health data mining Extracting information and
associative features from
unstructured text (associative
analysis) [64]

Database
Analytics

Data linkage and
administrative
databases

Metadata Management and IE
[65]
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• Information extraction from healthcare unstructured data and metadata man-
agement can facilitate data linkage and databases. Traditional knowledge-based
decision support systems deal with the data that have clear structure [66]. Lack
of knowledge-based systems for unstructured data requires advance automatic
IE system to build knowledge bases.

3.4 Data Analysis and Representation

Healthcare analytics is comprised of automated computer-based processes and
workflows to transform raw health data into meaningful information for effective
healthcare decision-making and wellness monitoring. Healthcare analytics is not
only facilitating patients but also physicians, clinicians, nursing and other admin-
istrative staff. This review explores the challenges of unstructured big data to
healthcare where analysis of data needs more accuracy because it is directly related
to human life. According to the review, healthcare analytics has been identified as
the most critical and most prominent research field and most affected by the
heterogeneity and diversity of unstructured data. Table 3 briefly describes the
related research.

Application of big data analytics techniques on disease diagnosis, pharma-
covigilance, intelligent patient care, phenotyping, disease prediction, and patient
health and wellness monitoring is helpful for preventive interventions and treat-
ments. Technological development in healthcare is producing huge volume of
different types of data. Patient demographic data, laboratory results, patient history,
genomic data, EHR, EMR, PHR, and many other types of data are being produced
every day. These data can be structured, semi-structured or unstructured. Due to the
heterogeneity, different data formats, no predefined schema or model, and diversity
of data sources adding more challenges to unstructured big data analytics in
healthcare. This section identifies the potential challenges of unstructured data
analytics to predictive, prescriptive, descriptive and diagnostic analytics. According
to the literature review, the following is a brief description of the area where
unstructured data are critical for analytics and data representation. The challenges of
each area are also described categorically.

3.4.1 Smart Healthcare

Most of the data generating by sensors in smart healthcare are unstructured.
Sensor-based health and wellness monitoring are generating a huge amount of
unstructured data which could not be handled and interpreted manually. This huge
amount of unstructured data is generating a gap between its potential and usability.
The huge amount of streaming data from sensors is not usable due to heterogeneity
and dimensionality of unstructured data. The data analytics pipeline for smart
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Table 3 Related Literature regarding Healthcare Analytics and Representation of data

Healthcare
category

Data type
used

Domain Description of challenges

Smart
Healthcare

Sensor data Patient Monitoring Data discovery in heaps of
unstructured data where streams
of data are coming at very high
speed, advanced smart health,
and management to automate the
curation process and improve the
infrastructure for context-aware
analytics [67–69]

Heterogenous
dataset text,
images, sound

Healthcare Analytics
pipeline

Analysis of healthcare
systems

Data
Representation
and Predictive
Modeling

Clinical text
events

Pharmacovigilance Summarization and
representation of data are facing
difficulties due to lack of
standardization such as
abbreviations. Aggregated data
from multiple sources contain
diversity, sparsity, and
multidimensionality due to data
formats and representations.
These different representations of
EHR data making context-aware
analytics challenging [70–73]

Data
representation

Clinical Text
documents

Phenotyping: Cancer
Care

Data
representation

Clinical Notes
and EMRs

Congestive heart
failure

Decision
Support system

EHR text and
Genetic data

Phenotyping using
HER

Healthcare
System

Israel Health Policy
Research

Due to data quality issues and
heterogeneity, unstructured data
are considered useless for clean
analytics. Missing data and
acronyms decreases the efficiency
of analytics. Social media data
have poor quality and noise, so
the analysis of social media data
is critical. Hashtag words can be
used to improve analytical
process but still, it needs health,
media, and computer literacy for
efficient results [74–79]

Predictive
Analytics

EHR clinical
narratives

Framingham risk
factors identification of
Coronary artery
disease

Twitter
Analytics

Twitter text Common disease
identification

eHealth All Implementation of
eHealth platform

Healthcare big
data

Review of healthcare
big data

Twitter
Analytics

Twitter
hashtag words

Identification of top
diseases

Text Analytics EHR Text Russian language
medical data of acute
coronary syndrome

The gap between semantic and
syntactic structure creating
challenges for context
understanding of the unstructured
text. Although context
understanding can improve the
results of Analytics. But privacy
and security of patient data is also
an issue. While extracting
maximum information from
unstructured data, security issues
should also be considered
[80–85]

Text Analytics Clinical Notes Medical Research

Privacy and
Security

EHR text Conceptual design of
healthcare system

Visual
Analytics

Structured and
unstructured
text

Visual content
correlation analysis

Predictive
Analytics

EHR Text Eczema Disease
identification

Predictive
Analytics

EMR-free
clinical text

Coronary Artery
Disease identification

(continued)
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healthcare applications deals with data discovery and curation, analysis, and result
of interpretation phases similar to the traditional analytical process. But in health-
care, good data discovery, data processing, and data management need sound
considerations for further development [67, 68]. Good data discovery means right
data at the right time for the right context. In order to improve the context awareness
in healthcare applications, there is a need to remove the gap between multiple
disciplines such as computer science and medical science [69]. Hence to deal with
good data discovery, data curation is more helpful to improve understanding of
patient physiological and psychological care.

3.4.2 Data Interpretation

Combining structured and unstructured EHR data can improve the performance of
predictive analytics. Clinical events in EHR data can be extracted and semantic
space classification of similar words can be performed. This combination of
structured and unstructured data by concatenating their representation using
semantic space for each category of clinical events is more efficient than shared
semantic space. Diverse distributed representations of clinical text from EHR using
semantic spaces showed pretty notable results for predictive performance [70]. But
semantic classification based on similar words can reduce the efficiency for different
datasets because there is no standardization for words, and acronym, abbreviations
which add more challenges to the semantic classification of data.
Pharmacovigilance, phenotyping, and disease identification from health records are
examples where different types of information can be extracted for different pur-
poses from the data. EHR, EMR, PHR, and omics data contain rich information for
various medical fields but there is a need to explore the ways to leverage these data

Table 3 (continued)

Healthcare
category

Data type
used

Domain Description of challenges

Advanced
analytics

EMR Intelligent patient care Efficient Unstructured Data
Analytical techniques are
required for technological
development which can be
achieved using integrative and
combined approaches that can
handle a variety of data [86–90]

Content
Analysis

Medical
images,
sound, video,
text

Big data Analytics
Capabilities

Text Analytics Biomedical
and clinical
datasets

Pharmacovigilance:
drug safety
surveillance

Text Analytics Free clinical
text

Patient safety event
(PSE) reports

Unstructured
Data Analytics

Medical
Imaging data

Deep learning
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for healthcare advancement. In this regard, clinical data and genomic data have
been integrated for deep phenotyping of cancer, and the proposed model was
evaluated using interviews with domain experts [71]. Since the research has some
limitation, that is, nor the representation standard was defined neither the evaluation
of the proposed model was on real-time dataset. A comprehensive knowledge-base
and precise data modeling can be helpful to leverage unstructured clinical notes of
diverse formats across different facilities [72]. Extracting useful data from various
types of health records is not sufficient for efficient unstructured data analytics but
the interpretation or representation of data is also important for improved
unstructured data analytics [73].

3.4.3 Data Quality

Several quality factors have been identified in the literature to improve and asses the
quality of big data such as accuracy, completeness, consistency, timeliness,
objectivity, interpretability, and accessibility [91, 92]. Unstructured data are adding
more challenges to this task due to heterogeneity, lack of structure, noise, no
schema, and no predefined model [74, 75, 77, 78]. Social media analytics are
helpful for analyzing the psychological issues of the patient or most common
diseases of society. Social media analytics is suffering from quality issues more
than any other field because social media posts, reviews or comments cannot be
standardized. Abbreviations, acronym, short words, and other language ambiguities
generate problems for clean analytics [76]. In this regard, hashtag words can
improve the efficiency of analytics but still, it needs health, media, and computer
literacy to improve healthcare social media analytics [79]. Lack of structure and
data heterogeneity and other quality issues can be reduced by continuous data
acquisition and data cleaning for efficient healthcare analytics.

3.4.4 Context-Aware Analytics

Understanding the clinical notes in the right context is one of the challenges for
unstructured data analytics. Information in the medical domain is coming from
various health examiners, each examiner examines in his own way. Hence,
understanding the right context is difficult due to non-standardized approaches for
unstructured data while aggregation [81]. The structure is one of the important
dimensions for unstructured data in terms of quality and context understanding. But
the gap between semantic and syntactic structure leads to inefficient results in
unstructured data analytics [80]. In this regard, the time-based topic-oriented
visualization technique has been designed to find a correlation between unstruc-
tured and structured data fields for context-aware analysis [83]. But the study deals
with limited text fields, whereas unstructured data in the medical field come in
different formats. Also, the study steps to the initial phase of context understanding
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by finding the context of written notes using words correlation. More advanced
techniques with improved efficiency are required to extract useful information from
unstructured clinical notes and other types of data without sacrificing the privacy of
the patient [82]. Feature extraction, feature selection, and dimensionality reduction
are important areas where advancement for a variety of medical data can signifi-
cantly improve information extraction and analytics [85]. Anonymization and
de-identification can hide the identity of the patient but still revealing or extracting
maximum information from an unstructured text can be harmful to the privacy and
security of data. Hence, the advancement of approaches is required to shift from
data analytics to context-aware analytics by considering the ethical and privacy
issues of patient data.

Efficient unstructured data analytical techniques are immense need for techno-
logical development which can be achieved using integrative and combined
approaches that can handle a variety of data in healthcare [87, 88]. It means data
aggregation and unstructured data analytics are important for improved analytics.
Cognitive computing where computers and humans can interact in a natural way to
predict, analyze, and diagnose using human cognition. Problem-oriented summary
of patient EMR with IBM Watson has been proposed and generated a problem list
with the help of NLP and ML. Data summarization and semantic search capability
are two important factors in cognitive computing [86]. Patient safety event system
has been designed where patient safety reports (containing structured and free-text
unstructured data) are summarized and search approach was applied to find the
most common events [89]. Unstructured healthcare data do not exist only in text
form but also MRI, X-ray, and other types of visual data. Using deep learning, these
data can be analyzed by several techniques of machine learning [90] but the
selection of classification technique(s) for improved accuracy is critical.

3.5 Other Issues

There were some other issues discussed in the literature regarding unstructured data
in healthcare.

• The healthcare systems are inadequate to handle data exfiltration due to
unstructured data and its constantly evolving nature [93]. Patient data are per-
sonal and sensitive data which cannot be shared. But sharing is important to
integrate and advanced processing of unstructured data [94]. De-identification
and anonymization are used to cure privacy issues, but the deep analysis is
required to identify the issues of unstructured big healthcare data and their
solutions in technological advancement. Privacy protection of patient data,
secure accessibility, extensive query frameworks, and unstructured data man-
agement are the challenges that cause inefficiency and inaccuracy of results with
a variety of unstructured data in healthcare [95–98]
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• Standardization of processes are required to deal with unstructured data quality
and care, especially in integration, accessibility, and data extraction [99–103]

• Data curation is more critical for unstructured data than structured data due to
several factors such as data quality, usability, heterogeneity, and high dimen-
sionality issues of unstructured data. Automatic data labeling for disease
severity in health and wellness monitoring for heterogeneous data [104, 105],
semantic data enrichment [106], immense data cleaning of unstructured data for
analytics [107], evaluated advanced data curation framework and data fusion
techniques for unstructured data [108] are some of the main challenges that need
to be considered.

4 Findings

This systematic literature review assessed the potential challenges associated with
unstructured data in healthcare. Several literature reviews are available on big data
analytics in healthcare, but this literature review is specific to unstructured data in
healthcare and explore the challenges being created by unstructured data in
healthcare. Best available literature has been identified about the healthcare sys-
tems, sources of various types of healthcare unstructured data, domains of health-
care affected by unstructured data, and problems generated by these data. Figure 3
depicts the categorization of unstructured data challenges found in the literature.

The results revealed that unstructured data are critical for healthcare analytics,
preprocessing, information extraction, and interoperability, but healthcare analytics
is most affected by the unstructured data. These areas need to be addressed to
improve healthcare systems. This literature reveals that unstructured data are the
most critical challenge for the advancement of healthcare systems because it is
affecting almost all areas of healthcare. Following are the main findings of the
review:
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• Advanced techniques for data preprocessing emerged with big data processing
tools are the ultimate requirement for improved healthcare systems. Efficient
transformations of unstructured data, semantic data enrichment, profiling, fea-
ture selection, cleaning and other activities of preprocessing are to be assessed
for multifaceted unstructured data in healthcare. Sequence of preprocessing
activities, combining structured and unstructured data, mapping of content,
selection of tools are some open issues to develop preprocessing tools in
healthcare.

• Semantic and syntactic interoperability is important and essential for context
awareness, shared use of heterogeneous data, common representation of com-
bined data, and deep understanding of unstructured data. Standardization of
processes and data can reduce the lack of uniform system but privacy and
security of patient data should also be considered while achieving interoper-
ability in healthcare systems

• Semantic information extraction in healthcare is a critical challenge to extract
disease information from text. It requires a higher accuracy level. Automatic
information extraction systems with improved accuracy for unstructured
healthcare data with actionable granularity are required to improve the quality of
healthcare systems

• Unstructured data analytic techniques are an ultimate requirement of the
healthcare industry to improve the quality of care, effective and uninterrupted
healthcare services, and diagnostic and decision support tools. Efficient data
discovery, context-aware analytics by integrating structured and unstructured
data, improving the quality of unstructured data for analysis, and effective
interpretation are the ultimate challenges in unstructured data analytics that need
to be addressed in future.

Unstructured data exploitation is an important task that can help to reduce the
number of technical challenges in healthcare. But the quality, usability, hetero-
geneity, multidimensionality, scalability, and complexity of unstructured data are
making healthcare analytics more challenging. Healthcare systems are unable to
achieve higher accuracy and quality in service without considering the importance
of unstructured data exploitation.

5 Conclusion

The exponential growth of unstructured data in healthcare forces to adopt more
advanced computational systems with more innovative solutions to process the
huge volume of unstructured data. Unstructured big healthcare data are rich in
content and context as well which will play a pivot role in the development of more
advanced and efficient technologies in future healthcare. This review explores the
influence of healthcare unstructured data on analytics, clinical decision sup-
port systems, health and wellness monitoring, medicine, and smart healthcare.
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Various types of unstructured healthcare data such as clinical notes, free-text EHR,
handwritten prescriptions, EMR, medical imaging, X-ray, MRI, genomic
sequencing, audio, and video medical data are generating challenges in all fields of
technology in healthcare. Here, these challenges have been identified and discussed.
The results of the literature review have shown that most of the technical challenges
of healthcare unstructured data include healthcare analytics, interoperability and
integration, preprocessing, and information extraction. Unstructured data have
quality and standardization issues which require advanced data cleaning and
semantic data enrichment in terms of preprocessing of data. Integration of health
data from diverse sources, combining data from various systems to centralize the
patient record is future of healthcare which can be achieved using the precise
interpretation of data, secure data management, and intelligent healthcare systems.
Unstructured data processing and management is an important task in order to
improve context-aware analytics and semantic information extraction. The
exploitation of unstructured data will maximize the efficiency of healthcare ana-
lytics and services.
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Zip Zap Data—A Framework
for ‘Personal Data Preservation’

K. Arunkumar and A. Devendran

Abstract In the era of Mobile devices, a huge volume of mobile applications
produces vast and variety of data in their own formats. There is every chance that
most of these data will be lost or gone forever. Let us explain how, technically any
digital data becomes irretrievable if there is a change of data format or a change in
application interpreting it or a change in platform feature used by the application
and your app did not change to accommodate it. In simple terms, if you try to
upgrade your mobile—there are a lot of possibilities that data from your previous
mobile could be lost forever. Reason for loss could be your newer device comes
with some obsolete platform features and hence some of your applications no
longer run in the new device as developer decided to discontinue that app. Even
more pressing issue is there is no way to transfer application data from old to a new
device and this is very common with mobile apps. The root cause for this is the lack
of backup and retrieval mechanisms in devices and applications. We studied var-
ious approaches and research works related to this problem and proposed ‘Zip Zap
Data’, a framework for effective backup and recovery of personal digital data.

Keywords Personal data longevity � Personal data preservation

1 Introduction

We are seeing a huge increase in the smartphone adoption across the globe. This is
the main reason we see millions of mobile applications in different mobile platform
(Android, iPhone, and Windows). These applications were developed by enormous
developers/companies across the globe. Most of the applications produce a lot of
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data related to users, which can be of value to the user or not. Some of them could
be really confidential and private. Since there is no standard or protocol in
restricting the data representation inside the application, every developer is storing
data in their own tool and formats. What it means is even if you get the raw
application data file from the device somehow, one cannot make use of it easily. It
is only their application code which can access the data and deserialize it properly.
The schema of data representation and security of accessing it are the reasons. This
part closely ties data with apps on smartphones.

So what is the problem? One fine day when the app developer decides to stop
supporting his app in play store, all data of that app is almost gone or at least locked
with that current device. There is no way you can get it out meaningfully.

Practical problem: Moving/Upgrading to a new smartphone.
Many of my friends including me have faced the below-stated problem when

upgrading to a new model of smartphone. Google, Mac, and device manufacture
helps to migrate your contacts, gallery, and platform apps data. But there is no easy
way you can get all your apps, especially with data. For example, for the popular
messaging app ‘WhatsApp’ you have to configure your backup option and do the
backup functionality regularly. Alternatively, there is an option for exporting data
to your pc and later you can import back in the new device. If this is a way for
migrating data to a famous app with * 00 million active users, consider the case of
others (especially free ones) out there in the market. Hundreds and thousands of
apps out there in play store are left orphans for different reasons.

Security of apps data: Most of the mobile platforms runs every app in a
sandbox to ensure the safety of system resources and data. Following diagrams
(Fig. 1) shows the sandboxing in iPhone. Every application needs users permission
to access additional system resources like using storage, camera, internet(wifi,
mobile data), bluetooth, etc. Also, data from platform apps like SMS, Gallery,
Calendar, etc.

Fig. 1 iPhone App Sandbox model for data security

326 K. Arunkumar and A. Devendran



1.1 Digital Data Preservation

Having said the problem in accessing and interpreting mobile data, can solution to
the well know problem of digital realm ‘Digital data preservation’ help us here?

What is digital preservation? In the definition medium from American Library
Association(ALA) => ‘The goal of digital preservation is the accurate rendering of
authenticated content over time.’

In other words, Digital preservation is the mean of ensuring access of digital data
across time (10s, 100s or even 1000s of years). Clearly, this impacts the future of
‘history of events’, the future of knowledge, culture, evidence, etc.

Couple of statements to understand the seriousness of ‘Data Preservation’

1. In his interview on BBC @ 13 February 2015—Vint Cerf, one of ‘the fathers of
the Internet’, expressed his concern that today’s digital content might be lost
forever. His talk mainly points on the fact that—if technology continues to
outpace preservation tactics, future citizens could be locked out of accessing
today’s digital content enter a ‘digital dark age’.

2. “Digital data lasts forever or 5 years, whichever comes first”. This is from a
Scientific American journal released back in 1995 written by Jeff Rothenberg
[10].

Discussing in detail about digital longevity is out of scope.
Fundamental problem with digital data: A sequence of bits is meaningless if it

cannot be decoded and transformed to some meaningful representation and
viewability. Example: consider documents created with ‘WordStar’ (a 1980s soft-
ware for data handling), are unreadable today as there is no software to interpret this
data.

Another important question is what to preserve? Clearly, we need to preserve
digital data for our future generation. Should all details available in the digital realm
be preserved? If not, what should be preserved? Who will define the archival
selection—what and whose story gets told, and whose do not. Again discussion on
this direction is out of the scope of our work.

The main concern here is the data is being generated by a wide range of elec-
tronic devices and the quantities of data being generated are really huge. Now,
digital data comes from personal computers, smartphones, game devices, digital
cameras, digital recorders, digital TVs, and so on. The main cause for this exploded
data quantity is the increase in dependency of our modern society on digital
information and devices. Without proper strategies and technology support for
preservation of all these data are under huge risk of being lost.
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2 Core Problem

In digital preservation paradigm, one of the most difficult challenges is to maintain
the interpretability of data across changing technologies. As the sequence of bits is
meaningless if it cannot be decoded and transformed into some meaningful
representation.

2.1 Internet Era Data Problem

Most of the modern world data be it books, images, videos, music exist as digital
data. All these are represented and stored in different formats. Some of these data
formats are standard and others are proprietary (purely dependent on software
generating them). In the internet-connected world, anyone with proper privileges
can access them instantly. The data generated can be static (created and stored once)
or dynamic (generated on every time a request for access comes).

The irony is even though most of the content which could be static is often
dynamically generated(i.e., through execution of code to create content at runtime).

The challenge is how do we preserve these data over time? It is no longer the
three static object or collection of static objects to be preserved. It is the entire stack
of technology that is serving content along with its data needs to be frozen and
preserved., i.e., We need to freeze and precisely reproduce the execution that
dynamically produces the content.

What is the problem there? Preservation and reproduction of software exe-
cution are one of the most complex problems. Because this involves perfect
alignment of many moving parts to make it work, like OS support for older system
libraries, dlls, implementation specific libraries, and hardware and firmware.
Preserving this alignment over time is difficult. Many things can change hardware,
operating system, linked libraries, configuration and user preferences, geographic
location, execution timing, and so on. Even a single change may completely break
execution.

2.2 Mobile Devices Data Problem

Across the globe, 52.3% of internet traffic comes from mobile devices and it has
been increasing year by year. The study and inference on the mobile device
adoption and usage show it [12]. And for data generation, even a greater percentage
of the share goes to mobile. Mobile data can be generated by native apps or mobile
web apps running in a browser. Recently, we see a shift towards PWA (progressive
web app) from native apps, coz of its lightness and features or maybe google is
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batting for it. Technically speaking, PWA is more of an optimized mobile web
application with a shortcut in app screen.

In general, we can group apps under 2 categories, from data generation point.
Both brings its own complexity.

– Native mobile apps (running in sandbox)
– PWA or Web apps (running in browser sandbox)

2.3 Personal Data Preservation

Digital data preservation is a long and still open research area. There are various
solutions proposed and implemented till date. All the solutions can be broadly
classified into 2 categories (migration and emulation), based on the strategy to
ensure longevity [11]. We restricted our focus on ‘Personal data preservation’ [14]
using the emulation approach and proposed a framework for preserving personal
data from modern devices especially smartphones.

2.4 Data Privacy—Huge Concern

Data privacy is a huge concern these days. Every big corporate with personally
identifiable information or other sensitive information about users is investing lots
in ensuring the data privacy of its data. When you should worry—You are col-
lecting, storing, using above mentioned user data – in digital form or otherwise.
Consider your healthcare records, financial transactions, biological traits, such as
genetic material, residence and geographic records in wrong hands. The challenge
of data privacy is to utilize data while protecting individual’s privacy preferences
and their personally identifiable information.

2.5 Secured Documents Problem

The simplest way to achieve secrecy and longevity is to store the secret in a
distributed way on many servers and put a constraint that a minimum number of
shares be required to reconstruct the secret. From a long term archival point of
view, any retrieval of such secured document needs some piece of software along
with the data for the construction of secret key from k or more pieces. There a is lot
of research work happening in this area.
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3 Related Works

3.1 Parity Cloud Service: A Privacy Protected Personal Data
Recovery Service

Here the authors mainly talk about the privacy protection of data in the cloud, an
important problem in providing personal data recovery as a service. They proposed
a novel mechanism ‘data recovery service framework’ built on cloud infrastructure.
PCS (Parity Cloud Service) can be easily set up on any cloud provider. The main
differentiating factor in the proposed framework is that zero user-specific data to be
uploaded/saved to the server for data recovery.

3.2 Algorithm for Backup and Recovery of Data Stored
on Cloud Along with Authentication of the User

Authors of this work propose a scheme of storing data on the cloud server along
with a copy in the remote server. They propose the process of taking a backup copy
in remote server regularly. If the main file is lost, it can be recovered from the
remote server. To make backup and recovery more secure, user authentication
based on attributes, secret keys are used. Every transaction in the system is
authenticated per above scheme for security.

3.3 Securing BIG Storage: Present and Future

In this work, the authors reviewed existing works in cloud computing technologies
and security threats of BIG DATA storage in cloud environments. Also, existing
solutions that address security threats. They also discussed Internet of Things
(IOT) and its influence in BIG DATA and propose solution to various threats
identified.

3.4 A Framework for Aggregating Private and Public Web
Archives

Here the authors talk about the problem of existing public web archive systems and
HTTP memento RFC-7089 [13]. The problem with users personalized web pages
(Facebook like), feeds and even instance of a private web application (banking like)
in existing archiving systems and ways to mitigate them. They worked on amending
existing Memento and Timestamp syntaxes of HTTP archiving to accommodate the
private data.
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3.5 Syncing Mobile Applications with Cloud Storage
Services

The authors analyzed various cloud providers APIs and in the context of mobile
application data sync. Their experiments show various options for mobile app
developers to choose among the providers to sync their app data across multiple
devices.

3.6 Commercial Products

Most of the commercial applications doing entire app backup and restore with data
need a rooted device for accessing the data specific to the application.

Following list of applications fall in this category:
Helium, MyBackup Pro, Titanium Backup, Ibackup, etc.
Google Backup & Restore—is a recent feature from google, which will allow

the user to store some of users app data like calendar, Browser, Contacts, Gmail,
Photos, and Music to his google drive account and retrieve it when needed.
However, this is not a complete solution for the backup/restore.

3.7 Limitation of Existing Backup/Restore Apps

1. They need a rooted device (so that root permission can be granted to the backup
app)

2. Google vendor lock and not a complete backup and restore for everything
3. Some of them only backup apps (not the data generated by them) and common

user data like contacts, photos, videos, downloads, etc.

4 Our Contribution

The fundamental problem with the existing backup and restore system is closely
tied with the security model of android applications. All the files created in an app
are stored by default in app’s own sandbox, which is not visible to any other app
running in the device. Unless you have an app running with root privilege, nothing
can see the data created by it.
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4.1 Core Idea

The novelty comes in bringing the backup/restore action to the app level and
breaking the security barrier of the android system. Also, another important part of
the idea is storing data in end user cloud storage and not in any app developer or
company cloud storage, which opens doors for privacy vulnerabilities.

To put it simple Zip Zap Data

1. Store user data in the user’s cloud space and retrieve it when needed.
2. Store app data along with the app and its metadata like device model, OS, etc.
3. All the data is compressed and encrypted before storing and applied in reverse

order @ retrieval time.

4.2 Zip Zap Data Framework

Application specific data:

Most of the useful mobile application has some data starting from user preferences,
game scores, to do notes to complex databases. As an app developer, depending on
the use case one can store data in a mobile device or some external cloud storage.
Some apps were built to operate 100% online and store all its data in the cloud.
Even those apps started storing part or some data in a mobile device to provide
offline support.

This offline feature in most applications gives seamless behavior to users and
crucial for their user engagement in developed/developing countries. The point we
try to make here is—every modern app being developed have a lot of
application-specific data. It is this data residing in the device needs to be backed up
and restored properly to give seamless transition when upgraded.

Synchronize data across multiple device:

These days, it is very normal for a user to have more than one device and very
likely that he/she uses the same application in all of them. As an end user—I expect
the app should be intelligent to be in the same state across all my devices. This use
case brings its own complexity to app developers to write special mechanism to
synchronize data across multiple devices of the same user. Even though our work
focused on the data backup/retrieval part, a properly implemented system could
achieve synchronization across devices with our framework.

4.3 Data in Mobile Application

Almost all the apps even the ones storing data in cloud stores data in device
memory (for storing user preferences or to give offline capability). Let us get into
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implementation details. As an app developer, storing data in a mobile device can be
done in three ways.

– Shared preferences: This is a key, value store provided by android SDK. It is
straight forward to use. There are ways in which you can make this data visible
outside application sandbox. One has to set ‘Context.
MODE_WORLD_READABLE’ or ‘Context.MODE_WORLD_WRITABLE’
on the preference for this to work.

– Local files: Any mobile application can create/update/delete raw files (text or
any binary files) with standard file system calls. The files created are completely
inside the sandbox of application and no other application can see this. These
files cannot survive multiple installations even on the same device.

– Local Databases: From a technical point of view, this is very similar to local file
case. All the raw files of DB are stored within the sandbox of app.

5 SDK for Backup & Recovery

As developing backup/retrieve capabilities require a considerable time and addi-
tional skills on the part of developers. If an easy to use and off the shelf utility is
available for this purpose, developers would be too happy to adapt it. Hence, we
developed an open-source SDK for this purpose. Zip Zap Data Framework allows
developer separate interfaces to handle these three cases of app data stored in
devices mentioned above in Sect. 4.3. This SDK solves the fundamental backup/
recovery problem along with other benefits listed below.

Solving—Data preservation problem:

As we are storing ‘app metadata’ along with the data, we are ensuring the retrieval
of the data stored any time in future, i.e., the data is readable ‘simply…forever’.
The fundamental philosophy is to recreate the original environment [11] for the app
and its data @ the time of retrieval. Worst cases might involve making a new
application or providing dependencies to a lost/obsolete library component.

Solving—App data sync problem:

Integrate app data sync feature into your android, iOS and web apps with just a few
lines of code without any server setup or cost. Enable your users to have a seamless
experience across device usage. Allow him to move to new devices without any
issue of data loss.

Unlike existing cloud provider solutions like parse or azure or others, which
require payment from developers for the sync feature, the proposed solution won’t
require any cost from the developer. This is possible as we are going to use end
user’s cloud storage (like dropbox, Google Drive, iCloud, SkyDrive, etc.) for
storage part and also the data privacy part is taken care.
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Avoiding cloud vendor lock in problem:

The key thing in our proposal is to store user’s data in user’s own cloud space (like
dropbox, Google Drive, iCloud, SkyDrive, etc.), which avoids any vendor locking
for server-side implementation for giving sync mechanism. As we are storing data
in compressed and encrypted form, concerns on the privacy of user data and
security are addressed.

5.1 How It Works?

1. The cloud storage of the user is configured in that app once for every device.
2. The SDK part running in every application identifies and send application data

be it local files or shared preferences or sqllite DB to the backup and restore app
regularly.

3. For optimized data transfer from device to cloud storage, we have version based
files maintained across all apps using SDK.

4. The delta of the data to or from the cloud is identified as mentioned above and
transfer is done when the user goes online.
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5.2 Zip Zap Data Sync Backup and Restore

Zip Zap Data Sync is the open-source app that backups & restores apps and app
data. This app needs no rooted devices to backup and restores user app-specific
data. It gets the data from the app through SDK and uses it for backup/restore.

Along with the app data, user can get the entire list of installed apps in the
device. There is a provision to maintain and retrieve multiple versions of apps
something like marking a checkpoint and retrieve from that stable point.

6 Integration and Results

6.1 Integration Steps

SDK is available as an archive file (source code for the same is available in github).
Integration can be done in a few steps after configuring the file, shared preference or
DB details. It can be done in below four steps.

1. Import the ‘Zip Zap SDK.aar’ file as a new module
2. Add a dependency in the application gradle file ‘compile project(‘:zipzapsdk’)’
3. For restoring data or fetching data from cloud storage use ‘sync.getZipZapData();’
4. For data backup or store data to cloud storage use ‘sync.putZipZapData();’

6.2 Open-Source Integrations

We have integrated our SDK with some open-source android application and made
them available in git after our integration [9]. Now, these apps have Backup/Restore
feature along with seamless data sync across multiple devices of the same user.

Application Local data Usage

AndroFish Shared
Preference

A simple game, where user can guide fish to
eat the other fish and grow bigger

Android-PreferencesManager Shared
Preference

Preferences Manager is an open-source
application that allows you to seamlessly edit
application’s preferences

Android-pedometer Local File App for Android phones that counts your steps

Simple-Draw Local File A canvas you can draw on with different colors

LeeCo Local File LeeCo is an awesome app for (including
unlock) problems, solutions, discuss(from
leetcode) and comments

todo.txt-android Local File Official Todo.txt Android app for managing
your todo.txt file stored in Dropbox

(continued)
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(continued)

Application Local data Usage

Design game-pegboard Local File A simple design game with pins—to
demonstrate the usage of ZipZapData SDK

OpenSudoku Local DB open-source Sudoku game for Android

CoCoin Local DB CoCoin, Multiview Accounting Application

Runnerup Local DB An open-source run tracker for Android

Simple-Notes Local DB A simple textfield for adding quick notes
without ads

7 Conclusion

The main idea of the proposal is moving the responsibility of backup/restore data of
an application to application itself rather than a separate stand-alone app on its own.
This is working well and addresses the fundamental security model. This works
well for real time app sync across the devices. With our integration on
10 + open-source applications, we observed backup/restore functionality can be
added with few lines of code. App sync is a bit tricky as put Zip Zap Data () and get
Zip Zap Data () needs to be called in proper life cycle of the corresponding
activities. But we have seen it working well in ‘OpenSudoku’ game.

The current implementation of android app ‘Zip Zap Data Sync’, giving the
feature of synchronize of device files and user’s cloud storage is more like the –

‘One click to Backup all’ feature most user will like to have. Also, the storage
choice of users cloud in encrypted form adds great value to the system by
addressing the data privacy concerns.

We are planning to integrate more android apps with our SDK both open-source
and commercial apps. Our development of SDK for iOS and Windows platform is
in progress and will be available in github shortly. Another addition will be the
flexibility of user to create multiple checkpoints for user data being preserved
similar to memento work, which will let the user replay various instances of data
with the application at any point of time.
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A Systematic Mapping Study of Cloud
Large-Scale Foundation—Big Data, IoT,
and Real-Time Analytics

Isaac Odun-Ayo, Rowland Goddy-Worlu, Temidayo Abayomi-Zannu
and Emanuel Grant

Abstract Cloud computing is a unique concept which makes analysis and data
easy to manipulate using large-scale infrastructure available to Cloud service pro-
viders. However, it is sometimes rigorous to determine a topic for research in terms
of Cloud. A systematic map allows the categorization of study in a particular field
using an exclusive scheme enabling the identification of gaps for further research.
In addition, a systematic mapping study can provide insight into the level of the
research that is being conducted in any area of interest. The results generated from
such a study are presented using a map. The method utilized in this study involved
analysis using three categories which are research, topic, and contribution facets.
Topics were obtained from the primary studies, while the research type such as
evaluation and the contribution type such as tool were utilized in the analysis. The
objective of this paper was to achieve a systematic mapping study of the Cloud
large-scale foundation. This provided an insight into the frequency of work which
has been carried out in this area of study. The results indicated that the highest
publications were on IoT as it relates to model with 12.26%; there were more
publications on data analytics as is relates to metric with 2.83%, more articles on
big data in terms of tool, with 11.32%, method with 9.43% and more research
carried out on data management in terms of process with 6.6%. This outcome will
be valuable to the Cloud research community, service providers, and users alike.
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1 Introduction

Cloud is popularly known as a distributed and parallel computing system which
comprises a multitude of virtualized and interconnected computers which are
provisioned dynamically and shown as at least, one unified computing resource
established through negotiations among the service providers and clients which is in
the form of a service level agreements (SLAs) [1]. Cloud computing provides
storage and compute resources that appear inexhaustible. This is essential to the
utilization of Cloud’s broad-scale foundation for real-time analytics, IoT (Internet
of Things), and big data. Several Cloud service types are known but three main
ones standout, namely Software-as-a-Service (SaaS) which offers customized apps
to its users across the Internet and the CSP (Cloud Service Provider) which takes
the burden of installation and license from the user. Platform-as-a-Service (PaaS)
enables the users to deploy and develop various apps on the CSP’s infrastructure,
while Infrastructure-as-a-Service (IaaS) allows the Cloud users to have control of
some of the Cloud service provider’s infrastructure and the consumer benefits from
the massive compute and storage capacity available to the CSP. Cloud computing is
turning out to be very valuable and the services being offered are continuously
being improved on a day–to-day premise due to the strong indispensable applica-
tions and infrastructure [2, 3]. Cloud computing also has four deployment models
and these are private, public, community, and hybrid Cloud. The private Cloud is
hosted on-premises in an organization and could either be run by a third party or the
organization itself, but in-house staff is utilized. Public Cloud are hosted by major
Cloud service providers that possess the resources to build large data centers across
various geographical locations. Community Cloud are usually hosted by institutions
and organizations having common interests. Hybrid Cloud are used to take
advantage of the different Cloud types. Organizations may want to retain core
operations on-premises on a private Cloud at the same time, a lesser amount of
essential data and services are migrated to the public Cloud. That being said,
because of the multitenancy and virtualization procedure in Cloud, a lot of security
issues have begun to surface [4, 5].

Big data deals with large volumes of data, IoT involves data transfers between
“things”, while real-time analytics relates to the processing of data in real time. The
common denominator here is usually the processing of a large amount of data and
based on the models and service types, Cloud computing has the infrastructure to
support the processing and storage of large volumes of information. The big data
paradigm often points to a vast and convoluted datasets which conventional pro-
cessing does not have the capacity to capture, store, and analyze [6]. The essence is
to obtain intelligence from such complex big data, which also requires more
computing and storage power which could be administered by the Cloud [6].
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The growing interest in IoT and big data requires an understanding of their defi-
nitions, challenges, and potentials [7]. Big data analytics is needed in the
advancement in IoT services and processes due to the ever-increasing amount of
data being generated daily [7]. The pace at which current data is being generated is
astonishing and at this rate, it has surpassed the available capability to create the
appropriate Cloud computing platform for the analysis of data which is a major
challenge for researchers [8]. Again, one may be wondering about the connection
between all these and the Cloud. This is simply summarized by Amazon Web
Services (AWS). Analyzing a huge set of data requires a powerful compute capacity
which can change in size depending on the volume of input data and the type of
analyses [9]. Despite the fact that Cloud service providers are striving to offer
reliable and efficient services on the Cloud, there is a major problem of trust [10].
The data workloads characteristics are impeccably appropriate to the pay-as-you-go
model of the Cloud, whereby applications can easily be scaled down or up
depending on the demand [9].

In embarking on a research or writing an article, a technical interest area must be
considered by the researcher. This includes understanding the topic by reviewing
relevant studies relating to that particular topic. It generally involves reviewing
multiple journals, conference proceedings, books, etc. In addition, determining an
area of interest may also require a lot of search on digital libraries, attending
workshops, seminars, and conferences. Researchers can often stumble onto new
and often unanticipated research ideas through long hours spent reviewing other
people’s research and through the process of conducting research as well. Also,
researchers may become interested in particular research in a specific observed
phenomenon serving as motivation to carry out a large-scale research in all fields
and areas of study. To summarize, the researcher’s curiosity about an observed
phenomenon can usually provide a satisfactory impetus for selecting a research
topic. Clearly, the way toward deciding a research topic is sometimes usually
complicated. In the area of Cloud large-scale foundation, a large number of research
have been undertaken especially as it relates to IoT, big data, and real-time ana-
lytics, hence it has become imperative to sum-up and provide an analysis of some of
the work that has been done in this field. A systematic mapping study is the process
of categorizing research by utilizing a structure and scheme and reporting the result
using a map [11].

In this paper, a systematic mapping study presenting the frequency of studies of
Cloud large-scale foundation is presented. Such information allows further insight
into research carried out so far and areas requiring further attention. The systematic
map was obtained by using three facets because of the areas being investigated and
these three facets are as follows: the research facet which focuses on the types of
research conducted and result within such areas; the contribution facet that deals
with the mode of research, in terms of method and tool; and, the topic facets which
extracts core topics in Cloud large-scale foundation. The purpose of this paper is to
conduct a systematic mapping study of Cloud large-scale foundation for IoT,
big data, and real-time analytics. The remaining paper is organized as follows:
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Sect. 2 examines related work. Section 3 discusses the systematic mapping process.
Section 4 presents the results and discussion. Section 5 is the conclusion with a
suggestion for future work.

2 Related Work

In [12], the planning stage of a systematic mapping study was analyzed and it
identified the software patterns as evident all through the requirement engineering
phase of multiple projects, seeking for a better understanding of the parts being
carried out by these patterns which is usually dependent on the fundamental
parameters needed in the development procedure. A protocol was created for the
study with the fundamental steps to replicate such a work in the research com-
munity in order to ascertain the validity of the research. The digital libraries that
were utilized in their work were IEEExplore, ACM DL, Web of Science, and
Scopus. The guidelines laid down in [11] were followed for this study.

In [13], they dwelled on the protocol’s depiction for a systematic mapping study
as it relates to DSL (domain-specific languages). Their study is diverted toward a
better understanding of the domain-specific language research area with an
emphasis on future directions and research trend. This study encompasses between
July 2013 to October 2014, and it takes advantage of three rules for carrying out a
systematic review which are conducting the review, planning, and reporting such.

In [14], the systematic mapping study is dependent on the examination of the
utilization of idea maps within Computer Science and their study conveys the result
which was centered on the evaluation and collection of previous research on
concept maps within Computer Science. For this study, five different electronic
databases were utilized. Manual approaches and backward snowballing were uti-
lized in the search procedure. This study also showed a rich investigation and
massive interest in concept maps because of teaching and learning support toward
that path or area. The search strings of this study were applied on ScienceDirect,
Scopus, ACM DL, Compedex, and IEEExplore.

Within the research work of [15], systematic mapping to inquire how
game-related methods have been utilized in software engineering education and
how these methods bolster explicit software engineering knowledge domains with
the future directions and research gaps recognized. The essential investigations of
the work tie down on the assessment of games, their factors, and use on software
engineering education. Based on publications from 1974 to 2016, a sum of 156
essential investigations was recognized in this research and the mapping procedure
was carried out in tandem with [11].

The research in [16] carried out a power system model mapping centered upon
the overview of the power system models and applications being utilized by
organizations in Europe, and identification and analysis of both their modeling gaps
and features. 228 surveys were sent to power experts for information elicitation,
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and 82 questionnaires were completed and the knowledge mapping was done
accordingly.

In [17], a domain-specific languages systematic mapping was carried out with an
essential enthusiasm for the kind of research, the type of contribution, and the focus
area. The work features an inquiry from legitimate sources between 2006 to 2012
with the systematic mapping carried out dependent on highlighting the research
questions, data extraction, search, classifying, and conducting the screening. The
materials utilized in this research are experience papers, opinion papers, solution
proposal, conceptual or philosophical papers, and validation of the research
materials.

A systematic mapping was conducted in [18] on legal core ontologies and was
based on [19] concepts. The work based its search more on both “legal concepts
and theory”. The studies selected were classified based on the contribution as
reflected in tool, language, model, and method. Other steps include the identifica-
tion of focus with a clear recommendation to use the two ontologies, identification
of the used legal theories in legal core ontologies building process, and the analysis
of every chosen research for cogent deductions about ontological and legal
research.

In [11], a systematic mapping study in software engineering was conducted and
is a foundation for many systematic mapping studies. It provides guidelines for the
conduct of systematic mapping studies. In addition, a comparison of systematic
reviews and systematic maps was also carried out. The work revealed that sys-
tematic maps and reviews are not the same in terms of goals, breadth, validity
measures, and implications, because they employ different analysis methods.

The work in [20] provides an observational research in software Cloud-based
testing based on systematic mapping. The procedure involves building a catego-
rization scheme making use of both functional and nonfunctional testing methods,
which were examined closely alongside the applications of their methods and
peculiarities. They made use of 69 main analyses as discovered in 75 publications
and just a small amount of the examination unites exact factual investigation with
quantitative outcomes. Many of the analyses made use of a singular experiment for
the assessment of their proposed solution and there has not been any research
focused on systematic mapping of Cloud large-scale foundation for IoT, real-time
analytics, and big data from the literature.

3 The Systematic Mapping Process

A systematic study provides an overview of a field of interest by depicting article
frequencies in that area. This research was carried out by utilizing the formal steps on
systematic mapping research in [11] and [19]. A systematic mapping research is a
replicable process of eliciting and translating the available materials associated with
a research objective [21]. There are definite procedures for designing a systematic
map [11]. Usually, where the scope of the review is developed, the definition of
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research questions is the initial step. An inquiry is normally conducted on each and
every paper accessible in the proposed area of study and after the search, such papers
are examined to discover those important and relevant to the study. Next is the
classification scheme based on the use of keywording that is applied to the abstracts
of the searched papers. Finally, there is a process of data extraction that prompts the
making of the systematic map and each step is utilized in the making of the sys-
tematic map of Cloud large-scale foundations for IoT, big data, and real-time ana-
lytics. In the perspective of the paper choice criteria in terms of the requirements and
research question, a sum of 112 publications were appropriate for inclusion based on
the initial 1,716 papers from 2011 to 2018 and the list of selected main research
papers are in the Appendix.

3.1 Definition Research Question

The significance of a systematic map is to offer a better understanding of the
frequencies and types of research that has been done in an area under consideration.
It might likewise be important to find out where such research articles were dis-
tributed. These issues determine the focus of the inquiries that are utilized for the
research. In this particular paper, the research questions are

– RQ 1: What and how many articles cover the different areas in Cloud large-scale
foundation for real-time analytics, IoT, and big data and how are they
addressed?

– RQ 2: What evaluation and novelty do they constitute in particular, and what
papers are being published in this field/area?

3.2 Conduct of Research for Primary Studies

The strategy of inquiry of primary studies is mostly accomplished by examining
unique digital libraries. This is done through searches carried out on conferences
and journal publications. To acquire the necessary papers needed for this systematic
mapping paper, a search was performed on some scientific digital libraries that are
accessible online and information from printed materials and books were not
focused on in the search. The search was conducted on journal and conference

Table 1 Digital libraries
used for the systematic
mapping study

Digital libraries Uniform resource locator

ACM http://dl.acm.org/

IEEE http://ieeexplore.ieee.org/xplore

Science direct http://www.seciencedirect.com/

Springer http://www.springerlink.com/
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publications in four major digital libraries due to the high-impact factors of their
articles. Table 1 shows the URL and the databases used in this research.

The outcome, population, comparison, and intervention in the focus of study
influenced the design of the search string. The keywords utilized in the search string
were gotten from every aspect structure of the title for this research on large-scale
foundations for real-time analytics, big data, and IoT. The search string being
utilized on major digital libraries are

(TITLE(Cloud) AND (TITLE(“Large scale”) OR KEY(“Large scale”)) ((TITLE
(“Big Data”) OR KEY(Big Data”) OR (TITLE(IOT) OR TITLE (“Internet of
things”) OR KEY(“Internet of things”)) OR TITLE(“Real time analysis”))) AND
(ALIMIT-TO(BUBJAREA, “COMP”).

The searches were carried out by making use of the above-customized search
string on document metadata in order to make sure that the important articles were
not omitted and appropriate databases significant to Computer Science and the
Cloud were considered.

3.3 Screening of the Papers for Inclusion and Exclusion

The essence of a selection process is to discover and include each and every
publication important to the review being carried out. It is a normal procedure to
use exclusion and inclusion criteria to remove articles which are not important to
real-time analytics, IoT, and big data in Cloud computing. The exclusion and
inclusion criteria are also utilized to eliminate publications which are not important
to the research questions. A few abstracts tend to point out the main focus without
any further details, hence such abstracts were not considered in the review process.
This study excluded papers on panel discussions, tutorials, summaries, and prefaces
because they do not contain abstracts. Articles that discussed the main focus of the
paper and some measure of secondary aspects were considered. The list of included
papers is in the Appendix. The primary focus of this research is on big data, IoT,
and real-time analytics, therefore, the exclusion and inclusion procedure was carried
out as shown in Table 2.

Table 2 Inclusion and exclusion criteria

Inclusion criteria Exclusion criteria

The abstract explicitly mentions real-time
analytics, big data, and IoT as it relates to
Cloud computing. Furthermore, the abstracts
has a secondary focus on large-scale
foundation to a certain extent

The paper lies beyond the area of Cloud
computing notably as it related to big data,
IoT, and real-time analytics
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3.4 Keywording of Abstracts

The keywording of abstracts is the process that leads to the design of a classification
scheme. The systematic mapping process shown in Fig. 1 involves the entities
listed below [11].

• Abstract
• Keywording

– Article
– Sort article into scheme
– Update scheme

• Systematic map

Keywording is obviously required to lower the time needed to create a sys-
tematic map for real-time analytics, big data, and IoT in the Cloud. Also, key-
wording guarantees that the classification pattern covers every important study and
the process includes examining the abstracts in order to extract ideas and keywords
from different articles on the focus of study. Keywords from different articles are
usually combined to provide a better understanding of the contribution and type of
research. Subsequently, this was used in order to better comprehend the set of
classifications needed for the study, but it was also crucial in some cases to also
examine the introduction and conclusion of some publications so as to ensure
reliable keywording. A cluster of keywords was used in order to know the types of
facets to be used for creating the systematic map for this study and three main facets
were eventually utilized for creating the map. The first facet is the topics category
that utilizes the keywords that were directly related to the topic of study. Hence, the
topic facet used keywords such as real-time, big data, IoT, orthogonal, and data
analytics. The second facet focused on the type of contribution available in a
research type. It considered the research contribution in terms of metric, model,
method, tool, and process as it relates to the field of study under consideration. The
third facet sees to the nature of study carried out.

Conduct Research Screening of
Papers

Keywording
Using Abstracts

Review Scope Classification
Scheme

Definition of
ResearchQuestions

All Papers Relevant papers

Data Extraction and
Mapping Process

SystematicMap
Abstracts

Fig. 1 The systematic mapping process [11]
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3.5 Research Type Facet with Category and Description

The essence of the third facet is to determine what types of research were conducted
and the applicability to the area of study. The style of the categorization of research
approaches by [22] was utilized in this facet and has the following categories and
description:

• Evaluation Research: Techniques adopted here have been implemented and
evaluated. The outcome of such implementation also considered advantage and
disadvantages.

• Validation Research: Processes utilized are novel, though are still to be applied.
• Solution Proposal: Research provides a unique answer to an issue and the

advantages plus application of such solutions can be verified.
• Philosophical Papers: The method introduces a new way of examining a chal-

lenge with the use of concepts and frameworks.
• Opinion Papers: This kind of study does not adopt any known research

methodology; it naturally expresses the researcher’s opinion.
• Experience Papers: Relate the researcher’s unique experience and explain the

way things can be accomplished.

These categories were thought to be adequate and suitable for their utilization in
this research. The papers included in this research were reviewed on this basis of the
categories of research discussed above.

3.6 Data Extraction and Mapping of Study

During the keywording process, pertinent articles were arranged using a classifi-
cation design. The following step was to extract data from the relevant publications
and this procedure determines the nature of the classification scheme. During this
process, new categories could be added, some categories could be eliminated, while
some categories could be merged. The data extraction process for this study was
done using Microsoft Excel tables which contain frequencies of publication based
on different research types and contributions. The frequencies of publication are
determined by combining either the contribution or topic tables or the research or
topic type tables. The analysis focused on presenting the rates of publication as
obtained from the Excel tables which help to identify which areas of the study were
emphasized more. Furthermore, it facilitates the identification gaps in the publi-
cations that could stimulate further research.

By using the results of the Excel tables, bubble plots were created for the
purpose of visual presentation of the frequencies of publications and the systematic
map was produced using a two x–y scatter plot with bubbles to indicate the number
of articles based on the classes under consideration. There were two quadrants in
the systematic map that was created in this study as a result of the three facets
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employed. Every quadrant presents a visual map which is usually centered at the
junctions of either the research types or topics facet with the contribution category.
This makes it uncomplicated to visualize multiple facets at the same time.
Furthermore, summary statistics were entered into the bubbles to further enhance
understanding of the systematic map and provide a quick summary of the study in
the area of big data, IoT. and real-time analytics.

4 Results and Discussion

The primary objective of this research on a large-scale foundation for real-time
analytics, big data, and IoT is to have a thematic analysis, carry out classification,
and possibly identify the areas where the articles were published. From the analysis,
gaps were noticeable from the map, thus identifying which topic areas and research
types were lacking in papers. On the contrary, the results also point to areas that are
sufficiently covered in terms of publications. Within this research, high-level
classifications were utilized in order to access the papers mentioned, hence the
reliable readings are obtained and used for developing the map.

4.1 The Contribution Category

The systematic map created from this study is in Fig. 2. On the x-axis of the left
quadrant of Fig. 2 is the result of the contribution facet. The contribution facet
indicates the type of inputs in the focus of study. The result showed that publica-
tions that discussed model in relation to big data, IoT and real-time analytics was
35.85% out of 106 papers examined in this category. Also, tool had 20.75%, metric
had 5.66%, method had 25.47%, and process had 12.26%.

4.2 The Research Type Category

On the x-axis of the right quadrant of Fig. 2 is the type of research conducted on the
Cloud that is related to big data, IoT and, real-time analytics. The result showed that
publications that discussed solution research in relation to big data, IoT, and
real-time analytics was 43.75% out of the 112 papers reviewed. Also, evaluation
research had 33.93%, validation research had 4.46%, philosophical research had
7.14%, and experience research had 10.71%.
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4.3 Topics and Contribution Facet

The topics used were extracted from the abstracts which related directly to the title
of this research work. They are

1. Big data
2. Real-time analytics
3. IoT
4. Data Analytics
5. Data Management
6. Orthogonal

The left quadrant of Fig. 2 displays the relationship between the topics extracted
and the contribution facet. Models contributed 38.85% of the papers reviewed,
however, a breakdown showed that 7.55% was on big data, 5.66% was on real-time
analytics, 12.26% was on IoT, and 4.72% was on data management and no
orthogonal contribution. Other aspects of the contribution category as it relates to
topics are shown in Fig. 2.

4.4 Topic and Research Facet

The right quadrant of Fig. 2 displays the relationship among the topics and research
category and, for example, 33.93% of the papers reviewed in real-time analytics,
big data, and IoT in the Cloud were related to evaluation research. The breakdown

Fig. 2 Systematic map for real-time analytics, big data, and IoT on the Cloud
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indicated 16.07% was on big data, 6.25% was on real-time analytics, 4.4% was on
IoT, 5.36% was on data analytics, and 1.79% was on data management. Other
aspects of the topics category as it relates to research types are shown in Fig. 2.

4.5 Systematic Map for Big Data, Internet of Things,
and Real-Time Analytics

The systematic map for real-time analytics, IoT, and big-data on the Cloud is shown
in Fig. 2. The first quadrant is a two x–y scatter plot with bubbles at the intersection
of the topic and contribution facet, while the left quadrant is the systematic map
depicting a two x–y scatter plot showing the node of the topic and research facet. As
discussed earlier, the results made it possible to identify which category of the study
had more emphasis in terms of publications. It can be identified from the left
quadrant of Fig. 2 that the highest publication was on IoT as it relates to model with
12.26%; there were more publications on data analytics as it relates to metric,
(2.83%), more articles on big data in terms of tool, (11.32%), and method (9.43%).
Furthermore, there were more research carried out on data management in terms of
process with 6.6%. Similarly, on the right quadrant, the highest publication was on
big data in terms of evaluation research. More articles also dealt with big data with
respect to validation research (2.68%), solution research had 14.29%, philosophical
research had 3.57%, and experience research had 6.25%.

On the other hand, to the best of our understanding, there were no any articles on
metric in relation to real-time analytics, IoT, and data management on the left
quadrant and there were no publications on validation research as it relates to
real-time, data analytics and data management on the right quadrant. In addition,
there were no publications on experience research in relation to IoT and data
analytics. Furthermore, there were no articles on opinion research. Also, the least
number of articles were in the study of model and process in the contribution
category, while the lowest publications were on validation research, philosophical
research, and experience research, in the research category. The visual appeal of the
systematic map has been used to summarize the categories of publication making
results available to researchers. The essence was to generate interest in the gaps,
based on shortages in publications identified and then encourage further research.
The value of a systematic map even without a consecutive systematic review cannot
be overemphasized. Research gaps could be identified with ease, based on a
shortage of publications as shown in frequencies of articles published. This research
has created a systematic map that points to the areas lacking in studies in terms of
Cloud large-scale foundation. The primary purpose of this study is that analysts at
all levels and venture professionals can utilize this as a beginning stage to direct
further investigations. This investigation created six classes, namely big data,
real-time analytics, IoT, data analytics, data management, and orthogonal in con-
nection to the focus of study. What’s more, the six classes of study can be talked
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about either regarding the instrument, method, model, process, and metric or in
terms of validation, evaluation, philosophical, solution, and opinion research. These
fields among others are consequently prescribed for future research. The rundown
of included references will likewise help expecting researchers. The significant
lessons learnt in this research is that research work is inexhaustible and continuing.

5 Conclusion

Cloud computing is a model that is becoming more relevant by the day. The Cloud
enhances the operations of IoT and the processing of big data. Despite the volume
of studies, it was identified from the results that so much is happening in terms of
big data and IoT compared to real-time analytics. Systematic mapping is a veritable
tool in helping to summarize and visually depict the frequencies of publications in
an area of research. The mapping process was applied to big data, IoT, and
real-time analytics with the attendant results displayed on the systematic map. The
results from this research are based on the gaps identified in terms of model, tool,
metric, method, and process in relation to real-time analytics, big data, and IoT.
This research also identifies some gaps in the area of validation, evaluation, solu-
tion, opinion, and philosophical research on real-time analytics, IoT, and big data.
To the best of the authors’ understanding, there were no articles on metric in
relation to real-time analytics, IoT, and data management. In addition, there were no
publications on validation research as it relates to data analytics, and data man-
agement. Also, there were no publications on experience research in relation to IoT
and data analytics. There were no articles on opinion research. Furthermore, the
least number of articles were in the study of model and process in the contribution
category, while the lowest publications were on validation research, philosophical
research, and experience research, in the research category. It is normal that this
outcome will fill in as a wide guide into topics that can be looked into on the region
of real-time analytics, big data, and IoT. Further research could likewise be com-
pleted to approve this investigation or resolve conflicting issues.
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Studies on Radar Imageries
of Thundercloud by Image Processing
Technique

Sonia Bhattacharya and Himadri Bhattacharyya Chakrabarty

Abstract Severe atmospheric event can cause huge damage to civilization. Severe
thunderstorm is one of those weather events. Analysis of cloud imageries can be
used to forecast severe thunderstorm. Convective clouds are one of the main rea-
sons for the formation of severe thunderstorm. Analysis of such cloud imageries by
image processing can be used to predict severe thunderstorm. Analysis of RGB
values of pixel of cloud imageries can be used to show the formation of severe
thunderstorm. Histogram analysis of such cloud imageries can also be used to
predict severe thunderstorm. In this study analysis of RGB values of pixels and
histograms of cloud imageries has been used to now cast severe thunderstorm with
a lead time of 6 to 8 h. This lead time is necessary to save life and property from
huge damages.

Keywords Convective cloud � Histogram � Image processing � Rader imageries �
RGB values � Severe thunderstorm
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1 Introduction

Convective clouds are formed vertically upwards as the result of the instability of
atmosphere. In India, the coastal areas (like the west coast, Orissa, Andhra Pradesh,
and West Bengal) as well as north east have been affected many times by thun-
derstorms and heavy rainfall. Natural calamities are unpreventable and incur huge
losses both in terms of life and property. Analysis of convective cloud imageries can
give correct prediction of such severe weather event. During the last decade, new
classes of cloud resolution mesoscale models have been hurriedly developed. They
are able to simulate the life cycle of each convective clouds [1]. Some papers [2–4]
concerned the propagation and regeneration of cells within a multi cell storm. The
three months of March–April–May (MAM) are pre-monsoon season in India. Severe
thunderstorms occur mostly in this time period. Four months of June–July–August–
September are identified as monsoon time in India. Cyclonic weather features are
evolved generally at the post-monsoon season due to formation of convective cloud
during October-November months. The observations showed that the mesoscale
phenomenon is the beginning of a severe convection before the monsoon and its
effect on the climate, [15]. It is often apparent on satellite photos that convective
conditions are occurring simultaneously over extensive areas and are the result of the
vertical structure of an air mass and the characteristics of the actual dominant
large-scale weather systems, [5]. A large number of research works have been done
to analyze clouds based on satellite images [5]. Since the number of droplets of
cloudy liquid and ice crystals increases in the cloud, reflectivity value increases, this
has a direct relation with the rain [6]. Color is an important feature for image
representation [5]. Color moments, color histogram and coherent color vector are the
important components of the extraction of color characteristics [7]. Any satellite
picture of convective cloud fields has a great variety of cloud patterns and cloud
sizes, [8]. The size distribution of convective clouds might give hints of the pre-
cipitation observed at ground stations [8]. The main aim of this research work is to
study color density of the pixel which changes with formation of cloud. Red color in
cloud imagery represents water content of the cloud. This study will reveal that color
density of pixel increases from image to image as the cloud devolved with respect to
time. In this work the imageries of a thunder cloud have been studied stage by stage
such as developing stage/Cumulus stage, mature stage, and Dissipating stage.

2 Data

Here in this study ten images of a thundercloud having different stages from time to
time are considered for analysis. All these images are taken over Kolkata (22.3°N/
88.3°E) on April 10, 2005 from 07:12:04 to 14:12:04. The cloud imageries were
obtained from the observations through Doppler Radar of Regional Meteorological
Center, India Meteorological Dept., Kolkata.
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3 Methodology

Image Processing

Here in this study ten GIF images have been considered for weather forecast. All
these imageries are TRUE color image. Here each pixel has a particular color; that
color being described by the amount of red, green and blue in it. Since the total
number of bits needed for each pixel is 24, these images are also called bit color
images. An image of this type can be considered as a stack of three matrices;
representing the values of red, green, and blue for each pixel. This means that for
each pixel there are three values [14]. Here in this study impixel (I) function has
been used which returns the value of pixels in image I. The pixel values of two
consecutive images have been obtained using impixel function which gives two
three columnar matrices. A comparison has been done between these two matrices
of two consecutive imageries which revealed that there is a noticeable increase
between their values. There are a total of nine comparisons between these ten
images.

4 Observations on Cloud Imageries

As the first three images showed that formation of convective cloud, in which
mainly three types of colors are observed, these are Blue, Red and Yellow. Red
color represents the water content of the cloud. In the first image there is no cloud
activity is observed, in the second image cloud has been formed over Bankura and
Purulia and became denser in the third image moving towards Kolkata (Figs. 1, 2,
3, 4, 5 and 6).

In the fourth, fifth and sixth images it can be observed that density of red color
pixels has been increased noticeably and the cloud has been moved more towards
Kolkata. It can be observed that from seventh image the density of red colored
pixels were decreasing as it moves over Kolkata. Since red colored pixel denotes
water content of the cloud, reduction of red color pixel density indicates towards the
precipitation (Figs. 7 and 8).

It can be clearly observed that in ninth and tenth image red colored pixel were
noticeably reduced leaving yellow colored pixels, this signifies that precipitation
has been done (Figs. 9 and 10).
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5 Result

Using impixel function RGB value of each pixel has been obtained and a com-
parison between the RGB values of the pixels of two consecutive images yield the
following result:

Table 1 show that the density of RGB values increases from image to image and
has maximized between sixth and seventh images. We have already observed that
red color pixel density were most in seventh image. These values are reducing for
the next remaining images, though values increase slightly in the last image.
Comparing the last two images, it has been found that a few more red colored pixels
are present in the tenth image.

Fig. 1 First image of cloud formation
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6 Analysis of Histograms

It can be further observed that the histograms of these images show that the
intensity has increased with formation of the cloud. The imhist(I) function displays
plot of the histogram. The histogram shows the distribution of pixel values. The
study reveals that frequency of pixels has been increased from one image to next
consecutive image. It has been reached most in the seventh image. The seventh
image shows maximum presence of red colored pixels indicating towards the
intensification of cloud. Precipitation is indicated by increase of yellow colored
pixels in image the effect of which can be seen from eighth imagery. The distri-
bution of pixel values has been increased from image to image as cloud has
developed with respect to time (Figs. 11, 12, 13, 14, 15, 16, 17, 18, 19 and 20).

Fig. 2 Second image of cloud formation
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7 Discussion

The pixel comparison of clear sky images is used for the determination of colors
[9]. It is very important to monitor the analysis of clouds images to forecast when
the thunderstorm along with the precipitation occurs. It can also be analyzed how
much precipitation can occur by studying cloud images and its duration of rainfall.
One can guess the severity of the natural disaster tentatively 6 h before by this type
of cloud analysis. People can become alert with a lead time of 6 to 8 h. There are
several meteorological satellites that provides large-scale observation of clouds
through the day [10, 11, 12]. The patterns of image pixels are used for the clas-
sification of images [13].

Fig. 3 Third image of cloud formation
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Fig. 4 Fourth image of cloud formation

Fig. 5 Fifth image of cloud formation
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Fig. 6 Sixth image of cloud formation

Fig. 7 Seventh image of cloud formation
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Fig. 8 Eighth image of cloud formation

Fig. 9 Ninth image of cloud formation
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Fig. 10 Tenth image of cloud formation

Table 1 Compared value
between two consecutive
images

Increase in pixel value Consecutive images

218 First-second image

240 Second-third image

829 Third-fourth image

1336 Fourth-fifth image

2126 Fifth-sixth image

3472 Sixth-seventh image

2539 Seventh-eighth image

1837 Eighth-ninth image

1845 Ninth-tenth image
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Fig. 11 Histogram of first image
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Fig. 12 Histogram of second image
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Fig. 13 Histogram of third image
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Fig. 14 Histogram of fourth image
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Fig. 15 Histogram of fifth image
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Fig. 16 Histogram of sixth image

Studies on Radar Imageries of Thundercloud by Image Processing … 377



0 25 50 75 100 125 150 175 200 225 250
0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

Fig. 17 Histogram of seventh image
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Fig. 18 Histogram of eighth image
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Fig. 19 Histogram of ninth image

0 25 50 75 100 125 150 175 200 225 250
0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

Fig. 20 Histogram of tenth image
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PURAN: Word Prediction System
for Punjabi Language News

Gurjot Singh Mahi and Amandeep Verma

Abstract This paper presents an outline of the PURAN: A state-of-the-art word
prediction system for Punjabi language news. Word prediction systems are used to
increase the user text composition rate while typing the text. Brief background of
the various approaches utilized in the development of word prediction systems,
while discussing the various factors affecting the development of such systems is
provided. This paper also elaborates the word prediction system architecture in
detail. The system performance was tested on Keystroke saving, Hit ratio, Average
rank and Average keystrokes benchmark metrics. The paper demonstrates that the
PURAN has achieved highest Hit ratio in Regional news genre followed by
National news genre by making lowest average keystrokes in the said categories of
news. The results show that system has achieved 88.38% Average Hit ratio with
51.42% Average keystroke saving for N = 10.

Keywords Word completion � Word prediction � Punjabi text composition

1 Introduction

Word prediction system enables the user to complete the partially entered string
known as the prefix, by providing the selection among list of possible words. The
word prediction system populates the list of possible words from the provided
database for the given prefix. The word prediction systems instinctually help the
user with automatic completion of the word. Thus word prediction system in turns
helps to increase the text composition rate. Several software applications like
PROFET [1], FASTY [2], PAL [24] were proposed to predict the word in English
and other European languages. Text composition in Indian languages is relatively
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more tedious as compared to other languages due to numerous concerns. Large
character database, different vowels symbols, and complex language syntax makes
text composition difficult in Indian context [4]. The studies like hIndiA [4] and [29]
were performed for other Indian languages—Hindi and Bengali.

This paper intends to present a word prediction system—PURAN, designed to
predict the words in News items for Punjabi language. PURAN was designed to
increase the text composition rate for Punjabi news composition for 5 news genres
namely Business, International, National, Regional, and Sports. PURAN system
architecture is divided into two phases—Corpus creation and statistical inference
phase and word prediction phase. The PURAN system has performed well on all
benchmark metrics when tested in simulated environment.

The paper is distributed into eight sections. Section 2 provides the background
about the state of art in word prediction systems and various factors affecting its
performance. Section 3 presents the proposed system architecture used to design
PURAN word predictor. System architecture is elaborated using a working example
in Sect. 4. Performance metrics used to test the system architecture are discussed in
Sect. 5. Testing dataset and system configuration is given in Sect. 6. Explored
results and discussion is mentioned in Sect. 7. Section 8 concludes the study.

2 Background

Many studies [1–5] have been carried out to develop specialized software applica-
tions known as word prediction systems to increase the users’ text composition rate.
The idea of the development of a word prediction system was started way back in
1968 when [9] published the technique to reduce the keystrokes for completing a
word [10]. Most of the word prediction systems were developed to help the people
with motor and speech disabilities to overcome the communication problems [11].
Garay-Vitoria and Abascal [11] also states that word selection based text-input
interfaces helps the people having poor control over the limbs to communicate in
regular conversations. The success of word prediction system depends on various
factors, i.e., prediction methodology, prediction speed, dictionary structure, user
interface used for demonstrating the results, number of suggestions in user interface,
etc. Some of the main factors affecting word prediction are discussed as follows.

2.1 Methodology

The success of word prediction system heavily depends on the methodology used
for the design of the system. Although, diverse strategies are used for designing
prediction systems, but collectively predictors methodology can be divided into two
main categories, (1) Statistical Predictor and (2) Syntactic Predictor [4].
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Statistical Predictor. The statistical predictors rely on the n-gram language
model for language information in statistical word prediction system [4]. Most of
the word prediction systems designed were based on frequency calculation, where
distinctive word unigram occurrences were taken into account. Garay-Vitoria and
Abascal [12] suggested the method of using the frequencies for word prediction, in
which a dictionary-based approach is used. Dictionary is composed of words
(unique unigrams) with respective frequencies. Each time a word is accepted from
the proposed list of words the frequency of the respective word is updated in the
frequency. Similar frequency-based approach was used by [13–16] for the devel-
opment of word prediction system.

Frequency-based completion system concentrates on the unigram language
model for prediction of the word. Fazly [17] gave the predictor which was trained
on very large English language corpus using unigram and bigram language model.
Unigram language model only concentrate on the current word being typed and
bigram model approximated the probability of one word in the past for word
prediction. Also, trigram (which takes the two previous words into account for
prediction) is the baseline language model used for the word prediction systems [4,
18]. The main disadvantage of trigram model is that it requires large training data
and demand huge memory space to store the processed corpus [11]. The present
study used the frequency distribution method for the development of PURAN word
prediction system.

Syntactic Predictor. Rule based syntactic structures of a natural language are
followed for the design of syntactic word prediction systems. Frequency remains an
important factor in addition to the other approaches during design of syntactic word
prediction system, like [2] used the frequency table of words with syntactic
knowledge i.e. Part-of-Speech (PoS) for more precision to design the prediction
system—FASTY, for people suffering from motor and speech disability, enabling
them to type 4 European languages, i.e., German, French, Dutch, and Swedish more
precisely. Syntactic predictors like FASTY takes the probability of the grammati-
cally correct Part-of-Speech (PoS) information into account for making any natural
language word prediction. Another prediction system named New Profet [1] used
lexicons for word completion for individuals suffering from linguistic impairments.
[1] developed an efficient lexicon development algorithm, which helped in the
creation of word lexicons from Stockholm-Umeå Corpus.1 Furthermore, this
algorithm facilitates the creation of new lexica from untagged or PoS tagged corpus.

In addition to the lexicon- and PoS-based syntactic word predictors, [19]
developed a morphologically based word predictor for the Swedish language. An
algorithm developed by the [19] allows users to select words by providing the base
form of the word in a two-step process. Another syntactic prediction system like
[20] and [21] provides a word completion or prediction system for Inflected lan-
guages. Syntactic predictors make the prediction using semantic knowledge about
the natural language for which the word prediction system is being designed.

1https://spraakbanken.gu.se/eng/resources/suc.
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2.2 Dictionary

An arrangement of the words with their frequencies or probability values requires a
data structure for enhanced and firm results. Garay-Vitoria and Abascal [11, 22, 23]
provide a detailed architecture about importance and usage of dictionaries in the
word prediction systems. Dictionary is a general concept that is used to manage the
keys and its values in an efficient manner. Keys in a dictionary data structure are
implied as words and values are referred as words frequencies or probabilities.
Word predictors designed using bigram or trigram language model require large
storage capacity, which results in large dictionary size and complexity [22].
A single dictionary structure used for lexicon makes the access easy, but with the
increase in number of dictionaries the problem complexity and access time for
lexicon also increases [11, 22]. The lexicons are usually stored in the tree data
structure, which helps in faster search but also have a complex organization
structure.

Garay-Vitoria and Abascal [11] states that adapting dictionaries is an important
factor while considering the natural language word prediction system. A single
dictionary containing words and their respective frequencies are easy to maintain
and update, as these frequencies can be easily updated in accordance to their usage
in the real time.

2.3 User Interface

Newell et al. [24] gave detailed arguments about the importance of user interface in
the selection of word from the suggestion list. The user interface provides an
interactive space for a list of suggestions to appear from which user selects the most
appropriate word that matches the user-specified prefix. Cognitive cost and sug-
gestions demonstration are one of the factors related to the user interface.
Point-of-gaze2 plays an important role in increasing the production rate of a word
predictor, as ease to locate the needed word in the list directly affects the hit ratio of
the word prediction [24]. The design of user interface unswervingly affects the eye
and hand movement during the selection of a word from suggestion list [4, 11, 24,
25]. Minimum eye and hand movement should be supported by the user interface
[4]. Newell et al. [24], Swiffin et al. [15] suggests that vertical list of suggestions
require less effort to select the word from the suggestion list. Swiffin et al. [15]
argues that keeping the user interface immediately below the given prefix help in
keeping minimum head and eye movement. Garay-Vitoria and Abascal [22],
Koester and Levine [26] suggests that user interface suggestions can be listed in
alphabetical order for better results. Garay-vitoria and Abascal [22] also mentions
that triangular matrix provides the best average case access time to select the word

2“Eye tracking”, https://en.wikipedia.org/wiki/Eye_tracking.
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from the suggestion list, but difficult screen presentation makes them hard to use.
Due to the extensive importance of word prediction system, user interface per-
spective is the uttermost important factor to look into.

2.4 Number of Suggestions

Another significant factor affecting the deliverance of words prediction system is the
number of suggestions appearing for the user to select from. With the use of more
suggestions in the suggestion list, a predictor can avail higher hit ratio, but will also
increase the cognitive load on the user [11]. Garay et al. [21] points that suggestion
list with ten suggestions provide stability between keystrokes and cognitive cost.

3 System Architecture

To perform the prediction of the word - x, the system architecture is distributed into
two phases, (1) Corpus creation and statistical inference phase and (2) word pre-
diction phase. The phase of corpus creation and statistical calculation is performed
only once whereas, phase 2 is initiated whenever the user enters any new prefix or
update the prefix with a new set of characters.

3.1 Corpus Creation and Statistical Inference

The initial phase of the system architecture is divided into four diverse steps,
(1) Extraction of Punjabi news corpus, (2) Preprocessing of the corpus,
(3) Calculation of frequency distribution and (4) Formation of words Trie and
frequency dictionary. Figure 1 illustrates the Corpus creation and statistical infer-
ence phase of system architecture.

Extraction of Punjabi news corpus. Corpora or Corpus3 or Text corpus is
referred to as a structured set of text, which is used to formulate some hypothesis about
language features or perform statistical analysis on the language data. India is country
of 1,324,171,354 people.4 Such a large population is usually seen as a huge potential
reader base by Indian news industry. In 2013–14, 99660 registered newspapers and
periodicals were in circulation in India [6] with the reader base of 450586 [7] in
various Indian languages. The findings by [8] suggest that there are more than 300

3“Text corpus”, https://en.wikipedia.org/wiki/Text_corpus.
4World Population Prospects: The 2017 Revision”. United Nations Department of Economic and
Social Affairs, Population Division.

PURAN: Word Prediction System for Punjabi Language News 387

https://en.wikipedia.org/wiki/Text_corpus


million internet users across India. Advancement of technology and low data rates has
widely increased the viewership of e-paper and online newspapers across readers in
India. Indian newspapers have also reinvented themselves to stay relevant in changing
time and have started publishing news online in local Indian languages. One of the
most popular Indian languages is Punjabi5 language. Punjabi (ਪੰਜਾਬੀ [pañjābī]) is an
Indo-Aryan languagewithmore than 100million speakers across theworld. Punjabi is
widely spoken in Punjab state of India and Pakistan, with speakers distributed across
the world and is written using two distinct scripts—Gurmukhi and Shahmukhi.
1212 Newspapers and periodicals are published in Punjabi language (specifically
using Gurmukhi script) in India [6] with enormous reader’s base.

The Punjabi language news content extracted from Ajit,6 a prominent Punjabi
news website was used for developing the news corpus. The extracted corpus
contains five genres of news, i.e., Business, International, National, Regional, and

Extracted Corpus

Insertion of space before Punctuation mark

Removal of undesired symbols

Remove, if |word|= 1

Preprocessed Corpus

Frequency distribution calculation

Trie Frequency
dictionary

Fig. 1 Corpus creation and
statistical inference

5“Punjabi Language”, https://en.wikipedia.org/wiki/Punjabi_language.
6“Ajit”, https://www.ajitjalandhar.com/.
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Sports. This extracted corpus is further sent to preprocessing step for additional
refinement.

Preprocessing of the corpus. The extracted corpus contains many undesired
symbols and words, which does not hold any semantic meaning in the word pre-
diction system. This makes the corpus to be preprocessed before any statistical
inference could be obtained from the corpus. The preprocessing phase is divided
into three stages, (1) Insertion of Space before a punctuation mark, (2) Removal of
undesired symbols, and (3) Removal of words with length equal to one.

Insertion of Space before a punctuation mark. The preprocessing is instigated by
inserting a space before Punjabi language punctuation mark—“।” [ɖan  ɖɑː]. In the
extracted corpus, many sentences are ended by joining “।” [ɖan  ɖɑː] with no space
before the preceding word, which create an ambiguousness in the corpus. This
makes many words a diverse entity, even if similar words are present in the corpus.
For example, in ਮੇਰੀ ਮਾਂ ਬੋਲੀ ਪੰਜਾਬੀ ਹੈ। [meːriː mɑːŋ boːliː pañjābī hɛːɖan  ɖɑː],
punctuation mark “।” [ɖan  ɖɑː] is joined with the word “ਹ”ੈ [hɛː], which make a word
“ਹੈ।” [hɛːɖan  ɖɑː] incorrect in accordance to the Punjabi language semantics, as “ਹੈ”
[hɛː] is acknowledged as a complete word. Inserting one-character space before
punctuation mark makes the words recognizable and accessible for processing in the
later stage of statistical inference. For example, in the sentence—ਮੇਰੀ ਮਾਂ ਬੋਲੀ ਪੰਜਾਬੀ ਹੈ
। [meːriː mɑːŋ boːliː pañjābī hɛː ɖan  ɖɑː], in which “ਹੈ” [hɛː] is now renewed into an
individual word in the corpus and is available for further processing.

Removal of undesired symbols. Another stage in the preprocessing step com-
prises of the elimination of undesired symbols like @,!,(,), etc., as such symbols do
not hold any semantic value during the statistical inference stage. After removal of
undesired symbols, the processed corpus is sent to stage 3 for final processing.

Removal of words with length equal to one. All single length words were
removed from the list, as such words are merely characters and do not hold any
significant value in the corpus.

After completing all the stages of preprocessing on the extracted corpus, the
remaining corpus is stated as the preprocessed corpus. Statistical analysis was
conducted on preprocessed corpus and summary of the calculated statistics is
shown in Table 1.

This preliminary preprocessing step can be stated more formally as,
Let c denotes the extracted corpus, i.e., unprocessed Bag of Words (BoW). The

preprocessing phase on c can be stated as

Table 1 Summary of extracted corpus statistics

Statistics Before preprocessing After preprocessing

Total words 1408041 1357443

Total characters 8795714 7075784

Average length of words 4.252 4.212

Unique words 65551 48521

Mode of words 4 4
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Preprocess(c) ¼ �c ð1Þ

where ć is the processed corpus with N variables. This processed corpus ć is
forwarded to step 2 to make statistical inference.

Calculating frequency distribution. Subsequently, after the preprocessing step,
another significant step in the system architecture is to make the statistical infer-
ence. For this Frequency distribution is calculated from the preprocessed corpus (ć).
The frequency distribution is an instantaneous description of the dataset which
states the frequency of the discrete variables in the processed corpus. This step can
be stated as,

Let n denotes the number of discrete variables x in processed corpus ć. Then
VAR�c is denoted as the set of discrete variables as

VAR�c ¼ x0; x1; x2; . . .; xnf g ð2Þ

The frequency of ith discrete variable in the corpus ć can be given by

f0 þ f1 þ f2 þ . . .þ fn ¼ N ð3Þ

which furthermore can be given in form of a frequency set FREQ�c,

FREQ�c ¼ f0; f1; f2; . . .; fnf g ð4Þ

where, fi is the frequency for ith discrete variable for i ¼ 0; 1; 2; . . .; n in VAR�c.
Set VAR�c and FREQ�c are further utilized in step 3 of a system architecture for

the generation of word Trie and Frequency dictionary.
Formation of words Trie and frequency dictionary. Set VAR�c and FREQ�c are

utilized in the final step for the formation of word Trie and frequency dictionary.
Frequency dictionary named DICTPUN is modeled in form of “<word>”: <fre-
quency>, in which <word> corresponds to the distinct variable or word in the set
VAR�c and <frequency> corresponds to its relative frequencies which is extracted
from set FREQ�c. DICTPUN is utilized to extract the frequencies of distinct words in
O(1) time. Extracted distinct variables in a set VAR�c are further saved in the form of
word Trie data structure named ðTRIEPUNÞ for an efficient words organization and
extraction. The algorithm given in [27] is applied for the development of words Trie
data structure ðTRIEPUNÞ. The TRIEPUN and DICTPUN are further utilized in phase
2 of system architecture for generation of suggestion list and ranking of words.

3.2 Word Prediction

After phase 1 of system architecture, another phase is to predict the user intended
word starting with specified prefix, i.e., string of character/s. This phase is termed as
Phase 2. This phase is divided into three steps, (1) Initialization of prefix,
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(2) Suggestion list generation, and (3) Word selection. Figure 2 illustrates the final
word prediction phase of system architecture.

Initialization of prefix. The initial phase in this step starts by initializing the
prefix with null. If p denotes the user entered prefix, then this step can be stated as,

p ¼ U ð5Þ

This prefix (p) is further utilized in step 2 of the word prediction phase.

Start

Initialize, prefix ƿ = Φ

Trie

Frequency
dictionary

Insert character and store in ƿ 

Get words with prefix ƿ

List of words with prefix ƿ and
store in α 

Extract frequencies of
α and store in β 

Ranking of words in α using β 

suggestion list
of top N words

Stop

ProceedWord in
predicted list?

Select word from
list

Set, prefix ƿ = Φ Append next
character to  ƿ 

No

Yes

No

Yes

Fig. 2 Word prediction
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Suggestion list generation. TRIEPUN and DICTPUN generated in step 4 of phase
1 is utilized in this step. Subsequently, user-intended first character is stored in
prefix �p and is used to extract all the similar words in list �a, from TRIEPUN;
which more formally is known as set VAR�c in Eq. 2. Furthermore, list of words in a
are used to extract frequencies in another list �b, using frequency dictionary
DICTPUN; which more formally is stated as set FREQ�c in Eq. 4. The words in a are
ranked against the extracted frequencies in b using the Heap Sort algorithm [27],
from higher frequency to lower frequency. Algorithm 1 is used to accomplish this
task. This a list of top N suggestions is listed for user selection. This system
architecture was tested for 3, 5, 10, 15, 20, and 25 values of N in Sect. 7 of this
article.

ALGORITHM 1: List Genera on Algorithm
INPUT: Prefix( ) of the word to be predicted and dic onary (punjabi_dict) of Punjabi words as keys 
corresponding to their frequencies as values
OUTPUT: Returns the list of predicted words( ) to be generated
1. = TRIE( )                     // List of all the words to be generated with prefix 
2. = []                                // Empty list for frequencies
3. for each do

.append(punjabi_dict[ ])   // extract frequency for corresponding word 
4. HEAPSORT( , )             // Perform heapsort on on the basis of 
5. Return // Return the words in order form of frequencies

The problem of suggestion list generalized more formally by [10] as follows,
Let LPREDðpÞ denotes the set of extracted words from TRIEPUN such that

LPREDðpÞ 2 VAR�c ð6Þ

LPREDðpÞ is seen as a set of k suggestions from set VAR�c. The foremost job of
said system architecture is to rank the predicted suggestions in set LPREDðpÞ to set
RPREDðpÞ from higher to lower, such that RPREDðpÞj j ¼ N; where N[ 0; represents
the top suggestions of set LPREDðpÞ to be included in set RPREDðpÞ; for which cost
function COST RPREDðpÞð Þ for ranking set RPREDðpÞ is formulated as

COST RPREDðpÞð Þ ¼
X

x�RPREDðpÞ�LPREDðpÞ
costðxÞ ð7Þ

where costðxÞ represent the cost of suggesting x.

The purpose of step 2 of word prediction phase is to rank the words extracted in
set LPREDðpÞ with minimum rank in the set RPREDðpÞ which is purposely known as
the cost of selecting the word �x:

Word selection. After step 2, the last step is to select the user intended word �x
from N words in the list a. If the intended word �x is found the list, the word is
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selected from the list and prefix is again initialized to null, i.e., p ¼ U: If user
intended word is not found in the list, next character is appended to prefix �p.

Step 2 and 3 of phase 2 is iterated till user intended word �x is not found for the
updated value of p or till system does not exit. The maximum number of iterations
made for predicting single word depends upon the length of word needed to be
predicted, i.e., if xj j ¼ l, then the number of iterations needed would be l.

4 Working Example

The intended system functioning is described using Table 2. It is assumed that the
proposed system wants to predict the user intended word ðxÞ“ਸੋਨਾ” [soːnɑː]. The
system initiate by entering initial prefix p0 to be “ਸ” [s]. The system extracts the
words list a0ð Þ starting with p0 from TRIEPUN as [‘ਿਸੰਘ’, ‘ਸੀ’, ‘ਸਰਕਾਰ’, ‘ਸ੍ਰੀ’, ‘ਸਨ’]
and list of corresponding list of frequencies b0 from DICTPUN as [54442, 7132,
5418, 5100, 3982] from higher to lower. For every extracted word xi in a0; the
corresponding frequency fi is extracted in b0 for every i ¼ 0; 1; 2; . . .; n. This initial
process is termed as iteration 0.

Table 2 System architecture working example

User intended word (x) ਸੋਨਾ
Total characters in x 4

Iteration 0 Prefix p0ð Þ ਸ
Total characters c0ð Þ 1

Extracted words from TRIEPUN a0ð Þ [‘ਿਸੰਘ’, ‘ਸੀ’, ‘ਸਰਕਾਰ’, ‘ਸ੍ਰੀ’, ‘ਸਨ’]
IPA Format ipa0ð Þ [‘sɪn  gʰ’, ‘siː’, ‘sarkɑːr’, ‘sʳiː’, ‘sn’]

Extracted frequencies from
DICTPUN b0ð Þ

[54442, 7132, 5418, 5100, 3982]

Iteration 1 Prefix p1ð Þ ਸੋ
Total characters c1ð Þ 2

Extracted words from TRIEPUN a1ð Þ [‘ਸੋਢੀ’, ‘ਸੋਚ’, ‘ਸੋਨੂੰ’, ‘ਸੋਧ’, ‘ਸੋਨੀ’]
IPA format ipa1ð Þ [‘soːɖʰiː’, ‘soːc’, ‘soːnuː  ’, ‘soːdʰ’, ‘soːniː’]

Extracted frequencies from
DICTPUN b1ð Þ

[198, 126, 116, 112, 112]

Iteration 2 Prefix p2ð Þ ਸੋਨ
Total characters c2ð Þ 3

Extracted words from TRIEPUN a2ð Þ [‘ਸੋਨੂੰ’, ‘ਸੋਨੀ’, ‘ਸੋਨੀਆ’, ‘ਸੋਨੇ’, ‘ਸੋਨਾ’]
IPA format ipa2ð Þ [‘soːnuː  ’, ‘soːniː’, ‘soːniːɑː’, ‘soːneː’,

‘soːnɑː’]

Extracted frequencies from
DICTPUN b2ð Þ

[116, 112, 76, 48, 44]
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If the intended word “ਸੋਨਾ” [soːnɑː] is not found in a0, next character is appended
to the prefix p0 and is termed as p1. Again system process is repeated for p1, the said
process is termed to be iteration 1. In iteration 1, a1 and b1 is extracted as [‘ਸੋਢੀ’,
‘ਸੋਚ’, ‘ਸੋਨੂੰ’, ‘ਸੋਧ’, ‘ਸੋਨੀ’] and [198, 126, 116, 112, 112]. Again system process is
repeated as the intended word is not found in a1: Iteration 2 is performed by
appending next characters to p1 and terming it as p2. The predicted system is again
tested to extract the user intended word using three characters in the prefix
p2: a2 and b2 list is extracted to be, [‘ਸੋਨੂ’ੰ, ‘ਸੋਨੀ’, ‘ਸੋਨੀਆ’, ‘ਸੋਨੇ’, ‘ਸੋਨਾ’] and [116,
112, 76, 48, 44] for iteration 2.

In iteration 2 the user-intended word is found at rank 5 in list a2 by making three
keystrokes. One keystroke is saved using the described system architecture in
Sect. 3.

5 Performance Metrics

For the assessment of proposed system architecture, testing metrics proposed by
[11] are used. The metrics used for the assessment are discussed as follows:

Hit ratio. It is a metric that is used to describe the reliability of the word
prediction system. Higher the hit ratio, higher will be the credibility of the pre-
diction system to predict the correct word. It is defined by formula 8,

Hit ratio ¼ number of timeswords is predicted
total number of writtenwords

ð8Þ

in which, number of times words are predicted is the calculation of the words
prediction before the length actual word.

Keystroke saving. Hit ratio is not only enough to measure the actual saving of
keystrokes as the predictor can guess words after entering all the characters. So, to
measure the keystroke saving, the following formula 9 is used,

Keystroke saving ¼ 1� number of keystrokes made
total length of word

ð9Þ

which is defined as the number of keystrokes saved during the course of prediction
of the word. It can be defined as follows if the word comprises of n characters, and
predictor predicts the word by making m strokes, the number of keystrokes saved
can be defined as 1—(m/n). It is depicted using the following Fig. 3.

If total keystrokes m is equal to n, then the resulting response would be 0, as no
keystrokes are saved, as the resultant word is completed by making n strokes only.

Average rank. As the vertical list is used to demonstrate the predicted for user
selection. The Average rank calculation mechanism is utilized to compute the
average rank of the predicted words in the vertical list of suggestions. This helps in
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calculating at which rank the selected word appears in the list. Formula 10 is used
for calculation of average rank,

Average rank ¼ ranks total
number of words

ð10Þ

If during the prediction of the word is not found in the list, rank is set to be 0.
Average keystrokes. The average keystroke calculation mechanism is utilized

to recognize the average number of keystrokes entered for each word during the
prediction testing. Formula 11 is used for the calculation of average keystrokes,

Average keystroke ¼ total keystrokes made
number of words

ð11Þ

6 Testing Dataset and System Configuration

One of the prominent newspaper of Punjabi–Jagbani7 was selected to test the
performance of system architecture. Jagbani News crawler8 was developed to
extract the Punjabi news in accordance to the news genres. As the training corpus
consists of five major genres of news, i.e. Business, International, National,
Regional, and Sports, similar genres of news were extracted from Jagbani website
to test the performance of the system. The statistics of the news items in each genre
are given in Table 3.

The system architecture was implemented on the Windows 10 Operating system,
Intel Core i5-6200U CPU 2.40 GHz with 8 GB RAM. The system is designed
using Python programming language. NLTK and URLLIB packages are used for
the implementation of said system and design of Web crawlers. The screenshot of
the designed system is shown in Fig. 4.

1 2 3 4 5  n 

1 2 3 4 5  n 
n keystrokes 

m
keystrokes 

made 

n-m
keystrokes 
saved

Fig. 3 Keystroke saving
mechanism

7http://jagbani.punjabkesari.in/.
8“Jagbani News crawler”, https://github.com/GurjotSinghMahi/jagbani_website_crawler.
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7 Results and Discussion

The performance of PURAN system was rigorously tested in the simulated envi-
ronment on the basis of metrics mentioned from Eqs. (8) to (11). The extracted
news items were passed to the PURAN news words prediction system for evalu-
ation in accordance with the genres. The resultant system is observed by setting the
number of words in suggestion list, i.e., N to be 3, 5, 10, 15, 20, and 25. The value
of N shows the number of predicted words in accordance to their ranks, to choose
from during performance analysis. Table 4 demonstrates the calculated metrics
values for the proposed system architecture.

The observed scores are plotted using a line chart. Figure 5 shows PURAN
performance for different genres of news in a simulated environment. Figure 5a,
depicts the Hit ratio for different Genres of news, Fig. 5b illustrated the Average
Rank for different genres of news, Fig. 5c depicts the Keystroke saving for different
genres of news and Fig. 5d depicts the Average Keystrokes for different genres of
news in a simulated environment.

Table 3 Classification of news in testing corpus

Genre News items

Business 22

International 65

National 48

Regional 115

Sports 31

Fig. 4 Punjabi news words prediction system—PURAN
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As the above results clearly demonstrate that the PURAN word predictor has
performed very well on all the benchmark metrics. From Fig. 5a and d, it can be
clearly derived that, PURAN has achieved highest Hit ratio in Regional news genre
followed by National news genre by making lowest average keystrokes for pre-
dicting the words. These results clearly demonstrate that words can be easily pre-
dicted using PURAN words predictor for several mentioned news genres with high
hit ratio and low keystrokes in Regional and National news genres. Figure 5c
demonstrates that PURAN has given outstanding results for keystroke saving for
Regional news genre and trailed by National genre, which is above the benchmark
of 49.1%, 47%, and 40.5% keystroke saving given by [1, 16, 28], when N is taken
as 10, 15, 20, and 25. Subsequently, it can be clearly stated that with the increase in
the number of words in suggestion list the average keystroke saving also increases.
Figure 5b states that with the increase in a number of suggestions in a vertical list of
predicted words the average rank also increases.

Table 4 Calculated metrics for proposed system architecture

Metric Genre Words in the suggestion list

3 5 10 15 20 25

Hit ratio Business 0.770 0.832 0.881 0.887 0.893 0.897

International 0.781 0.847 0.878 0.887 0.891 0.895

National 0.805 0.868 0.901 0.907 0.912 0.916
Regional 0.829 0.890 0.924 0.932 0.938 0.940
Sports 0.727 0.792 0.835 0.846 0.854 0.858

Average rank Business 1.459 2.125 3.475 4.498 5.856 7.097

International 1.464 2.151 3.315 4.394 5.358 6.349
National 1.519 2.238 3.456 4.554 5.821 6.869

Regional 1.544 2.207 3.481 4.649 5.811 6.788

Sports 1.373 2.027 3.290 4.342 5.480 6.238
Keystroke saving Business 0.386 0.444 0.503 0.528 0.550 0.565

International 0.398 0.458 0.510 0.535 0.551 0.563

National 0.410 0.471 0.524 0.549 0.570 0.583
Regional 0.429 0.487 0.541 0.569 0.588 0.600
Sports 0.381 0.440 0.493 0.518 0.538 0.547

Average
keystrokes

Business 2.606 2.360 2.112 2.006 1.911 1.848

International 2.577 2.319 2.099 1.990 1.923 1.870

National 2.569 2.301 2.072 1.959 1.871 1.814
Regional 2.423 2.177 1.945 1.829 1.750 1.698
Sports 2.582 2.336 2.113 2.008 1.928 1.888

The bold text highlight the top values in the particular range
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8 Conclusion

Most the word prediction systems earlier designed were for the English and other
European languages. This work is an effort to accomplish Punjabi Language with
its first prediction system, particularly in News category. This paper presents the
reader with the word prediction background with various factors affecting the word
predictor accuracy, i.e., predicting methodology, a number of suggestions, user
interface, and other features. The overall applied architecture used for suggesting
the user the most appropriate word based on the prefix provided by the user was
demonstrated. The system performance is tested on the various benchmark metrics
like Keystroke saving, Hit ratio, Average rank, and Average keystrokes for rigorous
review of the proposed system to examine its credibility in Punjabi news category.

(a) Hit ratio for different Genres
of news

(b) Average Rank for different genres
of news

(c) Keystroke saving for different
genres of news

(d) Average Keystrokes for different
genres of news
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PURAN prediction system works well in the categories of Regional and National
news genres followed by International, Business, and Sports genres.

Garay et al. [21] states that no more than 10 suggestions must be presented to the
user in suggestion list considering more physical movement, i.e., more hand and
eye movement during the selection of the desired word. The authors also endorse
the idea of [21] and take only 10 words for Final system architecture. The system
has achieved 88.38% Average Hit ratio with 51.42% Average keystroke saving for
N = 10. It is meaningful to mention while concluding that PURAN word predictor
can be easily used to write articles for the Punjabi newspapers with an ease and also
with high hit ratio and keystroke saving.
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Implementation of hDE-HTS Optimized
T2FPID Controller in Solar-Thermal
System

Binod Shaw, Jyoti Ranjan Nayak and Rajkumar Sahu

Abstract In this paper, a fair approach is interpreted to validate the novelty of
Type-2 Fuzzy PID (T2FPID) controller over Type-1 or conventional Fuzzy PID
(FPID) and PI controller as secondary frequency controller and Heat Transfer
Search (HTS) algorithm is adopted to extract the optimum gains of the controllers.
T2FPID controller has a beautiful property to handle large uncertainties of the
system with extra degree of freedom. T2FPID controller is implemented in a two
area interconnected thermal-PV power system to enhance the system performance.
ITAE is adopted as objective function of the system to lessen the undershoot,
overshoot, and settling time of frequency and tie-line power deviation. A novel
hDE-HTS algorithm is adopted to enhance the system performance by searching the
relevant pair of gains of controller. This analysis is executed by implementing a step
signal (load disturbance) of magnitude 0.1 in area-2 to study the transiency of the
system. The novelty of this work is to implement hDE-HTS optimized T2FPID
controller to enhance the Solar-thermal system responses (Frequency and tie-line
power deviations).

Keywords Automatic generation control (AGC) � Differential evolution (DE) �
Fuzzy PID controller (FPID) � Heat transfer search (HTS) � PI controller � Type-2
fuzzy PID controller (T2FPID)

B. Shaw � J. R. Nayak (&) � R. Sahu
Department of Electrical Engineering, NIT, Raipur, Chhattisgarh 492010, India
e-mail: bapi.jyoti.2@gmail.com

B. Shaw
e-mail: binodshaw2000@gmail.com

R. Sahu
e-mail: rajkumarsao@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
N. Sharma et al. (eds.), Data Management, Analytics
and Innovation, Advances in Intelligent Systems and Computing
1042, https://doi.org/10.1007/978-981-32-9949-8_27

401

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_27&amp;domain=pdf
mailto:bapi.jyoti.2@gmail.com
mailto:binodshaw2000@gmail.com
mailto:rajkumarsao@gmail.com
https://doi.org/10.1007/978-981-32-9949-8_27


1 Introduction

In recent power system, interconnection of areas is an eminent approach to share the
load demand along with to maintain stability and reliability of the system. This
helps to supply reliable, stable, and economical power to the consumers. In inter-
connected power system, load deviation in one area causes frequency and power
deviations in all interconnected areas. The small deviations are diminished by
primary controller of generators. But for large deviations, secondary controller is
highly essential to diminish the deviations [1]. Proportional (P), Integral (I),
Derivative (D), PID, fuzzy, etc., are used as secondary controller to enhance the
capability to handle the load fluctuations in the power system. The elementary
purposes of the AGC are to

i. Settle the frequency deviation as soon as possible (i.e., Δf = 0).
ii. Settle the tie-line power deviation to its scheduled value (i.e., ΔPtie = 0).
iii. Minimize settling time, undershoot, and overshoot and of the system after any

load fluctuation.

Renewable energy is an imperative alternative to fulfill the enormous expanding
load demand. Solar system is the most preferable energy system due to its simple
implementation. The combination of renewable energy systems enhances the
complexity of the power system. In complex power system, intelligent controllers
with enormous competence to handle uncertainties should prefer.

AGC is the most important strategy in the power system which concerns the
reliable and stable power generation. Various secondary controllers have been
implemented as AGC to enhance the system capability to handle the load fluctu-
ation. Ibrahim et al. [2] have portrayed a review of AGC with different schemes to
analyze the novelity of controllers. Abraham et al. [3] have implemented super-
conducting magnetic energy storage (SMES) to portray the effect of storage device
on AGC in a two area interconnected hydro-thermal system. Singh and Sen [4] have
successfully designed an interconnected power system with thermal units by using
PID controller optimized by GA. Dash et al. [5] has introduced cascade controller
titled as PI-PD controller optimized by FPA in four area interconnected reheat
thermal power plants. Many researchers have enhanced the PID controller by
reconstruct the PID controllers entitled as 2DOF PID, 3DOF PID, cascade PD-PID,
etc. in [6–8] respectively. Even for better performance the fractional order PID
controller is enforced as AGC in [9] and [12]. From last few decades, fuzzy logic
controller is generally preferred for various applications. Fuzzy logic controller
(FLC) has convinced as a very robust and intelligent controller used as AGC in [13,
14]. The robustness of FPID controller is enhanced with the assemblage of
advantages from both PID and FLC controller. FPID controller optimized by dif-
ferent powerful algorithms have depicted in [15–19]. The degree of freedom of FLC
is enhanced by providing Foot Of Uncertainty (FOU) entitled as T2FLC [20].
T2FPID controller is adopted to enhance the AGC performance in [21].
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In present work, grid connected PV system is enforced in area-1 and reheat
thermal plant is enforced in area-2. From last few decades, FPID controller has
dominated over conventional controllers. T2FPID controller is an adequate con-
troller over FPID controller to handle nonlinear and uncertain system. HTS algo-
rithm is adopted to extract the controller gains. The superiority of hDE-HTS
algorithm is validated over HTS to tune T2FPID controller.

2 System Investigated

In this work, two area interconnected power system is implemented. In area-1 PV
system and in area-2 reheat thermal system are resided in the power system network
as illustrated in Fig. 1 [10, 11]. The power system parameters are portrayed in
Appendix 1. To verify the transiency of the system a 10% load change is enforced
in area-2 which propagates an error in each area entitled as Area Control Error
(ACE). The basic objective of AGC is to lessen the ACE which concedes deviations
in tie-line power and frequency deviation as characterized in Eq. (1).

ACE ¼ BDf þDPtie ð1Þ

where B1, and B2 are the bias factors of frequency. The deviations of frequency with
respect to nominal value in area-1 and area-2 are Δf1 and Δf2 respectively. The
deviation of power in tie-line is ΔPtie and is characterized in Eq. (2).

DPtie ¼ 2pT12
s

Df1 � Df2ð Þ ð2Þ

PI, FPID, and T2FPID controllers are executed in both the areas individually to
scrutinize the controller potency to enhance the system performance. Intelligent
T2FPID controller is observed as superior controller over other conventional con-
trollers due to its capability to handle nonlinear and uncertainties. The structure of
T2FPID controller is as portrayed in Fig. 2. The objective function for this system
by considering tie-line power deviation and frequency deviation is characterized in
Eq. (3)

I

Temperature

Irradaince

D

I Rse V
Fig. 1 Equivalent circuit
solar system [11]
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J ¼ ITAE ¼
ZT

0

tðDf1 þDf2 þDPtieÞ ð3Þ

Subject to:

� 2�Ki � 2 i ¼ 1; 2; . . .; n

PV System
The PV system is basically depends upon two important factors, i.e., irradiance

and temperature. The PV system can be represented with a current source, diode
and series resistance as portrayed in Fig. 1.

In present work, PV system is adopted with constant irradiance (1000 w/m2) and
temperature (27 °C). The transfer functions by concerning MPPT, inverter, and
filter as characterized in Eq. (4).

GPV ¼ �18sþ 900
s2 þ 100sþ 50

ð4Þ

Fig. 2 Transfer function model of solar-reheat thermal power system [10] and [11]
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3 Type-2 Fuzzy PID Controller

Design of intelligent controllers is an imperative approach to provide reliable and
stable power in a highly complex power system. T1FPID controller has substan-
tiated as a better controller over classical controllers. In this work, T2FPID con-
troller is adopted to contribute the supremacy of T2FPID controller over FPID and
PID controller. The framework of T2FPID controller is portrayed in Fig. 5. The
supremacy of T2FLC is better than T1FLC because of the FOU provided by the
controller. FOU is the boundary provided by the two type-1 membership function
(MF) entitled as Lower mf (LMF) and Upper mf (UMF) as portrayed in Fig. 4 [20].
The degree of freedom is enhanced by this FOU and also enhances the capability to
handle the uncertain information. The MF adopted for T2FPID controller is illus-
trated in Fig. 3. In this work, five interval type-2 MFs are adopted entitled as
negative huge (NH), negative mild (NM), Null (N), positive mild (PM), and pos-
itive huge (PH). The rule base is tabulated in Table 1.
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Fig. 4 Membership function
of interval type-2
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Fig. 3 MFs of Type-2 FLC
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4 hDE-HTS Algorithm

The basic purpose of using optimization technique is to design optimum controller
which is best-suited for the system. In this work, a novel algorithm entitled as HTS
is adopted to contribute highly convenient gain parameters within specified band to
minimize “J” as illustrated in Eq. (3). Patel et al. [22] have introduced HTS
algorithm stimulated from the law of thermodynamics and heat transfer. HTS
algorithm is derived from the movement of molecules during three modes of heat
transfer, i.e., conduction, convection, and radiation. HTS is a population-based
iterative computational technique. The molecules, temperature and energy level are
proportionate to the population, design variables and solution respectively. DE
algorithm is very influential to enhance the diversity factor of the algorithm with a
possibility to trap into local optima [23]. The combination of benefits of both
algorithms is proficient enough as compare to individual one. The steps for
hDE-HTS algorithm are as:

1. Initialize random population, i.e., [X]NP�D.
2. Evaluate the fitness of the population, i.e., f(X).
3. Initialize the conduction factor (CEF), convection factor (COF) and radiation

factor (RF).
4. Donor vector (Vi) is defined as in Eq. (5).

Vi ¼ Xi;r1 þFðXi;r2 � Xi;r3Þ ð5Þ

where Xi;r1 , Xi;r1 and Xi;r1 are three randomly taken vectors from Xi.

4Kdt
d

3K U
ACE

Type-1/ 
Type-2
Fuzzy
Logic 

Controller2K

1K

Fig. 5 Type-2 FPID controller structure

Table 1 Rule base ė
e

NH NM N PM PH

NH NH NH NM NM N

NL NH NM NM N PM

Z NM NM N PM PM

PL NM N PM PM PH

PH N PM PM PH PH
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5. Offspring vector (Ui) used for crossover operation is characterized as in Eq. (6).

Ui ¼ Vi If rand� cr
¼ Xi Otherwise

ð6Þ

6. Selection of target vector is defined as in Eq. (7).

Xi ¼ Ui If f ðUiÞ� f ðXiÞ
¼ Xi Otherwise

ð7Þ

7. The solution of DE algorithm is considered as initial vector for HTS algorithm.
8. Initialize a random value R [0 1].
9. Conduction phase (if R � 0.33333)

Update the particle position as characterized in Eqs. (8) and (9).

Xgþ 1
i ¼ Xk þ �R2 � Xkð Þ; if f Xg

ið Þ[ f Xg
k

� �
Xi þ �R2 � Xið Þ; if f Xg

ið Þ\f Xg
k

� �
�

if f Xg
ið Þ� f Xg

best

� �
=CEF

ð8Þ

Xgþ 1
i ¼ Xk þ �r � Xkð Þ; if f Xg

ið Þ[ f Xg
k

� �
Xi þ �r � Xið Þ; if f Xg

ið Þ\f Xg
k

� ��
if f Xg

ið Þ� f Xg
best

� �
=CEF

ð9Þ

where r, g and k are the random number, generation and random solution.
10. Convection phase (if 0.3333 � R � 0.6666)

Update the particle position as characterized in Eq. (10).

Xgþ 1
i ¼ Xg

i þR � Xbest � TCF � Xið Þ ð10Þ

Where TCF is the temperature change factor.

TCF ¼ abs R� rð Þ; if f Xg
ið Þ� f Xg

best

� �
=COF

round 1þ rð Þ; if f Xg
ið Þ� f Xg

best

� �
=COF

�

11. Radiation phase (R � 0.6666)
Update the particle position as characterized in Eqs. (11) and (12).

Xgþ 1
i ¼ Xg

i þR Xk � Xið Þ; if f Xg
ið Þ[ f Xg

k

� �
Xg
i þR Xi � Xkð Þ; if f Xg

ið Þ\f Xg
k

� �
�

; if f Xg
ið Þ� f Xg

best

� �
=RF ð11Þ

Xgþ 1
i ¼ Xg

i þ r Xk � Xið Þ; if f Xg
ið Þ[ f Xg

k

� �
Xg
i þ r Xi � Xkð Þ; if f Xg

ið Þ\f Xg
k

� ��
; if f Xg

ið Þ� f Xg
best

� �
=RF ð12Þ
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12. The best fitness particles updated for next generation by replacing the worst
particles.

13. Repeat steps 4–12 until the termination criteria satisfied.
14. Evaluate the optimum solution.

The parameters of hDE-HTS algorithm are illustrated in Appendix 2.

5 Result and Discussion

HTS algorithm is adopted to design optimum PID, FPID, and T2FPID controller.
K1, K2, K3 and K4 are the design variables to be tuned by HTS. A novel hDE-HTS
algorithm is opted to tune T2FPID controller to validate the superiority of the
hybrid controller. Both HTS and hDE-HTS algorithm are executed individually for
different controllers. Each controller is optimized with 50 numbers of population
and 100 generations. The basic purpose of execution of HTS algorithm is to lessen
ITAE (Integral Time Absolute Error) as cited in Eq. (3). The optimal gain values of
all controllers extracted by using both algorithms are tabulated in Table 2.

HTS algorithm optimized PI is validated as better controller than FA optimized
PI controller [11]. In the same fashion, supremacy of HTS optimized FPID con-
troller is substantiated by contrasting with ICA-optimized FPID controller [10].

The response parameters by conceding the settling time, undershoot and over-
shoot of both frequency and tie-line power deviation are tabulated in Table 3. In
Table 3, a fair observation is illustrated to demonstrate the supremacy of T2FPID
controller and hDE-HTS algorithm. The response parameters and ITAE of the
T2FPID controller are minimum.

The deviations in frequency of both areas and tie-line power are portrayed in
Figs. 6, 7, and 8 respectively.

Figures 6, 7, 8 and Table 3 precisely represent the superiority of the T2FPID
controller. T2FPID controller minimizes the transiency (undershoot, overshoot and
settling time) of the system as correlate to PI and FPID controllers.

Table 2 HTS optimized gain parameters

Controllers Area-1 Area-2

K1 K2 K3 K4 K1 K2 K3 K4

HTS PI −1.1861 −0.4544 −1.9474 −1.7060

HTS FPID −1.3502 −1.8061 1.7636 1.0369 2.0000 0.2045 −2.0000 −2.0000

HTS T2FPID −1.0440 −2.0000 2.0000 1.5284 1.3001 1.1986 −2.0000 −1.6456

hDE-HTS
T2FPID

−1.2922 −1.7420 1.6962 0.9909 2.0000 0.2031 −2.0011 −2.0000
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6 Conclusion

In this work, the interconnected power system integrated with PV system with
constant irradiance and temperature is simulated with various controllers. The
purpose to contribute an intelligent control of frequency and power is achieved by
employing PI, FPID, and T2FPID controllers. T2FPID controller yields better
response over other controllers due to its capability to handle nonlinear and
uncertain information. HTS and hDE-HTS algorithms are employed to extract the
relevant gain parameters of controller to enhance the potential of the controller. An
effort to validate the excellency of T2FPID controller and hDE-HTS algorithm is
portrayed clearly through this paper.

Appendix 1: Power System Parameters

Kps = 120 Hz/p.u. MW, TPS = 20 s, B = 0.4249;
R = 2.4 Hz/p.u. MW; TG = 0.08 s; TT = 0.3 s;
Kr = 0.33; Tr = 10 s; T12 = 0.0707;
a/b/c/d = 900/-18/100/50;

Appendix 2: Assumptions of Algorithms

COF = 10; CDF = 2; RF = 10;
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Design of Sigma-Delta Converter
Using 65 nm CMOS Technology
for Nerves Organization in Brain
Machine Interface

Anil Kumar Sahu, G. R. Sinha and Sapna Soni

Abstract In this paper, an overview of the present related works in the field of
neuroscience is determined. The parts of the neural interface using sigma-delta
converter are examined the overall ADC is driven with low voltage to improve the
control utilization in the nerves organization. In this work, a basic parts of nervous
system is demonstrated which is conquer to solve the problem by delivering power
and transmitting data in a minimized manner. For these the above signal is first
transmitted to the brain using the help of electrode into the central nervous system
of the brain where the signal is diagnosed using brain computer interface by ana-
lyzing the data from analog-digital converter. Sigma-delta converter is used for
visualizing low frequency signal. Major advantage of this converter is that firstly,
clocking circuit need not be design and secondly, it provides good accuracy.
Actually, there is no role of digital to analog converter (D/A) connected wirelessly
in proposed design. A new topology based on A/D converter, which plays a wide
role to minimum supply voltage, and an inactive integrator to decrease control
utilization is exhibited, for empowering an in-channel advanced converter plot in a
large-scale neural recording implant.
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1 Introduction

In this work, a basic parts of nervous system is demonstrated which is conquer to
solve the problem by delivering power and transmitting data in a minimized
manner. For these the above signal is first transmitted to the brain using the help of
electrode into the central nervous system of the brain where the signal is diagnosed
using brain computer interface by analyzing the data from analog-digital converter.
Sigma-delta converter is used in this paper for visualizing low frequency signal; a
comparator based sigma-delta converter has designed in order to change over a few
input nerves path into an advanced representation with low obstruction. Sigma-delta
A/D converter has been successfully designed so that a couple of info nerves way
into an upgraded model with low barrier. In this type of converters clocking circuit
is avoided that is why accuracy is better to maintained from low frequency signal
into high resolution digital value. Right when the need is to restrict control uti-
lization, an in-channel execution one A/D per channel can provoke huge change.
The input signal is determined by utilizing an analog to digital converter by con-
siders as an outsourcing the benefit and control of converter part on the outer
collector side when joined with radio transmitter, which have a successful part for
nerves organization implementation.

A new topology based on simple to advance converter that play a wide role to
minimum supply voltage and an inactive integrator to decrease control utilization is
exhibited, for empowering an in-channel advanced converter plot in a large-scale
neural recording implant.

2 Literature Review

This section identifies and formalizes the problem faced while implementing the
references. Noteworthy contributions in the proposed area have been summarized in
previous section. However, some significant contributions are reported here as
noteworthy contribution.

Sigma-delta converter has been used in channel medium for digitalizing small
amplification of brain signal for large-scale implantation of neural implants because
dynamic range of sigma-delta modulator is still less in [1]. Dynamic range will be
improved depends on design parameter of operational amplifier comparator circuit
and switch capacitor used in the design specification. 3-D neural chronicle
micro-system has been created in [2] to drives the signify number of neural
channels that can be recorded over a trans-conductions for remote connection.
Some places front-end processor for multichannel neuronal narrative is depicted in
[3]. It gets 12 differential-input channels of embedded account cathodes.

Low power consistent time sigma-delta modulators circuit has been used to
configuration subtle elements in [4]. Lithographically portrayed microelectrode
clusters currently allow high-thickness recording for recreation in the cerebrum and
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are empowering new bits of information into the affiliation limit of the focal sensory
system in [5]. In [6] exhibited a coordinated circuit for remote neural incitement,
alongside bench top and in vivo trial comes about. The chip can drive 100 indi-
vidual incitement terminals with consistent current heartbeats of shifting adequacy,
span, interphase deferral, and redundancy rate. In [7] presented a multichip struc-
ture accumulated with a therapeutic survey treated steel microelectrode group
expected for neural records from different channels. Transmission limit diminishing
is capable through movement potential disclosure and finish catch of simulation by
strategies for on chip data buffering in [8].

The SAR ADC has been utilized to controlled 32 bit channel remote incorpo-
rated in system on-a-chip (SoC). The estimated control utilization of each chronicle
channel; consume less power in [9]. Ultra-low-power 32-channel neural-recording
coordinated circuit chip comprises of eight neural account modules in [10] where
every module contains neural recorder unit, multiplexer(MUX) unit, an A/D con-
verter, and a serial programming interface unit. Introduced a third request incre-
mental sigma-delta converter (ADC) for time-multiplexed signals. Incremental
sigma-delta modulation has been used to convey medium to high assurance
necessities of multichannel applications, while a third demand steady time execu-
tion be inspected as a possibility for low-control plans in [11]. Inside neural
interface IC for neural activity dynamic figure of A/D is key factor for electronic
control modules and power organization circuits in [12]. The sigma-delta is used to
control the voltage controlled oscillator circuit used in neural prosthetic [13].
Different sigma-delta modulator has been proposed to diminish control utilization
and size in implantable bio-interfacing frameworks in [14].

Bidirectional neural interfacing applications with filter information rates: higher
rates are required for recording of uplink signals compare to downlink signals in
[15]. In [16] Exhibited a mind development in vivo requires gathering bioelectrical
signals from a couple of microelectrodes in the meantime in demand to get neuron
associations. Brain machine interface setup for neural implants is shown in Fig. 1.

The fundamental problem are examined and reported in following:

• The basic neural-recording implants using sigma-delta converter is designed for
storage purpose, in this design the area of the chip is less but the power dissi-
pation and delay is quite high.

• In order to reduce the area, power and delay of the chip, the basic chip is
designed using sigma-delta converter with different technologies and with using
switch capacitor.

• The four bit sigma-delta converter has been designed and their performance is
compared, in result we observed that only power is reduced, there is not much
affect in area.

• We also noticed that in designing of many CMOS circuits the use of switch
capacitor is very important, which plays a major impact on designing the chip
by achieving a great resolution.
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3 Methodology

In this part, we will examine about first neuron cell, neural action, and neural
chronicle interface, second stage portray the execution of four info comparator
circuit for neural account and the proposed circuit usage of the sigma-delta con-
verter. In this postulation, proposed approach is outlined and recreated by utilizing
Tanner EDA at CMOS BSIM4 innovation. To start with area clarifies the neural
chronicle inserts, next segment clarifies the sigma-delta converter and last segment
clarifies the proposed technique utilizing BSIM4 innovation.

The objectives of this proposed work are

(1) To design and characterize sigma-delta modulator based on comparator circuit
using Quad input.

(2) To improved performance of sigma-delta modulator data converter.

Figure 2 shows the design flow chart of sigma-delta converter.

Fig. 1 Brain machine interface setup for neural implants
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3.1 Design of Comparator

From Fig. 3 it can be seen that Comparator is design using 12 transistor such as M1,
M2, M3, M4, M5, M6, M7, M8, M9, M10, M11, M12 and Two Inverter connected
as output. It is simply differential amplifier with two input fw- and fw+. Depend on
clack signal u1 Comparator will compare the input and produce output.

From Fig. 4, it can seen that comparator circuit using four input is implemented
in tanner using 65 nm technology. Figure 5 shown top view of sigma-delta con-
verter using four-input comparator circuit used in Nerves Organization system
shown in Fig. 6. It can be seen that the nerves signal read by the terminal hold little
a motivation in solitude. Warm noise from the cathode and the tissue interface and
natural commotion from the neighboring neurons are accessible. These signs ought
to be adjusted and arranged before the information they contain can be considered.
This is where the neural interface accepts a critical part (Figs. 7 and 8).

Fig. 2 Flow chart of sigma-delta converter

Design of Sigma-Delta Converter Using 65 nm CMOS Technology … 417



Fig. 3 Schematic of comparator circuit using four input used in sigma-delta ADC

Fig. 4 Implementation of comparator circuit using quad input sigma-delta A/D
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Fig. 5 Top view of sigma-delta converter using quad input comparator circuit

Fig. 6 Schematic view of nerves organization implementation
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Fig. 7 Simulation result of comparator circuit using four input

Fig. 8 Simulation results of sigma-delta converter
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4 Results and Discussion

The proposed circuit has been made in a TSMC 65-nm CMOS circuit. In this paper
the input in the above circuit is feeded into the central nervous system where the
flexible power coil is implanted using implantable flexible board in which the array
of electrode is fully distributed inside the cerebellum by the help of four-input
comparator circuit and the output driven signal of the above comparator circuit is
used to drive the sigma-delta converter which holds a great impact of driving low
frequency signal with low power consumption is determined in this paper, The
power utilizes in the above circuit is above 0.4 µW that include only two
non-covering clock generator. In this paper, the circuit utilizes real time user
interface, which holds a great impact of determining damage nerves inside the brain
to cure various chronic disease, brain tumor, various trauma inside the cerebellum
(Table 1).

5 Conclusion

In this paper, we presented outline of a novel sigma-delta converter that can be used
for high-thickness neural record and biotelemetry applications. A FOM has been
relate and figured for a couple of determined diagrams, and the implemented circuit
poses great impact with relative data converters. The over all circuit inside a
multichannel recording neural testing activity is implemented successfully.

Analyzing of data on recorded. To fulfill the predetermined unique fluctuate, in
any case utilization of low consumption of control power. Here the style investi-
gations, circuit execution and stream of digital signal determination whole power
utilization of the modulator is 0.4 lW that compares to a FOM of 45 fJ/change
step. The focused circuits details make this style a good possibility for building high
accuracy neurosensory. Highlights drawback is to control the input relate to
sigma-delta converter using comparator circuit as shown above. The proposed
arrangement includes speed frequency range of 1 kHz of 10 kHz, and gives 7.58

Table 1 Performance
comparisons

Performance
parameter

Ref. [3] Ref. [1] This work

Technology (nm) 180 180 65

Topology DT-
P

Δ DT-
P

Δ DT-
P

Δ

BW (KHz) 5 10 10

SNDR (dB) 105 55.2 50.2

ENOB (bits) 17.15 8.88 7.58

OSR – 50 –

Power (µW) 280 0.11 0.4

FOM 190 11 45
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bits value of precise division by using another feed forward topology, while
including minimum number of additional portions and switches. A four-channel
straightforward front-end has been executed in this proposed structure and made in
a CMOS 65-nm innovation.

The major limitation of our proposed methodology is to operate switch capacitor
and overall circuit design is quite complex and increases the chip size. Here the
overall power delay of the entire circuit may be vary when operated with different
technology. In future, this sigma-delta A/D design approach using comparator
circuit can be designed for n number of bits, which results in low power and lower
delay. It is beneficial for larger circuits, in order to reduce the delay.
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Performance Comparison of Machine
Learning Techniques for Epilepsy
Classification and Detection in EEG
Signal

Rekh Ram Janghel, Archana Verma and Yogesh Kumar Rathore

Abstract Epilepsy is a neurological affliction that in impact around 1% of
humankind. Around 10% of the United States populace involvement with minimum
a solitary convulsion in their activity. Epilepsy has recognized respectively ten-
dency of the cerebrum outcomes unforeseen blasts of weird electrical action which
disturbs the typical working of the mind. Since spasms by and large happen once in
a while and are unforeseeable, seizure identification frameworks are proposed for
seizure discovery amid long haul electroencephalography (EEG). In this explo-
ration, we utilize DWT for highlight extraction and do correlation for all kind of
Machine learning order like SVM, Nearest Neighbor Classifiers, Logistic relapse,
Ensemble classifiers and so on. In this examination classification accuracy of Fine
Gaussian SVM recorded as 100% and it has better as compare to other existing
machine learning approaches.

Keywords Decision tree � Ensemble classifier � Electroencephalogram (EEG) �
Epileptic seizure � k-Nearest neighbor � Support vector machine

1 Introduction

Epilepsy problem is a bunch of typical neurological conditions of the mind dis-
tinguished by recurrent unprovoked convulsions which are consequence of sudden
bursts of abnormal electrical discharges in the brain [1–3]. According to a report by
WHO [4] around 50 million people are in effected by epilepsy worldwide [5–8].
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Nearly one in every 100 persons effected by a convulsion in their lifespan [8],
generally 2.4 million new instances of epilepsy accounted for consistently inter-
nationally [6, 9]. Until now, the manifestation of an epileptic is eccentric and its
course of process has been less understood [10], Epileptic patients experience
varying symptoms depending on the section and the expanse of the brain affected,
Epileptic seizures can induce dull physical, social consequences and psychological,
which include loss of consciousness, injury and abrupt death. Epilepsy is of two
samples which are depending upon the degree of involvement of the brain tissue,
which is, generalized seizures and, partial involves closely to the complete brain,
partial seizures create in a specific area of the mind and stay constrained to that
segment [8]. Electroencephalogram (EEG) distinguished by the electrophysiologi-
cal technique to appreciate the problematic activity of the human brain [11]. EEG
exactly gauges and registers the electrical action of the mind. Natural EEG signals
have classifieds into many rhythms based on their frequencies, which are a band (3–
4 Hz); band (4–8 Hz); band (8–13 Hz); band (13–30 Hz) [12, 13]. An EEG is
particularly helpful on occasion when the cerebrum is in danger by giving a delicate
sign of cerebral working. Such interim is as a rule of long time ranges, thus a
broadened EEG recording required early investigations have demonstrated proof of
this unusual movement to be an advantageous guide in the identification of epilepsy
and cerebral tumors. These days EEG signals are utilized to get data significant to
the determination, visualization, and cure of these anomalous case. EEG can be
register using electrodes arranged on the head and have tiny amplitudes in the range
of 20 V [14, 15, 16]. The anodes are put according to the 10–20 international
system which is shown in the Fig. 1.

Fig. 1 Standardized
electrode placement scheme
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2 Proposed Work

SVM algorithm is used to a classification of healthy and seizures in 17 full term
dataset of newborns baby with seizure by the author [17]. Using PCA with help of
decomposing WPD getting an accuracy of 99% with a less computational cost for
extracting features on Bonn University data set [18]. Using Novel wavelet-base and
SVM for repeated seizure detection and getting sensitivity is 94.46% and specificity
is 95.26% [19]. Using the Expectation–Maximization algorithm used for learning
the Mixture of experts network structure getting an accuracy of 93.17% for clas-
sification seizure and non-seizure [20]. Fuzzy c-mean algorithm and MLP
sub-network are used for ECG beat classification in this MIT/BIH dataset are used
and enhance their performance [21, 22].

2.1 Dataset

The data elucidated by Andrzejak et al. [8] was employed for the current research.
The total data set is comprised of five subsets, (denoted as Z, O, N, F, S) every each
subset having 100 single-channel EEG fragments each being on 23:6 s time span
sampled at 173:6 Hz. The fragments were chosen and hand-picked from regular
continue multi-channel EEG recordings after ocular examination for artifacts for
e.g., eye movements or muscle action etc. shown in Fig. 2.

2.2 Discrete Wavelet Transforms

DWT is best for DE noising and it think about signs and pictures as it helps
indicates numerous regular happening signs and pictures with the assistance of
fewer coefficients this empower a sparser introduction base scale in dwt is orga-
nized by you can get diverse scales by raising.

2 j; where j ¼ 1; 2; 3; 4. . .ð Þ

Fig. 2 Raw EEG data belonging to each of subsets a Z, b O and c S
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Base scale to integer value shows in below

2 jm; where ðm ¼ 1; 2; 3; 4. . .Þ

The interpretation comes at whole numbers numerous speaks to in this condition
this procedure is frequently alluded to as power scaling and moving this sort of
inspecting wipes out repetition in coefficients. The output of the change yields the
same number of coefficients from the length of the discrete wavelet transform
process is proportional to contrasting a signal with discrete multi-rate filter banks
conceptually.

The discrete wavelet change is a flexible flag handling device that searches many
building and logical functions. One zone in which the DWT has been especially
fruitful is the epileptic seizure identification since it catches transient highlights and
restricts them in both time and recurrence content precisely. Different data sets are
shown in Fig. 3.

After applying Discrete Wavelet transform we apply multiple methods have
been put forward for epileptic seizure detection and compare their accuracy with
help of confusion matrix. Dataset divided in the 10-k fold for training and testing.
Multiple classifications we use for comparing data accuracy of various algorithms.

2.3 Different Machine Learning Techniques

A Detailed flowchart of the proposed approach is shown in Fig. 4.

2.3.1 Support Vector Machine

SVM is a supervised learning Model. It associated learning algorithms analyzing
data used for classification and also regression analysis [23]. In this paper we use
2-class. Linear SVM, Quadratic SVM, Cubic SVM, Fine Gaussian SVM, Medium
Gaussian SVM, and Coarse Gaussian SVM is prediction speed is fast in binary
input and easy interpretability. It uses medium memory usage shown in Fig. 4.

2.3.2 KNN

The k-closest neighbor’s calculating (k-NN) is a non-parametric approach utilized
for characterization and relapse [24]. In the two cases, the data comprises of the
k nearest preparing cases in the element space shown in Fig. 5. In this paper, we use
Fine KNN, Cubic KNN, Coarse KNN, Weighted KNN, Medium KNN,
Cosine KNN and calculate accuracy and compare each other (Fig. 6).
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Data Z

Data F

Fig. 3 Decompose dataset by using DWT
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Data N

Data O

Fig. 3 (continued)
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Fig. 4 Flowchart of Proposed Approach

Data S

Fig. 3 (continued)
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2.3.3 Logistic Regression

Logistic regression is a generally utilized factual displaying procedure in which the
probability, P1, of dichotomist result occasion is identified with an arrangement of
illustrative factors in the shape

logit P1ð Þ ¼ In
p1

1� p1

� �
b0 þ b1X1 þ � � � þ bnXn

¼ b0 þ
Xn
i¼0

biXi

ð1Þ

Fig. 5 SVM Classifier [6]

Fig. 6 KNN Classifier [10]
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In Eq. (1), b0 is the intercept and b1; b2; . . .; bn are the coefficients combine with
the analytical variable X1;X2; . . .;Xn. These info factors are the norm of the wavelet
coefficients (D3—D5 and A5) of four-channel EEG signals [25]. A dichotomous
variable is confined to two qualities, for example, yes/no, on/off, survive/bite the
dust or 1/0, for the most part speaking to the event or non-event of some occasion
(for instance, epileptic seizure/not). The illustrative (free) factors might be con-
sistent, dichotomous, and discrete or blend. The utilization of common straight
relapse (OLR) in light of slightest squares strategy with a dichotomous result.

2.3.4 Decision Tree

Decision tree learning is a standout amongst the usually broadly utilized and
practical strategies for inductive inference. It is a technique for estimation of
discrete-valued function that is hearty to uproarious information and fit for learning
disjunctive expression [26].

Decision tree study is a route for looking like discrete-valued function, in which
the prepared function is spoken to by a decision tree. Decision trees can likewise be
spoken to an asset or it at that point guidelines to enhance human intelligibility.
Decision tree study is an analytic, one-advance look forward (slope climbing),
non-backtracking seek through the space of all conceivable Decision trees.

2.3.5 Ensemble Classifier

It is used for multiple learning algorithms to enhance better predictive performance.
It can do increments with the number of training or splitting model flexibility. It’s
prediction better and memory usage is average. Here, we work on Boosted Tree,
Bagged Tree, Subspace Discriminant, Subspace KNN, and RUSBoost tree
ensemble classifiers.

3 Experimental Results and Analysis

From the Table 1, we can see that italic value shows the highest performance of a
classifier whereas bold value shows the best classification result for a particular
feature. On below graphs (Figs. 7, 8, 9, 10) and tables (Table 1 and 2) comparison
of classifiers on the basis of accuracy is shown.
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4 Conclusion and Future Work

In this work Bonn University dataset which consist of five sub samples is indi-
vidually subjected to all machine learning techniques i.e. SVM, KNN, Decision
Tree, Logistic Regression and Ensemble classifiers. For feature extraction to
increase performance we have used DWT. Our experimental result shows highest
accuracy on using Fine Gaussian SVM machine learning technique on this data set.

Fig. 7 The performance of different classifiers on different DWT features (Z vs. F)

Fig. 8 The performance of different classifiers on different DWT features (Z vs. O)
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Fig. 9 The performance of different classifiers on different DWT features (Z vs. N)

Fig. 10 The performance of different classifiers on different DWT features (Z vs. S)

Table 2 Compare research for detection of normal and epileptic classes

Author Classifier Accuracy
(%)

Inan and Elif [27] SVM 99.28

Varun and Ram
[28]

Bandwidth features (BAM and BF M) and the
LS-SVM

99.50

Abdulhamit [29] Discrete wavelet transform (DWT), mixture of expert
model

95.00

Kamal and Salih
[30]

FFT-decision tree classifier 98.72

Yuan and Qi [31] Nonlinear features + ELM 96.5

Our work Fine Gaussian Support Vector Machine (SVM) 100.00
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Here, we achieved highest accuracy with 100% for seizure classification and
detection. Since the proposed framework was designed for limited number of EEG
signals and machine learning modalities, it can also be applied and executed for a
large data set and different machine learning or deep learning architectures.
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Novel Approach for Plant Disease
Detection Based on Textural Feature
Analysis

Varinderjit Kaur and Ashish Oberoi

Abstract The image processing is the technique which can propose the informa-
tion stored in the form of pixels. The plant disease detection is the technique which
can detect the disease from the leaf. The plant disease detection algorithms have
various steps like preprocessing, feature extraction, segmentation, and classifica-
tion. The KNN classifier technique is applied which can classify input data into
certain classes. The performance of KNN classifier is compared with the existing
techniques and it is analyzed that KNN classifier has high accuracy, less fault
detection as compared to other techniques. This paper presents methods that use
digital image processing techniques to detect, quantify, and classify plant diseases
from digital images in the visible spectrum. In plant leaf classification leaf is
classified based on its different morphological features. Some of the classification
techniques used are neural network, genetic algorithm, support vector machine, and
principal component analysis. In this paper results are compared between KNN
classifier and SVM classifier.

Keywords GLCM � KNN � K-means � WDDIP-KNN � Plant disease detection

1 Introduction

Agriculture helps to create wealth, improvise farmer’s livelihood and decrease the
rate of hunger and poverty especially in the remote areas. Agriculture plays an
important role to improve the food and life security. But nowadays farming is
suffering from various diseases, parasites, shortage of irrigation facilities and lack of
best-suited fertilizers. Diseases are not the only reason for the downfall of farm
marketing but unhygienic and improper sanitation at farms are also the major issues
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for the diseases to human. Various methods are used for the detection of plant
diseases in which a vast image processing techniques are used. The plant diseases
can be analyzed by the texture, color, and structure of the leaf [1]. The information
regarding the diseases and species of any plant or crop is given by the leaves, by
studying the structure of a leaf researcher can generalize about the diseases of any
crop. Since there are huge impacts of plant disease detection on the quality and
quantity of the agricultural products, there is a need to study this field and present
improvements such that the issues that are being faced can be eliminated.
Agriculture is the field on which around 70% of the population of India relies.
Appropriate fruit and vegetable crops to be grown can be chosen by the farmers
from diverse choices available. However, the technicality level with which these
crops are cultivated such that optimum yield and quality product can be produced,
is very high. Technical support is highly useful in fulfilling these requirements.
There is a need to monitor the fruit crops very closely so that they can be managed
efficiently such that no diseases affect their productivity. Depending upon the high
resolution multispectral and stereo images, the leaf diseases are to be detected and
classified automatically and to do so several researchers have proposed various
techniques. Providing a direct economical optimization of the agricultural products
is not the only requirement here [2]. There is a need to ensure that the living beings
or the environment is not harmed due to them. The crop production particularly
needs to reduce the level at which the water, soil, and food resources are being
contaminated due to the pesticides. Further, the proposed methods also need to have
higher speed and accuracy to provide efficient results as per the technology
advancements. The plant disease detection process includes some basic steps which
are

a. Input image Capturing a sample image using a digital camera is the initial step
of this process. Further, the features are extracted from the image to perform
operations. The important features are stored initially within the database and
the further processing will be performed in the next steps.

b. Image database In the next step, an image database is generated that includes all
the images which will further be used to train and test the extracted data. The
application is clearly the most important factor on which the image database is
constructed. The efficiency of the classifier is responsible to decide the
robustness of an algorithm and it completely relies on the image database.

c. Image preprocessing The operations that are performed on the images at the
lowest level of abstraction are collectively known as image preprocessing. The
image data is improved and the distortions that are unnecessarily present are
suppressed within this process [3]. The processing and task analysis are per-
formed with the help of image features which can be improved through this
process. The information content on the image is not increased due to this
process. Sufficient amount of redundancy is provided in the images with the
help of this method. The brightness value, of neighboring pixels that belong to
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the same real object, is also same. In the form of an average value of the
neighboring pixels, it is possible to restore a pixel that has been distorted within
an image. The image that has been stored within the image database is captured
with the help of image preprocessing techniques as well.

d. Feature extraction The features that help in determining the meaning of a given
sample are used for the identification and extraction of features from it. Color,
shape and texture features are mainly included as image features in case of
image processing.

e. Recognition and classification Training and classification are the two broader
phases in which the complete recognition process is divided. The numerical
characteristics of several image features are analyzed using image classification.
Further, the data is categorized in an organized way through this process [4].
Training and testing are the two phases that are used by classification algo-
rithms. The isolation of properties of basic image features is done within the
initial training process. Further, a training class is introduced with the help of
these isolated features, which has a unique description for each classification
category. The image features are classified within the further testing phase with
the help of these feature-space divisions created here.

A nonlinear classifier that is used to solve several pattern recognition issues is
known as Support Vector Machine (SVM). For achieving better performance of
classification, mapping of nonlinear input data is done to the linearly separated data
within certain high dimensional space in SVM. The marginal distance present
among various classes is increased through SVM [5]. Various kernels are used to
divide the classes. Only two classes are used by SVM and to partition them, a hyper
plane is defined by it. To do so, the margin that exists between the hyper plane and
the two classes is maximized. Support vectors are known as the samples that are
nearest to the margin and were chosen such that the hyper place could be
determined.

2 Literature Review

Mattihalli et al. [9] proposed a novel approach for detecting the diseases from
leaves. Here, the leaf images are taken such that few important features can be
extracted which can further be used in this proposed work. A device named as
Beagle bone black is used in this work which also consists of a web camera that
helps in identifying diseases from the leaf samples. The device includes a database
in which there are few pre-stored leaves images. This paper compares the pre-stored
images with the images captures from the Beagle bone black device. GSM is used
to transmit the information related to detect the diseases and operate the valves. As
per the simulation results, it is seen that the proposed approach provides very low
cost, user friendly and highly efficient results.
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Tichkule and Gawali [10] reviewed various techniques through which plants
diseases can be detected. Image processing technique is used for the detection and
identification of diseases caused by bacteria, fungi, virus, and excessive use of
insecticides. Therefore, this method is used to classify the diseases caused in
agricultural field. The authors accurately detected and classified diseases on various
plants using all above techniques. K-Means Clustering method is used to detect
infected plants and Neural Networks provides the accuracy in detection and clas-
sification of diseases. So, these methods have ability to be used in Agrobot system.

Tlhobogang and Wannous [11] proposed the study that investigated the prob-
lems related to unavailability, irrelevant, and less accurate farming information. The
main objective was to deal with infected plants and to diagnose them. Image
analysis, convolutional neural networks and the knowledge of machine learning
offer a stable and movable solution. A Science Research Methodology was used in
framing the prototype. Proper and systematic studies on farmers’ agricultural
techniques and effect of recently on-going projects are used to understand the
benefits of mobile based agricultural services. The contribution of ICT in agricul-
tural fields, collecting, storing, and disseminating the development are required by
the farmers to increase their market value.

Gandhi et al. [12] presents an image-related classification which identifies the
plant diseases. As, there are many datasets used in other countries but none of them
are connected to India. So, there is a need to develop a local dataset for the benefits
of Indian farmers. Generative Adversarial Networks (GANs) are used to limit the
number of local available images. A Convolutional Neural Networks (CNN) is
employed on the smart mobile applications. This application can be easily installed
in any smart phone and the farmer needs to move through the field and capture the
images. This could capture the several images which can be further send to the
server through which the model runs and gives the classification.

Khan et al. [13] presented multilevel segmentation method in which initial
segmentation is performed using expectation maximization algorithm. In this
method, there is a very few chances of information loss. Finally, a region is taken
out from the quantized image by empowering the binary partitioned tree which is
further used in principle Eigen vector. Post processing methods are used to eradi-
cate the useless fragments and to resolve the image labeling problem. When the
salient region of the image belongs to single class this technique is mostly used. The
new cascaded design in primary color segmentation with the confirmation of
infected regions extractions gives the experimental analysis.

3 Research Methodology

This research work is based on the detection of plant disease. To detect plant
disease with the proposed technique following steps are followed
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1. Preprocessing The image is taken as input on which disease need to detect. The
image is converted to the grayscale for the feature extraction.

2. Feature extraction In the second phase the algorithm of GLCM is applied which
can extract features of the input image and store in the database. A tabular
description which shows the number of times various combinations of pixel
brightness values occur within an image is known as Gray-Level Co-occurrence
Matrix. The locations of pixel that has alike gray level values are presented by
GLCM [7]. The pairs of gray level values are provided as input from GLCM
calculation units. When the original and predictive images are compared, the
deviation present in them is presented here. The relationship among two
neighboring pixels is considered within GLCM. The initial pixel is called the
reference pixel whereas the neighbor pixel is known to be the second one. A two
dimensional array in which a set of possible image values are presented in rows
and columns is known as a co-occurrence matrix.

3. Segmentation The k-mean segmentation algorithm is applied which can segment
input image into certain parts. K-means is the data clustering algorithm in which
the numbers of clusters within the data are pre-specified is known as k-means
algorithm. A trial-and-error method in which appropriate numbers of clusters for
particular data set are identified has made it difficult to define correct clustering
method [8]. Through the selection of K value, the performance of a clustering
algorithm is affected. Thus, there is a need to adopt a set of values instead of
using a single predefined K. For reflecting the special properties of data sets, the
consideration of large number of values is important. Further, in comparison to
the number of objects present in the data sets, there need to be less number of
selected values.

4. Classification The classification detects the name of the disease with which plant
is affected. The system is training with the number of images and test set is
given as input after extracting image features. The Proposed Model
(WDDIP-KNN) classifier is applied to detect the disease name and flow chart is
blow. A classifier, that performs classification through the recognition of
neighbors that are closest to the query examples, is known as k-Nearest
Neighbor. The class of query is determined with the help of these identified
neighbors. In this algorithm, on the basis of the least distance present between
the given point and other points is calculated which is then used to perform
classification that helps in determining the class within which a particular point
belongs [6]. There is no training process involved within this classifier. Since,
the robustness to noisy data for this classifier is zero it is not applied within very
large number of training examples. The calculation of Euclidean distance
between the test and training samples is done which is further used within plant
leaf classification. Thus, similar measures are identified in this manner which
further helps in identifying the class for test samples as well (Fig. 1).
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4 Results and Discussion

The technique is proposed for the plant disease detection based on feature detection
and classification. The GLCM algorithm is applied for the feature extraction. The
k-mean clustering is applied for the image segmentation and KNN algorithm is
applied for the disease classification. The Data set of about 25 images is taken as
input to prepare the training set. The results are analyzed in terms of certain
parameters which are described below.

As shown in Fig. 2, the fault of the proposed and existing algorithm is compared
for the performance analysis. It is analyzed that proposed KNN technique has less
faults as compared to existing technique SVM (Table 1).

Fault Detection Rate ¼ 100� accuracy

Fig. 1 Proposed model (WDDIP-KNN) control flow
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Fig. 2 Fault detection
comparison

Table 1 Fault detection rate comparison

Image no Existing technique (SVM classifier) Proposed technique (WDDIP-KNN)

1 0.087951 0.060472

2 0.040103 0.036336

3 0.057707 0.054626

4 0.062027 0.07203

5 0.063903 0.071472

6 0.058424 0.039559

7 0.040812 0.042147

8 0.067034 0.088288

9 0.072044 0.044439

10 0.065199 0.041873

11 0.022471 0.023817

12 0.066916 0.041897

13 0.065681 0.038756

14 0.071313 0.036336

15 0.069679 0.048892

16 0.072199 0.033249

17 0.066446 0.034057

18 0.056053 0.040433

19 0.070209 0.038563

20 0.068922 0.033993

21 0.058104 0.035843

22 0.061631 0.062198

23 0.058188 0.067419

24 0.051977 0.038162

25 0.033993 0.038839
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As shown in Fig. 3, the accuracy of the proposed KNN technique is compared
with the existing SVM technique. It is analyzed that accuracy of the proposed
algorithm is high as compared to existing algorithm.

As shown in Fig. 4, the accuracy of the SVM technique is 80.02954 and fault
rate is 0.84811 (Fig. 5).

As shown in Fig. 4, the accuracy of the KNN Classifier is 92.25974 and fault
rate is 0.94918 (Table 2).

Accuracy ¼ Total no of points classified
Total no of points

� 100

Fig. 3 Accuracy comparison

Fig. 4 Disease Name, accuracy and fault rate for one image by SVM classifier
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Fig. 5 Disease name, accuracy and fault rate for one image by KNN classifier

Table 2 Accuracy comparison

Image no Existing technique (SVM classifier) Proposed technique (WDDIP-KNN)

1 91.97587 88.0339

2 93.75906 91.69698

3 91.02909 83.65844

4 85.55519 87.54323

5 108.1948 97.18758

6 84.1623 82.33363

7 81.95833 79.13637

8 91.23152 84.67711

9 87.96284 80.39575

10 92.37004 84.52256

11 97.47806 89.3719

12 89.84999 77.41904

13 86.92375 76.71102

14 87.75028 80.12171

15 87.96963 79.43393

16 83.36096 74.55252

17 80.01366 75.19481

18 84.559 77.79646

19 87.15097 82.59238

20 84.35514 85.65128

21 88.27116 85.46842
(continued)
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5 Conclusion

In this work, it is concluded that plant disease detection is the technique
(WDDIP-KNN) which is applied to detect disease from the plants. The technique of
plant disease detection has various steps like feature extraction, segmentation, and
classification. In this paper, novel technique(WDDIP-KNN) is proposed based on
the GLCM algorithm for the feature extraction, K-mean segmentation is applied for
the image segmentation and KNN classification technique is applied for the disease
classification. The performance of proposed algorithm is compared with the
existing algorithm in terms of accuracy and fault rate. It is analyzed that KNN
classifier has high accuracy and less fault rate as compared to existing technique.
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Novel Approach for Brain Tumor
Detection Based on Naïve Bayes
Classification

Gurkarandesh Kaur and Ashish Oberoi

Abstract The brain tumor detection is the approach which can detect the tumor
portion from the MRI image. To detect tumor from the image various techniques
has been proposed in the previous times. The technique which is adapted in
research work is based upon morphological scanning, clustering, and Naïve Bayes
classification. The morphological scanning will scan the input image and clustering
will cluster similar and dissimilar patches from image then Naïve Bayes classifier
spot the tumor portion from magnetic resonance imaging. The advance algorithm is
implemented in MATLAB and results are analyzed in terms of PSNR, MSE
accuracy, and fault detection and also calculate overlapping area with dice coef. The
proposed method has been tested on data set with more than 25 slide scanned
images. This proposed method achieved accuracy with 86% best cell detection.

Keywords Brain tumor � Clustering � MRI � Morphological scanning � Naïve
Bayes NBC-BTD model

1 Introduction

Several lives have been affected because of a common brain disease known as brain
tumor. The patients suffering from this disease have not survived in most of the
cases. For fighting this disease, several techniques have been proposed such that the
knowledge related to medicine can be expanded and one can understand calcula-
tions in a better manner such that the tumor can be detected. Due to the high
complexity of brain images and the fact that only expert physicians can analyze the
tumors, brain tumor detection is a challenging task within medical image processing
[1]. To detect brain tumor from various images, the two most common tests that are
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applied are Magnetic Resonance Image (MRI) and Computer Tomography
(CT) scan of brain. Further, to perform various treatments, the location of tumor is
also identified through this technique. To heal brain tumor, several treatment
techniques are proposed today such as radiation therapy, chemotherapy as well as
surgery. On the basis of size, type of tumor as well as its grade, the treatment type is
chosen. To check whether other parts are being affected by this tumor or not, it is
also important to perform certain analysis. When the appropriate treatment method
has to be chosen by the doctor, there are certain factors that are to be considered.
The possible side effects of a treatment, consideration of complete health and
checking whether the central nervous system is affected due to the tumor or not, are
few of these factors. Radio imaging is the most commonly applied technique within
MRI due to its dynamicity and flexibility [2]. Various pulse sequences and modi-
fication in imaging parameters that are based on Longitudinal Relaxation Time
(LRT/T1) and Transverse Relaxation Time (TRT/T2) are used to perform acqui-
sition of variable image contrast. Particular tissue properties are provided in rele-
vance to signal intensities provided on the weighted images T1 and T2. On the basis
of pulse sequence parameters, the contrast on MR images is provided. For knowing
the details of structures of various organs of the body such as liver, chest, and brain,
MRI imaging of the body is done. The treatment can be monitored in the patient
efficiently with the help of this approach. There are certain steps performed in order
to identify the tumor in the patient’s body [3]. Preprocessing, segmentation, feature
extraction as well as classification are the commonly applied steps. The MRI
samples are gathered at the initial stage.

a. Preprocessing and Enhancement: The chances that a suspicious region can be
detected can be improved through this initial step being performed in image
processing. From the image, the noise is eliminated and finer details are
extracted. The accuracy of an image is minimized when noise is present within
the MRI image. The noise is removed by applying different filters on the image.
The filters are also applied to sharpen the image. Since the detection of boundary
of tumor can be done more effectively and easily, it is important to sharpen the
image with the help of various low pass filters once the noise has been com-
pletely eliminated from the images.

b. Segmentation methods: The procedure where the image is broken down to
smaller parts and segments is known as image segmentation. The analysis can
be performed in easy manner through this step. Several image segmentation
methods have been developed over the time. The approach in which the object
boundaries are assumed to be defined by the detected edges and which further
helps in recognizing these objects is known as edge-based segmentation
approach [4]. There is a need to achieve very distinct and closed boundaries to
perform direct segmentation which can be done through this approach. False
edge detection can occur many times and the partial edges can be joined within
an object boundary through edge linking process. The approach in which the
bordering pixels present in one area assume to have similar values is known as
region based approach. Instead of identifying the edges, the identification of
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object region is more important in this case. The pixels are compared with the
neighboring pixels. The pixels is said to belong to the cluster in the form of one
or more of its neighbors in case when the congruence criteria is satisfied.

c. Feature Extraction: To detect brain tumor from images, the extraction of exact
tumor image is very important since the structure of brain is very complex [5].
In order to extract certain features, it is important to consider few parameters.
The tumor can easily be classified with the help of results achieved from feature
extraction process.

2 Literature Review

Kaur et al. [11] analyze technique of Magnetic Resonance Image (MRI) for brain
tumor detection. It shows difficult structure of brain cells with thin network. It also
considers solid growth. If we want to study the growth we need to study the
fragmentation process, which is a huge disadvantage. This disadvantage can be
solved by clustering technique. For this extraction of segmented brain tumor from
its area a sobel edge detection is used. In clustering technique, the no of clusters is
counted by computing them on the peak of histogram. The size and location can be
analyzed by the segmented part of the binary image. The final fragmented part is
then use to analyze size and perimeter of the tumor. It concludes that. The brain
tumor can be detected using MRI and clustering techniques. So, it is used on the
nature of image and the number of peaks, the clusters can be computed.

Hazra et al. [12] reviewed detection and localization of tumor region present in
the brain by using patient’s MRI. It contain three levels namely, preprocessing,
segmentation, and edge detection. Preprocessing converts the original image into
grayscale image and eradicates noise if any which further followed by the edge
detection using Sober and Canny algorithms with technique of image enhancement.
The segmentation is applied to display the tumor affected region. Lastly, the
clustering algorithm is used for the image clusters. It results identification of the
brain tumor is done efficiently using MRI and K-means algorithms. In order to
detect the tumor more accurately the algorithms can be improvised.

Chauhan et al. [13] proposed preprocessed median filtering MRI brain images.
In order to separate the area from image- and color-based segmentation and edge
detection is done. Histogram of oriented gradients and gray level co-occurrence
matrix is used to represent the images. The respected extracted features are stored in
the transactional database to classify the tumor into normal benign. The classified
accuracy is being calculated 86/6%. This summarized that the proposed system help
to know about the type of brain tumor and its further treatment. This system has
been successfully tested on the large-sized brain scanned images of brain tumor.

Reema Mathew et al. analysed that the Magnetic Resonance Image (MRI) is
effective technique of the brain tumor detection and classification. This classifica-
tion is done in various steps like preprocessing, filtration of sound, feature
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extraction, and segmentation. These methods preprocessed the MRI brain image
using anisotropic diffusion filters. The discrete wavelet transforms are extracted in
the feature extracted step. These features are further given as the input to the
segmentation step. A support Vector Machine was used segmentation and tumor
classification. Hence, it concludes that the accuracy of proposed system is 86%. The
validation of this method with the recent results can be used in the future proposals.

3 Research Methodology

This research work is relies on brain tumor detection.
The technique to detect tumor are based on following steps:

Step 1: Morphological Operations:

The process through which the structure or shape of an object can be deformed or
reconstructed is known as morphology. For the representation of shape of an object,
the operations that are applied on binary images are known as morphological
operations. While performing pre or post processing, these operations are applied
such that the shape of objects or areas can be known in more appropriate way.
Following are few of the most commonly used morphological operations:

a. Erosion: The operation with the help of which the boundaries of areas of
front-end pixels are eroded from the binary images is known as erosion. In terms
of size and holes present within it, the regions of foreground pixels are shrunk.
There are two inputs given here [6]. The image is eroded within the initial input
and the structuring element is given as the second input. The structuring element
place upward of given image such that the erosion of binary image can be
calculated. Thus, the origin of structuring element and input pixel coincide with
each other.

b. Dilation: The approach through which the holes are filled by adding the pixels to
the boundaries of objects present within the image is known as dilation. Two
pieces of data are taken as input in this operator. Image is dilated in the initial
one and elements are structured in the second one. On the input image, the
structuring element is placed for every background pixel such that the given
image pixel position and structuring element coincide [7]. Increase the area of
foreground pixels is the basic effect of dilation on the binary image. There is a
complete closing up of the operation however, in this operation which is its only
demerit. There are several classifiers used in the process of detection brain tumor
from images. A data structure in the form of a tree is created within a decision
tree classifier. On the basis of one particular feature, each interior node that
includes decision criteria is based. The entropy reduction that presents the purity
of samples is used to calculate the features that are in relevance to classification
[8]. The classifier through which two classes are separated using a hyper plane is
known as Support Vector Machine (SVM). From the empirical data, an optical
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function can be calculated in case when the classes are separated by hyper plane.
A basic feed forward based artificial neural network classifier was introduced
known as multi-layer perceptron classifier. For performing simple functions, a
single hidden layer is used here at first. Further, to improve the classification
performance, two hidden layers were included here. For every data set, different
hidden units were selected. Across a number of trails, the numbers of hidden
neurons were identified. Back propagation algorithm was used to train the neural
network.

c. Clustering: In image processing is basically defined as the technique in which
groups of identical image primitive are identified. Clustering is a method in
which objects are unified into groups based on their characteristics. A cluster is
basically an assembly of objects which are similar between them and are not
similar to the objects fitting to additional clusters. C-mean clustering is mainly
assigning points to cluster or class. In this clusters are mainly indentified by
similarity measure, in terms of distance, connectivity and intensity. Moreover, in
this technique, each data point belongs to more than one cluster.

Step 2: Naïve Bayes Classifier: Naive Bayes algorithm is effective method of text
classification. It works on large training sample set and gives an accurate result. It is
a probabilistic classifier based on Bayes theorem with independent assumption
which assumes the presence of particular features of a class is unrelated to presence
of other features.

Naive Bayes classifier is a simple probabilistic classifier based on applying
Bayes’ theorem (from Bayesian statistics) with strong (naive) independence
assumptions. A more descriptive term for the underlying probability model would
be “independent feature model”. In simple terms, a naive Bayes classifier assumes
that the presence (or absence) of a particular feature of a class is unrelated to the
presence (or absence) of any other feature. The morphological scanning technique
will scan the image and technique of Naïve Bayes is applied which mark the tumor
in the image. The classifier that includes all independent attributes when the value
of class variable is given is known as Naïve Bayes classifier. Conditional inde-
pendence is another name for this classifier and it is known to be the easiest form of
Bayesian network [9]. Here, the Bayes’ theorem is applied along with the naïve
assumption that shows the independence among every pair of features within the set
of supervised learning algorithms. Following relationship is stated by the Bayes’
theorem:

P yjx1; . . .; xnð Þ ¼ PðyÞP x1; . . .; xnjyð Þ
P x1; . . .; xnð Þ ð1Þ

Here, y is a class of variable and from x1 to xn a dependent feature vector is
included.

PSNR and MSE: The PSNR signal is used to measure the quality of loss and
lossless compression (e.g., for image compression). The peek signal used original
data. The noise is the error introduced by compression. When comparing
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compression codecs, PSNR is an approximation to human perception of recon-
struction quality. Although a higher PSNR generally indicates that the recon-
struction is of higher quality. When PSNR signal is maximum, the MSE signal is
minimum (Fig. 1).

NO

Yes

START

Input image for the disease detection

Apply morphological operation to scan whole image

Apply c mean clustering algorithm to divide whole image 
into certain sets

Data 
Classified

Divide input data into 
training and test set for 

the classification 

Apply naïve bayes 
classifier for the data 

classification 

Display classified results

STOP

Fig. 1 Proposed flowchart NBC-BTD (brain tumor detection)
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Result and Discussion: This research work was based on the brain tumor
detection; the 20 images taken from data respiratory set. To detect tumor from the
MRI images technique of classification was applied. Input the test data for tumor
detection, applied in the morphological operations; divided input class into training
set; then classified the data. The technique of Naïve Bayes classifier NBC-BTD
model marks the tumor portion in the image with horizontal and vertical plot with
segmented tumor area. The tumor region grew which segmented tumor would
portion from non-tumor region. That gave false positive and negative rate.

As shown in Fig. 2, the technique of Naïve Bayes classifier was applied which
marked the tumor portion on the image. The vertical and horizontal position was
also calculated from the input MRI Image (Fig. 3; Table 1).

The PSNR value of the Advance and previous research algorithm has compared
for the performance analysis. It has analyzed that PSNR value of advance algorithm
was high as that to previous research algorithm (Fig. 4; Table 2).

The MSE value of advance and previous research algorithm is compared for the
performance analysis. It is analyzed that MSE value of advance algorithm is less as
compared to previous research algorithm (Fig. 5; Table 3).

The accuracy value of the advance and previous research algorithm was com-
pared for the performance analysis. It was analyzed that proposed algorithm has
high accuracy as compared to previous research algorithm (Fig. 6; Table 4).

Fig. 2 Naïve Bayes classifier
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Fig. 3 PSNR comparison

Table 1 PSNR comparison

Image no. Existing technique (S.V.M classifier) Proposed technique NBC-BTD

1. 19.45 19.46

2. 19 19.03

3. 19.16 19.15

4. 18.94 18.96

5. 19.09 19.11

6. 19 19.02

7. 18.8 18.78

8. 19.62 18.97

9. 18.92 18.91

10. 18.9 18.93

11. 21.46 26.43

12. 21.46 26.04

13. 21.32 26.3

14. 21.26 26

15. 21.21 26.31

16. 21.1 26.14

17. 21.82 25.83

18. 21.27 26.05

19. 21.46 25.99

20. 21.27 26.12
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Fig. 4 MSE comparison

Table 2 MSE comparison

Image no. Existing technique (S.V.M classifier) Proposed technique NBC-BTD

1. 74.25 14.9

2. 82.45 16.29

3. 79.37 15.36

4. 83.46 16.45

5. 80.63 15.31

6. 82.44 15.92

7. 86.23 17.09

8. 82.03 16.25

9. 83.89 16.48

10. 83.05 16.01

11. 74.18 46.8

12. 81.03 46.81

13. 79.66 48.27

14. 83.19 48.99

15. 80.37 49.55

16. 81.98 50.76

17. 86.69 43.08

18. 83.05 48.83

19. 84.14 46.75

20. 83.68 48.81
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Fig. 5 Accuracy comparison

Table 3 Accuracy comparison

Image no. Existing technique (S.V.M classifier) Proposed technique NBC-BTD

1. 78.53 82

2. 85.53 89.94

3. 82.74 87.83

4. 86.44 90.87

5. 84.18 88.23

6. 85.91 89.93

7. 89.67 93.37

8. 89.92 89.54

9. 87.48 91.27

10. 86.59 91.21

11. 78.34 82.18

12. 85.36 89.5

13. 83.61 86.58

14. 86.61 90.45

15. 84.09 88.93

16. 85.53 89.89

17. 89.62 93.83

18. 86.48 88.86

19. 87.45 91.54

20. 87.04 90.6
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Fig. 6 Fault detection comparison

Table 4 Fault detection

Image no. Existing technique (S.V.M classifier) Proposed technique NBC-BTD

1. 0.7853 0.82

2. 0.8553 0.8994

3. 0.8274 0.8783

4. 0.8644 0.9087

5. 0.8418 0.8823

6. 0.8591 0.8993

7. 0.8967 0.9337

8. 0.8992 0.8954

9. 0.8748 0.9127

10. 0.8659 0.9121

11. 0.7834 0.8218

12. 0.8536 0.895

13. 0.8361 0.8658

14. 0.866 0.9045

15. 0.8409 0.8893

16. 0.8553 0.8989

17. 0.8962 0.9383

18. 0.8648 0.8886

19. 0.8745 0.9154

20. 0.8704 0.906
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The fault detection rate value of the present and previous research algorithm was
compared for the performance analysis. It was analyzed that present algorithm has
high fault detection as compared to previous research algorithm.

4 Conclusion

In this work, it is concluded that image processing is the technique which can
process information stored in the form of pixels. The brain tumor detection is the
technology which can detect tumor portion from the MRI image of brain. In this
research work, novel technique is proposed which is based on the morphological
operation and Naïve Bayes classifier and clustering techniques. The performance of
present algorithm is collate with past and it is analyzed that present algorithm
performs well in terms of PSNR, MSE, and accuracy and fault detection with 86%
ratio.
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Automatic Classification of Carnatic
Music Instruments Using MFCC
and LPC

Surendra Shetty and Sarika Hegde

Abstract With a large collection of digital music in recent days, the challenge is to
organize and access the music efficiently. Research in the field of Music
Information Retrieval (MIR) focuses on these challenges. In this paper, we develop
a system which automatically identifies the instrument in a given Carnatic music on
ten different types of instruments. We extract the well-known features namely,
MFCC and LPC, and analyze the capability of these features in distinguishing
different instruments. Then, we apply, the classification techniques like, Artificial
Neural Network, Support Vector Machine, and Bayesian classifiers on those fea-
tures. We compare the performances of those algorithms along with different fea-
tures for Carnatic music instruments identification.

Keywords Audio data mining � Carnatic music � Instrument classification � MIR

1 Introduction

Music Information Retrieval (MIR) research explores the different applications
involving the retrieval of contents or information from a given music which can be
useful for categorizing and indexing music. Due to rapid increase in digital media
collections, organization and accessing of the music from large collection has
become one of the challenges. Usually, metadata is used to label and segment the
songs and is used to search and access a particular music. But this process needs lot
of manual intervention for preparing metadata and labeling process which is not so
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efficient. Hence, this process can be automated using Machine Learning techniques
including both labeling and searching. The digital music may be labeled based on
instrument type, singer, genre of music, etc.

Lot of research has been done in this area on western music for content-based
information retrieval. However, research on Indian music started very recently with
mainly Raga identification as focused application. Instruments like Harmonium,
Tabla, etc., are integral part of Indian music. The instrumental music is very
melodic and pleasant, played in important Indian occasions like, marriage, festivals,
funeral. The Indian instruments can be divided into three types, rhythmic instru-
ments, wind instruments and string instruments. In our paper, we have selected the
wind and string types of instruments and applied machine learning technique for
automatic identification of instrument. The basic steps include preprocessing and
feature extraction from audio, visualizing the features and applying classification
algorithms. The set of standard audio features namely, Mel-frequency cepstral
coefficient (MFCC) and Linear Predictive Coefficient (LPC) are used. We compare
the capability of these features in representing an instrument. The research work in
this paper explores the following objectives,

1. Extraction of MFCC and LPC features
2. Analysis of suitability of features through visualization
3. Classification of audio features using Artificial Neural Network (ANN),

Bayesian classifiers, and Support Vector Machine (SVM)
4. Comparison of classifiers performance based on classification accuracy.

The content discussed in this paper is organized in five sections. We briefly
discuss the literature works on MIR in second section. The methodology and the
techniques used in our work are described in third section. The method of exper-
iments and the corresponding results is covered in fourth section which is followed
by conclusions in fifth section.

2 Background

Martin and Kim [13] have applied statistical pattern recognition technique for
instrument identification. They have demonstrated the usefulness of organizing the
musical instruments hierarchically for identification and illustrated the usefulness of
timbre feature for this application. An automated system for signer identification
from western music is proposed by Kim and Brian [12]. The music is first analyzed
to extract the vocal segments and then the singer is identified using GMM and SVM
algorithms. Similar work is proposed in Zhang [25] using a statistical model with
80% accuracy. MFCC feature with 32 coefficients is used to characterize the voice
of singer and further classified using Neural network in Mesaros and Astola [15].
SVM algorithm along with LPC feature is used by Chetry and Sandier [4] for
classifying six instruments successfully. Benetos et al. [3] have performed
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instrument identification experiments on large dataset with 20 instruments using
variety of classifiers and have reported accuracy ranging between 88.7 and 95.3%.
Usefulness of MFCC coefficients for identification of instruments in monophonic
signals is investigated in Sturn et al. [21]. A new nonlinear method involving the
fractal theory is proposed by Zlatintsi and Maragos [26] for instrument identifica-
tion. Polyphonic signals are considered in Giannoulis and Klapuri [7] using local
features and missing features for instrument identification. Gaussian mixture model
based semi supervised learning algorithm is applied on instrument identification by
Diment et al. [5].

A continuous polyphonic music is analyzed to perform two tasks namely,
automatic music transcription and instrument assignment by Giannoulis et al. [8].
Factorial Gaussian Mixture-HMM (F-GM-HMM) algorithm is used by Hg and
Sreenivas [11] for solving the problem instrument detection in a given polyphonic
music. Uhlich et al. [24] have used deep neural network for extracting instrument
from music. Isolated Instruments identification from noisy clips has been proposed
by Mukherjee et al. [16] using the statistical feature LPCC-S which is computed
well-known method, Linear Predictive Cepstral Coefficient. Banerjee et al. [2] have
proposed a novel approach for string instrument identification using frequency and
wavelet domain analysis and the classification algorithms namely, k-NN and ran-
dom forest method. A very detailed review on Music Information retrieval, its
applications and the related work is described in Murthy and Koolagudi [17].

3 Methodology and Techniques

The instrument classification problem can be solved using Machine Learning
algorithms. The input is an instrumental audio and the output is the label corre-
sponding to the identified instrument. Before giving the input to Machine Learning
algorithm, the input needs to be processed using Digital signal processing technique
for extracting the features. In this section, we discuss briefly about the considered
dataset, the feature extraction techniques and classification algorithms used in our
experiment.

3.1 Dataset

There is no standard benchmark dataset for Indian instrumental music recordings.
We collected few CD’s consisting of music. From these songs, we extracted the first
portion with duration in the range of 2 s–3 min based on the availability. The
collection of recordings prepared in this manner consists of instruments namely,
Flute, Harmonium, Mandolin, Nagaswara, Santoor, Saxophone, Sitar, Shehnai,
Veena and Violin. We collected up to 15 audio clips of each instrument category
with total number of audios as 150.

Automatic Classification of Carnatic Music Instruments … 465



3.2 Audio Data Preprocessing and Feature Extraction

To extract useful information from audio which is a non-stationary data, we apply
“framing”. It is a mechanism of dividing the audio into smaller chunks of duration
of 10–30 ms along with overlapping and windowing. Overlapping is done to ensure
continuity in the data and windowing is done for smoothening the data at the edges.
Each frame is then processed to extract the audio features namely, Mel-Frequency
Cepstral Coefficient (MFCC), Linear Predictive Coefficients (LPC). We get a fea-
tures vector of size “d” after applying feature extraction technique. The feature for
each frame may be denoted as FV ¼ fv1; fv2; . . .; fvdf g. The set of features
extracted from all the recording is further used as input for Machine Learning
algorithms.

a. Mel Frequency Cepstral Coefficients (MFCC)

It is a well-known feature used in the areas of speech recognition, MIR applications
[9, 20]. This feature simulates the behavior of human ear where the time domain
signal is first converted into frequency domain signal using discrete Fourier algo-
rithm. The computed power spectrum from DFT coefficients are filtered using a set
of triangular filters with mel-scale spacing. In the last step, inverse Fourier trans-
form is applied by computing DCT from logarithm of Mel-spectrum given as

Ci ¼
XK
k¼1

log Skð Þ � cos ip
K

k � 1
2

� �� �
i ¼ 1; 2; . . .;K ð1Þ

Here, the value Ci is the ith MFCC coefficient computed, Sk is the output from
kth filterbank channel and K is the number of filterbanks used in the set of triangular
filters [19].

Using this technique, 12 MFCC coefficients and its first/second derivative can be
computed. The number of coefficients to be used is not fixed. Depending on the
requirements of application, number of MFCC can be changed. Most of the time 12
MFCC’s are used. Less number of MFCC makes the model simple. Aucouturier
and Pachet [1] in their work have used eight MFCC coefficients. In our work, we
have experimented with less than eight. The MFCC feature is computed using
Auditory Toolbox [20]. Out of the 12 coefficients computed, we consider first six
coefficients.

b. Linear Predictive Coefficients (LPC)

The time domain signal of a given audio can be analyzed using Linear predictive
analysis tool to extract features from it. This tool is found to be very useful in signal
processing applications. In this technique, each sample is defined with the weighted
sum of previous “d” samples. The weights assigned to each previous sample are
termed as LPC coefficient which is unknown term. The predicted value for a sample
is given as [18]
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ds kð Þ ¼
Xd
i¼1

ais k � ið Þ ð2Þ

Here, the ds kð Þ is a predicted value for kth sample, s(k − i) is the sample value at
index (k − i). The coefficient ai is an unknown term. We get such equations with
linear combinations for all the samples in the frame where ai’s are unknown and to
be computed. The constraint for computing ai’s is that the difference between the

actual sample s(k) and the predicted sample value ds kð Þ termed as Mean Squared
Error (MSE) must be as minimum as possible. This is a least square problem which
can be solved using normal equations.

Using this mechanism, we get “d” LPC coefficients which are equal to 13 by
default. To keep the number of MFCC’s and LPC’s same, we consider only first six
LPC coefficients. For a given frame fi, the set of six LPC coefficients is represented
as, LP ¼ lp1; lp2; lp3; lp4; lp5; lp6ð Þ. This LP is used as the feature vector (FV) for
discriminating different classes of audio signal in further experiments.

3.3 Machine Learning Algorithms

Classification is a task under Machine Learning algorithm with an objective to
assign a given feature vector to one of the known class labels [6]. In our system, the
given input is a feature extracted from audio and the label assigned is one to ten
corresponding to the ten instruments. The dataset is first divided into training and
testing set. The training set is used to construct ML model and the testing set is used
to evaluate the performance of ML model. We use three algorithms, namely,
Artificial Neural Network, Support Vector Machine, and Bayesian classifier which
is discussed in his section.

a. Artificial Neural Network (ANN) Classifier

Artificial Neural Network is one of the popular Machine Learning algorithms
mimics the behavior of human brain. It is a network of computing elements known
as Neurons. The working of single neuron has two components, summation and
activation function given as,

y ¼ 1

1þ e�ð
Pp

j¼1
wjxjÞ

ð3Þ

where x is an of “p” dimension and w is the weight corresponding to each input.
The neurons can be arranged in layers. The three types of layers in ANN are, input
layer, hidden layer, and output layer [6]. The number of hidden layers may be zero
or more. The number of neurons in input layer is same as the number of feature
(p) and in output layer is same number of class labels (10). The number of hidden
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layers and number of neurons in hidden layer need to be decided through trial and
error. In our work, we have one hidden layer with same “p” neurons. The following
algorithm shows the usage of ANN in our work.

ALGORITHM 3.1: Training and Testing steps using ANN
// The algorithm takes dataset of feature vectors as input and generates the accuracy of classification using ANN 
algorithm 
//Input: D is a dataset (features vector along with target label)
//Output: m (Confusion matrix)
dataset=D; 
[training_set    testing_set]=hold_out(dataset);
//Training the ANN
x=Store all the set of feature vectors of training set
y=Sequence of class labels in training set
c=no_of_class 
//Each row in T represents the binary pattern of the corresponding value of y
For each row in y
        Initialize the T(i) to ‘c’ number of zeros 

Set the value of T(y(i))=1
End
network=trainANN(x,T);
//Testing the ANN
For each row from testing set

FV=feature vector
output_array=testANN(network, FV); / / list of values from Output neuron
pos=index of maximum value in output_array
predicted_target_label=pos;
m(actual_target_label, predicted_target_label)= m(actual_target_label, predicted_target_label)+1

end

b. Support Vector Machine (SVM)

This is a supervised machine learning algorithm which constructs a hyperplane that
can separate the feature vector of one class with feature vectors of all other classes.
Out of the different possibilities of hyperplane, the one with widest margin is
selected as classifier called Maximal Margin Classifier [23]. Let us consider a set of

training observations, given as (xi, yi) (i = 1, 2, …, k) where xi ¼ xi1; xi2; . . .; xip
� �T

corresponds to the feature vector (MFCC or LPC) for the ith input observation and
yi 2 �1; 1f g denote its class label. SVM is a two-class classifier which constructs a
hyperplane separating the observations from two class. In our paper, ten hyper-
planes will be constructed. For each instrument, a constructed hyperplane will
separate the observations of that instrument from all other instruments [10]. The
decision boundary (hyperplane) can be defined as follows,

w � xþ b ¼ 0

The parameters w and b need to be estimated in training phase for a given
dataset. Since the hyperplane need to maximal, the constraint and objective function
to be minimized for computing the parameters is given as,
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w � xþ b� 1 if yi ¼ 1

w � xþ b� � 1 if yi ¼ �1

f wð Þ ¼ wk k2
2

ð4Þ

The following algorithm illustrates the steps followed for using SVM algorithm
in our work.

ALGORITHM 3.2: Pseudo code for SVM algorithm
// The algorithm takes dataset of feature vectors as input and computes the accuracy of classification 
using SVM algorithm
//Input: D is dataset (feature vector along with target label) 
//Output: m (Confusion matrix) 
dataset=D;
[training_set    testing_set]=hold_out(dataset);
//Training the SVM
x=Store all the set of feature vectors of training set
y=Sequence of class labels in training set
c=no_of_class
Apply Gaussian kernel function to x
[xsupport, w, b]=trainSVM(x,y);
//Testing the SVM
For each row from testing set

FV=feature vector
predicted_target_label =testSVM(FV, xsupport,w,b); 
m(actual_target_label, predicted_target_label)= m(actual_target_label, 

predicted_target_label)+1
end

c. Bayesian Classifier

Bayesian classifier works based on conditional probability. Posterior probability
using Bayes theorem is computed for an feature vector x given as,

p cjjx
� � ¼ p cj

� �
pðxjcjÞ

p xð Þ ð5Þ

where

p xð Þ ¼
Xc

j¼1

p wj
� �

p xjwj
� � ð6Þ

The posterior probability p(cj|x) indicates the probability that feature vector
x belongs to jth class where j ¼ 1; 2; . . .; 10 in our work. To compute the class label
for a given x, all the 10 posterior probabilities are evaluated and the class corre-
sponding to the highest probability is chosen [22]. The prior probability for class j,
i.e., p(cj), represents the initial degree of belief that a given set of feature vector is a
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data from jth class. The class-conditional probability p(x|cj) is also called as
class-conditional probability representing the probability distribution of the features
for each class [14].

4 Experimental Results and Discussion

Each audio from the collected dataset is retrieved and processed to extract MFCC
and LPC features. The feature vector corresponding to each frame is considered as
an observation (an input) for the next stage. Total number of observations for each
class is equivalent to number of audios of that class multiplied by number of frames
in the audio. We get up to 600–1000 observations for each class. We have con-
sidered four different frame size, 512, 1024, 2048, and 4096 for the experiment. For
the final classification, we selected the best frame size among this.

In this section, we discuss three types of experiments and the corresponding
results. The first one is visualization of features, second is to select the best frame
size, and the third one is the classification of instruments. For visualization on 3-D
plot, we select the first three coefficients (fvi1; fvi2; fvi3Þ of MFCC and LPC.
Randomly selected 25 observations are plotted on 3-D graph with different color/
symbols for different instruments. Figures 1 and 2 show the plot for MFCC and
LPC features respectively. It can be clearly observed that the instruments of same
type are grouped together in both the plots. We can also observe that similar types
of instruments like Saxophone(inverted triangle) and Nagaswara(circle) groups are
nearer to each other.

This result of this experiments just gives a brief idea about the potentiality of a
feature to distinguish the various instruments and the similarity among some
instruments. As per the results, both MFCC and LPC features capable to that. Such
experiments are useful in Machine learning applications as a preprocessing step to
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understand the features at preliminary level. The discrimination of instruments
through MFCC is slightly clearer than LPC features.

The next experiment done is to select the best frame size suitable for instruments
classification. For this experiment, we randomly retrieve 50 observations from each
class and apply all the classification techniques using twofold cross-validation
evaluation method. Various frame sizes considered are 512, 1024, 2048 and 4096
sample per frame. The features extracted with various frame size are stored as
separate datasets. The frame size which gives the highest classification accuracy is
selected and considered for further evaluation of classification experiments. Table 1
shows the results of varying frame size across two features and the different clas-
sification algorithms for the instrument dataset.

We can observe from the table that the performance of classification is better for
the dataset constructed with the frame size of 2048 sample observations. For the
further analysis, we consider the dataset which is constructed with the frame size
2048.

The last experiment is classification of ten instruments using, ANN, SVM, and
Bayesian classifier. For this, we retrieve 500 observations from each class of
instruments, totally constituting 5000 observations from ten classes. The dataset is
divided into two sets, set1 and set2 in the ratio of 50:50 randomly. In the first
iteration, set1 is used as training set and set2 is used as the testing set and the
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Fig. 2 Visualization of LPC feature for Instrument data

Table 1 Comparison of class
accuracy for different frame
sizes for Instrument data

Classifier 512 1024 2048 4096

ANN MFCC 56% 31% 72% 55%

LPC 25% 61% 61% 66%

SVM MFCC 88% 82% 86% 85%

LPC 75% 77% 76% 70%
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accuracy of classification is calculated for the test set. Same thing is repeated in the
second iteration where set2 is used as the training set and set1 is used as the testing
set. Finally, the average accuracy of classification of the two iterations is calculated.
Classifiers are evaluated by repeating each of the experiments for fifteen times and
the average accuracy of classification is taken as the final accuracy of classification.
Table 2, shows the accuracy of classification for the dataset of 5000 observations
with MFCC and LPC features and the ANN, SVM and Bayesian classifier algo-
rithms. We can observe from the results that MFCC feature is better representative
for instrument data and the ANN algorithm classification is better compared to other
algorithms. But LPC feature is also useful in representing the instrument data.

The highest accuracy rate for 500 observations is 83.07% with MFCC feature
and ANN classifier and Fig. 3 shows the graphical view of the result. The x axis
gives the name of the instrument (actual target class) and the y axis gives the
number of observations considered. In visualization, we claimed that MFCC dis-
criminates instrument data better than LPC. This is found to be same in classifi-
cation also. Even though there is not much difference in the accuracy, MFCC has
shown slightly better performance than LPC in all the cases.

Table 2 Comparison of
classification accuracy for
Instrument data

Classifier/feature ANN (%) SVM (%) Bayesian (%)

1. MFCC 83.07 69.13 67.12

2. LPC 81.81 67.91 51.25
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300
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Fig. 3 Graphical representation of confusion matrix for Instrument data classification with ANN
and MFCC feature
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5 Conclusions

Even though, lot of research is carried for western music, the research in Indian
music has lot of scope due to versatile nature of Indian music. Instruments are
integral part of Indian music. The automatic identification of instruments from
Carnatic music can ease the process of indexing and retrieval. We have developed a
system for instrument identification using MCC and LPC features. The visualiza-
tion helped in understanding the capability of MFCC and LPC features in distin-
guishing the various instruments. The training dataset and test dataset are selected
randomly in each of the iteration and it is found that MFCC feature is shown to be
more discriminative than other features. The highest rate of classification accuracy
for 10 classes of instrument data is 83% with ANN classifier. More variety of
instruments may be considered in future to develop an instrument identification
system using deep neural network.
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Semiautomated Ontology Learning
to Provide Domain-Specific Knowledge
Search in Marathi Language

Neelam Chandolikar, Pushkar Joglekar, Shivjeet Bhosale,
Dipali Peddawad, Rajesh Jalnekar and Swati Shilaskar

Abstract In this research work, our goal is to build a self-sustainable, repro-
ducible, and extensive domain-specific ontology for the purposes of creating a
knowledge search engine. We have used online data as the primary information
store using which we construct ontology by identifying concepts (nodes) and
relationships between concepts. The project encompasses preestablished ideas
gathered from successful NLP trials and presents a new variation to the task of
ontology creation. The system, for which the ontology is being created, is a
knowledge search engine in Marathi. This aims at building semiautomated ontology
whose target demographic is primary school children and the selected domain is
science domain. This project proposes a method to build semiautomated ontology.
We use a combination of natural language processing method and machine learning
method to automate the ontology learning task. Automatically learned ontology is
further modified by language and domain experts to enrich the contents of ontology.
Unlike, standard search engines, our knowledge search engine attempts to provide
learned resources directly to the user rather than website links. This approach
enables the user to directly get information without having to spend time on
browsing indexed links.
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Keywords Knowledge search engine � Natural language processing (NLP) �
Ontology � Resource description framework (RDF) � Semantic search

1 Introduction

Knowledge sources are rarely available in Marathi language on World Wide Web.
This paper proposes to provide domain-specific search facility in Marathi. It also
aims at converting the extracted data into knowledge and provides output in more
semantically coherent form. The proposed knowledge search in Marathi would be
based on semiautomated ontology-based framework.

1.1 Ontology

Ontology has the ability to capture the structure of a domain. Ontology has a
knowledge base which contains structures that are defined by the allowed constructs
of ontology [1, 2]. Ontologies are building blocks of semantic web-based systems
[3]. Creating ontologies is an intricate process [4, 5]. Ontology defines a common
vocabulary for researchers who need to share information in a specific domain.
Ontology of any domain is a specification of a conceptualization of that specific
domain. Ontologies are concerned with the meaning of terms. Ontology typically
consists of concepts and relationship between those concepts. It includes definitions
of basic concepts in the specific domain and relations among them. Ontologies are
used to represent domain knowledge in a digital form. Ontologies can be automated
or semiautomated. Semiautomated ontology is created automatically and edited
manually.

1.2 Knowledge Search Engine

Knowledge search engine [6–8] provides semantically correlated information to the
input keyword. Knowledge search engine is somewhat similar to semantic search
engine. A semantic search engine interprets the meaning of a given keyword and
provides information either in the form of relevant links or in the form of sum-
marized information. Ontologies allow smart linking of knowledge resources. This
gives a computer the potential to use intelligent agents to access knowledge and
deliver good quality information to the user. Agents also have the ability to use the
ontology semantics [9, 10] to communicate with other agents and thus making
computer communications smarter.
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1.3 Resource Description Framework (RDF) and Web
Ontologies

Ontologies are stored in RDF format [11]. RDF is the widely accepted standard
framework for representing information about a certain system. RFD is built around
the concept of uniform resource identifier (URI) which is used to describe website
metadata. A typical RDF graph consists of RDF triples (subject, predicate, and
object) which is displayed as a graph. Web ontology complements the RDF and
RDF Schema by giving it an ability to express reasoning and convey logical
structure.

2 Related Work

In 2007, author Horacio Saggion et al. proposed the system on ontology-based
information extraction for business intelligence in which they used information
from business graphics and tabular data and they applied OCR analysis of images
and then output of the OCR analysis was corrected by the exploitation of collateral
information found around the graphics [12]. In 1992, author Marti A. Hearst
described a method for the automatic acquisition of the hyponymy lexical relation
from large text corpora first they identified a set of lexico-syntactic patterns and
then described a method for discovering these patterns [13]. In 2006, author Patrick
Pantel et al. proposed a weakly-supervised, general-purpose algorithm, called
Espresso, for harvesting binary semantic relations from raw text. In which they
have extracted several standard and specific semantic relations like is a, part of,
succession, reaction, and production [14].

In 2004, author Patrick Pantel et al. used top-down approach for labeling
semantic classes. They used co-occurrence statistics of semantic classes discovered
by algorithms like CBC to label concepts. In this paper, they proposed an algorithm
for automatically inducing names for semantic classes and for finding instance/
concept (is-a) relationships [15]. In 2013, author Tomas Mikolov proposed two
novel model architectures for computing continuous vector representations of
words from very large datasets. The author worked on distributed representations of
words learned by neural networks in which they proposed two models Continuous
Bag-of-Words Model and Continuous Skip-gram Model [16]. Natural language
processing methods [17– 20] of pos tagging and chunking is widely used by many
researchers for identification of concepts for domain-specific ontology. Machine
learning techniques like classification [21–24] is used widely for relationship
classification.
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3 Proposed Methodology

In the proposed methodology, we have focused on creating ontology for a science
domain which includes science subject terms and concepts understandable to pri-
mary school-going children of Marathi medium. However, proposed methodology
can be applied to any domain. In the proposed methodology we at first define
ontology structure followed by this ontology learning method is proposed and
finally we provide knowledge search through knowledge search engine.

3.1 Defining Structure of Ontology

For building ontology and its nodes, we have initially defined ontology structure as
per the requirement of project. Ontology ideally has terms and relationships. In this
research work for every term, one ontology node is created. Structure of ontology
node which is used is as follows:

1. Keyword in English.
2. Definition in English.
3. Automated Translated Marathi keyword.
4. Marathi definition by domain and language expert.
5. Image link.

Once this ontology node structure is defined, all the terms (concepts) are stored
using the same node structure.

3.2 Methodology to Create Semiautomated Ontology

We have presented a combined approach to natural language processing and
machine learning classification for ontology learning. Ontology learning has six
individual modules, namely, seed word resolution, data scraping, pos tagging and
chunking, predicate classification for identification of relationship, ontology writer
and graph intelligence, and text simplification. Figure 1 shows the block diagram of
ontology creation. The detailed explanation of the ontology creation are as follows.

3.2.1 Seed Word Resolution

The semantic search engine takes an input seed word for learning ontology. The
search engine operates on one seed word at a time so as to limit the divergence of
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the data that is gathered. Traditional encyclopedias such as Wikipedia or Britannica
are replete with example of entries with topics that can be interpreted in a much
broader sense. Our algorithm, in order to avoid this problem, gets additional five
words that are semantically similar to the seed word. This is done using Word2vec.
Word2Vec is a vector embedding space that encodes semantically similar words in
an N-dimensional vector space such that their cosine similarity is minimum. We
used Google’s dataset which is trained on roughly 100 billion words with a
vocabulary of 3 million words. The top five words similar to the seed word make
sure that the algorithm will always have relevant information when displaying to
the user. However, to be able to know the meaning of millions of words there is no
practical classifier that will give us good description of any word. A dictionary can
be used instead but it does not capture the linking between two or more terms. To
be able to do this, our algorithm treats Word2vec model as the classifier for the
word. This is the prime reason behind the extraction of top five similar words. They
act as an index as to what words will point wherein the ontology.

Fig. 1 Block diagram of ontology builder
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3.2.2 Web Data Scraping

Web Data Scraping is a computer science application, where a programmer auto-
mates the process of retrieval of information from websites by the use of intelligent
scripts. Every website typically has an HTML format which tells the browser how
the raw data must look to the user. Now, say a user wants to analyze product prices
on a web store, manual extraction is impractical. In such cases, a simple script can
be written to talk to the website’s server and retrieve the required data directly into
user-defined data structures. Our search engine relies heavily on web scraping to
eliminate the need for storing data offline. The top five similar words to the seed
word will be the basis of getting raw text data. The algorithm will first scrape data
for each word from https://simple.wikipedia.org/, which is a simplified version of
Wikipedia. At this stage, the algorithm has all the relevant data for each wiki pages
for each of the five words and the seed word. The scraper will extract definitions,
images, (links) and other paragraphs from each web page. The scraped data objects
will be provided to a module that performs a series of operations to further refine
the data.

3.2.3 Part of Speech (POS) Tagging

Every word used in a sentence is assigned a specific part of speech. There are
several parts of speech and the most important and commonly recognized ones are
nouns, verbs, and adjectives. We have to dive a little deeper into the grammar of
English language to understand the importance of this module.

A sentence in English falls into three categories, namely, simple, compound, and
complex. A machine, however, does not understand these categories. To allow the
computer to understand this, we exploit the patterns that the POS tags that appear in
all three kinds of sentences. We use NLTK’s inbuilt POS tagger for this purpose.

NLTK’s POS tagger works on a saved per-trained POS tagging machine
learning models. The NLTK POS tagger recognizes the various types of POS tags.

3.2.4 Chunker

The next phase that comes is chunking. Chunking is the process of converting a
POS tagged sentence into a list of tree structures that recognizes a certain
user-defined grammar. The root of all trees are defined by the letter ‘S’ and in the
absence of grammar, all the words are leaves of this tree. The chunking process,
allows us to recognize the subject, predicate, and the object of the sentence.
NTLK’s Chunker is a regular expression-based function that parses the sentences
into the tree from the user-defined grammar. Our algorithm attempts to recognize

480 N. Chandolikar et al.

https://simple.wikipedia.org/


the subject, predicate, and object of every sentence. To do this, we defined our own
grammar rules to recognize the subject, predicate, and object in a sentence. The
grammar used is as follows.

“”” 

NP : {<PRP|PRP$>?<DT>?<JJ>*<NN.*>+}

{<JJ>?}

{<PRP|PRP$>}

REL : {<V.*><TO>?}

{<DT>?<JJ>*<NN.*>+}

}<VBZ|VBP>{

REL_BOOL : {<RB|RBR|RBS>?<VBZ|VBP*>?<RB.>?<TO>?<IN>?}

Commas : {<,><NP>}

NPlist : {<NP><Commas>*<CC>?<NP>}

SVO: {<NP|NPlist><MD>?<REL_BOOL>+<REL>*<IN>*<CD>*<NP|NPlist>}

Prep : {<IN>+<N.|VBG|PRP.>}

Simple: {<SVO><Prep>*}

tag : {<CC><Simple>}

Compound: {<Simple><tag>+}

“””

In the above-defined grammar, “NP” is the grammar used to chunk noun
phrases, “REL” and “REL_BOOL” are used to chunk verb phrases from sentences.
When the chunker spots the grammar defined by “SVO” tag, it will indicate that the
algorithm has now safely found an SPO triple. This triple will be further analyzed to
generate the ontology.

3.2.5 Concept Identification

After POS tagging and chunking phase, subjects and objects are identified as
concept (term) of ontology. After identification of terms, for every term following
details are stored in the node of ontology: keyword in English, definition in English,
automated translated Marathi keyword, and Marathi definition by domain and
language expert and Image link for term.
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3.2.6 Predicate Classification

As humans, understanding the meaning of any sentence is very easy. When trying
to replicate the same task for computers, the biggest challenge is where to start in
order to solve this problem. Ideally one would think that there is no problem in
storing the relationship directly as it would make any difference when it is presented
to the user. However, the opposite is true for machines. Machines have not been
taught to recognize the relationship between two or more entities. When dealing
with computers, ultimately, it comes down to etching strict borders to these abstract
tasks that humans perform. Ideally, a human will be able to understand if two
entities are related, but to know how they are related is quite a huge and compli-
cated task. For instance, a human can easily declare that the word “dog” and the
word “golden retriever” are related. As humans, we can relate “dog” and “golden
retriever” as class and instance of the class, respectively. However, it is important to
note that we can do this without the presence of a predicate. Humans can also
express more than one relation between the two entities. This is unique only to
humans.

In order to replicate the same result in machine, we first need to define how the
relationships are to be specified. This is where the ontology comes into the view. As
we discussed in the initial section of this paper, ontology is a specification for
conceptualization. The exact syntax and rules that are specified in RDF will form
the basis for recording the knowledge in the ontology. For our purposes, we have
tested four classifiers, namely, Decision Tree, SVM, Naïve Bayesian, and
Maximum Entropy.

In this paper, we propose the use of maximum entropy techniques for ontology
building for knowledge search. Experimental results show that max entropy gives
more accurate result. Maximum entropy is a method used for a natural language
processing task like text segmentation. The first step for constructing model using
max entropy is to collect a large number of training data which consists of samples
represented in the following format: (xi, yi) where the xi includes the contextual
information of the document (the sparse array) and yi its class. The second step is to
summarize the training sample in terms of its empirical probability distribution:

p^ x; yð Þ ¼ 1
N
� T

where T is the number of times that (x, y) occurs in the sample and N is the size of
the training dataset.

3.2.7 Graph Intelligence

Simply storing the data in the ontology is not very useful if the user has to link the
data using their own intelligence. Our graph intelligence module generates a graph
that records all the knowledge in terms of subject, predicate, and object represented
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as the nodes. The graph intelligence automatically integrates definitions and images
for the nodes from the ontology.

After the machine has recognized the word, the next step of the algorithm is to
describe the word. To describe a word, we as humans have a brain wiring that
allows us to record the features of the word. For example, we can say that to
describe a dog, we humans will recall the image of the dog and then describe the
features of the dog that we imagine. A particular node in the ontology is the feature
of that word that the algorithm has learned and stored by analyzing all the raw text
data. Over time all these nodes automatically form connections and which the
algorithm can describe. The algorithm allows the user to traverse along the edges of
the ontology nodes thus simulating a primitive thought process. This graph is well
connected to the other related entities but with a few erroneous relationships. The
graph currently traverses two levels deep. The graph can be visualized as follows
(Fig. 2).

3.2.8 Text Simplification

Text simplification [25] is a technique in natural language processing which is used
to modify text in such a way, that the grammar and structure of the given text is

Fig. 2 A part of the subgraph, partly describing the node “limb”
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greatly simplified, while the meaning and information remain the same. The target
demographic of the knowledge search engine is school-going children so; it is
necessary to create definitions which will be understandable by children. In-text
simplification we converted complex words to easily understandable words and
complex sentences to simple sentences. In this work English definition which is
retrieved from World Wide Web and stored in ontology node are further simplified,
so that it becomes understandable to target demographics. Further, Marathi defi-
nitions are added by domain and Marathi language expert, to complete ontology
node as per defined structure.

3.3 Knowledge Search Engine

In the second part, we created a web application using Django framework. This
application will help student to search the science terms. This application will give
direct results to the students instead of giving a link as a result. So, it will help
student to get the result without wasting time on indexed link. Figure 3 shows a
block diagram for ontology search.

We will enter a science keyword in Marathi as input. Then that Marathi word is
converted to English word then semantic search engine will search that keyword in
updated ontology file and will return output definitions and images.

Fig. 3 Block diagram of ontology search
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4 Experimental Result

During the course of the project, it has been found out that to generate good quality
ontology; the most significant task identifies relevant triples. A relevant triple is a
triple in which the subject, predicate, and object talk about the seed word. Current
chunking methods perform fairly well for simple and complex sentences.

4.1 Comparative Analysis of Classifiers

The initial approach was to use the Naive Bayes classifier to classify the predicate.
In later comparative analysis of the dataset, the following were the accuracies for
each classifier (Table 1).

4.2 Classification of Predicate

The predicate classification task requires a huge amount of data along with good
labels. The predicate classification works fairly well on maximum entropy classifier
with an average accuracy of 76%. The feature of the predicate can be a dictionary of
POS tags as the keys and the corresponding word in the predicate as the value of the
dictionary.

Maximum entropy classifier gives the highest accuracy. Therefore, this method
is used for building ontology nodes and relationships. Relationships are mainly
classified into subclass, equivalent, object property, and irrelevant. The relation-
ships that are classified as irrelevant are of varying nature. They do not directly fall
into subclass, equivalent, or object property relations but they usually are not
completely useless. They are stored as a friendly relation.

Table 1 Comparative analysis of classifiers on our dataset

Classifier Accuracy (avg of 20 shuffled iterations) (%)

Naive Bayes classifier 72.42

Maximum entropy classifier 76.39

Support vector machine (SVM) 75.15

Decision tree 73.18
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4.3 Created Ontology

The proposed method provides a good mechanism to generate domain-specific
ontology. Given a seed word, relevant terms are added into ontology. Created
ontology has terms and relationships. For every term one ontology node is created.
Following examples illustrates ontology node and ontology structure.

(a) Example of ontology nodes
1. Keyword in English:- “Sunlight”.
2. Definition in English (simplified definition):- “It is the light of the sun.

Sunlight, also called sunshine. What we experience as sunlight is actually solar
radiation. It is the radiation and heat from the Sun in the form of waves. The
atmosphere affects the amount of solar radiation received. When solar radiation
travels through the atmosphere, some of it is soaked up by the atmosphere
(16%)”.

3. Marathi definition (provided by language and domain expert):- “सूर्यप्रकाश
म्हणजे सूर्याचा प्रकाश. आपण जो सूर्यप्रकाश अनुभवतो, ती खरे म्हणजे सौर प्रारणे
आहेत. सूर्यापासून निघालेली सौर प्रारणे आणि उष्णता तरंगांच्या रूपात असतात. सौर
प्रारणांमुळे वातावरणावर परिणाम होतो. सौर प्रारणे जेव्हा वातावरणातून जातात तेव्हा
त्यातील काही प्रारणे (सुमारे 16%) वातावरणात शोषली जातात”.

3. Image link: https://upload.wikimedia.org/wikipedia/commons/thumb/7/71/
Antelopecanyonjh1.jpg/220px-Antelope_canyon_jh1.jpg.

5 Conclusion

In the context of the current project, we are planning to use the ontology for
knowledge search engine where users are school-going children. The semantic
search engine is mainly focused on science keywords which will provide a Marathi
definition of a keyword as output. Creating ontologies is not an easy task and there
is no unique correct ontology for any subject. So, in this project, we used a com-
bined approach to natural language processing and machine learning method for
creating ontology. The predicate classification task requires a huge amount of data
along with good labels. The predicate classification works fairly well on maximum
entropy classifier with an average accuracy of 76%. The maximum entropy clas-
sifier is the most suitable for our ontology creation. This paper proposes the
building of ontology which provides knowledge search in Marathi, which takes a
keyword as an input and uses ontology to provide semantically coherent infor-
mation and present summarized information in the structured form.
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Identifying Influential Users on Social
Network: An Insight

Ragini Krishna and C. M. Prashanth

Abstract The advancement in the speed of the internet connection on handheld
devices has led to an increase in the usage of social media. This drew the attention
of advertisers to use social media as a platform to promote their products thus
leading to an increase in the sales of their product, increasing the brand awareness.
To increase the rate of information dissemination within a short period of time,
influential users on social media were targeted, who would act as the
word-of-mouth advertisers of the product. However, there are various parameters
on which the influence of a user has to be determined. The parameters can be (1) the
connectivity of the user in the network (2) knowledge/interest of the user on a
particular topic/product/content (3) activity of the user on the social media. This
survey focuses on the various methods and models for identifying influential nodes
and also the effect of compliance, where a user falsely agrees to the content of
another influential user by retweeting, just to gain status or reputation and thus
increasing his influential score. Thus, the list of influential nodes of a social network
can be faked upon, due to this issue.

1 Introduction

It is an era of automation and people’s digital presence is increasing and finding the
influence of the user based on their digital presence is the talk of the time. The
digital presence of the user on various social media like facebook, twitter, linkedln,
google+, etc., are used to find the influence of the user on the digital social
networks.
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With the vast usage of the social network [1] to connect to friends and pass
information across the network of friends, the social networks are being targeted for
the use of business. Thus, social media is used for promoting a product or for
passing on information or news. To speed up the process of the spread of infor-
mation, people target the influential users.

It is already proven and now it is a fact that social media marketing affects the
brand awareness and the purchase intentions [2] but the author “Romy Sassine” [1],
also discusses that the effect of influencers for a brand marketing is decreasing due
to the overuse of the social media.

The reasons for such a trend can be the overuse or wrong placement of the
hashtags in a particular message or it may be due to the competition among the
influencers to get more brands contract instead getting connected to the audience.

According to [3], the advertizing done using the word-of-mouth strategy
increased the sales of the product by twice and the customers gained from this
method had a higher retention rate of 37%. The author also states that just having a
large number of followers does not indicate an influence, moreover to determine the
influence of a person, his credibility towards the topic and strength of the rela-
tionship with followers along with the total numbers of followers should be
considered.

To determine the influential users in the social network is one of the most
trending research areas. There have been many research work carried to find the
influential users in a social network. In this paper, Sect. 2 introduces the methods
used to find the centrality of the nodes in a network. In Sect. 3, the various methods
used to find the influence on social media is discussed. Section 4 lists out the
various shortcomings of the methods and in Sect. 5, we discuss the prospect into
the future of identifying the influence on social media.

2 Background

A large number of methods have been proposed to find the influential users on the
social network so far. Initially, researchers proposed methods which were based on
the centrality [4, 5] of the nodes in the network, such as degree centrality,
betweenness centrality, closeness centrality, eigenvector centrality, these methods
mostly assumed that the network was static, as they never considered the interac-
tions among the nodes of the network. Thus, to consider the dynamicity of the
network various researchers started considering the interactions among nodes in the
network [6, 7], such as a-centrality and b-centrality. Thus, link strength was
determined based on the level of interactions among the nodes in the network to
consider the dynamicity of the network. The link strength indicates the ratio of
interaction with the concerned node as compared to the interaction with other
nodes, which gives the weightage to the concerned link. The link strength between
nodes u and v is the ratio of interaction between u and v to the sum of total
interactions of u and total interactions of v.
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The influence of a node in the network can be determined based mainly on its
link strength, its interest in the topic of discussion or its activity in the network.
Figure 1 shows the categorization of the various methods which determine
influential users on the social network.

3 Methods for Finding Influence on Social Network

In this section, we will discuss methods (Fig. 1) to find the influential users based
on various parameters like the level of interaction among the nodes, interest of the
user in the topics, etc.

3.1 Structure or Link Based Influence

These methods used the connectivity of the nodes in the network to find the
influential nodes. However, with the increasing usage of the social media, the
connectivity among the nodes kept changing at a frequent interval, thus making
them more dynamic, which was not addressed in the link-based methods of finding
influence [4, 5, 7].

Fig. 1 Categorization of the various methods to find influential users in social networks
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3.2 User Categories Based Method to Optimize
the Popularity of Twitter Messages

There are number of users on twitter who generate a million of content everyday
however many of the contents go unnoticed or unread which can reduce the pop-
ularity of the applications among the users. This may happen because different
categories of people will be interested in different topics/content. To detect the
effect of the content in the tweet, on its popularity, the tweets were categorized on
topics like brands, celebrities, community, entertainment, media, sport, places, and
society [8]. The activities of the users were monitored for all these categories. The
data was collected and five features-(1) number of mentions, (2) number of hash-
tags, (3) number of URLs, (4) the number of pictures, and (5) the sentiment of the
tweet were collected, where the first four were directly derived from the twitter API
but the fifth feature, the sentiment of the tweet, was extracted from the tweet using
labMT word list. The sentimental analysis was done on the tweets and then seg-
regated into neutral and positive or negative, 0 being neutral and 1 being extreme
either positive or negative.

1. Analyzing the Influence of the content on the popularity of the user’s tweets:
The popularity of the user’s tweets was determined based on the features of the
content and how the popularity differs for a tweet of different user categories.
Each feature of the content was ranked based on its importance for the popu-
larity of each and every user categories.
To minimize the sum of squared error in the prediction for finding the most
popular content, LASSO (least absolute shrinkage and selection operation) [9]
was used.
From the results in [8], it was observed that the sentiment feature plays a very
insignificant role towards the popularity of the tweets for every user categories,
whereas when considering retweets and favorites, the feature-mentions were
ranked high for favorite but had lower ranking for retweets.
When considering the user categories for the most number of retweets, the
feature -picture was ranked highest for communities and brands, whereas the
feature-URLs was ranked highest for media and places.

2. Predicting the popularity of the tweets
This work predicts the popularity of a tweet given its features. A prediction
model was built using a regression model consisting of 50% of the tweets for the
training and 25% to validate and another 25% for evaluating the model.
There were three ways in which the prediction was done, Generic model, the
category-specific model, and the smoothed model. In the generic model,
the training was done on all the data, whereas in the category-specific model, the
training was done based on the segregation of the categories of the tweets.
The Generic model gave high prediction errors for different categories of users.
In the category-specific model, the category to which, the tweet in the test set,
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belongs was found out and then it was used in the prediction model. According
to the arrived results [8], the category-specific model showed improvement in
the prediction of the number of retweets, however, it did not outperform the
generic model in many other cases, the reason for this may be because the test
set considered was very small.
Thus, to get the best from both the models, the best elements of both the models
were combined to get the smoothed model. This was achieved by considering
the weighted average of both the generic model and the category-specific model.
The smoothed model proved to be giving better results as compared to generic
or category-specific model.

3.3 Interaction or Activity Based

1. Time slice-based interaction:

To calculate the level of interaction of nodes in the network, methods like indegree
and outdegree centrality were used. High indegree of a node represented an inactive
user as he/she consumes the information but does not help in the information
dissipation.

The steps involved to calculate the influence of a user based on its interaction
with its neighbors are [10]:

• Indegree and outdegree centrality
• Link strength
• Clustering value based on indegree and outdegree
• Calculating the influence

Let’s take an example to illustrate it:

Step 1: The indegree for the nodes of the network from Fig. 2 at t1 are:
A ¼ 0; B ¼ 2;C ¼ 1; D ¼ 2 and E ¼ 2
Thus, the outdegree for the nodes at time t1 are:
A ¼ 1; B ¼ 1; C ¼ 2; D ¼ 1 and E ¼ 1
Thus, if there are users with high indegree and zero or low outdegree, it rep-

resents a very low activity.

Step 2: To find the influence of the nodes among friends of a node, the strength of
the link that the nodes share across the network is calculated. If the link between
nodes is found to be strong, then they can be influenced by their friends with a very
little effort from the influencer. Thus, the link strength between the two friends ‘a’
and ‘b’ can be calculated by:
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L b; að Þ ¼ �� b; að Þj j þ �� a; bð Þj j
do bð Þþ do að Þ ð1Þ

In the example that has been taken, there are three time periods that are con-
sidered as the time of interactions between the various nodes in the network.

Thus, the indegree and outdegree for the nodes across all the three-time slots are:

Indegree centrality:
di Að Þ ¼ 2 di Bð Þ ¼ 4 di Cð Þ ¼ 4
di Dð Þ ¼ 5 di Eð Þ ¼ 6

Outdegree centrality:
do Að Þ ¼ 3 do Bð Þ ¼ 4 do Cð Þ ¼ 5
do Dð Þ ¼ 4 do Eð Þ ¼ 3

Thus the link strength is calculated and the values are as follows:
Link strength between node A and B:
L(B,A) = 0.428
Link strength between Node A and E:
L(E,A) = 0.333

At time t1:       At Time t2:

At Time t3:

Fig. 2 Representation of nodes interaction in a network at the time slots t1, t2, and t3
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In a similar way, the link strength between various nodes is calculated. Thus it is
inferred that the link strength between the node A and B and the nodes D and E,
with the strength value of 0.428, seems to be stronger as compared to the other
nodes.

Step 3: clustering value based on indegree and outdegree:

The connectivity of the node within a group of nodes is represented by the cluster
value. The higher the cluster value of the node, the more connected it is, to a
number of clusters and thus has more reachability to pass on the information to
more number of people in the network.

The high indegree clustering value indicates that a number of messages are being
transmitted from the neighboring nodes to the node in question, which implicitly
means that the concerned node is involved in more number of discussions and thus
there will be a high chance of him/her adopting other’s behavior. The indegree
clustering value is given by:

Ci að Þ ¼
P

b2S di bð Þ
di að Þ � ðdi að Þ � 1Þ ð2Þ

From Eq. (7), the indegree clustering value for node A is 5, node B is 1.75, node
C is 1.25, node D is 0.7, and node E is 1.25. It is evident that node A has high
indegree clustering value and thus is connected to more number of clusters.

The number of messages transmitted from the concerned node to its neighboring
nodes is indicated by outdegree clustering value. Thus a node with high outdegree
clustering value has a high chance of being influential. The outdegree clustering
value for a node is given by:

Co að Þ ¼
P

b2S d0 bð Þ
do að Þ � ðdoa� 1Þ ð3Þ

After calculating the outdegree clustering values of the nodes in the network, A
has a value of 1.167, B has 1.25, C has 0.55, D has 1, and E has 1.167. This clearly
shows that the nodes A and E can be influencers in the network. Any node in the
network with a high outdegree but a zero indegree value can be a spammer.

Step 4: Thus to find the influencers in a network, the values of the indegree cen-
trality, outdegree centrality and indegree – outdegree clustering values will be used.
Thus, from the above discussions, it is quite clear that the user who has high
outdegree centrality with high outdegree clustering value will be influential. But the
weightage of these parameters depends on the case. For example, maybe the user
does not have high outdegree cluster value but he generates a lot of content which
make him quite active and thus the interaction of the user with it neighbor will go
high, which may make him influential. Thus, to normalize these parameters, two
normalizing factors, a1 and a2 are introduced. The influencer of the network can be
calculated by:
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Infr að Þ ¼ tanhðd0ðaÞÞ½ � � a1d0 að Þþ a2C0 að Þð Þ �
X
teS

L b; að Þ ð4Þ

After calculating the influencer values for the nodes, it is found that the node B is
most influential with an influencer value of 3.690 after assuming the value for both
a1 and a2 as 0.5.

The users with high indegree centrality and high indegree cluster value are the
users who can be influenced by its neighbors. Thus, they should not be mistaken for
inactive users. To remove the inactive users in finding the influencer or the influ-
enced user, the hyperbolic tangent is used to translate the outdegree value of the
concerned node ‘a’ to either zero or one.

The influenced value of a node is:

Infd að Þ ¼ tanhðd0 að ÞÞ½ � � a3di að Þþ a4Ci að Þð Þ �
X
t�S

L b; að Þ ð5Þ

Furthermore, the influenced value for each node in the above example is cal-
culated and thus node B has the highest value with 4.087 with the assumption of a3
and a4 as 0.5. Thus, from the example network, it can be inferred that the node B
creates influence on its neighboring nodes and it is influenced too by its neighbors.

The authors [10] have worked towards finding the influence of users using
interaction among them in the network, which clearly avoids the problem of
spammers or inactive users in the network.

2. Discovering influence using community scale-sensitive maxdegree (CSSM)

The community in a network is detected based on the interaction among the nodes
in the network which represent similarity among the nodes present in the same
community. The communities can be identified using various clustering algorithms.

Influence of a node depends on the parameters like the centrality based on the
degree of the node, sum of neighbor’s degree, and the attributes of the node [11].

The outdegree centrality (ODC) of the node is given by:

ODC xð Þ ¼ o xð Þ
m� 1

ð6Þ

where o(x) is the number of neighbors adjacent to x and m is the total number of
nodes in the network.

The sum of neighbor’s degree (SND) is given by:

SND xð Þ ¼
Xo xð Þ

i¼1

o yið Þ ð7Þ

where yi is the ith neighbor node of x. The value represented by SND denotes the
number of followers of the node x at level 2.
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The results obtained from ODC and SND are summed together for each com-
munity and they are finally given as the most influential nodes in the network.

The above method considers only the interaction among the nodes in the net-
work, however, the interaction can be using a negative tweet, which will give an
inaccurate result in identifying influence. This issue is rectified by considering the
content of the interaction.

3.4 Content Based User Influence Rank (UIRank)

The influence of user on a microblogging site is calculated by a method called
UIRank where the node’s information disseminating ability (connectivity) and the
contribution of the user’s tweet (content) is considered [12].

The content generated by the user, that is, the tweet, retweet, and the comment is
considered and the influence of the tweet is calculated by considering the retweet
and comments on that tweet and is given by:

sp uð Þ ¼
X

t2Tweets uð Þ
Rr tð ÞþCr tð Þ ð8Þ

where sp(u) is the probability that the user’s u tweet propagates from user u to the
neighbors of the fans of user u, Rr(t) is the retweet to the read ratio of the tweet
t and Cr(t) is the comment to the read ratio of the tweet t.

The user’s influence in the network is found out by finding the connectivity of
the user in the follower relationship network. The connectivity of the user will
decide the rate of diffusion of the user’s tweet in his network and then his follower’s
network and so on until it reaches all the nodes in the connection. The rate at which
the user’s tweet is spread depends on the connectivity of the user in his follower
relationship and then his fans influence their respective neighbor’s network

The centrality of the node gives the importance of the node in the relationship
network. The centrality of the node can be measured by degree centrality,
betweenness or closeness centrality.

Sa(u) is defined to measure the network influence of a node in the network and it
is represented by:

sa uð Þ ¼ Cd uð ÞþCb uð ÞþCc uð Þ ð9Þ

where Cd(u), Cb(u), and Cc(u) are the degree centrality, betweenness centrality, and
the closeness centrality of the user respectively.

The nodes disseminating ability is given by:
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puv ¼
sp uð Þþ sa uð Þ

uout
if u follows v

0 otherwise

�
ð10Þ

Thus, all the nodes disseminating ability is calculated and put in the form of a
transition matrix. Using a random walk method and the page rank algorithm, the
UIRank is defined as:

IR uð Þ ¼ a
X

v2 followers uð Þ
IR vð Þ � puvð Þþ 1� að Þ ð11Þ

where a is a delay factor.
The performance of UIRank is compared to the other four influence finding

methods like retweet Rank, outdegree rank, tunk Tank, and fans Rank. The results
derived show that UIRank performs best on precision, recall, and F measure, as
compared to the other four.

Further, the work can be improved by considering the topic of the tweet posted
by the user to find the influence of the user on that topic and also finding the trust
factor of the tweet posted by the user.

3.5 Based on Evidence Theory or Belief Based

Evidence theory or Dempster–Shafer theory (DST) works on the principle of rea-
soning with uncertainty. The theory combines, evidence from many sources and
then arrive at a belief.

The evidential centrality (EVC) uses the nodes degree and the weight strength of
each node in the network to find the influential nodes in the network [13]. However,
EVC assumed a uniform distribution regarding the connectivity of the nodes,
however, in the complex networks, the interconnectivity of the nodes in the net-
work is unpredictable, and thus it may not be suitable for the complex weighted
network. Thus, to overcome the assumptions of the EVC method, semi local
structure centrality (ELSC) along with modified EVC [14] was used to find out the
influential nodes in weighted networks.

The most common relationships in the twitter social network are follow, men-
tion, and retweet. The belief function is used [15, 16] to overcome the data
imperfection in the twitter dataset due to the limitation on the data extraction from
twitter. It considers the strength of the link between the direct neighbors, infor-
mation exchange, and propagation between the users and the assumption that if the
user is connected to an influential node, becomes influential. Thus, the influence
calculation has been taken up in two sections, the first section where the influence
of the node on the directly connected nodes are calculated and the section calculates
the influence of the user’s neighbors in their respective network. The results of this
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method show that it fetches better seed sets of influential users as compared to the
previous methods.

3.6 Formal Weighted Concept Analysis

Formal concept analysis (FCA) [17] uses binary objects and attributes relationships
to build the knowledge hierarchy which very well represents the relationship
between the objects and attributes. A social network can be represented in terms of
the formal context by representing the connectivity of the network where nodes
indicate the objects and the attributes whereas the edges indicate the binary rela-
tionship between them.

To calculate the important nodes using FCA includes three steps. First, the
concepts are computed from the adjacency matrix of the formal concepts. Then, the
weight of each node is calculated based on the concepts. Thus, to rank the nodes in
the network based on its importance, the weighted formal concept Analysis
(WFCA) [18] is used, where the hierarchical tree is generated from the cluster of
nodes and then the concepts of the network are computed.

The adjacency matrix in Fig. 3b of the graph from Fig. 3a is considered as the
formal concept where a row represents an object and a column represents an
attribute. Thus, the weight of each node is calculated and then ranked according to
this weight, given by

wi ¼
Xn
k¼1

Oik

Aik
ð12Þ

where Oik is the object number of the concept Cik and Aik is the attribute number of
the concept Cik

1# 2# 3# 4#

1 0 0 0 1

2 0 0 1 1

3 0 1 0 1

4 1 1 1 0

(a) (b)

Fig. 3 An example network a Graph G for the network. b Formal context of the network G
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Once the weights of the nodes are calculated, they are ranked depending on their
weights.

The adjacency matrix for the network in Fig. 3a is constructed and shown in
Fig. 3b. The entries in the adjacency matrix are either 1 or 0 representing the
presence of an edge between the nodes or absence of it, respectively.

Figure 4 represents the Hasse Diagram which contains all the concepts of the
formal context. The weights, Wi, of all the nodes are calculated using the equation
17 to find the rank of the nodes. From the example network of Fig. 3a, the weight
of the node 1 is calculated by using the value of its attributes and objects as follows:

({4}, {1#}), ({4}, {1#, 2#}), ({4}, {1#, 3#}), ({4}, {1#, 2#, 3#,}). Thus,
according to the equation 17, the weight of the node 1, W1, is: 1

1 þ 1
2 þ 1

2 þ 1
3 ¼

2:33: Similarly, the weight of node 4 is: 3
1 þ 1

2 þ 1
2 ¼ 4.

After calculating the weights of each node in the network, they are ranked. So
from the above example, using WFCA, node 4 is considered to be most influential
among other nodes in the network.

4 Outcome of the Review

• Since the social network’s size is increasing exponentially, thus to find an
influential node, a sample of dataset representing the social network is

Fig. 4 Concept lattice (Hasse diagram) for the graph in Fig. 3a
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considered. Thus, the accuracy may suffer as the result depends on the sample
set that is chosen.

• The user’s interest can be determined based on the activity of the user, like tweet
or retweet. However, if a particular topic is not of a user’s interest, he/she may
not react to it at all or may give a negative comment. Thus for any business
model trying to use influence on social media to promote their business, can’t
blindly use the user (influential) without knowing their sentiment regarding the
product. For example, a user is a well-known wrestler who has won a gold
medal at Olympics (thus influential), if an artificially flavored juice product is
given to him to promote among his followers, he may not react to it at all.

• Influence of web users is determined by (1) connectivity of the nodes [4–6, 19,
20], (2) through user categories [8], (3) interaction-based [10, 21, 13], and
(4) based on the content of the tweet as well as the connectivity [14]. It is
observed that the two methods, the content of the tweet and the connectivity is
considered, yields a better accuracy, thus there is a need to find the influence
based on a method which considered all the above parameters and thus accuracy
of the result will be improved.

5 Conclusion

The determination of influential users in the network can be done in many ways;
however, the result of finding the influence by combing two or more methods is
better as compared to determining by just one method as shown in [12, 14, 15]. Thus,
to obtain an accurate and improved result, it is advisable to combine two or more
appropriate methods. The study also reveals that one can create a fake influence by
retweeting/commenting/following the already established, highly influential user on
social media, without being actually influential. The author proposes to explore this
issue in future work. A method to detect such fake influencers may be devised so that
such users are excluded from the list of the influential user.
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Factex: A Practical Approach to Crime
Detection

Rachna Jain, Anand Nayyar and Shivam Bachhety

Abstract The crime on roads is a major problem faced today by all the modern
cities. Road Transport is the most common escape route for many criminals. Thefts
and many other crimes remain unregistered and unsolved due to lack of evidence.
Effective tracking of vehicles and criminals is still a big problem and involves
plenty of resources. To evade such a condition, we have proposed a machine
learning-based practical crime detection system using the text and face recognition
techniques. Such systems will be proved useful in parking lots, toll stations, air-
ports, border crossings, etc. In the proposed system, the text recognition involves
extracting the characters present in the Indian number plates and the predicted
output will be compared with the registered vehicle database. Simultaneously, Face
recognition feature constitutes identifying criminal faces based on certain face
regions and then mapping the respected coordinates with the criminal database. The
proposed system presented in this research paper targets to deliver improvised
outcomes considering the time constraints and accuracy with more than 85%
successful recognitions in normal working conditions with the goal to accomplish
the successful detection of crime using machine learning algorithms such as KNN,
SVM, and face detection classifiers to present a practical real time detection.
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1 Introduction

The recent works in computer vision and machine learning, text recognition, and
face recognition can be visualized as effective measures against rising criminal
activities. Using video surveillance, license plate recognition has been an effective
approach utilized in the past for traffic management and crime detection. With the
integration of text recognition from number plate, an added feature of face recog-
nition can prove to be a boon to the overall system. These techniques involve certain
considerations of subjects, posture, emotions, and light for its smooth implemen-
tation. Text recognition [1] involves the basic steps of extraction, recognition, and
identification of characters, whereas Face recognition [2] involves detecting faces,
matching the input face images based on pre-stored face data points and its coor-
dinates and then identifying it. The implemented method with a limited dataset can
be seen as a milestone for better surveillance if extended to actual case databases [3].
In the proposed system, KNN is used as text recognition technique and HAAR Faces
Classifier and SVM technique for the performing face recognition.

In India, the problems related to traffic are increasing day by day. A typical
number plate in India has black foreground color and white background color for
private cars. The number on the license plate consists of the two-digit letter showing
“state code” followed by two numeral digits, followed by a single letter and then the
last four digits. The system consists of the identification of number plate present in
the car and then segmentation of all the characters on the number plate. The
identification task is interesting because of the nature of the light. Noise in the
image background and other environmental factors can result in low accuracy of
output. In the proposed system, the edge detection method and mid-filtering are
used for noise removal. The next aspect of face recognition consists of mining some
significant features of the image and then transforming them for classification. It
mainly involves geometric computation of facial features as regions. The face
recognition process consists of making a database of faces with numerous facial
images for each person. Next, is to detect faces present in the database and then
train the face classifier. The last step is testing the classifier to recognize faces it was
trained for.

This paper highlights a novel approach to recognize the license plate and
criminal face in real time and then matches the output in the vehicle registration
database and criminal record face database respectively. The output result produces
an email alert to the respective concerned authorities with the license plate number
and recognized face details from the database.

1.1 Organization of Paper

Section 2 elaborates the related works highlighting the contributions by several
other authors in the corresponding domain. Section 3 highlights the proposed
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system, methodology as well as the algorithm used for the live implementation of
the proposed system. Section 4 gives a detailed overview of the results produced by
the system. Section 5 concludes the paper with future scope.

2 Related Works

Various techniques are proposed and implemented in the past few years regarding
license plate detection using visual image processing. Vuong et al. [4] focus on
license plate detection based on features like color feature, edge detection, equi-
librium, and other operators. Gou et al. [5], proposed license plate detection system
in which the structure is regarded as a crucial factor to verify characters from number
plate and extraction is done via projected segmentation. For most of the algorithms,
Sobel as edge detection operator is frequently used and marked as the best method to
transmit from grayscale image to gradient image. Ahmad Radmanesh [6] focused
chiefly on the vertical edge detection via the Sobel detection, in comparison to the
horizontal edge density of background objects. The template matching and neural
networks proved to be an effective technique for character segmentation and
recognition as used by Zhu Wei-gang et al. [7] but template matching feature has
many limitations when compared to neural networks. After segmentation, the neural
network method is expected to be the template match one.

The first approach established for proficiently demonstrating faces was using
PCA. The aim of this method was to present a human face as a coordinate system.
The vectors setup on the coordinate system were known as eigenfaces vector. Later,
Turk and Pentland used this to develop an eigenface-based algorithm for face
recognition [2]. SVMs as linear classifiers were first used by Osuna et al. [8] to
feature the border between the resulting hyperplane and the training set examples.
The ultimate goal of optimal hyperplane was to minimize the error in the classi-
fication of the unseen test patterns. Schneiderman and Kanade [9] labeled an object
recognition algorithm and projected the results via Bayesian classifier. The result
lies in computing the probability of a face to be present in the image based on the
count of the frequency of occurrence of a series of patterns over the training images.
Saraswathi et al. [10] proposed face recognition authentication process via feature
extraction technique, i.e., Linear Discriminant Analysis (LDA). It generates facial
regions and then classifies using Euclidean Distance. The experimental results were
as high as about 93.7% using the LDA feature set. Extending the PCA to GPU
power, Bhumika Agrawal et al. [11] with the help of NVIDIA CUDA performed
computations for faster processing of face recognition on Principal Component
Analysis algorithm. In the later phase, the work is compared to varied CPU
implementations. Jian Yang et al. [12] used the one-dimensional, pixel-based error
model based on regression analysis to characterize two-dimensional error image
matrix, namely nuclear norm-based matrix regression (NMR) and the alternating
direction method of multipliers (ADMM) to estimate the regression coefficients.
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3 Proposed System

The present system is mostly based on license plate number recognition using video
surveillance, but it has several limitations. The systems based on OCR are highly
time-consuming lacks any facial identification for crime detection. The system
proposed in this research paper is highlighted in Fig. 1 for observing and super-
vising real time traffic in the parking lots of private and public organizations,
airports, toll booths, and border crossings. Apart from identifying any stolen
vehicles, it is highly proficient to track escaping criminals. With minimal processor
units and cameras, the system can be installed with much ease. A 24/7 all-time
working solution can eliminate human dependency and prevent any crime in the
case of negligence also. It can also help keep evidence of crime by capturing images
and be used in future investigations. Other benefits of the proposed system include
fake number plate detection, tracking criminal activities and better surveillance.

The proposed system has certain limitations in terms of light illumination,
masked face identity or makeup, predicting accuracy, facial emotions, and
expressions.

3.1 Methodology: Algorithms and Implementation

3.1.1 Text Recognition

K-Nearest Neighbors (KNN) Algorithm

KNN is used for classification of characters present on the number plate. In clas-
sification, the class of an object is calculated using the class of its neighbors as

Fig. 1 Proposed method working flow diagram
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shown in Fig. 3. It involves two main steps: 1. Character Segmentation [13] and 2.
Character Recognition [14]. Characters including alphabets and digits are trained
and then recognized by extracting features from the image. The characters are
segmented first and then recognized by the algorithm as shown in Fig. 2 (Table 1).

Number Plate Recognition: Steps

Text extracted from the number plate comprises of various steps:

Fig. 2 KNN algorithm flowchart of steps in text recognition

Fig. 3 Green circle is the sample for which classification has to be performed. It has to be
assigned either of the two classes, i.e., either class 1 of blue squares or class 2 of red triangles.
With k = 1, class 1 is assigned to it as its 1 nearest neighbor is a blue square. Now when k = 3,
class 2 is assigned to the sample because there are 2 triangles in comparison to only 1 square inside
the inner circle. Source https://cdn-images-1.medium.com/max/800/0*Sk18h9op6uK9EpT8
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• Step 1 Capturing the image from a camera.
• Step 2 Converting an original image to a grayscale [15] image.
• Step 3 Converting the grayscale image to binary image and applying morpho-

logical transforms using OpenCV library for the ease of detection of a license
plate from the image.

• Step 4 Applying Gaussian blur filter [16] to smoothen the image.
• Step 5 Listing all contours in the image to remove the boundary of the image

that has the same color of intensity.
• Step 6 Applying KNN algorithm to list all matching characters [17] in the

image.
• Step 7 Listing all possible plates that can be found in the image.
• Step 8 Selecting the highest probability [18] license plate that is matched from

the standard license plate measurement and extracting it.
• Step 9 Reapplying/Repeating steps 2 to 8 to the number plate after extracting it

so as to recognize the characters in the number plate. Recognition [19, 20] is
done with the help of the KNN algorithm with the training data set. Recognized
characters with KNN results in the output [6].

Face Recognition

For face recognition [21], dlib and OpenCV are used to spot all facial landmarks.
Relevant regions of the face are represented by facial landmarks [22]. These regions
are:

• Eyes
• Nose
• Jaw
• Mouth
• Eyebrows.

Detection of Facial landmarks is a subset problem of the shape prediction
problem. In shape prediction problem, the aim is to identify and localize important
points of interest.

Table 1 k-NN Algorithm comparison

Pros Cons

Output is not affected by those sets that are
outside the selected boundary

Storing all the training data makes this
algorithm computationally expensive

Assumptions are not made by KNN More memory is required

One of the simplest algorithms If the value of k is high, then output may
be slow

Accuracy is high but not as high as some of the
other better supervised learning algorithms

Output is affected by unrelated features
and noise
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In the problem of face recognition, facial landmarks are localized by identifying
key points in the face. With problems such as face alignment, head pose estimation,
face swapping, blink detection, etc., facial landmarks have been effectively used.

For detecting facial landmarks, the following two steps are used:

• Step 1 In the image face is identified and localized.
• Step 2 Key facial structures are detected in the face.

Step 1 Different ways of performing Face detection (Step 1):

– OpenCV’s built-in Haar cascades.
– Pre-trained HOG + Linear SVM object detector.
– Deep learning-based algorithms designed for face localization.

Irrespective of the algorithm used, our main aim in this step is to find a closed
bounding box around the detected face. This is achieved by finding the set of (x, y)
coordinates that bound the face.
Step 2 No matter which face landmark detector is used the basic thing they all do
is localizing key facial regions. These regions include:

• Right eyebrow
• Left eyebrow
• Right eye
• Left eye
• Mouth
• Nose
• Jaw

• In this method, images in which facial landmarks are manually labeled are used
as training images. These specify (x–y) coordinates of regions surrounding each
facial structure.

• Without feature extraction [23], from pixel intensities, the facial landmark
positions are projected and a group of regression trees is trained.

• All this results in creating a detector that can detect facial landmarks in real time
with good efficiency.

dlib’s facial landmark detector.
In the proposed system, the dlib’s facial landmark detector is used. It estimates

the location of 68 points that locates various facial structures in the human face.
Figure 4 demonstrates the indexes of the 68 coordinates of the human face.

3.1.2 Face Recognition: HAAR Faces Classifier and SVM

Considering face recognition, the complete process can be divided into three main
steps:

1. The first step involves finding a decent database of faces which contain several
images of each person.
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2. The second step is to find faces in the database images and make use of them to
get face recognizer trained.

3. The last step is to check face recognizer whether it identifies faces it was trained
for or not.

Database

The database is created using webcam capturing images of an individual (Fig. 5).

Face Detection Classifiers

A classifier [24] is a computer program that finds out whether an image is a positive
image (face image) or negative image (non- face image). We are using OpenCV
[25] for this purpose.

Every file starts with the name of the classifier, it belongs to. For example, a
Haar cascade classifier starts off as haarcascade_frontalface_alt.xml.

Haar Classifier

The Haar Classifier [4, 5] is an algorithm made by Paul Viola and Michael Jones
which uses a machine learning-based approach.

It gets started by digging out Haar features [5] from each image as shown in
Fig. 6.

Fig. 4 Picturing the 68 facial landmark coordinates. Source https://content.iospress.com/articles/
journal-of-intelligent-and-fuzzy-systems/ifs169436
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A particular feature is determined by placing each window on the picture. This
feature is denoted by a single value which is calculated by subtracting the sum of
pixels below the white part of the window from the sum of pixels below the black
part of the window [26, 27].

Fig. 5 Image database consisting of 50 images of individual people. Each image has an altered
facial expression [JPG]

Fig. 6 A couple Haar-like edge, line and center-surround features. Source https://docs.opencv.
org/2.4/_images/haarfeatures.png
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Now, plenty of features are determined by placing all possible sizes of each
window on all possible locations of each image. In the end, generally the fact which
is considered by the algorithm is non-face region [28, 29] covers most of the area in
an image:

• Step 1: Adjusting Tolerance/Sensitivity [30].
• It is done with the tolerance parameter [31]. The default tolerance value is 0.6

and lower the numbers, stricter become face comparisons.
• Step 2: All the faces in an image are automatically found.
• Step 3: The facial features of a person in an image automatically located.
• Step 4: Faces in images are recognized and identified who they are.

4 Result Analysis

The following results were produced using Python programming language. Every
detailed step from grayscale conversion to possible vector contours for number
plate recognition is shown in the Fig. 9 for the number plate highlighted Fig. 7.
Figure 8 shows the predicted output produced on the screen. The result of face
recognition is shown in Fig. 10 with the identified faces marked with red squares
and the respective names under it. The screen displays Unknown in case the name is
not present in the database. The results are much accurate compared to real time
objects when tested with different images.

Fig. 7 Actual image of number plate

Fig. 8 Predicted output after recognition in python
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Fig. 9 Procedural steps with the final output
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5 Conclusion

The system for crime detected is improved with much more accurate results and
higher efficiency. This system is complete and sophisticated in terms of crime
detection. It uses the features of both text and face recognition. Segmenting the
characters of the license plate and the English letters and numerals are trained as per
the requirement of Indian number plate. Using Gaussian Blur filter in KNN algo-
rithm makes it efficient to deal with all types of images for number plate detection
irrespective of noise, intensity, and other factors. It generates multiple plate com-
binations and chooses one with the highest probability. Similarly, for face recog-
nition, the self-built database is predicting much accurate results in terms of lighting
conditions and the movement of persons. The localized facial features based on
sensitivity and tolerance parameter in Haar Classifier can also be changed as per
requirements. Also, the present values are fit enough to predict well in almost all
conditions. The final implementation involves an effective tracking module in the
form of a Python Email Script that sends an alert message to the concerned
authorities and the nearby police stations and geo-coordinates of the place where
the criminal activity took place including the number plate and criminal name
detected after matching with their respective databases. The proposed system
working with an accuracy of more than 85% successful detections in ambient light
conditions.

Fig. 10 Final output window of real time face recognition based on image dataset
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6 Future Scope

For higher precision and accurate model, certain new features and techniques need
to be incorporated to identify faces in all possible conditions of light, barriers in
front of the face and aging of facial features with time. An additional phase of the
exploration involves, developing a generic model to be installed at all traffic lights
in the cities for operating it in dynamic moving traffic.
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Analysis of Classification Algorithms
for Breast Cancer Prediction

S. P. Rajamohana, K. Umamaheswari, K. Karunya and R. Deepika

Abstract According to global statistics, breast cancer is the second of all the fatal
diseases that cause death. It will cause an adverse effect when left unnoticed for a
long time. However, its early diagnosis provides significant treatment, thus
improving the prognosis and the chance of survival. Therefore, accurate classifi-
cation of the benign tumor is necessary in order to improve the living of the people.
Thus, precision in the diagnosis of breast cancer has been a significant topic of
research. Even though several new methodologies and techniques are proposed
machine learning algorithms and artificial intelligence concepts lead to accurate
diagnosis, consequently improving the survival rate of women. The major intent of
this research work is to summarize various researches done on predicting breast
cancer and classifying them using data mining techniques.

Keywords Breast cancer prediction � Classification � Decision tree � Feature
selection � K-NN � Random forest � SVM

1 Introduction

Amalignant tumor developed from breast cells is termed as breast cancer, and it is the
most commonly observed type of tumor in women. Almost 70% of deaths due to
cancer arise in poverty-stricken and developing countries. Breast cancer affects about
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10% of women at some point during their lives. As of late, the death rate continues to
expand, with 88% of survival following 5 years from determination and 80% fol-
lowing 120 months from conclusion. There exists a popularmethod, called knowledge
discovery in databases (KDD) which is used by medical researchers to predict the
disease outcome by discovering patterns and relationships among the various number
of variables stored in the database as historical data. In order to maintain the natural
working mechanism of the body, a balance must be maintained between the growth
and death rate of cells. But sometimes there is an abnormal and rapid growth of cells
which can lead to cancer. Among numerous types of cancer, breast cancer is the major
cause for the death of the womenworldwide [1]. It is proved that there is a reduction of
38–48% in the mortality rate. There might be several reasons for breast cancer,
including age, bosom density, obesity, and changing food habits like alcohol, causing
undesirable effects. It is evident from the recent statistics tha, currently the scenario has
become worse. The major symptom is a lump observed underarm or in the mammary
gland that continues to exist even after themenstrual cycle of awoman.Out of the lump
formed, most of them are painless, some may give prickly sensation. The other
common symptoms are redness, swollen lymph nodes, or thickening or puckering off
the skin. Milk secreting and duct cells are the main cells that cause tumors by draining
the milk into the nipple from lobules. A proportion of growth developed from fibrous
or fatty tissue can lead to breast cancer. This kind of gene mutation related to cancer is
very popular among woman. The treatment for breast cancer includes chemotherapy,
hormonal therapy, and radiation therapy. The efficiency result of treatment is com-
paratively low and requires more attention for preventive measures and control in the
current research world.Many breast cancer charities are organizing campaigns such as
National Breast Cancer Awareness Month (NBCAM) on the eighth month of every
year to bring about awareness of breast cancer in society. This annual international
health campaign assists in raising funds for research in breast cancer.

Breast Cancer is categorized as follows:

(i) Benign (Noncancerous) The benign cases are those which are noncancerous
and non-life threatening. But they could turn into cancerous cells easily.
However, these cells could be easily separated.

(ii) Malignant (Cancerous) Malignant case leads to abnormal cell growth
invading nearby tissues. It is life-threatening in most cases.

Many researchers proposed various data mining algorithms that are deployed for
the diagnosis of breast cancer. Among which, feature extraction and classification
algorithms employed in it lead to the design of an efficient system. These tech-
niques provide a significant process for extracting the key features which can lead
to a proper diagnosis. It is experimentally proven that machine learning and deep
learning algorithms are efficient when compared to conventional approaches [2].
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2 Breast Cancer Overview

The twentieth century is also called as the cancer century because hundreds of cancer
types were discovered in this century. After decades of hardwork in analyzing various
types of cancers, doctors are now able to identify the causes of these diseases, pre-
ventive measures to adopt, and type of treatment to be given. Among all types of
cancers existing, breast cancer is rampant amongwomen, very rarely inmen. Heredity
is a major factor among multiple factors that can cause breast cancer. Nearly 15–20%
of women identified with breast cancer has had a recorded occurrence of the same
through their generations. In extremely rare cases, a gene called p53 is responsible for
breast cancer. The severity of breast cancer was 16 timesmore than average in families
having this type of gene. The number offamilieswith this gene is about 100 all over the
world. Researchers have noticed the double risk of breast cancer in individuals pro-
ducing wet wax of ear glands than in those producing dry wax. Some of the most
common symptoms and types are listed in Tables 1 and 2.

Table 1 Breast cancer factors with symptoms

Breast cancer risk factors Symptoms

Age • Redness
• Swollen lymph nodes
• Thickening or puckering of the
skin

• Scaling of nipple

Family history

Genetics

Breast cancer history • Dimpled skin
• Change in the texture of the skin
• Breast or nipple pain

Exposed to radiation in the chest or face below the age of
30

Race/ethnicity

Being overweight

Menstrual history

Drinking alcohol

Table 2 Breast cancer types

Types of breast
cancer

Description

Metastatic breast
cancer

Cancer cells break and spread from the original tumor to other parts
by means of the lymphatic system or through the blood

Phyllodes tumors of
the breast

These are rare case tumors which require surgery to reduce the risk as
they can grow rapidly fast. Phyllodes tumors are malignant and
borderline benign

Lobular carcinoma
in situ

In this type, the growth of cells in milk producing glands is abnormal
and increases the person’s risk of developing invasive breast cancer

Inflammatory breast
cancer

Instead of lump, this type of cancer is found with swelling and
reddening in the area of the breast and spreads rapidly to other areas
with symptoms worsening

Invasive lobular
carcinoma

Also known as infiltrating lobular carcinoma. It starts in duct cells of
milk carrying area and spreads beyond it
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3 Related Works

There are several studies on breast cancer prediction based on machine learning
algorithms.

A. A Novel Approach for Breast Cancer Detection Using Data Mining
Techniques [2014]

Chaurasia and Pal [3] compared the performance of the supervised learning clas-
sifiers like Naive Bayes, decision tree, and SVM-RBF kernel and simple CART.
The dataset that is used for classification is the Wisconsin breast cancer dataset that
comprises 11 attributes. The attributes include sample code number, clump thick-
ness, uniformity of cell size, cell shape, and marginal adhesion. The experiment’s
results proved that the SVM-RBF kernel has the maximum accuracy of about
96.84.

B. Artificial Neural Networks Applied to Survival Prediction in Breast Cancer
[2000]

Lundin et al. [4] constructed the classification model using neural network and
statistical analysis. The dataset that is used consists of the attributes like age,
primary tumor size, axillary nodal status, mitotic count, and tumor necrosis. The
dataset contains the details of 951 breast cancer patients, predicted 5-, 10-, and
15-year breast cancer by using ANN and logistic regression models. The accuracy
obtained from the constructed model is about 94.35% which is a considerable
accuracy.

C. Hybrid Bayesian Network Model for Predicting Breast Cancer Prognosis
[2009]

Choi et al. [5] constructed the classification model using artificial Bayesian net-
work. The dataset that is used consists of the attributes such as age at diagnosis, a
clinical extension of the tumor, and the number of primary tumors. The dataset
consists of the details of 2, 94,275 breast cancer patients. This dataset uses 15
attributes of which seven are primary attributes, seven derived, and one target
attribute. The accuracy obtained from the constructed model using the artificial
Bayesian network is 88.8%.

D. Predicting Breast Cancer Survivability: A Comparison of Three Data Mining
Methods [2004]

Delen et al. [6] refined a prediction model with the help of ANN, decision tree, and
logistic regression to envision breast cancer and to determine the survival rate by
analyzing the SEER cancer incidence database. The SEER breast cancer dataset
consists of 4, 33,272 records and 72 variables. The accuracy obtained from the
model is 89.2%.
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E. Using Three Machine Learning Techniques for Predicting Breast Cancer
Recurrence [2013]

Ahmed et al. [7] analyzed the use of decision trees, SVM, and artificial neural
network on breast cancer prediction. The dataset used contains population char-
acteristics and includes 22 input variables. The sample dataset is the data collected
from 1189 women. The experimental results found that the SVM produced the least
error rate with greater accuracy of 95.7%.

F. Breast Cancer Prediction Using DT-SVM Hybrid Model [2015]

Sivakami [8] developed a model for the breast cancer prediction which uses the
Wisconsin breast cancer dataset. The dataset encompasses 699 records, containing
458 belonging to the benign class and the remaining to malignant class. The data is
collected from the needle extracts of patients’ breasts. Before the prediction pro-
cess, preprocessing must be done. Preprocessing fills up missing values with
attribute’s mean value in the dataset. The nine traits of the dataset include unifor-
mity in size of the cell, the shape of cell, and thickness of clump. The implemented
algorithm in this work is based on SVM and decision tree. The accuracy obtained
from the classification model is 91%, and the error rate is 2.58. The number of
precisely classified instances is 459 and imprecisely classified instances are 240.

G. Combining Bagging and Boosting [2007]

Kotsiant et al. [9] worked on various ensemble approaches such as bagging,
boosting, and combination of both with a variety of base learners. They are C4.5,
Naïve Bayes, OneR, and decision stump. These algorithms used datasets from the
UCI repository dataset. The accuracy obtained is about 93.47%.

H. Prediction of Breast Cancer Using Support Vector Machine and K-Nearest
Neighbors [2017]

Islam et al. [10] used the most common dataset, Wisconsin breast cancer
(WBC) dataset obtained from the repository of UCI machine learning. This dataset
consists of 699 instances, where the cases are labeled as either benign or malignant.
Classification is performed using SVM and K-NN. The accuracy obtained from the
model using SVM and K-NN is 98.57% and 97.14%, respectively.

I. Heterogeneous Classifiers Fusion for Dynamic Breast Cancer Diagnosis Using
Weighted Vote-Based Ensemble [2014]

This work proposed an ensemble approach by combining various classifiers including
decision tree with Gini index and information gain, Naïve Bayes, SVMn andmemory
based learner. The classification is decided on the basis of weighted voting. Different
datasets are collected from the public repository. Classification accuracy is enhanced
using different preprocessing techniques and feature selections. The experimental
results conclude that proposed approach contributed tomajor improvement than other
existing classifiers. The accuracy obtained from the ensemble model is about 97.2%,
the precision is 100%, and the recall value is 98.60%.
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4 Proposed Methodology

4.1 Data Source

The publicly available breast cancer database is used. The database [11] constitutes
about 570 records. The dataset consists of numeric attributes. Most of the research
papers referred to the 32 attributes present in the dataset for breast cancer prediction.

4.2 Data Preprocessing

The dataset applied in the proposed work is a clinical dataset which may contain
many inconsistent, incomplete, or missing data. Such data reduces the accuracy of
the model. Hence, preprocessing is an important step that needs to be carried out.
To remove the inconsistencies in the dataset, several preprocessing techniques were
applied. Also, normalization techniques were applied to handle the missing data.
Thus, preprocessing techniques tend to increase the accuracy of the model con-
structed. The workflow of the proposed model is shown in Fig. 1.

4.3 Random Forest

For the classification of malignant and benign types of cancer, random forest algo-
rithm can be employed. Based on various types of randomization, random forest has

Classification

Data collection 
(https://archive.ics.uci.edu/
ml/datasets/breastcancer)

Pre-processing

SVM Decision 
tree and 
Random 

forest

KNN

Performance Analysis

Fig. 1 Workflow of the
proposed model
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been built as it is an ensemble of decision trees. As the random forests are very flexible
rather it is widely used [12]. This supervised learning algorithm creates forests using
many trees. The accuracy depends on the number of trees. One of the major advan-
tages with random forest is that it could be functioned as both regression and classi-
fication. It can also handle the missing values and it will not overfit in case of a greater
number of trees [13]. The random forest takes the test features and predicts the
outcome of the randomly created trees based on rules and then stores the result. The
votes for each predicted target is calculated, since each tree results in different pre-
diction. Finally, the target receiving high vote will be considered as the final pre-
diction. The random forest processes a huge amount of data at very high speed. The
random forest has each tree in binary structure form, which is created based on
top-down approach.Generally, the convergence in the random forest algorithm is very
fast. The most important parameters are the depth and number of trees. Increasing
depth led to an increase in the performance [14]. Thus, random forest is considered as
the best classification algorithm on the basis of the processing time and accuracy. This
algorithm is implemented on the dataset and the accuracy obtained is 97.34%. The
overall view of the random forest algorithm is laid out in Fig. 2.

Fig. 2 Random forest
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4.4 Support Vector Machine (SVM)

Another powerful supervised learning model is the support vector machine that
examines the data for classification and regression analysis using the support of
associated learning algorithms. SVM has been specialized for a certain range of
problems and gained success in the field of pattern recognition specifically in
bioinformatics and cancer diagnosis. In support vector machine, all the data points
are drafted in an N-dimensional space [15]. SVM performs linear classification. In
addition to this, it also performs nonlinear classification by mapping the inputs
implicitly at the range of high-dimensional feature space. The main advantage of
SVM is considered to be a unique technique called kernel trick, where lower
dimensional space is converted to higher dimensional space and classified. In other
words, a hyperplane or set of hyperplanes can be constructed with support vector
machine constructs in a high- or infinite-dimensional space for the purpose of
classification, regression, or outlier detection [16]. In general, the hyperplane with
the largest functional margin achieves good separation as it lowers the general-
ization error of the classifier. Support vector machine gives an accuracy of 97%
when employed on the dataset. The hyperplane used for classification is illustrated
in Fig. 3.

Fig. 3 Support vector machine
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4.5 K-Nearest Neighbor

A nonparametric method, K-nearest neighbors algorithm (K-NN) is another algo-
rithm to be utilized for various purposes like regression and classification. The
output of the classification from k-NN is a class label which describes to which
class or group it belongs to [17]. In K-NN, the membership is assigned based on the
majority vote by the neighbors which is decided by the K value. In other words,
each object has been assigned to one class that is most common among the
neighbors. For example, if K = 2, then the query point is assigned to the class
where two nearest neighbors belong to. Being the simplest machine learning
algorithm, the explicit training step is not essential. In the training step, neighbors
are chosen from the set of objects for which their corresponding classes are known.
The algorithm is very sensitive to the local data [18]. Euclidean distance for con-
tinuous variables and Hamming distance for discrete variables are most widely
used. However, the accuracy can be improved by using specialized algorithms like
Large Margin Nearest Neighbor or Neighborhood Components Analysis. The
K value is chosen based on the data. Choosing an appropriate K value is significant
because that decides if the data is classified correctly. Heuristic techniques like
hyperparameter optimization are used because the larger K value reduces the effect
of noise but makes less distinct boundaries between classes [19]. The performance
gets degraded as the noise in the data increases. The level of accuracy achieved
from K-NN is about 95% with an appropriate K value. K-NN is shown in Fig. 4.

4.6 Decision Trees

These are classification algorithms where the attributes in the dataset are recursively
partitioned. Decision trees contain many branches and leaf nodes. All the branches
tell the conjunction of the attributes that leads to the target class or class labels [20].

Fig. 4 K-nearest neighbor
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The leaf nodes contain class labels or the target class that tells to which class tuple it
belongs to [21]. There are various decision tree algorithms which can be used for
classification of the data. Some algorithms include C4.5, C5, CHAID, ID3, J48, and
CART [11, 22].

The Decision Tree can be built as

• The attribute splits decide the attribute to be selected.
• The decisions whether to continue for splitting or to represent as a terminal node

is made.
• The assignment of the terminal node to a class.

Information gain, gain ratio, Gini index, etc. are the impurity measures to decide
attribute splits done on the tree. After pruning, the tree is checked against noise and
overfitting. As a result, the tree becomes an optimized tree. The main advantage of
having a tree structure is that it is very easy to understand and interpret. The
algorithm is also very robust to the outliers also. The structure of the decision tree is
shown in Fig. 5.

5 Experimental Results

Initially, the entire dataset was preprocessed and normalized to handle all the
missing values. The mandatory features are extracted using statistical methods.
Similar to the experimental results shown in the table above, for the breast cancer
prediction, random forests can give a better result that helps the people to get a
systematic way of treatment and save their life and hence decreasing the mortality
rate. Support vector machines are also equally good with an accuracy of about 91%.

Fig. 5 Decision tree
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The decision tree and K-NN also give us a good result in predicting breast cancer
with an accuracy of 90.6% and 87%, respectively. Hence, a good and accurate
model can be built using the algorithms mentioned above. In conclusion, random
forest has proven that it is very efficient for breast cancer prediction with an
accuracy of 93.34% for diagnosis is exhibited in Table 3. It achieves the finest
performance with respect to precision and recall.

6 Conclusion

Most of the Indian women die due to breast cancer [23]. Proper diagnosis of breast
cancer is very important in the medical domain. Many models are built using
machine learning and data mining methodologies to analyze huge voluminous data.
But the challenge with the model is its accuracy and precision for the medical
industry. The key for proper treatment and cure is significantly dependent on
detecting breast cancer at its early stages [24]. This paper describes how several
machine learning algorithms like random forests, decision trees, K-NN, and SVM
are employed to model the exact diagnosis of breast cancer for an organized
treatment which can save lots of life. The experimental results show the effec-
tiveness of various machine learning algorithms and it proves to be efficient in
breast cancer classification thus providing a major breakthrough in clinical diag-
nosis and treatment of the same. As mentioned earlier, the SVM, K-NN, decision
tree, and random forest have their own advantages. Hence, the careful usage of the
above will definitely lead to better results. Thus, the appropriate use of a proper
algorithm eliminates the risk of death and alleviates the survival rate in women.
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Real-Time Footfall Prediction Using
Weather Data: A Case on Retail
Analytics

Garima Makkar

Abstract Be it a retailer, producer, or supplier, the weather has a substantial effect
on each one of them. Climate variability and weather patterns have become critical
success factors in retail these days. As a matter of fact, weather forecasting has
become a $3 billion business now. One of the main reason behind this surge is the
capability of the forecasters to sell weather-related information to businesses who
then strategize their various decisions regarding inventory, marketing, advertising,
etc. accordingly. Hence only those retailers who stay “ahead of the game” will be
able to enjoy huge sales while others who do not would face the consequences.
Various studies regarding change in consumer behavior occurring due to the change
in weather conditions have shown that even a degree change in temperature affects
the store’s traffic and reflect the growing importance of predictive analytics in this
domain. However, these studies incorporate only the historical weather statistics
into account. In this paper, we will propose our methodology for footfall analytics
to see how the changes in weather conditions will impact the retail store’s traffic
and thereby retailing value chain, using real-time weather forecasts and footfall
data. This analysis provides a platform for retailers to make evidence-driven
decisions and strategize their business plan which would help them to deepen the
customer involvement and to get efficiency in the planning process.

Keywords Footfall � Retail � Retailers � Real time � Weather

1 Introduction

Climate decides what shall we eat and wear, where shall we spend our holiday, how
shall we commute, and even what shall we do every single day. All in all, weather
affects four basic purchasing decisions: where, when, what, and in what quantity to
purchase [1]. Be it a producer, supplier, or retailer, the weather has a substantial
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effect on each one of them. From the availability of products and logistics to
purchaser demand patterns and sudden spikes, the groundwork for and mitigating
the consequences of weather is a real trouble in all aspects of retail sector. Weather
conditions affect whether customer would visit brick and mortar outlets or would
shop online, making this another important reason for retailers to regulate their
operations in order to avoid retail risks associated with different climate patterns.
Hence, for retail success, meteorology is as important as geography is. All this have
led to the growing importance of weather variability in the retail domain.

Traditionally, it was believed that the retail sector does not get affected much by
climate, but a series of recent studies have concluded that retail sector is a
weather-sensitive sector. In other words, weather plays an important role in sales of
many product categories, store’s footfall and store types. Many store managers
often blame climate for poor store traffic/sales, but only some of them are able to
manage the weather-related risk given that most of the suppliers offer diversified
products thus alleviating the effect of weather on store’s traffic. Incorporating the
effect of weather on consumer behavior demand was considered as a real challenge
in the past. For a long time, retailers have been aware of the fact that weather affects
the footfall in the stores, but until now, nothing much was being done by most of
the retailers to manage such weather-related risks. The rising variability in weather
these days have stimulated new interest in studying the relationship between
footfall and weather.

Footfall, being a bread and butter for any retail store manager, is directly linked
to drive retail sales and improve conversion rates—the more people who come to
the store, the more chance they will buy something. While the conditions like heavy
rainfall, snowstorm coming, heat and dry conditions, etc., keep the tendency to
impact the footfall drastically. So it becomes important to know the footfall peaks
and troughs which could help retail managers to optimize in-store operations and
manage their resources effectively. Thus we propose a methodology for predicting
the footfall of customers in different retail stores given real-time weather forecasts
and historical footfall data using a supervised analytical methodology. This paper
allows retailers to find the threshold probabilities that will trigger warning and
require necessary decisions to decrease inventory waste. Also, this methodology
would predict favorable climatic conditions which could be taken care of before-
hand in order to achieve retailer’s motive of maximizing sale/footfall in real time.
Thus, this analysis can be used by retailers to make evidence-driven decisions and
strategize their business plan which would help them to deepen the customer
involvement and to get efficiency in the planning process.

This paper is divided into the following sections: Sect. 2 highlights the literature
survey and critical research gaps. Section 3 defines our problem statement. In
Sect. 4, the methodology followed has been proposed. The results are highlighted
in Sects. 5 and 6. The conclusion is explained in Sect. 7.
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2 Literature Review

This section gives a brief about some of the works that have been done related to
retail and weather so far. Generally speaking, these researches can be divided into
two groups: (1) theories about the nature of the impact and (2) theories about the
magnitude of the impact. Here, impact refers to the impact of weather on consumer
activities in a retail store. So the former group explains why and how the change in
climate brings the change in retail shopping behavior while the latter explains the
extent of the weather change on activities such as consumer spending. The fol-
lowing is the description of some of these theories explaining the consequences
which retail sector faces because of the change in the climatic conditions. First, we
explain the theoretical work linking weather stimuli to shopper’s behavior. Second,
we review some of the empirical studies done in this context. Lastly, we review the
analytical models predicting the footfall for retail firms during different climatic
conditions.

2.1 Theoretical Work

There are different ways by which meteorological factors can affect both psy-
chology and physiology of consumers. Overall, these researches have confirmed
that weather has the tendency to influence an individual’s mood. For instance,
Sanders and Brizzolara [3], studied the effects of various climatic factors such as
temperature, biometric pressure, relative humidity, precipitation, and wind speed on
a one-dimensional mood rating scale. They concluded that sunshine and biometric
pressure together have the strongest impact on mood. Following the same
methodology but different mood scales, other researchers like Persinger and
Levesque [2], Howarth and Hoffman [4] and Miranda-Moreno and Lahti [5], etc.
have reported that rain tends to decrease the sense of comfort of pedestrians
impacting consumer’s behavior negatively. Similarly, studies by Cunningham [6]
and Parrott and Sabini [7] have suggested that sunshine affects customer’s mood to
visit a retail outlet in a positive way. Experimenters like Sherman et al. [8] and
Keller et al. [9], etc., have found that two major factors responsible for moderating
psychological effects of weather are the season and the amount of time spent
outside and thus pointing toward a positive association between mood and shopping
intentions. Robert and John [10] and Gardner and Hill [11] etc., are some of the
other contributors of theoretical work done in this context.
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2.2 Empirical Studies

All these behavioral instances which are explained in above subsection generally
comes from investigational and fieldwork. However, there is also empirical evi-
dence demonstrating the impact of weather on different aspects of retail sector, but
the number of works is limited. For example, Steele [12], has presented a paper
about weather effects on sales of a departmental store and found that factors like
snow, rain, and extreme temperature are responsible for making shopping at store
less attractive and thus, affects sales and store traffic negatively. Agnew and
Thornes [13], conducted a survey study on the weather sensitivity of food and
beverages sector and concluded that in terms of number of customers, the bad
weather affects the hypermarkets located in urban areas more adversely as com-
pared to small retail stores located in rural stores. Kirk [1], concluded that about
35% of inquiries in his study would avoid shopping at low temperatures, 37%
would avoid going shopping when it is raining, and 30% would not go shopping in
excessive heat. Murray et al. [14], further investigated that high temperature is
correlated positively to emotions as well as to greater propensity to consume.

2.3 Analytical Work

Various studies regarding change in consumer behavior occurring due to the change
in weather conditions have shown that even a degree change in temperature affects
the store’s traffic, reflecting the growing importance of predictive analytics in this
domain. Most of the work on footfall analytics based on weather data has been done
using multiple regression analysis. Agnew and Palutikof [15], implemented sepa-
rate regression models for each month of the year to examine the impact of tem-
perature, precipitation, and sunlight on the total U.K. retail sales and sales of some
products categories. Their approach concluded that the sign of the effects of weather
variables and percentage of sales volatility is fluctuating between months and
product categories. Another regression analysis by Starr [16], concentrating on
effect of temperature on the U.K. retail sector, showed that temperature has dual
effects, i.e., current and lagged effect in retail. They concluded that weather effect
depends on sales assortment and thus, is not same for all retail types. After a year,
Parsons [17], examined the correlation between shopping store attendance and
weather on a daily basis using a multiple regression model. It was seen that tem-
perature and rainfall are the most tangible weather variables having negative impact
on number of visitors while variables like humidity, sunshine hours, etc., show
insignificant effect on the store’s traffic. However, this analysis was being done for
the colder half of the year only. Also, Bahng and Kincade [18] carried out a simple
regression analysis to uncover the associations between temperature and apparel
retail sales in the U.S. and concluded that weather defines the start and the end of a
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season, with summer and winter selling season lasting up to 20 weeks. And any
unusual change in weather can delay the beginning of each of these selling seasons.

Thus all in all various researches have been conducted to give prominent result
for the effect of weather change on a retail store but all of them links retail and
consumer activities to historical weather events. And none of them forecast this
relationship in real time. While this paper tends to analyze the correlation between
weather and retail shopping behavior (i.e., footfall) in real time and in unique
manner.

3 Problem Statement

Weather, being an unmanageable factor, tends to influence shopper’s purchasing
decisions and causes the revenue to move in any direction. In order to manage the
considerable revenue swings caused by fluctuating weather patterns, retail distri-
bution needs to understand the relationship between weather patterns and customer
activity. Basically, there are two types of risk which can affect retail performance
and retailer’s abilities to fulfill customer demands: the risk of understocking and the
risk of overstocking. If they miscalculate these, retailers end up losing millions
through disappointed customers and incorrect stock levels. Thus, impacting the
costs and efficiencies of whole retail business.

It is in this context that the present analysis aims to examine, quantify, and
predict the impact of weather factors on retail traffic across various stores located at
different regions of the U.S. The aim here is to create an early warning
decision-making system relating the retail sector to real-time weather events,
preparing both retailers and customers against any weather-related risk. It should be
noted that this experiment focuses on weather as an important factor affecting
footfall of these retail stores.

4 Analytical Methodology to Predict Footfall

Our experimentation contributes to the field of retail distribution system by giving
significant instance of association between meteorological phenomena and retail
business. This section provides a recommendation on how to make weather
information useful to retailers, through expected footfall levels. The first subsection
gives a detailed description about our dataset. Followed by data preparation and
experiment analysis.

Real-Time Footfall Prediction Using Weather Data … 533



4.1 Data

For our analysis, the data has been taken from two different sources:
(1) OpenWeatherMap, which is a global geographical platform providing various
types of earth observation data. 2) Kaggle, also known as “Home for Data Science”,
is a stage for analytics and predictive modeling competitions. To carry out our
experiment we are considering three datasets namely, Footfall/Store data, Key
dataset, and Real-time weather API data. The following is the description of each of
these datasets:

(a) Footfall data: This is a customer’s footfall data for 44 hypermarkets (all located
in the United States) where footfall may be affected by the change in weather
conditions. The footfall dataset provides us detailed information about each
hypermarket/store, which can be used to find some interesting facts. For
example, The column “station_nbr” corresponds to an id for one of the 10
weather stations covering these 44 locations. It should be noted that some of the
stores are nearby and hence share the same weather station. Also, another
column called “X3 h” measures the amount of rainfall (in inches) that occurred
near each store on a daily basis. Similarly, there are other columns like “temp”,
“snowfall”, “pressure”, etc. describing the type of weather conditions near each
store location.

(b) Key data: The key dataset comprises mainly of two columns: (1) “station_nbr”
representing weather stations and (2) “store_nbr”, which is an id showing one
of the store locations. These columns are then mapped together in such a way
that stores nearby would come under the same weather station.

(c) Real-time weather API data: This dataset gives us the 5-day weather forecast,
i.e., how the weather conditions would be in the coming 5 days. Using an API
key, the required dataset would be generated in JSON file format. And for our
analysis, we converted this extracted dataset into csv format. The weather API
data tells upcoming climate conditions helping retailers to plan their inventory
stock accordingly. It should be noted that this data includes weather-related
information every 3 h.

The entire dataset captures information about footfalls happening each day in
each store for the complete 2 years. And with the count of shoppers, the retailers
can easily find out the sales taking place in each store at the time of different
climatic conditions. Retailers use various metrics to maximize their sales, with
thinking behind making a purchase massively influencing where items are kept in a
store, availability of customer’s background data and shopper’s every move
observed as they move around stores. Amid all these factors, the most important
factor from the perspective of retailers is “Footfall”, which is the count of shoppers
who has visited a hypermarket during a given period of time. Thus, using the
above-mentioned datasets, we applied real-time footfall analytics to forecast the
number of people visiting each store at the time of different climatic conditions.
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4.2 Data Exploration and Preparation

In today’s world, data comes from various industries, varied sources, and in various
formats. The industries can be telecom, insurance, etc. while data sources can be
open-source data providing sites, sensor data, social media data, etc. and formats
can be .csv, .xls, .txt, etc. Each of these datasets would be having its own set of
challenges and thus would be requiring a different series of steps for data prepro-
cessing. Some of the problems which various analysts face while dealing with data
include the presence of missing data, outliers, or operational challenges while
capturing data and various such other challenges. Due to all these difficulties, it is
believed that data preprocessing usually takes 70% of the total time devoted for
building the entire model. Since it is the quality of inputs that decide the quality of
output so once the hypothesis is built, it is recommended to spend a lot of time and
effort performing this step (i.e., exploration, cleaning, and preparation of data).

Keeping this in mind, the second step we did is exploration and analyzing the
data chosen for our analysis. Following are the steps performed for understanding,
cleaning, and preparing the final dataset which was then used for building our
predictive model:

(a) Variable Identification: Under this, the first step is to identify independent
(Input) and target (Output) variables and then identify the category and datatype
of all the variables. The following Fig. 1 shows this variable identification for
our dataset:

(b) Missing Value Treatment: Missing value/data is defined as the value that is not
present for the variable under interest. Being a symbol of messiness in the data,
if missing values are not handled properly then it could lead to invalid con-
clusions about the data. The absence of data can cause several problems like

Fig. 1 Example of variable identification (modified and appended fromAnalytics Vidhya blog [19])
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reduction in statistical power of the study, producing biased estimates, com-
plicating the analysis of the study, etc. Thus in order to avoid these distortions,
the treatment of missing values is considered as a necessary step in analyzing
the data. The dataset which we considered also contained missing values for
some of the columns like, “temp_max”, “temp_min”, “X3 h”, “pressure”,
“snowfall”, etc. But different treatments were being done for each of them. For
example, missing data in column “snowfall” was handled by the sum of
snowfall happened in past 3 days. Similarly, the maximum temperature in the
past 3 days was used to replace the missing values present in the column
“temp_max.”

Hence, by following different treatment methods for each of the
above-mentioned columns, we removed all the missing values from our dataset.

(c) Bivariate Analysis: This analysis helps to understand the hidden insights pre-
sent in the dataset. Basically, bivariate analysis is a way of finding the rela-
tionship between two or more variables present in the underlying dataset. And
since visualization makes understanding of data easier so we used stacked bar
charts for the demonstration purpose. The following figures (Figs. 2, 3, 4) show
few relationships existed among variables in our dataset:

Due to the presence of detailed information about each store, the footfall data
thus can be used to extract numerous useful statistics as shown above.

(d) Feature Engineering: The art of extracting more statistics from existing data is
known as feature engineering. So it is like making already existing data more
useful from analysis point of view. For instance, consider the case of predicting

Fig. 2 Footfall during rain
and no rain
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footfall in a shopping mart on the basis of dates. Here, using dates directly may
not yield useful statistics from the data under consideration. This is because
count of people visiting a shopping mart is likely to get less affected by the day
of the month than the day of the week. And the latter information is present
implicitly in the data which needs to be taken out for achieving reliable results.
Thus, this activity of taking out information from data is known as “feature
Engineering.” This step contains two substeps: (1) Variable Transformation and

Fig. 3 Footfall during snow and no snow

Fig. 4 Average footfall in each store
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(2) Feature Creation. In our analysis, we created some new variables from
already existing variables. For example, “Date” variable was split into three
other new variables—“Day”, “Month”, and “Year.” Also from input variables
“temp_max” and “temp_min”, new columns called “L3_temp_max” and
“L3_temp_min” were being generated. This step was being done thinking that
these newly formed variables may have better relationship with the dependent
variable and thus could impact the power of prediction remarkably.

In the next section, we will discuss how these steps are combined together so as
to predict the footfall based on real-time weather API and store dataset.

4.3 Random Forest as a Supervised Detection Technique

With limited information about climate variability and weather patterns, we solve
our problem statement using a supervised machine learning algorithm called ran-
dom forest. Being a part of ensemble learning algorithm, random forest works by
generating multiple models over training dataset where the output of each model is
then combined to produce a stronger model.

In the present analysis, this algorithm is applied for regression purpose helping
us to map both linear as well as nonlinear relationships existing between the
variables. The concept here is to decorrelate the various trees that are produced
from separate bootstrapped training data samples. After which, the mean of output
of all the trees is used to reduce the overall variance which eventually would help to
avoid overfitting. It should be noted that the tree-based algorithms are famous for
building models with high stability, accuracy, and easy interpretability.

4.4 Footfall Prediction Based on Weather with Random
Forest Technique

In the current study, random forest algorithm has been applied to forecast footfall in
different hypermarkets during different climatic conditions. Because of continuous
nature of our target variable, regression analysis was being done using random
forest. Machine learning algorithms like Support Vector Machine (SVM) etc., could
have also been used to solve this problem statement. But the reason for choosing
random forest over these techniques is the ease with which it tells the important
variables contributing toward regression (and classification) analysis and the rela-
tive importance of each of them based on their depth of location in the tree. The
following steps explain how random forest for regression works in predicting
store’s traffic given the weather data:
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Each tree is generated as follows:

(i) Random Sample Selection: Divide dataset into train and test. Using around 2/
3rd of the training dataset, each tree is trained. This 2/3rd selection is done
randomly with replacement and is the training set for that particular tree.

(ii) Random Variable Selection: Each tree is trained using some number of
predictor variables (say m) which are chosen randomly out of all the inde-
pendent variables present in the dataset. For regression, the default value of
m is total number of predictors divided by 3.

(iii) Splitting of node and Parameter Tuning: Each split is done by examining all
the variables one by one and then the best split is picked using methods like
Gini Index, Chi-square, or Information Gain, etc. Also to get better accuracy
important parameters like “mtry”, “ntree”, etc. are tuned accordingly.

(iv) Calculation of “Out of bag” (OOB) error rate: Calculate the error rate of
remaining 1/3rd data for each tree. Aggregate the errors for all the trees to get
overall OOB error rate.

(v) Averaging the dependent variable: On the remaining data, each tree is
generated giving output equal to some value of dependent variable. Then the
average of all these values is taken as the predicted probability.

In the next section, we have leveraged aforesaid approach to showcase some
footfall prediction scenarios. There is lot of potentials to extend our methodology to
different sectors, different scenarios related to weather and technical approaches.

5 Result and Experimentation

After preprocessing the raw data as explained in Sect. 4.2, we have our dataset
ready which could now be used for building the model. With “footfall” as a target
variable, we applied random forest algorithm steps (as explained in Sect. 4.4) to
carry out regression analysis for the underlying problem statement. It should be
noted that the optimal value of parameters such as “mtry” and “ntree” has been
found using fivefold cross-validation technique. Following results are obtained
from the application of random forest for prediction of footfall in a retail firm:

(i) Variable Importance Plot: One of the advantage of random forest technique
over other machine learning algorithms is that it tells which input parameters
are important for predicting the target variable. Figure 5 shows the top five
important parameters for predicting footfall in our model. This plot, called
variable importance plot, tells which independent variables contribute more
for the variation of target variable. Such information is used to choose the right
set of features so as to make target predictions more accurate. It is important to
note that these variables does not tell whether there would be more or less
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footfall, but tell which all variables are important from prediction perspective.
It can be seen that apart from store type, the weather variables such as pre-
cipitation and wind speed appear to be the most important parameters in our
model.

(ii) Root Mean Square Error: The Root Mean Square Error (RMSE) is a per-
formance metric measuring the difference between actual and predicted values
of the model. This measure tells us how well our model is able to predict the
test outcomes. For our model, RMSE is equal to 11% indicating the good fit of
our model, given the spread of our dataset.

Using these two performance metrics, we were able to predict the expected
footfall given the weather conditions for all 44 retail stores for the test dataset.

6 Live Demo Model

The above section explains our study for predicting the footfall given the weather
conditions near every 44 retail stores. It should be noted that this procedure is based
on historical weather data of the U.S. Now to carry out the same experiment in real
time, we will make use of 5-day weather forecast data obtained using an API key.
Thus, by integrating this new information we are able to predict the expected
number of people in each store for the upcoming 5 days over a google map. This
live demo model showcase two things: (1) current weather conditions of all the 44
stores present at different locations in the U.S. on a google map and (2) expected
footfall curve for the 5 days using which retailers can strategize their activities
accordingly. Figure 6 shows this dashboard which we have built using RShiny. It
should be noted that the output from this model would keep on changing as the
inputs are subjected to real-time factors.

Fig. 5 Variable importance plot
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7 Conclusion

The effect of climate variability and weather patterns on retail store’s traffic using a
supervised machine learning algorithm has been investigated in this paper. Most of
the retailers are unaware of the weather consequences on footfall or believe that
climate exposure is unmanageable. But, even though weather cannot be managed,
the revenue strategies can easily be managed which will secure retailers against any
adverse weather conditions. Keeping this in mind, we developed an early warning
decision-making system associating retail sector with changing weather events,
preparing retailers as well as shoppers against any weather-related risk in this
sector. Our methodology put weather in a business context and provides actionable
insight into customer behavior, which results in increased footfall levels and
improved profitability. Thus, this experimentation is applicable universally and
enables comprehensive scenarios of daily footfall traffic to be explored using
real-time weather API data, allowing retail strategies to be targeted and imple-
mented effectively.

The major implications of this analysis are as follows:

1. This analysis provides a platform to researchers, practitioners, and
decision-makers for sharing and examining how non-catastrophic weather
events affect the retail’s footfall and the impact it will have in the future(real
time).

2. It uses disaggregated data at a large scale and unlike past studies, the lagging
effect of weather variables on store’s traffic has also been taken into account
while building our predictive model.

Fig. 6 Real-time demo model
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3. Apart from providing valuable insights about the drivers of footfall, this appli-
cation can be used as a tool for evaluating how successful the previous events in
each of these stores were after taking account of various weather factors.

4. Also, measuring customer’s foot traffic and engagement would enable retailers
to ensure the right number of staffs as well as products that are required during
the impetus of global climate variation.
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Normal Pressure Hydrocephalus
Detection Using Active Contour Coupled
Ensemble Based Classifier

Pallavi Saha, Sankhadeep Chatterjee, Santanu Roy and Soumya Sen

Abstract The Brain plays an imperative role in the life of human being as it
manages the communication between sensory organs and muscles. Consequently,
any disease related to brain should be detected at an early stage. Abundant accu-
mulation of cerebrospinal fluid in the ventricle results to a brain disorder termed as
normal pressure hydrocephalus (NPH). The current study aims to segment the
ventricular part from CT brain scans and then perform classification to differentiate
between the normal brain and affected brain having NPH. In the proposed method,
firstly few preprocessing steps have been carried out to enhance the quality of the
input CT brain image and ventricle region is cropped out. Then active contour
model is employed to perform segmentation of the ventricle. Features are extracted
from the segmented region and Ensemble classifier is used to classify CT brain scan
into two classes namely, normal and NPH. More than hundreds of CT brain scans
were analyzed during this study; area of ventricle has been used as a measure of
feature extraction. Experimental results disclosed a significant improvement in case
of ensemble classifier in comparison to Support Vector Machine in terms of its
performance.
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1 Introduction

Recent studies have revealed biomedical image processing as an application in the
detection of a wide range of diseases. It has a great contribution which allows
physicians to perform an accurate diagnosis. The human brain is composed of
cerebrum, brainstem, and cerebellum. Apart from these parts, there is a part called
ventricle which is stuffed with a vivid and colorless fluid regarded as cerebrospinal
fluid (CSF). Shape and size of the ventricle depend on the amount of CSF present in
the ventricle. Accumulation of excessive amount of CSF in ventricle gives rise to a
brain disorder known as NPH. This paper focuses on the detection of NPH brain
disease by segmentation [4–6] of ventricle using ACM [2] and then estimates the
area of ventricle which is then sent as input to the Ensemble classifier. Ensemble
classifier performs classification of the CT brain scan and predicts as either normal
brain or affected brain having NPH. This classifier comprises of three weak learners
viz. Discriminant, Decision tree, and K-th nearest neighbor (KNN). The perfor-
mance of Ensemble classifier is then compared with SVM and the best classifier is
traced out. Features form the principal element in the training stage as well as in the
testing stage. The efficiency of a classifier vastly depends on the extraction of
features. At times, the best classifier fails to produce proper results if weak features
are employed. In the field of image processing, a vast amount of work has already
been undertaken by various researchers in the past and brought remarkable changes
in the medical history. Classification of brain diseases has been achieved through
several methods like Support Vector Machine (SVM), Random Forest, Artificial
Neural Network skilled with Genetic Algorithm (GA) termed as ANN-GA, and
ANN trained with particle swarm optimization (ANN-PSO). Ensemble classifier
has also been applied in the detection of brain disease. Clangphukhieo et al. [1]
designed an algorithm for the segmentation of the ventricular part from CT brain
image. Initially, CT brain image is normalized and region of interest is estimated by
applying gray level profile analysis followed by the Bayesian segmentation. This
segmentation enables us to demarcate among the three intensities viz. white matter,
gray matter, and CSF and at last the area of CSF is determined. Experimental results
disclosed a minimum error of 3.14% and a standard deviation of 1.41 has been
achieved by the proposed algorithm. Butman et al. [3] introduced an algorithm to
calculate the size of the ventricle in the brain MRI examinations. This has been
attained by firstly integrating the different serial images in order to enhance the
SNR. Active Contour Model and fast marching techniques were applied to perform
segmentation and later deformable registration was used to propagate the seg-
mentation. Zhukov et al. [7] put forward a method based on the concept of a
decision tree to estimate the credibility of power systems. Ensemble classifier is
used for the classification of the system to determine whether it is in a safe state or
not and aggregation is done based on boosting model and random forest model.
Shenbagarajan et al. [12] proposed an efficient method to classify an MRI brain
image into three types viz. normal, noncancerous, and cancerous. This method
involves four phases namely preprocessing steps, segmentation, feature extraction
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followed by the classification. Active Contour Model (ACM) is engaged for seg-
mentation and then Artificial Neural Network (ANN) trained with Levenberg–
Marquardt (LM) algorithm is used for classification. An enormous amount of
research work has been performed in the past in the field of biomedical image
processing. Still, it is difficult to meet the growing requirements. In the current
study KNN, Decision tree, and Discriminant forming together the Ensemble clas-
sifier is implemented to perform classification between a normal brain and affected
brain having NPH. The current paper is arranged as follows. Section 2 describes the
contrast adjustment, segmentation, and classification model. Section 3 represents
the proposed system laid out for the classification of the brain between a normal
brain and affected brain having NPH. Section 4 reflects the depiction of experi-
mental results in terms of its performance calculated from the confusion matrix.

2 Methodology

2.1 Image Enhancement and Cropping

Image enhancement forms one of the preprocessing steps that are extensively
employed in image processing [15]. The main purpose behind image enhancement
is to improve the intelligibility of data in images for viewers. Contrast is an essential
factor in the calculation of the quality of an image.

In the current study, the contrast has been adjusted by adjusting the intensity
values accordingly in the input CT brain scans to retrieve information efficiently
from it. This, in turn, brightens up the image and then the ventricular part is cropped
out from the input image.

2.2 Active Contour Models

Active Contour Model (ACM) also termed as snakes is well known in the field of
computer vision and is widely applied in applications such as segmentation, edge
detection, etc. ACM is classified into two types namely: Edge-based ACM and
Region-based ACM [2, 16]. In order to hold back the contour during development
for recognizing the boundary of the foreground object, edge-based model makes
use of the gradient of the image.

The region-based model utilizes mathematical information regarding the regions
lying both inside as well as outside the curve for contour development. In the
proposed method, region-based model has been implemented for segmentation
which focuses to encourage the curves to arrive at the boundaries of the input CT
brain scans.
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2.3 Region-Based ACM for CT Brain Segmentation

The region-based model has undertaken with the consideration that the pixel
regions of the input image are mathematically similar. It works well on noisy, hazy
images, and images having disconnected regions, etc. In the analysis of CT brain
scans, region-based model believes the global properties like the length of contour
and CT scan image pixel regions are opposite to the local properties like a gradient.
The energy minimizing function can be written as:

lnPðIs pj Þ ¼
ZZ

A

0ISðx; yÞdA

ISðx; yÞ represents the intensity value at the pixel location (x, y) in the CT brain
image and integral provides the sum total of area A confined by the curve p.

2.4 Feature Extraction Based on Area

The selection of the feature extraction technique plays a leading role in the per-
formance of a classifier [8–11, 17]. In both the training and testing phase, the
feature is the crucial element. In the current study, the area of the ventricle in the
segmented region forms the measure of feature extraction. Extracted features
become the dataset and thereafter enable us to classify between the normal and
affected NPH brains.

2.5 Ensemble Classifier

Support Vector Machine (SVM) is a model that is widely applied for classification
and regression analysis. The application of SVM in the field of image processing is
an example of linear discrimination. The basic working principle of this model is
that it divides the space into which the CT scan brain images are assigned into two
classes by identifying a separating hyper plane. In 2D space, a line defines the
boundary and hyperplane in higher-dimensional space. The inclination towards the
application of SVM is that it employs the basis of fundamental risk reduction,
which focuses to locate a hyperplane that decreases the area between training
classes. The pixels that are nearest to the separating boundary describes the optimal
separating hyperplane (OSH) produced by an SVM.

The SVM classifier is trained with the color features extracted from the pixels of
several CT scan brain images to differentiate between two regions (classes) namely
CSF and non CSF. In the testing phase, an unseen CT scan brain image is selected,
then each and every pixel of the testing image is sent as input to the trained SVM
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classifier and it assigns a class or a region to each of the pixels in the image as a
response. This model is an age-old model and various researchers have adopted this
classifier in the field of biomedical image processing to dig out some new inno-
vations, here we have adopted this model and performed a comparison with the
proposed model to determine the best classification model in terms of its
performance.

2.6 Ensemble Classifier

The foundation of machine learning is the ensemble methods. The amount of
diversification among the different learners that exists in the ensemble affects the
efficiency of the ensemble to a huge extent. Ensemble learning employs various
classification models together to achieve superior predictive performance during
testing whereas this level of performance is never achieved by any classification
model alone. This model works by integrating many poor learners namely
Discriminant, Decision Tree, and KNN. Figure 1 describes the common workflow
of ensemble classifier. Once the outcome from each of the weak learners is attained,
an aggregation method such as AdaboostM1, Gentleboost, Logitboost, etc., is
applied to forecast the final result for the test data.

3 Proposed System

Experiments have been carried out on more than 100 slices of CT brain scans that
were gathered from the Apex Hospital situated at Kolkata in West Bengal. Initially,
the contrast of the input CT brain image [13, 14] was enhanced and a part of the
image was cropped out for later processing steps. Then segmentation of the ven-
tricular part from CT brain scan was employed by using ACM. Features were
extracted from the segmented region based on the area of that particular region.
These extracted values of area for different CT brain scans together formed the
dataset. These dataset were utilized in both the training and testing phase.

Fig. 1 Represents the workflow of Ensemble classifier
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Further on, the extracted dataset is divided into two parts; former part is used for
training the classification model and the later part is used during the training stage,
depending on the value of data it is classified into either of the two classes namely:
normal brain and affected brain having NPH.

In the present study, depending on the training data three weak learners such as
Discriminant, Decision Tree, and KNN were trained and the predictions of each
model were combined together by using few methods namely; AdaboostM1,
Gentleboost, etc. Simultaneously, the training data is also sent to SVM model to
train the model and prediction for the test data is noted. In the testing phase, test
data was fed as an input to the three classification models and results are recorded
and the efficiency of the ensemble classifier is determined and compared with SVM
in terms of its performance. The different performance metrics which has been
determined from the confusion metrics are as follows (Fig. 2).

Input CT Pre-processing 
steps

Segmentation

Features Extracted

Training Data Testing Data

Training Classification Model

Trained Classification Model

Predicted outcome

Performance Metrics

brain scans

Fig. 2 Depicts the flowchart of the proposed system
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Accuracy ¼ tpþ tn
tpþ fpþ fnþ tn

Precision ¼ tp
tpþ fp

Recall ¼ tp
tpþ fn

F-measure ¼ 2 � Recall � Precision
Recallþ Precision

In the above equations, tp represents true positive, tn represents true negative, fp
represents false positive and fn represents false negative for testing the efficiency of
the classification model.

4 Experimental Results and Discussion

The simulations were carried out on more than 100 CT brain scans by using the
proposed method. The resolution of each brain scan is 512 � 512. The dataset
comprises of 100 instances among which 60 are normal brain and 40 are affected
brain having NPH.

Figures 3a and 4a depicts the input CT brain image, Figs. 3b and 4b represent
the enhanced images of the input image. Figures 3c and 4c reflect the cropped part
of the input enhanced image, Figs. 3d and 4d depict the segmented ventricle portion
from the input CT brain image. Since CSF is stuffed in the ventricle, area of the
ventricle can be used to determine the amount of CSF present in the brain which in
turn helps to diagnose the condition of the patient. On further calculation, it has
been found that the area of the ventricle in Fig. 3d to be around 268.687 mm and
Fig. 4d to be 7764.5 mm. Radiologists have also manually calculated the area of
ventricle for Fig. 3a which was 268.254 mm.

Moreover, Radiologists have also informed that the CT brain scan to be the
healthy and normal brain. The estimated area of the ventricle in a CT brain scan of
Fig. 4a is quite greater than the normal brain henceforth it is considered to be
affected brain having NPH. Moreover, Radiologist has also determined manually
the area of the ventricle in Fig. 4a to be 7764.21 mm. In addition, Radiologist has
also intimated that the corresponding CT brain scan to be affected brain having
NPH. Table 1 epitomizes the performance of Ensemble and SVM classifier in terms
of accuracy, precision, recall, and F-measure.
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Table 1 reports that the accuracy obtained by the ensemble classifier is 93.06%
in our proposed method while it achieves precision of 95.65%, recall of 94.28%,
and F-measure of 94.96%. It has been observed that the performance of SVM is
poor in comparison to the Ensemble classifier, achieved an accuracy of 87.12,
precision of 88.40, recall of 91.42, and F-measure of 89.88.

Fig. 3 a Source image. b Contrast adjustment. c Cropped image. d Segmented image
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Fig. 4 a Source image. b Contrast adjustment. c Cropped image. d Segmented image

Table 1 Performance of the
Ensemble classifier (in %)

Metrics Ensemble SVM

Accuracy 93.06 87.12

Precision 95.65 88.40

Recall 94.28 91.42

F-measure 94.96 89.88
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5 Conclusion

Since the human brain controls many other parts of our body, hence proper func-
tioning of the brain should be ensured primarily. Human brain forms the central
organ of the nervous system, so any diseases related to the brain should be diag-
nosed at an early stage. In the current work, a powerful technique has been put
forward for the detection of NPH in the CT brain scans. Experimental results
disclosed that ensemble classifier produces better and satisfactory results in com-
parison to SVM by achieving an accuracy of 93.06%, precision of 95.65%, recall of
94.28%, and F-measure of 94.96%.
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Question–Answer System on Episodic
Data Using Recurrent Neural Networks
(RNN)

Vineet Yadav, Vishnu Bharadwaj, Alok Bhatt and Ayush Rawal

Abstract Data comprehension is one of the key applications of question-answer
systems. This involves a closed-domain answering system where a system can
answer questions based on the given data. Previously people have used methods
such as part of speech tagging and named entity recognition for such problems but
those methods have struggled to produce accurate results since they have no
information retention mechanisms. Deep learning and specifically recurrent neural
networks based methods such as long short-term memory have been shown to be
successful in creating accurate answering systems. This paper focuses on episodic
memory where certain facts are aggregated in the form of a story and a question is
asked related to a certain object in the story and a single fact present is given as
answer. The paper compares the performance of these algorithms on benchmark
dataset and provides guidelines on parameter tuning to obtain maximum accuracy.
High accuracy (80% and above) was achieved on three tasks out of four.
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1 Introduction

Question answering is a complex NLP task which involves understanding of the
meaning of text and after understanding, ability to reason about important facts [1].
This becomes tricky as computer does not infer like humans given text data and a
set of questions to answer. The problem is very specific and involves answering
factual questions, for example, given a paragraph on the US Administration and
being asked: “Who is Donald Trump?”.

A lot of interest is being shown by organizations in creating question–answer
systems that can accurately answer simple questions without the use of a lot of
training data. The focus is on obtaining the best possible approach to certain
problems in the benchmark bAbI dataset using LSTM.

The bAbI dataset consists of total 20 tasks. These tasks are related to support
facts about a question for which an algorithm should provide an answer. These
supporting facts are single supporting fact, e.g., Mary traveled to office. Where is
Mary? Two or three supporting facts, e.g., “John is in the playground” and “John
picked up the football”. Where is the football?

This problem involves learning from a large data which is in episodic form and
has facts which are related to the asked question. An attempt has been made to solve
this using a modern neural network architecture which uses the facts to train and is
able to produce the specific answer.

2 Related Work

We have seen the emergence of QA-based strategies in the field of language
understanding. QA is easy to evaluate, especially for those questions which have
true/false or yes/no answers. These questions should be unambiguous which a
human can understand and answer. Memory network proposed by Weston et al. [2]
is a new network architecture called memory network which consists of a memory
component m and four components I [Input feature map], G [Generalization
component], O [Output feature map], and R [Response component] which are
potentially learned.

Another work on Large-scale Simple Question Answering with Memory
Networks by Bordes et al. [3] proves that question answering systems can handle
millions of data points very well and that training on two related datasets enhances
overall accuracy. It involves the process of generating the most similar candidates
through n-gram matching and getting the best candidate through finding cosine
similarity.

A work on end-to-end memory network by Sainbayar Sukhbaatar et al. [4]
which can be seen as an extension of RNN search having multiple computational
steps known as hops per output symbol. This model can be considered as a
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continuous form of memory network which can be trained end-to-end with less
supervision on an input–output pair. It also performs well on various tasks from
question–answer task to language modeling.

3 Scope of the Work

Four tasks are selected and are mentioned below to build question–answer models.
The selection was done with the objective of having unique unrelated contexts.

Task1: Single supporting fact
Task4: Two logical arguments
Task7: Counting
Task17: Positional Reasoning

The detailed description of these tasks is provided alongside model results. We
have also conducted error analysis on Task 1 to study the algorithm in depth.

4 Our Approach

A deep learning Recurrent Neural Networks (RNN) architecture is designed which
uses the concept of LSTM. The data used to train the models is the bAbI 10,000
sample dataset.

RNN is the preferred architecture for sequential information. In a standard neural
network, there is an assumption that all inputs and outputs are independent of each
other. Practically this assumption may not always hold true. To predict the next
word in a sentence it would help to know the words appearing previously. RNN are
known as recurrent neural networks because they perform the same task on every
element of a sequence, where output dependents on computations of previous steps.
RNN has memory which captures information about the computations of previous
steps. In theory, RNN has the potential to use information present in long
sequences, but practically it is only applicable for looking back at few steps
(Fig. 1).

LSTM belongs to RNN family which has the capability of persisting information
in longer sequence, which RNN lacks in implementation [5]. Key element of LSTM
is known as cell state. This cell state keeps track of long-term sequential infor-
mation [6]. LSTM neuron has three gates input, output, and forget. These gates
regulate the interaction of information with RNN data flow (Fig. 2).
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Fig. 1 Recurrent neural network architecture after unfolding the loop

Fig. 2 LSTM cell with input, output, and forget gate which helps in passing specific information
to the next level
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4.1 Solution Architecture

The solution architecture used incorporates the memory network and has certain
connections that help to emphasize the most appropriate words to pick the answer.

This consists of mainly four layers:

1. Embedding layer: It converts each word of dictionary to a vector.
2. LSTM: This is a type of RNN which is used for sequence data and overcomes

short-term memory of regular RNN. Memory network is being used in this
layer.

3. Dropout layer: It will shut off few neurons from a layer based on user-defined
criterion and thus prevents model overfitting.

4. Dense layer: It is a layer with softmax activation [7], which will produce answer
for a specific question by choosing the option with highest probability (Fig. 3).

First each question and story gets converted to embedding. After this, allow the
network to follow the question based on story and give attention to certainmost relevant
words in the question; dot product between both the embedding was taken [8].

Fig. 3 Solution architecture involving embedding layers to dense layer that produces answer for a
question given a story

Question–Answer System on Episodic Data Using RNN 559



This produces a vector which will have more weights to the words which are
more relevant based on story and questions. This forms the network memory. This
attention gets combined with the story embedding to find out facts about the
question. These facts are then combined with questions and this information is fed
into LSTM network to produce answer for a question.

4.2 Memory Network

This is the key component of the solution architecture and it controls information
flow using gates. Memory networks [9] architecture enables them to store all the
state from a given input, which means that queries can be asked and the memory is
able to go many steps back to find the most suitable portions that need to be given
greater “attention” as illustrated in the figure below (Fig. 4).

Fig. 4 Illustration showing memory network showing how relevant portions are being given more
attention
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4.3 Task Description and Model Results

This memory network was trained using different tuning parameters such as
embedding size and LSTM size described below.

Embedding Size: This is the size of the Word2vec—word convert to a numerical
vector.
Latent Size: Number of neurons in the LSTM layer.
Batch Size: Number of inputs processed together.
Epochs: Number of passes of forward and backward propagation in the deep
network.

Changing dropout rate did not have any significant impact on model accuracy.
Below are descriptions of each task and the results for different combinations and
with 30% dropout for every model.

Task 1: This task consists of a story where answer is based on single supporting
fact. For example,
Story: Dan went to the bedroom. Sunny moved to the bathroom. Q: Where is Dan?
A: bedroom.
Results for the task (Fig. 5, Table 1).

Epochs were not contributing to increased accuracy in a significant manner.
Small latent size with less number of epochs is producing the best accuracy.
Task 4: Answer for this task will depend upon understanding two logical argu-
ments. For example,

Fig. 5 Accuracy and loss for train and validation set w.r.t. epochs for Task 1
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Story: The bathroom is west of the bedroom. The study room is east of the
bedroom.
Q: Bedroom is west of what? A: study room.
Results for the task (Fig. 6, Table 2).

Increasing the embedding size is the key to obtain more accuracy on this task.
Embedding is capturing more semantic relationship between words so increasing it
is making model more robust. Even simple models give high accuracy on this task.

Table 1 Combinations of different parameters for Task 1 which shows changing architecture is
having little impact on validation accuracy

Embedding size Latent size Batch size Epochs Validation accuracy (%)

32 32 64 120 77.98

32 64 64 300 74.83

32 128 64 120 76.2

Fig. 6 Accuracy and loss for train and validation set w.r.t. epochs for Task 4

Table 2 Combinations of different parameters for Task 4

Embedding size Latent size Batch size Epochs Validation accuracy (%)

16 16 32 100 85.24

32 32 32 100 97.01

48 48 48 100 99.64
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Task 7: This is a counting task, where counting of objects is to be done based on
understanding the statements. For example,
Story: Jonny went to the garden. Daniel went to the bedroom. Sam picked up the
apple there. Jonny got the milk there.
Q: Sandra is carrying how many objects? A: one.
Results for the task (Fig. 7, Table 3).

Other tests showed that embedding size was not contributing much to accuracy
so the focus was on latent size and batch size. Overall we observe that models with
low hyperparameter values are performing as well as those with high values.
Task 17: This is a task where the question relates to the position of an object based
on given statements. For example,
Story: The red triangle is to the left of the yellow rectangle. The red triangle is
below the pink square.
Q: Is the pink square to the right of the yellow rectangle? A: no
Q: Is the yellow rectangle to the right of the pink square? A: yes
Results for the task (Fig. 8, Table 4).

Fig. 7 Accuracy and loss for train and validation set w.r.t. epochs for Task 7

Table 3 Combinations of different parameters for Task 7

Embedding size Latent size Batch size Epochs Validation accuracy (%)

64 32 64 30 79.35

64 48 64 50 78.00

64 64 96 100 79.26
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Using different combinations of hyperparameters did not improve the accuracy
of this task much with maximum accuracy of 72.3%. This is because in this task it
becomes very hard for the memory network to exactly pinpoint the exact lines from
which the solution gets extracted as there are several objects present in several
positions.

5 Error Analysis

In this section, we analyze output on the basis of different criteria. This would help
us in limitation and scope planning of output. The shortcomings which we have
identified post-process will also help us to improve training models and algorithms.

Fig. 8 Accuracy and loss for train and validation set w.r.t. epochs for Task 17

Table 4 Combinations of different parameters for Task 17 which shows increasing epochs and
latent size does not improve accuracy much

Embedding size Latent size Batch size Epochs Validation accuracy (%)

32 64 64 300 70.70

32 128 64 300 72.10

32 300 64 300 72.30
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Currently, this has only been done on the single supporting fact case. The following
are a list of few experiments.

5.1 Position of Relevant Sentence from Answer

Our assumption is, if relevant sentence far from the question, then the algorithm has
to disambiguate between lots of sentences (Table 5).

For example, in the case below, we see the question present at distance of 1 and
5, respectively, and therefore see a difference in accuracy.

Sandra went to the office

Daniel went to the hallway

Where is Daniel? Prediction: Hallway Answer: Hallway

Daniel went to the office

John moved to the hallway

Where is Sandra? Prediction: Hallway Answer: Office

We see that by the time the distance becomes seven sentences the accuracy
reduces significantly since the question answering system has to look at much
longer distances.

5.2 POS (Part of Speech) Tagging Cleanup

POS tagging will help in identification of content word which contains noun, verb,
adverb, and adjectives. Also, it would help in ignoring the functional word and stop
word like preposition and determiner (a, an, the, etc.). It would help in data cleanup
process. The following sentences show input sentence and clean sentence. These
extra words may increase the noise and reduce the discriminative power of the
model.

Example: Daniel journeyed to the hallway gets converted to Daniel journeyed
Hallway after excluding prepositions and determiners.

Table 5 Accuracy rates by
distance of relevant sentence

Distance Accuracy (%)

1 100

2 100

4 65

5 55

7 20
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With POS tagging for 10 separate bootstrap tests, on an average the accuracy
was 77.8% with a while with ignoring unnecessary POS tagged keywords, we got
average 82.8% accuracy on test.

5.3 Number of Nearest Relevant Statement/Answer

In Babl dataset, the question is followed by two answers or statement. There are
three different conditions.

(a) Relevant sentence is not present in the previous two sentences.

John moved to the garden

Sandra moved to the bedroom

Where is Mary?

Here Mary word is not present in previous two relevant statements before the
question “Where is Mary?”.

(b) One relevant sentence is present in two different sentences.

Mary went to the bedroom

Daniel went to the garden

Where is Mary?

Here Mary is present only once in previous two statements before the question
“Where is Mary?”

(c) Two relevant sentences are present in the previous two sentences.

John moved to the bedroom

John journeyed to the hallway

Where is John?

Here John word is present in both previous two statements before the question,
“Where is John?”.

Here, in Case a, algorithm has to look at relevant statement which is at longer
distance from the question, so accuracy would be low.

In Case b, the algorithm has just identified answer from one relevant statement
so this would give more accurate results.

Table 6 Accuracy rates for
the three possible cases

Number of nearest relevant statement/answer Accuracy

0 0.64

1 0.8

2 0.6
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In Case c, the algorithm has to disambiguate probable answer from two relevant
statements. So accuracy is expected to be lesser (Table 6).

6 Conclusion

In this paper, we have utilized recurrent neural network for typical question
answering system. Generally, the question answering system explores feature
engineering tasks like parsing, pos tagging, and tasking. We have explored how
features like token sequences are important for question answering system. We
have changed deep learning parameters like epoch, embedding size, latent size, and
batch size and identified batch combination to generate the highest accuracy. We
also have performed error analysis, where we identified how salient features like
(1) presence of stop words, (2) number of relevant statement/answers for different
questions, and (3) distance between relevant statement and questions can improve
the algorithm in identification of current answers for respective question.

It has been shown that each task will have its own specific architecture with
different parameters driving accuracy improvements in each context. So a one size
fits all approach which cannot be used in the question and answering systems if we
use this framework. Three of the four tasks described have good accuracy (75%
plus) which shows we can create very accurate systems. Further steps would
involve trying a radically different architecture on the tasks or performing NLP
modifications on the inputs where accuracy obtained is low.
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Convoluted Cosmos: Classifying Galaxy
Images Using Deep Learning

Diganta Misra, Sachi Nandan Mohanty, Mohit Agarwal and Suneet K. Gupta

Abstract In this paper, a deep learning-based approach has been developed to clas-
sify the images of galaxies into three major categories, namely, elliptical, spiral,
and irregular. The classifier successfully classified the images with an accuracy of
97.3958%,which outperformed conventional classifiers like SupportVectorMachine
and Naive Bayes. The convolutional neural network architecture involves one input
convolution layer having 16 filters, followed by 4 hidden layers, 1 penultimate dense
layer, and an output Softmax layer. The model was trained on 4614 images for 200
epochs using NVIDIA-DGX-1 Tesla-V100 Supercomputer machine and was subse-
quently tested on new images to evaluate its robustness and accuracy.

Keywords Convolution neural network (CNN) · Softmax · Dropout · Galaxy type

1 Background and Introduction

The galaxy classification problemwas given initially by Edwin P. Hubble in 1926 [1]
and later extended by the scientist: deVaucouleurs [2]. galaxy classification is amajor
task involved with all domains of analytical astronomy with major space research
agencies relying on automatic classification of galaxies into their corresponding
correct classes to further understand the properties and possibilities. Galaxy shapes
form the basis of classification of galaxies. Threemajor shapes of galaxies are noticed
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by scientists: elliptical, spiral, and irregular. As we know, the orbits of planets are
elliptical due to gravitational force [3]. Similarly, galaxies which are a group of stars
also form shapes similar to symmetric curves due to mutual gravitation between
stars. Stars are in constant motion with respect to each other due to gravitational pull
which causes galaxies to rotate [4]. Irregular galaxies are an exception from above
circular shapes and do not have any symmetric shape. This is due to a lot of elemental
hydrogen or dust in these galaxies. As we also see on earth dust particles do not form
any regular shape, thus the reason behind the shape of irregular galaxies.

Generally, there are three major classes of galaxy, which is described as follows.

1.1 Elliptical Galaxies

A galaxy which has the ellipsoidal shape and a smooth nearly featureless image [5].
Moreover, the spherical form in 3D appears to us as a circular shape in 2D. These
are classified into E0 which are perfectly circular to E7, which are most flattened.
Such type of galaxy is the brightest at center and brightness diminishes moving away
from the center [6] (Fig. 1).

1.2 Spiral Galaxies

These have threemajor components: bulge, disk, and halo.Bulge is the central portion
which consists of old stars [7]. Arm is the linear portion of stars which are in circular
motion around bulge and is made of dust and younger stars. Halo is the spherical
part around bulge and covers some part of the disk. Arms emerge directly from bulge
(ordinary spiral) or from a bar of material around bulge (barred spiral) [8]. They are
also further classified into lower case letters: a, b, c., on how tightly the arms are
bound to bulge. The category has most tightly bound arms (Fig. 2).

Fig. 1 Sample elliptical
galaxy image
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Fig. 2 Sample spiral galaxy
image

1.3 Irregular Galaxies

These are classified into Irregular I or Irregular II [9]. First category has a lot of
elemental hydrogen and young stars. Irregular II has a lot of dust that makes the
distinct stars not clearly visible [8] (Fig. 3).

We have made an effort to use deep learning and train the system using some
existing labeled images. After this, if the machine is fed with new galaxy images,
it will classify the new image into the correct type of galaxy with some degree of
accuracy.

In this paper, we approached the problem of galaxy classification based on galaxy
images into its three major classes elliptical, irregular, and spiral by applying a
Deep Convolution Neural Network (CNN) Architecture. We applied the deep CNN
comprising of four hidden layers, one flatten layer, and another dense layer using
a Softmax Activation function. The network architecture used max pooling and
dropouts wherever required and Tanh activation function was applied in every layer.
The model was trained for 200 epochs on the dataset and then was subsequently
tested on real-life images in batches of 64 for all the 3 categories. The model was

Fig. 3 Sample irregular
galaxy image
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highly accurate in its predictions and outperformed existingmodels and conventional
machine learning models in this regard. The rest of the paper is organized in the
following chronological order.

In Sect. 2, literature survey of related past work in this domain of galaxy clas-
sification is discussed. Followed by Sect. 3 which extensively elaborates about the
proposed work and is divided into three corresponding subsections which are intro-
duction to CNN, dataset description, and proposed architecture. Section4 embeds
the experimental setup and results obtained in forms of interactive visualizations and
graphs. Concluding, Sect. 5 summarizes the whole paper and provides the conclusion
of the research.

2 Related Work

Kormendy and Bender [10] explained about S0 galaxies which are intermediate
between E7 (elliptical) and Sa (true spiral). They have a bulge and a disk, but no
spiral so differs from both elliptical and spiral galaxies and are called lenticular
galaxies. Authors make a parallel classification of S0 galaxies to Sa, Sb, Sc and
give them names S0a, S0b, S0c. This classification is done based on B/T ratio, i.e.,
bulge divided by total light. This value decreases from a to c for both spiral and
lenticular galaxies. Buta et al. [11] proposed a new classification of galaxies by the
name Comprehensive de Vaucouleurs revised Hubble-Sandage (CVHRS). In this,
authors classified galaxies in notations of the form: Sab-A Sab galaxy that is closer
to Sa than to Sb, Sab-A Sab galaxy that is closer to Sb than to Sa and so on for
other galaxies. Shamir described the automatic classification of galaxy images into
elliptical, spiral, or edge-on galaxies [12]. For the experimental purpose, authors
used manually classified images to extract image features and discussed the Fisher
score. Moreover, test images are classified using nearest weighted neighbor using the
Fisher score as an important parameter. The author found automatic classification
into elliptical, spiral, or edge with 90% accuracy [12].

In 2013,M.Martin et al. cite9 have proposed galaxy classification algorithmbased
on Naive Bayes and random forest. The achieved accuracy was about 91% for the
Naive Bayes and 79% for random forest classifier. In [13], authors have proposed
a classification method based on supervised machine learning with non-negative
matrix factorization for images of galaxies in the Zsolt Frei Catalog [14] and achieved
the accuracy about 93%. In 2017 [15], authors proposed a new automated machine
supervised learning astronomical classification scheme based on the non-negative
matrix factorization algorithmwith the accuracy of about 92%.Kim andBrunner [16]
describe that most star-galaxy classifiers use reduced information from catalogs, this
requires careful feature extraction and selection. With the latest advances in machine
learning which use deep CNN allows the machine to automatically learn the features
directly from the images and minimizes the need for human input. Authors present
a star-galaxy classification framework using (ConvNets) directly on galaxy images
pixel values.
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In contrast to above mentioned approaches, we have used the deep convolution
network to improve the accuracy. The details about the proposedmodel are discussed
in the following sections.

3 Proposed Work

3.1 Dataset

In this research project, we classified galaxy Image data into its three corresponding
major classes—elliptical type, spiral type, and irregular type using a Deep Convolu-
tional Neural Network (CNN) architecture. The dataset containing the galaxy Images
were downloaded fromKaggle [17] andNASAHubble-SpaceGalleryWebsites [18].
The dataset was categorized into three classes with images kept in two main folders:
training and validation. The training folder is further subdivided into three subfolders
for three classes: spiral, elliptical, and irregular. The validation folder is also similarly
having three subfolders with same names as the classes. The number of images in
these folders is listed in Table 1.

Initially, we had only 11 images for the Irregular class. So, we used theAugmentor
Package of Python to perform ImageAugmentation on those 11 images and generated
1615 augmented images.

Convolution Neural Network (CNN)—A deep learning framework used mostly
for object detection and image classification.
Softmax—An activation function used for multiclass categorization.
Dropout—A regularization technique in neural networks to reduce overfitting.
Deep Learning—Deep learning (also known as deep structured learning or hierar-
chical learning) is part of a broader family of machine learning methods based on
learning data representations, as opposed to task-specific algorithms.
Galaxy—A cosmological cluster of stars systems and planets.

3.2 Brief Discussion About Convolutional Neural Network

Convolution Neural Networks (CNN) [19] is the state-of-the-art deep learningmodel
for object recognition, image segmentation, classification, and analysis; but are not
only restricted to this scope of problems and fare very well in many other aspects

Table 1 Different classes with the number of images for training, validation, and testing

Classes Total images Training set Validation set Testing set

Spiral 1464 1000 400 64

Elliptical 1464 1000 400 64

Irregular 1686 1232 390 64
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including generating new images as used inGenerativeAdversarial Networks (GAN)
[20]. CNNs are very robust and are very efficient in understanding the features in an
image by applying simple convolution formula on the input features using random
initialized weights.

The pictorial representation of the architecture of the convolutional neural network
is given in Fig. 4.

We built our Convolutional Neural Network (CNN) model in Python using the
Keras framework. The CNN architecture comprised of one Input Convolution 2D
layer followed by four hidden layers, one penultimate dense layer, and finally one
output layer. We used a filter size of 3× 3 in each layer. All the images were resized

Hidden layer

Input layer
Output layer

Fig. 4 CNN architecture Layman’s visualization

Fig. 5 The architecture of convolution neural network for galaxy classification
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Original Images

1st Convolutional Layer with 1 filter with Pooling

1st Convolutional Layer with 3 filters without Pooling

Elliptical Spherical Irregular

Fig. 6 Intermediate feature map representation with and without pooling

to 256× 256 pixels. The batch size used was 64 and was trained for 200 epochs with
10 timestamps per epoch. We used dropout regularization after the hidden layers and
before the output layer. The detailed architecture diagram is shown in Fig. 5.

After training the CNN model, we saved the weights of the model in weights
.h5 file as we could now perform testing easily as many times we needed using the
already trained model weights. This step was also performed as training took nearly
1.5 h to complete and it was not feasible to train the model every-time for testing.
Thus, this time was saved by making the weights .h5 file for testing. The output
images after the execution of intermediate operation of CNN is depicted in Fig. 6.
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Fig. 7 Feature map representation of hidden layer for an elliptical galaxy image

The hidden layer feature map representation for a sample elliptical galaxy image
from the training data is shown in Fig. 7.

4 Experimental Setup

We also trained the model on the Nvidia-DGX-1 (8X Tesla V100) Supercomputer
servers having 5120 Nvidia Tensor Cores and a computing power of 960 TeraFlops.
The python code was written on Spyder 3.0.0, Jupyter 1.0.0, and Python 3.5.2. using
Keras 2.1.3 framework.

After 200 epochs, we obtained a training accuracy of 99.20% and a validation
accuracy of 98.45%. After training and saving the model weights, we tested the
model and obtained a test accuracy of 97.3958%. The model accuracy and loss curve
are depicted in Figs. 8 and 9, respectively.

Upon testing, the results were obtained in the form of a list with each image having
labels as 0, 1 and 2 where 0 stands for elliptical type, 1 stands for irregular type and
2 stands for spiral type. The sample output for 64 elliptical images is shown below:

array([0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0], dtype = int64).
As seen from the output, all the images are falling in the class 0which is for Elliptical.
The testing accuracies for the three classes of galaxies were calculated to be using
the formula

acc = Correct Predictions

T otal Images
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Fig. 8 Graphical representation of accuracy versus epochs

Fig. 9 Model loss curve

Elliptical 100%
Spiral 100%
Irregular 92.187%.

The testing accuracy of images of the various galaxy types is represented in the
following Fig. 10 using bar chart representation.
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Fig. 10 The representation of testing accuracy using bar chart

5 Conclusion

In this research article, a galaxy classification algorithm has been proposed. The
algorithm is based on deep convolution neural network with four hidden layers,
max pooling layers after every convolution layer and one dense layer. The proposed
research will be helpful for astronomical scientists and cosmologists. It will help
to classify huge collection of galaxy images without manual effort of viewing each
image individually. Research can be fine-tuned for further classification of galaxies
into their subclasses as explained in the previous sections. The testing time was
reduced to few seconds by saving the CNN weights file and thus it will be working
on real time scenarios also.
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Energy-Based Improved MPR Selection
in OLSR Routing Protocol

Rachna Jain and Indu Kashyap

Abstract Wireless Ad hoc networks are consisting of wireless nodes that com-
municate over wireless medium without any centralized controller, fixed infras-
tructure, base station, or access point. The networks should be established in a
distributed and decentralized way. Performance of mobile Ad hoc network depends
on the routing scheme chosen. Extensive research has been taken place in recent
years to suggest many proactive and reactive protocols to make them energy effi-
cient. In this work, table-driven routing protocol, i.e., optimized link-state routing
protocol (OLSR) is tried to make more energy efficient which also helps in pro-
longing the network lifetime. OLSR is a proactive routing protocol in Mobile Ad
hoc Networks (MANETS) which is driven by hop-by-hop routing. The conven-
tional OLSR is hybrid multipath routing, in which link-state information is for-
warded only by Multi-Point Relays (MPRs) selected among one-hop and two-hop
neighbor sets of host. In this work, a novel mechanism is introduced to select MPR
among nodes neighbor set to make it more energy efficient by considering will-
ingness of node. Proposed energy-aware MPR selection in MDOLSR is compared
with conventional OLSR. Extensive simulations were performed using NS-2 sim-
ulator, and simulation results show improved network parameters such as higher
throughput, more Packet Delivery Ratio (PDR) and lesser end-to-end delay as
simulation time progresses.

Keywords Multi-point relay (MPR) � Optimized link-state routing (OLSR) �
Packet delivery Ratio (PDR) � Residual energy � Throughput
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1 Introduction

Mobile Ad hoc Networks (MANETS) are general-purpose multi-hopping Ad hoc
networks [1]. In these networks, mobile nodes can freely roam within the com-
munication range. These nodes have limited battery capacity [2]. Due to the
mobility of nodes topology of the network can change at any time. Routing of data,
conservation of energy and bandwidth, and security of information have become
major challenges in these battery operated nodes. Despite all these challenges, ad
hoc networks have become popular especially in military applications, search and
rescue operations, and vehicular communications. Based on network topology
routing protocols are broadly categorized as proactive, reactive, hybrid as well as
cluster based. In proactive routing protocols, each node maintains a routing table to
carry forward the data, whereas in reactive routing route is searched on demand.
Hybrid routing protocol combines the advantages of both. Figure 1 shows a sce-
nario of mobile Ad hoc networks.

Although many protocols have been suggested for energy-efficient routing in
MANETS but selecting a single path results in quick depletion of energy among
nodes. Multipath routing ensures better utilization of the network through load
balancing. Routing protocols depending on network topology can be divided into
proactive, reactive, and hybrid routing protocol. In proactive routing protocol, every
node maintains a routing table. Destination Sequence Distance Vector (DSDV) and
Optimized Link-State Routing (OLSR) [3] come under this category. In case of
reactive protocols, route is searched on demand. Ad hoc Distance Vector Routing
(AODV) and Dynamic Source Routing (DSR) come under this category. Hybrid
routing combines the advantages of both proactive and reactive routing.

Fig. 1 Mobile Ad hoc
networks
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Zone Routing protocol (ZRP) comes under this category. This paper is organized as
follows: Sect. 2 discusses related work, Sect. 3 discusses OLSR routing protocol in
detail, Sect. 4 discusses the concept of energy willingness in detail. Section 5 tells
about performance parameters studied and Sect. 6 shows the simulation scenario
and results obtained. In last, Sect. 7 discusses the conclusion and future work.

2 Related Work

A detailed literature survey of energy-efficient MANET routing protocols especially
focusing on OLSR routing protocol is discussed in this section.

In [4] authors have proposed a modified OLSRM protocol which is based on
conventional OLSR. Energy-aware metric used in this protocol is the number of
nodes alive against varying simulation time of nodes. Authors have framed an
analytical model to compute the correct behavior of the network.

In [5] authors have proposed EEOLSR energy-efficient routing protocol in
MANETS which extends network lifetime without losing other Quality of Service
(QoS) parameters. Multi-point Relay selection is done on the basis of node will-
ingness to become MPR. This process of MPR selection is discussed in detail in
Sect. 3.

In [6] a different approach is used to make energy-efficient OLSR with
Autoregressive Integrated Moving Average timeseries model (ARIMA). In this
method per interval energy consumption is computed. Composite energy cost
model is developed with the help of the calculation of residual energy of the node
and consumed transmission power of the node. Sakthivel et al. [7] gave a different
metric for MPR selection using energy accuracy metric. Since MPR node is
selected from one-hop neighbor set of the host which covers its two-hop neighbors
also. Modified MPR is selected from an ordered set based on the value of highest
residual energy along with considering timestamp values.

Jabbar et al. [8] gave a new metric, i.e., Multi-Criteria Node Rank metric
(MCNR) metric comprising residual battery energy along with node speed to
propose a new energy and mobility aware (EMA-OLSR) scheme for selection of
MPR in OLSR. Jabbar et al. [9] have proposed Multipath Battery Aware OLSR
(MBA-OLSR) which is based on OLSRv2 and its multipath links between source
and destination. In this work, the author has considered remaining battery power of
nodes to calculate the initial cost of links between sender and destination.
Simulations are done using EXata simulator and results show better network
lifetime.

Natarajan and Rajendran [10] proposed AOLSR which is hybrid advanced
OLSR by modifying Dijakstra’s algorithm to compute multiple paths in both dense
and sparse networks from source to destination. Whereas Dhanalakshmi [11] pro-
posed Energy Conserving Advanced Optimized Link-State Routing (ECAO) model
by calculating energy costs of all nodes and compared results with OLSR and
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AOLSR. The author has also implemented modified Dijakstra’s algorithm to
compute multipath and also checked for link failure for further analysis.

Moussaoui [12] devised stability of nodes (SND) and fidelity of nodes
(FND) parameters to elect Multi-Point Relays (MPR) in case of OLSR. The author
has proved via simulation that his selected method provides better Quality of
Service (QOS) parameters than the traditional method in OLSR for MPR selection
which considers Expected Transmission Time metric (ETX). The limitation of
using ETX is overestimating link delivery ratio when packet size is too large.

Rango [13] gave a unique routing protocol which considered both link-stability
and energy-aware parameters by proposing Link-stability and Energy-aware
Routing protocols (LAER). The author has considered link stability along with
minimum drain rate energy consumption. Same author Rango [14] has extended
Dynamic Source Routing (DSR) protocol packet format to make it energy efficient.
Modified DSR header packet included cost function both in route request and route
reply packet. Both DSR and OLSR routing protocols have been thoroughly studied
from an energetic point of view. The path according to minimum cost function is
organized from best to worst path. Many node disjoint paths have been found, out
of which most energy-efficient path is chosen. Since node disjoint provides higher
fault tolerance. In non-disjoint routes link or node failure causes many routes to fail.
Whereas in node or link disjoint routes link failure will cause only a single route to
fail.

Another approach to improve routing efficiency is to use multipath in compar-
ison with a single path. More than one path is used to increase routing efficiency.
Multiple paths can be linked disjoint or node disjoint. In link disjoint paths, there is
no common link, whereas in node disjoint path there is no common node. In link,
disjoint paths goal is to reduce delay and increase efficiency. Multipath AODV or
Multipath OLSR is proposed to prove it.

3 Optimized Link-State Routing Protocol

Routing algorithm for Ad hoc networks can be classified as routers obtain routing
information along with the type of information used to calculate routing path.
According to the way routers get information, protocols are classified as proactive,
reactive, or hybrid as shown in Fig. 2. According to the type of information
proactive protocols are further subdivided as distance-vector-based or
link-state-based. Distance-vector protocol uses distance information to obtain path
up to destination, whereas link-state-based protocols use topological information to
obtain path up to the destination. Link-state algorithms are less inclined to routing
loop formation as changes in network topology are known by nodes as compared to
distance vector routing protocols. But link-state protocols are more expensive for
implementation since they require more CPU power.
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Optimized link-state routing protocol (OLSR) is a proactive, table-driven routing
protocol which works on the concept of link sensing. Being a proactive routing
protocol, routes are always available. But, if there is any change in network
topology due to the mobility of nodes then the information should be flooded
through the entire network. To control this flooding, Multi-Point Relays (MPR) are
selected from one-hop neighbor set and two-hop neighbor set from the source node.
Only selected MPR nodes are now responsible for the flooding of information,
hence conserving the bandwidth by avoiding unnecessary flooding. Selecting the
minimum number of one-hop neighbors which covers all two-hop neighbors is the
goal of MPR selection. There are two types of control messages in OLSR.

(i) HELLO Messages
(ii) Topological Control Messages (TC Messages).

HELLO messages are periodically broadcasted to the neighbors that are only
one-hop away. Hello messages obtain information about local links and its
neighbors. Since links can be unidirectional or bidirectional, the host should know
about all its neighbors. Links are subdivided as symmetric (bidirectional), asym-
metric (unidirectional), or heard.

HELLO messages are periodically broadcasted after HELLO refresh time period
and received by all one-hop neighbors. Each node attaches a list of its own
neighbors to obtain the information about two-hop neighbors as shown by Fig. 3.
Once the node has information about its one-hop and two-hop neighbors, it can
select Multi-Point Relays (MPRs) which covers all two-hop neighbors as explained
by Fig. 4.

Each node periodically broadcasts its HELLO messages to obtain the informa-
tion about its neighbors and their link status. HELLO message contains a list of

Routing Protocols in MANETS

Proactive Routing

Distance Vector 
Based (e.g. 
DSDV)

Link State based 
(e.g. OLSR) 

Reactive Routing (e.g. 
DSR, AODV etc.)

Hybrid Routing (e.g. 
ZRP)

Fig. 2 Classification of routing protocols

Energy-Based Improved MPR Selection in OLSR Routing Protocol 587



addresses of neighbors to which valid bidirectional (symmetric) link exists. It also
has a list of addresses of neighbors which have heard HELLO messages but the link
is not bidirectional (asymmetric). Format of HELLO message is shown in Fig. 5.

Source Node 1-hop Neighbors 2-hop neighbors Multipoint Relay
S A,E,C,B G,D E

S

A

C

D

E

G

B

Fig. 3 Network example for MPR selection

Multi 
 Point Relay

Fig. 4 Diffusion of broadcast message using MPR

Message Type Vtime Message Size
Originator Address

Time to Live Hop Count Message Sequence Number
Reserved Htime Willingness

Link Code Reserved Link Message Size
Neighbor Interface Address
Neighbor Interface Address

Fig. 5 HELLO message format in OLSR
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HELLO message helps in link sensing as link code has the information about
link type (Symmetric or Asymmetric) and neighbor type. Each node has knowledge
about its two-hop neighbors so it helps in neighbor detection also. On the basis of
this information, each node selects its MPR’s which is responsible for the for-
warding of control packets. On reception of HELLO message, each node constructs
its MPR selector table. Multi-point relays are declared in the transmitted HELLO
messages. If there is any change in the neighborhood up to two-hop neighbors, then
multi-point relay set is recalculated.

Each node maintains a topology table on the basis of Topology Control
(TC) messages. Routing tables are calculated on the basis of topology table. Format
of TC message is shown in Fig. 6.

If there is entry to the same destination node with higher sequence number then
the TC message is ignored. New topology entry is recorded if there is any entry
with lower sequence number to the same destination node. Holding time of entry is
refreshed in case entry is same as in TC message. New entry is recorded in case
there is no corresponding entry.

Each node maintains a routing table to all known destinations in the network on
the basis of topology table and neighbor table. Routing table is recalculated after a
change in topology table. Destination address, next-hop address, and distance to
every node are stored in the routing table.

4 Concept of EA: Willingness in OLSR

4.1 Energy Consumption Model

All the nodes in wireless networks are equipped with IEEE 802.11 g Network
Interface Card. Energy required to transfer a packet p from any node is

E ¼ i � v � tp ð2Þ

where i = Current (in Ampere), v = Voltage (in Volts), tp = Time taken to transmit
the packet p (in Seconds)

Destination Address Destination’s MPR MPR selector 
sequence  
number

Holding time 

Fig. 6 TC message format in OLSR
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Transmission time tp is given by

tp ¼ ðph=6:106 þ pd=54:106Þ ð3Þ

where ph = Packet Header in bits, pd = Size of payload
Assuming that energy consumption caused by packet overhearing is same as

energy consumed in actually receiving a packet.

E p; nað Þ ¼ Etx p; nað ÞþErx p; nbð Þþ N � 1ð Þ Eo p; nið Þf g ð4Þ

where Etx p; nað Þ = Amount of energy spent in transmitting packet from node na,
Erx p; nbð Þ = Amount of energy spent in receiving a packet by node nb,
Eo p; nið Þ = Amount of energy spent by overhearing nodes, N = Average number of
neighboring nodes affected by transmission, E p; nað Þ = Total energy spent in
transmitting packet from node na to node nb.

From Eq. 4 it can be concluded that if the network is denser then overhearing
causes much energy consumption. Modification is introduced in OLSR to include
node willingness to be chosen as Multi-point Relay (MPR). In OLSR routing
protocol, each node declares its willingness to be selected as MPR by default. In the
proposed work, willingness is decided on the basis of remaining battery capacity of
the node along with its lifetime which is dependent on drain rate.

4.2 Passive Hearing by Neighboring Nodes

As simulation time progresses, we can see from simulation results that energy of
nodes that are not actively participating in routing is also becoming low. This is due
to overhearing by neighboring nodes. Overhearing can be avoided by turning off
device/node when unicast message is exchanged among neighboring nodes. It can
be obtained by sending signaling messages (RTS/CTS) at MAC layer.

5 Performance Metrics

Performance parameters considered in this work are throughput, end-to-end delay,
Packet Delivery Ratio (PDR), and energy required for transmission.

Throughput: It is the measure of rate of successful data transfer over the net-
work. It is measured in bits per second (bps).

End-to-end delay: It is the total time taken in data transfer from source node to
destination node. Latency in route discovery, delay in retransmissions at MAC,
propagation delay as well as transfer time all contributes to end-to-end delay.
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Packet Delivery Ratio (PDR): It is defined as a ratio of packet received by the
destination node to the packets sent by source node. Higher the PDR, better is
efficiency of routing protocol.

Consumed Energy: It is the sum of total energy spent by all the nodes.
Residual Energy: It is the initial energy minus consumed energy of the node.
Energy Cost per packet: It is the ratio of total consumed energy over number of

successfully received packets at the destination.

6 Simulation Results

In this work, MDOLSR is built over UM-OLSR [19]. Simulation parameters are
listed in Table 1.

Figure 7 shows that HELLO packet transmission is taking place while the
simulation is in progress.

In this work, different performance parameters of modified OLSR, (MDOLSR)
such as throughput of the network, packet delivery ratio, energy cost per packet are

Table 1 Network parameters

In this work following initial parameters are taken.

Channel type Wireless Channel

Radio propagation
model

Two Ray Ground

Mobility Model Random Way Point

MAC type IEEE 802.11 a

Interface queue type Drop Tail

Antenna model Omni Antenna

Agent UDP (User Data Protocol)

Application CBR (Constant Bit Rate)

MANET topology Dynamic

Speed of nodes 1 m/s…10 m/s

Max packet in ifq 50

Number of mobile
nodes

20

Simulation area (X) 870

Simulation area (Y) 870

Simulation time 30 s….400 s

Pause time of nodes 50 s ….250 s

Initial energy 100 J per node
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studied according to varying network conditions such as different values of pause
times of nodes, varying node speed, and different values of simulation times
(Table 2).

Simulation results obtained from modified OLSR are compared with conven-
tional OLSR as shown in Fig. 8 which shows better results for PDR in case of
MDOLSR, whereas Fig. 9 justifies the lesser time taken to search the route as the
speed of node increases.

Now pause time of nodes is varied from 50 to 250 s and different performance
parameters have been studied (Table 3).

The above results obtained are compared with conventional OLSR for same
network parameters as depicted in the following graphs. Figure 10 shows there is a
significant improvement in PDR of MDOLSR in comparison to traditional OLSR.

Now simulation time of nodes has been varied, and different performance
parameters are captured. Table 4 clearly shows that as simulation time progresses
residual energies of nodes deplete sharply.

Figure 11 shows the improvement in the throughput of the network of proposed
MDOLSR in comparison to OLSR.

Fig. 7 Network scenario when the nodes have medium energy level

592 R. Jain and I. Kashyap



T
ab

le
2

N
od

e’
s
sp
ee
d
ve
rs
us

Q
oS

pa
ra
m
et
er
s

Sp
ee
d
of

no
de

(m
/s
)

T
ot
al

in
iti
al

en
er
gy

(J
)

C
on

su
m
ed

en
er
gy

(J
)

R
es
id
ua
l

en
er
gy

(J
)

E
ne
rg
y
co
st
pe
r

pa
ck
et

(m
W
h)

A
ve
ra
ge

en
er
gy

(J
)

T
hr
ou

gh
pu

t
(b
yt
es
/s
)

PD
R

(%
)

E
nd

-t
o-
en
d

de
la
y
(s
)

1
20

00
33

1.
37

16
68

.6
2

9.
36

16
.5
7

54
,4
64

.2
50

.3
8

1.
24

4
20

00
12

8.
85

18
71

.1
5

1.
97

6.
44

93
,5
71

.6
93

.0
8

0.
00

6

6
20

00
39

2.
97

16
07

.0
3

8.
34

19
.6
5

73
,4
70

.6
67

.0
5

0.
90

8

7
20

00
26

2.
95

17
37

.0
4

4.
22

13
.1
5

92
,6
29

.7
88

.5
6

0.
01

3

8
20

00
40

2.
03

15
97

.9
7

8.
49

20
.1
0

68
,0
18

.2
67

.3
6

0.
88

7

9
20

00
28

5.
3

17
14

.7
29

.3
6

14
.2
7

11
,2
63

.8
13

.8
3

3.
35

10
20

00
38

3.
03

16
16

.9
6

6.
37

19
.1
5

98
,1
12

.5
85

.6
1

0.
02

16

Energy-Based Improved MPR Selection in OLSR Routing Protocol 593



0 

10

20

30

40

50

60

70

80

90

100

1 4 6 7 8 9 10

Pa
ck

et
 D

el
iv

er
y 

R
at

io
 [%

]

Node's Speed [m/s]

Node's Speed Vs Packet Delivery Ratio

OLSR Packet
Delivery Ra o
( % )

MDOLSR
Packet
Delivery Ra o
( % )

Fig. 8 Packet delivery ratio versus node’s speed

0 

0.5

1 

1.5

2 

2.5

3 

3.5

4 

4.5

5 

1 4 6 7 8 9 10

Av
g 

En
d-

to
- E

nd
 D

el
ay

 (s
)

Node's Speed

Node's Speed Vs Avg End-to-End Delay

OLSR Average
End to End Delay
( s )
MDOLSR
Average End to
End Delay ( s )

Fig. 9 End-to-end delay versus node’s speed

594 R. Jain and I. Kashyap



T
ab

le
3

Pa
us
e
tim

e
ve
rs
us

Q
oS

pa
ra
m
et
er
s

Pa
us
e
tim

e
of

no
de

(s
)

T
ot
al

In
iti
al

en
er
gy

(J
)

C
on

su
m
ed

en
er
gy

(J
)

R
es
id
ua
l

en
er
gy

(J
)

E
ne
rg
y
co
st
pe
r

pa
ck
et

(m
W
h)

A
ve
ra
ge

en
er
gy

(J
)

T
hr
ou

gh
pu

t
(b
yt
es
/s
)

PD
R

(%
)

E
nd

-t
o-
en
d

de
la
y
(s
)

50
20

00
34

6.
86

16
53

.1
3

9.
7

17
.3
4

52
,3
55

.5
50

.8
9

1.
24

10
0

20
00

35
9.
61

16
40

.3
8

7.
54

17
.9
8

71
,6
37

.2
67

.8
1

0.
88

15
0

20
00

43
0.
04

15
69

.9
6

12
.1
4

21
.5
0

53
,4
90

50
.4
3

1.
23

25
0

20
00

32
8.
42

16
71

.5
8

5.
38

16
.4
2

91
,1
43

.7
86

.8
8

0.
01

4

Energy-Based Improved MPR Selection in OLSR Routing Protocol 595



7 Conclusion and Future Work

Extensive simulations of OLSR routing protocol are chosen over other proactive
protocols as it instantly knows about the status of the link and Quality of Service
(QoS) information can be provided immediately. Another reason for considering
OLSR is that reactive routing protocols result in large overhead as nodes are highly
mobile but overhead in OLSR is independent of traffic as there is a fixed upper
bound limit for overhead. This routing protocol is suitable for the large and dense
network. Proposed methodology in modified MDOLSR results in better QoS
parameters such as higher values of throughput and PDR whereas lesser values of
energy cost per packet along with a smaller end-to-end delay. In future work
energy-efficient OLSR can be further optimized using meta-heuristic techniques
such as ant colony optimization, etc.
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A Novel Approach for Better QoS
in Cognitive Radio Ad Hoc Networks
Using Cat Optimization

Lolita Singh and Nitul Dutta

Abstract Cognitive Radio is a Wi-Fi verbal exchange methodology that allows the
user to engage except having a fixed preassigned radio spectrum. Cognitive Radio
Networks (CRNs) are having the routing hassle that is one of the serious con-
straints. Ad hoc networks are non-centralized Wi-Fi networks that can be con-
structed and there is no need for any preexisting infrastructure for these networks.
Here every point can work as a router. In this paper, the authors have explained the
Cognitive Radio Networks (CRN) that are obtaining so a whole lot of recognition
where the principal focus is on the dynamic undertaking of channels to wireless
devices. In this paper, cognitive radio networks are primarily focused. Nowadays,
almost all the networks rely on fixed allocated networks in an approved or unap-
proved frequency group. In this paper literature evaluates associated to CRN and an
optimization algorithm to enhance the overall performance of TE under CRN has
been discussed. Swarm intelligence technique is used in the paper. Swarm approach
is clearly the combination of the decentralized attribute to gain excellent viable
solutions. The motivation regularly creates from nature, more often than non natural
outlines. One of the effective approachs known as Cat swarm has been used to
acquire high price of accuracy and much low error rates which improves the
lifespan of the network. The results are carried out by the use of CSO (Cat Swarm
Optimization) algorithm and parameters like energy consumption, congestion,
overhead consumption, and number of routing rules are used to analyze the overall
performance of the algorithm.
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1 Introduction

Cognitive Radio is developed by popular person Joe Mitola in 1999 [1]. They allow
wireless communication to come into a new method. The CR science provides a
flexible result for the trouble of spectrum shortage by means of potential of dynamic
spectrum allocation for community communication. It permits the coexistence of
CR successful devices with licensed band customers [2] and allows the later to use
the licensed spectrum opportunistically. The CR units can correctly feel on hand
idle spectrum, reconfigure parameters to get admission to the quickly unused
spectrum, and produce unbearable interference to licensed users, which make them
successfully network among themselves [1].

Routing in traffic engineering using cognitive radio networks is one of the major
topics. The routing hassle is one of those recent research topics which shows up in
Cognitive Radio Networks (CRNs). The CRN has confirmed itself as a network to
improve spectrum strength via self-organization and dynamic reconfiguration and
thus, the Cognitive Radio Ad Hoc Network (CRAHN) [3] is introduced as a
promising conversation technology. But, CR users need to stop their conversation
or lower their transmission power to keep away from disturbances to authorized
licensed customers (called Primary Users (PUs)). Because PUs are the owners of
the channel, and the CR units (also referred to as Secondary Users (SUs)) oppor-
tunistically use the channel when PUs have no statistics to transmit [4]. That is why
the unused spectrum (called spectrum hole) needs to be used successfully to make
CRN successful. Besides that, if transmissions of CUs do no longer purpose dan-
gerous interferences with PU transmissions, then CUs can communicate among
themselves. CU and SU actually mean the same. From overall discussion CU, SU,
and CR are the terms used interchangeably for a cognitive node (Fig. 1).

Network investigation is succeeding in all areas nowadays. Rare greatest capable
expertise like 4G [1], facts-centric communication, and software-defined interaction
[4] are receiving substantial importance. However additional idea named green

Fig. 1 CRN (cognitive radio network)
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mobile computing is also attaining attention. In this, the procedures are intended to
reduce power intake thus carbon emanation is minimized throughout the calcula-
tion. A review of such green computing constructed routing is established. Biology
impressed algorithms are a unit extra step to green computing. Time serving packet
forwarding and routing in Delay Tolerant Network (DTN) [9] is alternative space
wherever several analysis work is established. These embrace transport network
primarily based DTN and transport detector network. The routing in MANET with
QoS improvement acquires an equivalent position in several analyses. Though, of
these systems declared on top of depends on statically allotted channels either in
authorized or unaccredited band. Such fixed channel job construct ends up in
spectrum congestion and thus spectrum insufficiency in today’s thickly inhabited
situation. That’s why, a replacement technology psychological feature i.e.
Cognitive Radio Networks (CRN) attaining quality that works on vibrant task of
channels to wireless devices.

2 Literature Review on CRN

Author Description

Cacciapuoti et al.
(2010)

Presented a routine procedure known as CRN On-demand Distance
Vector or CAODV. This suggested technique designed for MANET is
an adjunct of Ad Hoc On-demand Distance Vector routing protocol.
Like AODV, this procedure also makes a path once there is a route for
a package to send. Numerous manage packages of AODV, e.g., path
appeal; neighbor discovery packets are moreover castoff in CAODV

Karim Habak et al.
(2013)

Proposed a technique of routing known as LAUNCH. This procedure
has certain features like effective usage of the frequent manage
network, negligible path arrangement postponement. However, this
procedure doesn’t warranty the steadiness of the mounted path for the
duration of conversation [6]

Sun et al. (2014) Introduced a CRN-based totally vehicular network routing protocol.
As mentioned in the paper, the protocol is appropriate for conditions
like herbal disasters which cause extreme damage to communication
infrastructure. Additionally, such herbal disasters are accompanied
through sharp spikes in the utilization of commercially licensed
spectrum. In such case, if pretentious victims try to transfer facts with
excessive bandwidth requirement, wireless network, then the proposed
protocol can suitably be used in CRN [11]

Ian F. Akyildiz et al.
(2009)

Introduced CRAHNs current challenges and intrinsic features. The
Software-Defined Networking (SDN) has been introduced and
proposed. CRN deployments interference is managed by using the
advantages of cloud computing and SDN in case of residual areas [5]

Anatolij Zubow
et al. (2015)

A new CR SDN based structure has been introduced in which
Spectrum Broker (SB), centralized controller primarily related cloud
and it takes over spectrum task to CR Base Stations (CR-BS). The
Wi-Fi information are combined to the SB beneath CR-BSs

(continued)
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(continued)

Author Description

manipulate report, in the CRN community site visitors situation up to
date records is done by way of SB controller with the aid of
configuring acceptable policies in Open Flow-enabled CR-BSs [8]

3 CSO (Cat Swarm Optimization)

The Swarm Intelligence (SI) algorithms are optimization algorithms that were
formulated for copying the intelligent behavior and nature of animals. In these
technologies, a population of living things such as ants, bees, birds, and fish is
communicating with each other and with their place via sharing information that
results in the use of their place and things. Cat Swarm Optimization
(CSO) algorithm is one of the more recent SI-based algorithms in which the nature
of cats is simulated. The CSO algorithm is developed by Chu and Tsai (2007), and
its things have been implemented for different optimization problems.

3.1 Natural Process of the Cat Swarm Optimization
Algorithm

High alertness and curiosity about the environment is the nature of cats. They
cannot spend most of their time resting; moving objects in their surroundings are
their normal things. By this behavior, cats can cheat and seek their food. They
spend very less time chasing prey to consume their energy as compared to the time
dedicated to their resting. Chu and Tsai (2007) really got inspired by this behavior
of cats and introduced CSO which is called as Cat Swarm Optimization. CSO has
two modes: “seeking mode” it is the mode when cats are having rest and “tracing
mode” it is the mode when cats are seeking their prey or food. CSO algorithm does
the same thing. In CSO, a population of cats is first formulated and assigned in the
M-dimensional solution space. Here each cat is representing a result. Then further
two subgroups are made by the population. In the first group, the cats are rest mode
and are very alert about their surroundings (i.e., seeking mode), while in the second
group, the cats are trying to chase their preys (i.e., tracing mode). The hybridization
of these two groups helps CSO to get the global solution in the M-dimensional
solution space. The tracing subgroup should be small because the cats do not spend
much time in the tracing model. The Mixture Ratio (MR) is defined for this which
has a small value. New positions and fitness functions can be obtained after sorting
the cats into these two modes. After this, the cat with an optimistic solution is
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selected and saved in the memory. These steps have to be repeated until the
stopping criteria are satisfied (Fig. 2).

The steps of CSO are given below:

Step 1: Initial population of cats has to be created and make them into the
M-dimensional solution space (Xi,d) and provide each cat a velocity in the range of
the maximum velocity value (ti,d). Then further two subgroups are made by the
population. In the first group, the cats are in rest mode and are very alert about their
surroundings (i.e., seeking mode), while in the second group, the cats are trying to
chase their preys (i.e., tracing mode).
Step 2: Give every cat a flag to arrange them into the tracing mode process or
seeking mode process. This depends on the value of MR. The tracing subgroup
should be small because the cats do not spend much time in the tracing model. The
Mixture Ratio (MR) is defined for this which has a small value.
Step 3: Calculate the fitness value of every cat and the cat with the best fitness
function has to be selected. The position of the best cat tells the best solution so far.
Xbest is the position of the best cat.
Step 4: The cats are applied to the seeking or tracing mode process and is based on
their flags. New positions and fitness functions can be obtained after sorting the cats
into these two modes. After this, the cat with an optimistic solution is selected and
saved in the memory.
Step 5: If the termination process is accepted, end the process. Otherwise, repeat
steps 2–5.

Fig. 2 Cat swarm optimization
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3.2 CSO Algorithm

Algorithm for Cat swarm Optimization is given below:

Begin
Input parameters of the algorithm and the initial data
Initialize the cat population Xi (i = 1, 2. n), t and w
While (the stop criterion is not satisfied or I < I max)
Calculate the fitness function values for all cats and sort them
Xg = cat with the best solution
For i = l: N
If w = l
Start seeking mode
Else
Start tracing mode
End if
End for i
End while
Post-processing the results and visualization
End

CSO algorithm normally uses the behavior of the cats and main focus is on two
modes, i.e., “seeking mode” it is the mode when cats are having rest and “tracing
mode” it is the mode when cats are seeking their prey or food.

4 Problem Formulations

Cognitive radio networks in routing in traffic engineering are one of the serious
topics. The routing problem is one of those recent research topics which occur in
Cognitive Radio Networks (CRNs). There is no need for preexisting infrastructure
for Ad hoc networks (CRN). These are non-centralized wireless networks that can
be easily formulated. An optimization algorithm is used to solve the problems in
routing in traffic engineering using cognitive radio networks. Optimization algo-
rithms are those that help in obtaining the best optimistic results. The optimization
can be done using (CSO) Cat Swarm Optimization to optimize link utilization for
the routing. Cat swarm is one of the effective approaches to get such optimize
solutions to achieve a high rate of accuracy and fewer error rates which increase the
lifespan of the network. The cat with an optimistic solution is selected and saved in
the memory. The optimistic result would be the greatest and best position which is
nothing but one of the cats to keep the best solution till it spreads the end of
repetitions.
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Objectives:

• To implement optimization algorithm called as CSO (Cat Swarm Optimization)
• To analyze the performance of the CSO for less overhead, congestion, and

energy consumption to achieve a high quality of service.

The parameters are

• Energy consumption
• Congestion
• Overhead
• Variation of the routing rule.

Swarm intelligence approach has been used because it is a metaheuristic
approach which is globally applied to any file to achieve high-end results according
to the designed objective to achieve the best solution from the number of solutions.

5 Results and Discussions

The swarm intelligence approach is simply the combination of the decentralized
characteristic to obtain the best optimistic results. The idea is utilized in an efficient
method at computerized cognitive.

Swarm intelligence frameworks include regularly of a population of direct par-
ticles known as swarms interfacing with each other for the solution. The motivation
frequently formulates from nature, mainly organic outlines. Cat Swarm optimization
is used in this paper. The main aim of selecting this algorithm in the paper is to get
optimistic solutions. In Cat Swarm Optimization, high alertness and curiosity about
the environment is the nature of cats. They cannot spend most of their time resting;
moving objects in their surroundings are their normal things. By this behavior, cats
can cheat and seek their food. They spend very less time chasing prey to consume
their energy as compared to the time dedicated to their resting. Chu and Tsai (2007)
really got inspired by this behavior of cats and introduced CSO which is called as Cat
Swarm Optimization. CSO has two modes: “seeking mode” it is the mode when cats
are having rest and “tracing mode” it is the mode when cats are seeking their prey or
food. CSO algorithm does the same thing. In CSO, a population of cats is first
formulated and assigned in the M-dimensional solution space. Here each cat is
representing a result. Then further two subgroups are made by the population. In the
first group, the cats are rest mode and are very alert about their surroundings (i.e.,
seeking mode), while in the second group, the cats are trying to chase their preys
(i.e., tracing mode). The hybridization of these two groups helps CSO to get the
global solution in the M-dimensional solution space. The tracing subgroup should be
small because the cats do not spend much time in the tracing model. The Mixture
Ratio (MR) is defined for this which has a small value. New positions and fitness
functions can be obtained after sorting the cats into these two modes. After this, the
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cat with an optimistic solution is selected and saved in the memory. These steps have
to be repeated until the stopping criteria are satisfied.

6 Result Explanation

The results are shown in the form of graphs and table.
Figure 3 shows the initialization of the network and shows that the cognitive

radios are deployed and primary users are shown for the traffic communication and
for the services and the common receiver is deployed to receive the packets and act
as the destination.

Figure 4 shows the overhead consumption in which the overhead consumption
is decreasing rapidly and is the desired output which is done using Cat swarm
optimization approach and is able to achieve fewer collisions and intelligent
transmissions (Fig. 5).

As we can see from the above figure that the energy consumption is decreasing
in an efficient manner which is one of the main constraints in traffic engineering
using the processing elements. The energy consumption is decreasing as the
mobility increases which is also one of the desired outputs of the cognitive radios.

Figure 6 shows the congestion in the network which is one of the important
parameters in the cognitive-based traffic engineering and shows that the congestion
also increases as the mobility increases which increases the lifespan of the cognitive
network (Fig. 7).

Fig. 3 Network initialization
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In the above figure, we can see the performance in terms of the routing rule
which increase with an increase in the dynamic change in the topology using
cognitive networks. Route rule is one of the significant parameters which divides
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the number of workflows into various threads and provides high hierarchy to the
cognitive-based networks and is must be high.
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Table 1 shows the performance analysis of CRN using Cat swarm optimization.

7 Conclusion and Future Scope

This paper explained the unique technique called Cognitive Radio Networks
(CRN) that is becoming so much popular where the main aim is on active con-
signment of networks to wireless expedients. The routing in MANET with QoS
improvement acquires an equivalent position in several analyses. Though, of these
systems declared on top of depends on statically allotted channels either in
authorized or unaccredited band. This static channel assignment proved spectrum
congestion and thus spectrum shortage in a thickly occupied situation. Cognitive
radio networks are introduced and a literature review related to CRN is discussed in
the paper. An optimization algorithm to improve the performance of TE under CRN
has been discussed. Swarm intelligence approach is used in the paper. Swarm
approach is simply the combined part of the decentralized characteristic to obtain
optimistic possible results. One of the optimistic approaches called Cat swarm has
used to get a high rate of accuracy and fewer error rates which improves the lifespan
of the network. The results are obtained using CSO (Cat Swarm Optimization)
algorithm and parameters like energy consumption, congestion, overhead con-
sumption, and number of routing rules are used to analyze the performance of the
algorithm.

In future work, another Swarm optimization algorithm (BAT swarm) will be
implemented to reduce congestion and overhead consumption. After getting results
from BAT swarm hybrid model i.e. Cat Swarm +Bat Optimization will be achieved
to get better results and comparison of this hybrid model will be done with the
individual optimization techniques.

References

1. Cheng, G., Liu, W., Li, Y., Cheng, W.: Joint on-demand routing and spectrum assignment in
cognitive radio networks. In: This full text paper was peer reviewed at the direction of IEEE
Communications Society Subject Matter Experts for Publication in the ICC 2007
Proceedings, vol. 6501–6503 (2007)

2. Akyildiz, I.F., Lee, W.-Y., Chowdhury, K.R.: CRAHNs: Cognitive Radio Ad Hoc Networks.
Elsevier Ad Hoc Networks, pp. 1–25 (2009)

Table 1 Performance
analysis using CAT swarm
optimization

Parameters Proposed approach

Energy consumption 0.5 � 102 mJ

Congestion 5 mJ

Overhead consumption 200

Number of routing rules 1.3 � 104

A Novel Approach for Better QoS in Cognitive Radio … 611



3. Zubow, A., Döring, M., Chwalisz, M., Wolisz, A.: A SDN Approach to Spectrum Brokerage
in Infrastructure-Based Cognitive Radio Networks. IEEE DySPAN 2015, pp. 213–221 (2015)

4. Alasadi, E., Al-Raweshidy, H.S.: SSED: servers under software-defined network architectures
to eliminate discovery messages. IEEE/ACM Trans. Netw. 3, 321–336 (2017)

5. Kaur, K., Garg, S., Aujla, G.S., Kumar, N., Rodrigues, J.J.P.C., Guizani, M.: Edge computing
in the industrial internet of things environment: software-defined-networks-based edge-cloud
interplay. IEEE Communications Magazine 5, 44–51 (2018)

6. Tahaei, H., Salleh, R., Ab Razak, M.F., Ko, K., Anuar, N.B.: Cost effective network flow
measurement for software defined networks: a distributed controller scenario. IEEE Access
12, 501–514 (2017)

7. Hongli, Xu, Huang, He, Chen, Shigang, Zhao, Gongming, Huang, Liusheng: Achieving high
scalability through hybrid switching in software-defined networking. IEEE/ACM Trans.
Netw. 26, 618–632 (2018)

8. Wang, Q., Zheng, H.: Route and Spectrum Selection in Dynamic Spectrum Networks. In:
IEEE CCNC 2006 Proceedings, vol. 4, pp. 625–629 (2006)

9. Ali, A., Iqbal, M., Baig, A., Wang, X.: routing techniques in cognitive radio networks: a
survey. Int. J. Wirel. Mob. Netw. 3, 96–110 (2011)

10. Foerster, K.-T., Ludwig, A., Marcinkowski, J., Schmid, S.: Loop-free route updates for
software-defined networks. IEEE/ACM Trans. Netw. 3, 621–642 (2017)

11. Neama, G.N., Awad, M.K.: An energy efficient integral routing algorithm for
software-defined networks. IEEE 5, 401–406 (2017)

12. Asadollahi, S., Goswami, B., Raoufy, A.S.: Scalability of software defined network on
floodlight controller using OFNet. In: 2017 International Conference on Electrical,
Electronics, Communication, Computer and Optimization Techniques (ICEECCOT), vol.
23, pp. 557–561 (2017)

13. Karakus, M., Durresi, A.: Economic viability of QoS in software defined networks (SDNs).
In: 2016 IEEE 30th International Conference on Advanced Information Networking and
Applications, vol. 23, pp. 139–146 (2016)

14. Kuang, L., Yang, L.T., Wang, X., Wang, P., Zhao, Y.: A tensor-based big data model for QoS
improvement in software defined networks. IEEE Netw. 21, 30–35 (2016)

15. Körner, M., Stanik, A., Kao, O.: Applying QoS in Software Defined Networks by Using
WS-Agreement. In: 2014 IEEE 6th International Conference on Cloud Computing
Technology and Science, vol. 3, pp. 893–898 (2014)

16. Li, G., Wu, J., Li, J., Zhou, Z., Guo, L.: SLA-aware fine-grained QoS provisioning for
multi-tenant software-defined networks. IEEE 7, 121–134 (2017)

17. Ren, S., Dou, W., Wang, Y.: A deterministic network calculus enabled QoS routing on
software defined network. In: 2017 9th IEEE International Conference on Communication
Software and Networks, vol. 24, pp. 181–186 (2017)

18. Oluwaseun, A., Twala, B.: QoS functionality in software defined network. In: IEEE ICTC
2017, vol. 26, pp. 693–699 (2017)

19. Even, S., Itai, A., Shamir, A.: On the complexity of timetable and multicommodity flow
problems. SIAM J. Comput. 4, 691–703 (1976)

20. Al-Fares, M., Loukissas, A., Vahdat, A.: A scalable, commodity data center network
architecture. In: ACM SIGCOMM Computer Communication Review, vol. 38, pp. 63–74
(2008)

612 L. Singh and N. Dutta



(T-ToCODE): A Framework for Trendy
Topic Detection and Community
Detection for Information Diffusion
in Social Network

Reena Pagare, Akhil Khare and Shankar Chaudhary

Abstract The increased use of social network generates a huge amount of data.
Extracting useful information from this huge data available is the need of today.
Study and analysis of this data generated provide insight into the behavior of the
customers or users and thus will be beneficial to increase the sales of products or
understand customers. To achieve the same, we propose a novel framework which
will extract trendy topics, identify communities related to these trendy, topics, and
also identify influential or seed nodes in communities. The framework intends to
find the list of topics which are popular, second, find trend-driven communities, and
from these trend-driven communities find nodes which act as seed nodes and thus
dominate the spread of information in the community. Analysis of real-world data is
done and results are compared with baseline approaches.

Keywords Community detection � Information diffusion � Topic detection � Trend
topics � Social network

1 Introduction

Over the past few decades, we can see rapid change in technology and the way
technology is used by the world. Social network has become an inseparable part of
every person’s life today. As the number of user increases day by day there lies great
potential in analyzing the social network for the kind of relationships and the actors
in the network. The study of social network is not only limited to the behavior of
people, but it can be a relationship between people, organization, cells, genes, etc.
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Social network application expands over a vast horizon from psychology, sociology,
marketing, communication, and political science.

Formally a social network can be defined as a network which is a collection of
objects in which some pairs of these objects are connected by links. When the
structure of the network is considered, it is more in terms of “who is connected to
whom” and the other connection at the “level of behavior”, one person can be friend
of other, or he may be follower of the person, or he must have retweeted on a post
or commented on a post, etc. This means that in addition to the language for
discussing the structure of networks, there is also a need of a framework for
reasoning the behavior and interaction in the network context.

Much research effort has been put into analyzing information diffusion, with
most studies investigating which factors affect information diffusion, which infor-
mation diffuses most quickly, and how information is disseminated. These ques-
tions are answered using information diffusion models and other methods, which
play an important role in understanding the diffusion phenomenon. Information
diffusion is about understanding who the important users are and which factors are
influencing the information diffusion process. A good performance model is very
important for understanding how to predict and influence information diffusion and
has significant reference value to various applications, e.g., rumor controlling,
behavior analysis, gaging public opinion, the study of psychological phenomena,
and for resource allocation in public health care systems.

The social influence in a network can be identified through tracking communities
and studying the behavior in the community. Social influence was studied in the
context of influence maximization where the method was proposed to find the
nodes in the network which will increase the spread of information in the com-
munity and hence in the network [1, 2]. Their work highlights the social diffusion
model and marketing strategies for various applications [3, 4]. The work of [5]
relates to the study of how one person influences the other person for buying of
products. The author suggests a method to increase this influence to increase the
spread of information in the network. Social influence is defined as the force exerted
on a person due to her influencer and homophily is considered as the tendency that
the other inactive node or person will follow the active node or influencer [6, 7, 8].

The work done in the above methods only exploit the topology of the network,
and ignore other important properties, such as nodes’ features and the way they
process information. Most of the users in social network are in passive mode, based
on this observation, researchers [9] suggested an approach similar to HITS algorithm
which is a graph-based approach. The method assigns to every node in the network a
value based on the influence and the rate at which the information is forwarded in the
network. The users who work as a catalyst in spreading of information are called the
seed nodes. These seed nodes are specific to a community. Therefore, Pal and
Counts [10] develop a non-graph-based, topic sensitive method. The method uses
structural as well as social attributes of the network to identify the most influential
nodes. The set of identified users are clustered by using probabilistic technique and
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therefore could find a list of nodes which are more in the network related to the topic.
In paper [1], the author uses independent cascade and linear threshold model for
influence maximization. The influence maximization problem asks for a parameter
`̀ k'', to find a k-node set of maximum influence in the network. Depending on the
basis of number of nodes activated at the end of information cascade, the influence of
a given set of nodes is identified. The author uses a greedy hill-climbing strategy for
the optimization problem and provides appropriate solutions.

A Social network can be defined as a graph in which vertices represent people
or groups of people and edges represent some kind of social relationship or social
interaction between vertices. These social graphs can further be defined as the ones
in which direction to the links or edges may or may not be known as directed or
undirected graphs like Twitter and Facebook, respectively [11].

A community in the social network is a set of nodes or users which can be
potentially grouped and examined together such that the interactions or the ties
between the communities are quite dense [1]. In terms of the graph, we can say it is
a giant connected component that is very dense. The users in social network exhibit
a behavior where users ignore the information available with themselves and are
influenced by the behavior of the neighbor’s. This decision taken is transferred in
the form of information to all the connected users in the networks. This phe-
nomenon is known as information diffusion in social networks.

Information diffusion is a process in the social networks in which the infor-
mation is transferred from one user to the other, who are connected with each other
via social network relationship. Information diffusion includes (a) Detection of
popular topics (2) Community Detection (b) Identification of Influential spreaders
(Fig. 1).

Even though the framework associated with social networks can change with
time, communities stay fairly steady. The primary problem is how one can identify
individual’s communities which have higher influence inside a social network, and
several techniques are suggested for this; some techniques use links between users
and some use network attributes. Information diffusion is a hot topic within social
networks investigation recently. Even though there has been numerous revolu-
tionary research in this area, there are still some less explored areas.

The remaining paper is arranged as follows: second part is related to state of art;
third part describes our framework; fourth section presents result and experimen-
tation; last section presents conclusion and future work.

Detection of 
Popular Topic

  

Modelling 
information 

diffusion 

 

Finding the 
influential nodes 

 

Fig. 1 Processes involved in information diffusion
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2 Related Work

2.1 Information Diffusion

In paper [12], theauthor explores connections as well as designs developed by the
aggregated interactions within Facebook webpages throughout catastrophe reac-
tions. Evaluates social roles as well as crucial gamers utilizing social network
evaluation. Research suggests measures to enhance information diffusion by con-
sidering social as well as network attributes. In Paper [13], theauthor suggests a
differential equation model associated with information within thenetwork. The
model is associated with temporal–spatial information diffusion. This model is set
up prior to the topological framework associated with the network, semantic content
material as well as interactive actions associated with users within thenetwork.
Experimental calculations display the feasibility from the suggested model, con-
formity along with network topology with potential users associated with scalability
with regard to big networks. The authors in paper [14] suggest parameters which
evaluate topical importance as well as social. The work suggests that to study the
information diffusion, it is important to study the behavior of user by taking into
account different parameters like retweet count, followers information. In [15],
through mixing users social as well as picture information, the model forecasts the
actual diffusion route of the image much more precisely when compared with
alternative baselines, which possibly encode just picture or even social functions, or
even absence storage. Through mapping person users to person prototypes, the
model generalizes for new users. The models are able to produce diffusion trees and
shrubs, as well as display how the produced trees and shrubs carefully look like
ground-truth trees and shrubs. Paper [16] detects communities based on not only
structure properties of the network but also used ground-truth information. The
author studied a collection of 180 real-world social, effort, and data networks
exactly where nodes clearly condition their own community subscriptions. The
suggested technique accomplishes 30% relative enhancement more than present
nearby clustering techniques. In [17], the author proposes a CID model with regard
to damaging information diffusion within competitors towards an optimistic
information circulation. The model is an aggressive information diffusion model or
even CID with regard to brief. This is the first model which talks about negative as
well as positive information flow in the network and propagation of the same. The
authors [18] proposes a grading opinion diffusion model. The opinion leaders play
an important role in information diffusion in microblogs. The model is combined
with communication power. The opinion leaders influence people who are unsteady
concerning specific event. The work demonstrates how the brand new suggested
models tend to be sensible as well as efficient for information spread within
microblog information diffusion. The actual Information Systems (IS) community is
constantly on the help to make inroads to improve using systems to aid catastrophe
administration [19]. The actual community is constantly on the determine as well as
lengthen the actual appropriate hypotheses, and also to create brand new paradigms
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that may be delivered to keep about the ownership as well as diffusion associated
with information techniques with regard to catastrophe administration. Research by
authors in [20] handles the problem of advertising data diffusion, the degree to that
data spreads, upon social media systems. This specific A–B–C framework (1) ex-
amines the textual options that come with Internet record articles making use of
linguistic issue as well as phrase rely, (2) does apply the prior results in creating
information suggestions, as well as (3) suppliers verified training supplies based on
information tips to promote information diffusion among Internet record site visi-
tors. The author suggests an evolutionary game theoretic framework [21] to model
diffusion procedure within social networks. The framework is analyzed for degree
and nonuniform degree network. Present social networks tend to be of very large
scale producing huge data moves for each and every second. Exactly how data
diffuses more than social networks offers has attracted a lot of interest. Author
obtains diffusion characteristics within just complete networks, typical degree,
without homogeneous degree networks, with identify connected with two distinc-
tive networks. The authors in their work [22] depicted a person’s behavior of online
social networks opens new alternatives to systematically realize the data diffusion
process after social networks. Random Recursive Tree (RRT) is used to help model
with this advancement associated with Cascade trees. The use of stochastic sensi-
tive look at forwards eliminated model to help demonstrate the particular potent
individual behavior including producing, seeing, forwarding, and overlooking the
information for the furnished social network.

The authors argued Twitter data is very loud [23] every twitter is brief,
unstructured and along with casual vocabulary, challenging with regard to present
subject modeling. About the additional hand, Twitter posts tend to be associated with
additional data, for example, authorship, hashtags and the user-follower network.
Taking advantage of this information, the author suggests the Twitter-Network
(TN) subject model collectively model the written text and the social network inside
a complete Bayesian nonparametric method. The TN subject model utilizes the
hierarchical Poisson–Dirichlet Procedures (PDP) with regard to textual content
modeling and the Gaussian procedure Random function model with regard to social
network modeling. The author implies that the TN subject model considerably
outperforms a number of current nonparametric models because of its versatility.
Furthermore, the TN subject model allows extra educational inference, for example,
authors’ interests, hashtag evaluation, in addition to resulting in additional programs,
for example, author suggestion, automated subject marking, and hashtag recom-
mendation. Be aware the common inference framework may easily be reproduced to
additional subject models along with inlaid PDP nodes. Another work [24] uses
Louvain community detection algorithm and Girvan algorithm to find communities
and centrality measure to find the nodes in the communities which help in the
diffusion process. The author also uses the shortest path algorithm to find the
communities formed using the seed nodes. The work considers the network attri-
butes for community detection. The communities formed are not dense and are
formed on the basis of only structure of the network. Does not consider the content in
the network. As per study, in [25], twitter comprises a good obtainable system with

(T-ToCODE): A Framework for Trendy Topic Detection … 617



regard to learning and tinkering with the character of data dissemination. The author
uses hashtag to find topics which disseminate most in the network. As per [26], it is
vital to find out, monitor, review, as well as forecast well-liked subjects and occa-
sions happening within the social networking within the space–time framework.
Simultaneously, it’s very helpful which a number of “what if” situations could be
created to estimation the meme diffusion. The author has made use of location and
time attribute to study the diffusion. The work [27] represents impact maximization
issue in attempting to recognize some `̀ K'' nodes through that distribute associated
with impact, illnesses, or even data is maximized. The author suggests a `̀ Greedy ad
Community-Based'' formula.

2.2 Topic Detection

The paper [28] proposed LDA model which is the most popular and efficient model
for topic modeling. But it does not consider the correlation among topics. It works
only on content and is a probabilistic model that considers the distribution of words
for identifying popular topics. An online LDA model is proposed [29], it considers
the document in batches. Thus the memory requirement is reduced. It does not
consider the social attributes of the network. Considers the distribution of word for
topic definition. Takes only content into consideration while modeling. The authors
[30] propose a model using wavelet analysis, detects event inferred using LDA
gives a better description of the event and uses hashtag for topic inference. Topic
popularity is found by using only content, the network attributes too can be con-
sidered to improve the accuracy of the model. In his work [8], the author proposes a
model for unbounded topics. The hierarchical structure can help to identify popular
topics. The model does not work for definite and bounded topics. A topic model
based on time [31] is implemented, the model accuracy can be improved by con-
sideration of other attributes of the network like retweet count and followers count.
A parallel algorithm for topic modeling [32] gives a good speed up as compared to
the sequential approach, but the resource requirement is huge. The model can be
implemented on a small scale for less number of processor and it is important to
study the behavior of the algorithm.

Most of the work done, find trendy topics irrespective of the social attributes and
take content only into consideration, some works find communities and then find
topics which are discussed mostly in these communities. In our proposed work, we
make an attempt to identify trendy topics based communities that have played an
important role in making the topic trendy. Given this real-time scenario, our
objective is to (1) extract trendy topics (2) find communities related to these
trending topics (3) identify the influential node in this topic-driven community.

To the best of our knowledge, our work is the first attempt toward presenting a
framework which will identify trendy topics, find trend-driven communities, and
then find the most influential nodes in the community. The topic-driven commu-
nities identified can be used to spread message or information related to the event or
these set of users can be used for the marketing of products or to increase sales of
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products. The work finds application in many areas related to identifying users for
marketing, identifying users who spread wrong information in a closed network, or
terrorist network. In order to detect communities related to trending topics, we focus
on twitter, the widely used micro-blogging platform. The activity of twitter is
depicted by tweets, retweets, comment, likes, and its structure of follower and
followed unidirectional relationships.

To spread information in the network, it is needed that the users have infor-
mation related to the topic. This information can be received by connecting with
users having similar topic information. Thus forming of groups or communities of
similar interest, users will be effective for spreading of information in the network.
Accordingly, we present a method to identify these communities of topic-dependent
users who created the post related to the topic Uc. Another important parameter of
our work is followers users Uf information of these users Uc. These Uf users will be
responsible for the spread of information in the network.

To summarize, given a trending topic, the objective is to detect community of
users who (1) are related to the trending topic (2) are related to the same topic
(3) are connected to each other (follow) (4) can be identified as Uc or Uf.

3 Proposed Work

3.1 Problem Formulation

Definition 1
Let T ¼ t1; t2; . . .tm:f g be the set of tweets collected during a particular period.

Each tweet ti ¼ w1;w2;w3; . . .wi. . .wnf g where wi represents the sets of word in
the tweet ti.

Analyzing these tweets T for the word occurrences in each tweet and document
as whole and finding which words wj are maximum talked about is topic detection.

Where wj is subset of wi; wj 2 wi

These wj words are the set of Trendy topics, Tr.

The first goal is to identify this Tr set

Definition 2
Let Tr ¼ Tr0;Tr1;Tr2. . .Tr9f g be the set of trendy topics. Here we assume that we
identify top 10 topics only. For each topic Tri belonging to Tr (a) find set of users U
who have tweeted, retweeted about the topic Tri (b) Generate a graph G, of these
users ui from U where ui belongs to U. The graph G formed represents a com-
munity Ctri which is related to topic Tri. Each vertex in community Ctri is related to
user ui who in turn is related to topic Tri. There exists an edge between ui and uj,
where (ui, uj) 2 U iff uj is in followers list of ui or vice versa or ui retweeted on uj
The users uz 2 U, who are not a part of the connected graph are discarded.

The second goal is to generate graph G (V, E) of users related to topics. This
graph represents a set of users who will play an important role in identification of
communities in next phase.
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Definition 3
For the graph G generated for topic Tri we run community detection algorithm to
identify community. The community detection algorithm will identify communities
associated with topic tri, which will be used to identify node with highest degree, ui 2 U

A degree here means the node which will have the highest number of connections.
The node having the highest connection is the one who will spread maximum
information in the community.

To summarize, our contributions

(a) A model to find trend-driven communities and influential nodes.
(b) A unique framework which combines topic detection and topic-driven com-

munity detection.

3.2 Overview

We propose a novel framework where both topic modeling and community
detection are collaborated to study the information diffusion in the network. The
topic modeling module is the first module which takes as input tweets dataset and
identifies topics which are trendy. This module can also be called as trendy topic
detection. The second submodule is related to forming communities which are
related to a particular topic. The communities formed are called as topic-driven
communities. We name them so because the communities identified are related to
the topic. After identification of communities, the nodes with highest degree cen-
trality are identified since these are the nodes which influence the propagation of
information in the network. Thus the framework will not only detect trendy topics
but will also help to identify users and communities which play a substantial role in
spreading of information (Fig. 2).

3.2.1 Data Collection

The Twitter dataset is used as input to the system. The twitter data is extracted using
twitter API and stored in CSV form. The tweets collected have fields like retweet
count, comment count, user who tweeted or retweeted about post, followers. We
also store separate information about the users or owner (the user who first posted
the tweet) of the tweet. We maintain separate information about the user—follower
relationship.

The twitter data was collected from March 2018 to August 2018. Due to
restriction by twitter, only 15 lacs of tweets were collected. The data collected
included fields like user id, username, tweet, retweet count, mention count, fol-
lowers of users, and followers count. Figure 3 shows the distribution of messages
over different domains. The diagram below shows that floods, health, and politics
topics were mostly covered in the tweets captured.
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3.2.2 Data Preprocessing

In this step, the noise in the data is removed. The preprocessing deals with stop
word removal, repeated data removal, filling of missing data by taking a mean of
the values.

The next section provides details of our approach named T-ToCODE (Trendy
Topic detection and trendy COmmunity DEetection) which is able to detect hot
topics and second the communities associated with every popular topic.

COMMUNITY DETECTION MODULE 

TOPIC DETECTION MODULE 

Data Collec�on      Preprocessing of 
Data  (Removal of 
stop words, etc)

Twi�er API

Modified Topic 
Detec�on Algorithm 

List of Hashtags 
HT = {ht1 , ht2 , …. htm }

Retweet 
count, followers 
count 

List of trendy 
topics Tr = {Tr0 , Tr1

, Tr2 …… Tr9}

User Ui  

retweeted users 
uj ,  followers  of 
ui 

Community 
Detec�on 
Algorithm

Graph Genera�on 
of Users related 
to Topic Tri 

Iden�fy set of 
most influen�al 
nodes for topic

Tri {u1, u2, u3} 

Influence User

Tweets per 
topic, 

T = {t1, t2, ..….   

tm. } { }

Fig. 2 Collaborative framework design
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3.2.3 Trendy Topic Detection

Latent Dirichlet Allocation (LDA) is a classic model for topic modeling of docu-
ments. LDA detect underlying topics in text documents. LDA is based on the
assumption that documents with similar topics will use similar groups of words.
Documents are probability distributions over latent topics. Topics are probability
distribution over words. Thus LDA is an unsupervised, probabilistic model. We
propose a novel approach for finding trendy topics, where we consider the hashtag,
comment count, retweet count, and likes for a particular post to identify if the topic
is trendy or not. We compare our modified Multiparameter LDA (MP-LDA) with
Twitter LDA and baseline LDA.

The proposed algorithm is mentioned below.
Generative Process for MP-LDA:

Fig. 3 Distribution of
messages in the dataset over
different domain
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Let ; t be word distribution for topic t. P parameter is used to decide word belongs
to a general topic or hot topic. The hashtag in the model is associated with a topic and
word. dM is the hashtag associated with documents and dV is hashtag associated
with word. The values that vectors can take is either 0 or occurrence count over the
entire dataset. Latent variable learning is done by using Gibbs sampling. The
MP-LDA is applied after preprocessing step to only those tweets which are above the
threshold value of popularity count, comment count, and retweet count. All the
tweets with parameter values below the threshold are not considered. Tweets with
lesser retweet count or likes will not be popular and thus processing of these tweets
for identifying popular topics is not required. The selection of threshold for retweet
count, comment count and likes is based on the empirical analysis. It is seen from the
statistics that most of the messages have less than 50 retweet and comment count. As
the count reaches 1000 the distribution in number of messages is almost constant.
Therefore we choose the threshold as 1000. After the application of MP-LDA to the
dataset, we were able to find the topics which were most popular in the dataset. The
topics like yoga for health, women’s health, Asian games, US open championship
and Kerala floods, Japan floods were found to be the trendiest topics.

3.2.4 Topic-Driven Community Detection

The steps involved in this submodule are given below.

Input: Topic Tri
STEP A: Identification of posts Pt ¼ P1; P2; P3. . .Plf g which are related to topic Tri
STEP B: Identification of user sets Uo who created the post, related to popular topic
Tri
STEP C: Identification of user sets Ur who retweeted. The set identified in STEP B
and STEP A together will be merged to form a set Urcl where Urcl ¼ Ur þUo

STEP D: Identification of followers of users Uf who created the post Pl. The
followers play a crucial role in the propagation of information and thus follower’s
information will be useful.
STEP E: Graph creation based on user- follower data, user—Urcl data
STEP F: Detection of communities related to a topic
Output: Community Ctri

STEP A:
Given a set of tweets t ¼ t1; t2; t3; . . .; tmf g related to a topic. Identify tweets ti

which are related to popular topic Tri. The data set of tweets will be searched and it
will retry tweets related to these popular terms.

The output of this step will be a set of tweets TTr ¼ t1; t2; t3; . . .:tj
� �

where j < m
and tj 2 t

STEP B:
From stepA all the tweets from set TTr are parsed to identify the tweets or post

which are source post. The tweets are parsed to get the user id of the users who have
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tweeted about a topic and is the origin of the post. This step will give output a set of
users.

Uo ¼ Uo1;Uo2; ::Ukf g such that Uoi 2 U and Uoi is the owner of the post and
r < m

STEP C:
Given a set of tweets TTr. Identify users who retweeted Ur on post in TTr, This

third step gives a set of users who have retweeted a post.
At the end of step C, we get a set of users Urcl ¼ Uo;Urf g who may play an

important role in the formation of communities
STEP D:
The belief that followers will play a substantial role in spreading message, the

followers list is identified. Given a set of users Uo, find the follower of Uo and store
it in the form (user id, user id follower[]). The set is identified as Uf

Also, a separate data related to User—Urcl user data is stored. It contains those
users who commented, retweeted a post by user.

STEP E:
Graph Generation:
Step D gives the vertices of the graph G. The set Uf (User - Follower) and the set

Um (user—Urcl) will form the vertices of the graph.
Vertex set V ¼ Uf [Um; union of set Uf and set Um

The edge between a set of vertices can be of two types. The edge set is repre-
sented by E. User u1 and user u2 there exists link between u1, u2 if and only if

Type 1: User u2 retweet on user u1 post

R ¼ retweet u1; u2ð Þ ¼ TRUE; u1; u2 2 Umf g

Type 2: User u2 is follower of user u1

F ¼ follow u1; u2ð Þ ¼ TRUE; u1; u2 2 Uff g

The set of edges E ¼ R[F
On the basis of links and vertices a graph is formed. The belief that users who

retweet or are followers of a particular user say u1 has more probability of
spreading message which is posted by user u1 is used while formation of the graph
G(V,E).

STEP F:
On the graph generated in step E, we apply Louvain community detection

algorithm [33].
The decision of applying community detection algorithm was done because it

can handle in a very short time a huge network. Also, the algorithm reveals hier-
archical structure which can be useful in understanding the overall functioning of
the network.
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The Algorithms working is explained below

1. A greedy assignment of nodes to communities, favoring local optimizations of
modularity.

2. New—coarse-grained network in terms of communities found in the first step.

The above two steps are repeated until no further modularity increasing reas-
signments of communities are possible.

3.2.5 Identification of Influential Nodes

Once the communities are identified finding nodes which are having a higher
degree in the community is obviously the node which is going to be more
responsible for spreading of information in the network. Average degree is used to
find nodes which are most influential in the network.

The list of influential users is given by UIn = {U1, U2,….Ux} where Ui 2 to U

4 Experimentation

4.1 Topic Detection

4.1.1 Dataset

We use twitter dataset for experimentation. It consists of 132,009 posts/re-posts as
well as 73,257 person nodes. Table 1 gives statistics of dataset. The data collection
is as mentioned in Sect. 3.2.1

4.2 Analysis

Table 2 gives the list of hot topics and top words in each topic. When the result was
compared to LDA and T-LDA it was observed that the top words in MP-LDA were
more accurate as compared to T-LDA and LDA. For example, the first topic has
words like Japan under topic FLOOD, but LDA and T-LDA did not return this
word as a top word in the list. If we consider the result and compare with trending
topic during the period, there are tweets related to floods in Japan during the same
time as in India in Kerala.

Table 1 Statistics of dataset Total tweet Original tweets Retweet Users

1,32,009 9600 1,22,409 73,257
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We also compared the coverage rate of T-ToCoDE with the baseline LDA
method and Twitter LDA. It was observed that the result obtained by our method
which considered social attributes gave better accuracy as compared to traditional
methods.

Coverage rate ¼ ExtractedHot Topics=ActualHot Topicsð Þ � 100

The comparison was done for the top 10 topics, consecutively for 20, and then
30 topics. The proposed method showed consistent improvement in accuracy
(Table 3; Fig. 4).

Table 2 Top topics with top words

Topic
id

Top words

0 Flood rescue stressed relief Kerala donation Japan Gordon

1 Sports Asian Games, Indians US open, football Cleveland baseman, Serena

2 Health, women's health, Rohingya, yoga, mental health, medicine, organic, weight
loss

Table 3 Coverage rate Top 10 Top 20 Top 30

MP-LDA 0.66 0.75 0.78

T-LDA 0.45 0.50 0.53

LDA 0.23 0.35 0.40

0
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Fig. 4 Coverage rate versus no of topics for twitter data
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4.3 Community Detection

4.3.1 Dataset

The trendy topic is given as input to the community detection module. The first
topic which was trendy as per the topic detection was related to hashtag flood. First,
we collected all tweets which were related to hashtag flood. This gave a list of
30,000 tweets related to floods. The captured tweets were then separated for the
original tweet and retweet. It was found there were 2930 original tweets and
remaining were retweets for flood dataset. From this set of original tweets identi-
fied, we considered only those users original tweets which had retweet count more
than the threshold. After applying the threshold, we were left with 670 users who
were original tweet users for flood dataset. We extracted the followers of these
original tweet users. To this collected data then was Louvain Community detection
method applied to find the communities related to Topic FLOOD.

The communities formed are evaluated on the basis of disconnected users,
cohesiveness among users, and clustering coefficient. We compared our work in
three different scenarios.

Scenario 1 (M1): The entire network is considered irrespective of tweet and
retweet and an attempt was made to identify the communities. No threshold was
applied for the selection of users. The graph was constructed on the basis of the
followers and the followee network. Dataset considered for this method had all the
23,257 users included.

Scenario 2 (M2): The graph was constructed on the basis of retweet count and
the retweet relationship and threshold considered was 1000. For the tweets collected
for hashtag flood, out of 30,000 tweets, there were 2930 original tweet users, 7640
retweet users, and the remaining were duplicate users. There were a total of 10,570
users. When the threshold was applied to the original set of users, only 670 original
users were considered for graph construction. The edge was considered between
two users if user u1 retweets about the post by user u2 and vice versa.

Scenario 3 (T-ToCODE): The graph was constructed as per the proposed
method in the framework. After the threshold applied, there were 670 users. For
these 670 users, the followers list was considered and the graph was constructed on
the basis of retweet as well as followers information. Due to the restriction by
twitter, we could retrieve followers list for only 200 users and the total user were
41,235.

4.3.2 Metrics

Disconnected Users: This metrics will help to find users who are not part of the
community
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ratio of disconnected users ¼ users who are not connected to any other user
total no of users

Cohesiveness among users: The second metric used is cohesion among users,
this metrics allows to evaluate the quality of connection among users by using
standard metrics such as modularity, the ratio between no. of communities and
number of users, and density.

The ratio between the no. of community and no. of users allows to evaluate the
ability of the approach to group the individual users into communities.

Lower the value, the better communities are formed, it signifies that commu-
nities are less in number with more number of users in each community.

The density is the ratio between the numbers of edges per node to the number of
possible edges.

Clustering Coefficient: Clustering Coefficient quantifies the extent to which
nodes in the graph tend to cluster together.

4.3.3 Analysis

Analysis of Disconnected Users

The result showed that 80% of users took part in the topic with our approach as
compared to 76% with scenario 2 as compared to 72% of scenario 1. These results
demonstrate that our graph construction approach includes more no of users.

Our approach considers the followers also thus increasing the number of users
who can contribute toward spreading of information. In scenario 2, the graph is
constructed using only retweet users thus leaving out a good percentage of users
who may contribute toward information spread. Though in scenerio1 there are more
numbers of users, due to consideration of the entire network a large number of users
are disconnected users.

Analysis of Cohesiveness Among Users

Density is influenced by the fact that T-ToCODE framework share retweet, fol-
lowers link and therefore has higher density compared to approach in scenario 2.
The average number of communities found in Scenario 2 is 0.28 per user that
exceeds the amount of community in T-ToCODE (Table 4).

Table 4 Cohesiveness among the users

Method Modularity Ratio of communities per node Density

Scenario 1 0.420 0.321 0.010

Scenario 2 0.530 0.278 0.020

T-ToCODE 0.780 0.173 0.029
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Analysis of Community Structure

The percentage of users who are the owners of post is more in scenario 3 (Proposed
method) as compared to scenario 2 where only retweet relationship is considered.
The increase in scenario 3 is obvious since we consider the retweet relationship
along with follower’s relationship. T-ToCODE creates communities on the basis of
retweet relationship and followers relationship; therefore, the followers percentage
is observed more as compared to scenario 2. Since the communities formed are
related to a topic and the communities are dense thus the clustering coefficient is
also improved in T-ToCODE method (Table 5).

After identification of communities, the nodes with the highest degree were
found in the network. For finding these nodes, we used GEPHI visualization tool. It
was observed that the nodes which had the highest degree on an average were the
nodes which were the most influential nodes in the network. The entire community
could be reached through the users who were having a higher degree.

Table 5 Analysis of the structure of community (average)

Method % of Post creators % of followers Clustering coefficient

Scenario 2 4.14 6.87 0.088

T-ToCODE 5.20 8.23 0.078

Fig. 5 Influential nodes for topic FLOOD: Scenario 3
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The fig. 5 shows the influential nodes in the network ;nodes 8 , 11 and 13 are
more dominant in the network. The edge thickness represents the ties among the
nodes. From the graph, it can be observed that the nodes 8, 11, and 13 are the
influential nodes in the community, along with a few other nodes in the network.
There are communities identified for topic FLOOD, and there are nine influential
nodes identified, the nodes which have the highest degree. The nodes at the center
of each community are the node with the highest degree and thus they are the
influential nodes in the network.

5 Conclusion

The novel framework proposed allows to identify hot topics and the communities
which are influential in making those topics trendy. The analysis did prove that
communities formed with relation to topics have more strength and lesser com-
munities with more no of nodes are formed. The communities formed are denser
and less overlapping. The topic detection model performs better as compared to the
traditional model. The accuracy of topics identified is increased due to the inclusion
of social attributes like retweet count, comment count and hashtag. Consideration of
behavior of users in the network gives better results is proved.

5.1 Future Scope

The framework can be extended by considering the spatial and temporal attributes
of the data. Thus adding these attributes can give a more personalized analysis,
which can be used by an individual as well as businesses to target the customers.
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ns-3 Implementation of Network
Mobility Basic Support (NEMO-BS)
Protocol for Intelligent Transportation
Systems

Prasanta Mandal, Manoj Kumar Rana, Punyasha Chatterjee
and Arpita Debnath

Abstract In an Intelligent Transportation System for a Smart City, seamless
connectivity is essential for each user during mobility for efficient data communi-
cation. For a group of mobile users in a vehicle (bus/train/flight), due to high
mobility, implementing a protocol in order to manage handoffs smoothly is a
challenging task. Network Mobility Basic Support (NEMO-BS) protocol was
proposed to comply with this requirement. It is an extended version of Mobile IPv6
(MIPv6). But, the MIPv6 implementation in ns-3, which is the most widely used
open-source simulator, is still not extended so far, to support network mobility. In
this work, we have implemented the functionality of the NEMO-BS protocol in
ns-3.25 by modifying the existing MIPv6 module to enrich the ns-3 library.

Keywords Intelligent Transportation Systems � Mobile IPv6 � Network �
Mobility � Smart City

1 Introduction

In the era of Smart City and Internet of Things (IoT), each and every user needs to
be connected to the Internet seamlessly. Intelligent Transportation Systems is one of
the main aspects of the Smart City. In case of group mobility, i.e., when a group of
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users is moving in a vehicle (bus/train/flight), due to the mobility of the vehicle [1],
the wireless interface of it sometimes switches the on-road access points. This event
is called the IP handoff. This results in severe service degradation of the vehicular
users. To handle it, the Internet Engineering Task Force (IETF) standardizes the
Network Mobility Basic Support (NEMO-BS) protocol by extending the base
Mobile IPv6 (MIPv6) scheme [2]. The objective of this is to provide uninterrupted
Internet connectivity to the vehicular mobile users by maintaining ongoing sessions
during handoff. UMIP (Usagi Patched MIPv6 stack) is an open-source imple-
mentation of MIPv6 and NEMO-BS protocols for Linux and can be used for
network simulator ns-3. But it is only executed on ns-3 Direct Code Execution with
the Linux native stack and that is why if any changes may be proposed in NEMO,
then the users must have to trace the Linux stack. But, it is quite complicated to the
naïve users to do any changes in Linux stack.

To fix the above issue, we have implemented the NEMO-BS protocol [3–6],
using the ns-3 stack, by modifying the existing MIPv6 module [7, 8] in ns-3, that
may be added to the ns-3 library which may help the ns-3 users a lot.

The paper is arranged as: Sect. 2 describes the Literature Survey, Sect. 3
describes the working principle of the protocol, Sect. 4 gives the description of the
Class Diagram Implementation, Simulation and Results are given in Sect. 5 and
finally, Concluding remarks emerge in Sect. 6.

2 Literature Survey

In [1], they proposed a group-based network mobility controlling technique to
diminish the signaling problem. Besides this, they reduce the handover latency as
well. But they did not investigate the finest mode for vehicles to be clustered
together or they did not employ the neighboring association among the vehicles
when alliance them.

In [8], they introduced a NEMO support protocol for Intelligent Transportation
Systems that support mobility management as well as handover. But they did not
support the guaranteed seamless connectivity during a handover.

Hager et al. [9], illustrate MINT- a Mobile Internet Router having enough
computational capability to execute all essential communication protocol operations
while enabling connections for the nodes. Transparency of the communication
software is provided by the MINT router, and there is no requirement of any
modifications with the basic software of mobility support while connecting via such
a router to the Internet.

In the Request for Comments [10] which was on IP mobility support, clearly
specifies the fact of using a Mobile Router for the mobile network.

By considering all the limitations of the above-related study, we try to imple-
ment NEMO-BS protocol using ns-3 network simulator that ensures the seamless
network connectivity as well as the IP handoff management.
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3 Working Principle of NEMO-BS Protocol

The working principle of the protocol is depicted in Fig. 1. The network entities for
the handoff operation includes a Mobile Network Node (MNN), Mobile Router
(MR), Home Agent of the MR (MR-HA), and Correspondent Node (CN).

Step 1: When MNN enters into a vehicle, it connects with the MR as MR is the
default Internet Service Provider for the MNN inside a vehicle and acquires a
Care-Of-Address (CoA), configured from the MRs prefix.
Step 2: As MNNs home prefix differs from that prefix, it binds the CoA with its HA
(MNN-HA) through a Binding Update (BU) process.
Step 3: When the MR changes access point, it performs the BU process with the
MR-HA. The BU processes result in two tunnels between entities (MR and
MR-HA, MNN and MNN-HA).

A packet from CN to MNN follows the route: CN ! MNN – HA !
MR – HA ! MR ! MNN. It is encapsulated first by the MNN-HA such that it
could reach the MR’s home. Reaching MR’s home, the packet is automatically
redirected toward the MR-HA as the corresponding HA contains MR’s home links.
MR-HA has the binding of the MR’s advertised prefixes to the MR’s current CoA.
So, the MR-HA encapsulates the packet, setting MR’s CoA as the destination.
The tunnel headers are decapsulated in the reverse order, i.e., in the MR first and
then, in the MNN.

Fig. 1 NEMO-BS operation [4]
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The working process of the NEMO-BS differs from the MIPv6 in the following
two ways:

• The MR registers all its prefixes (which it advertises to the MNNs) during its
BU process, instead of only the home address.

• Unlike MIPv6, the MR-HA must have to advertise all those MR’s prefixes to its
neighbors such that the MR-HA can receive all the packets, destined to the
MNNs CoAs, configured from those prefixes.

Here, we will describe the Binding Update (BU) process and data packet pro-
cessing in NEMO-BS in detail.

3.1 Binding Update (BU) Process of NEMO-BS

In MIPv6, when a mobile host configures a new address in its interface, it sends
single BU to its HA. But in NEMO-BS instead of sending single BU, each MH in
the mobile network sends BU to its corresponding HA through MR when they
configure a new address in the mobile network. In the same way, when MR con-
figures a new IPv6 address in a new subnet from a new access router advertised
prefixes, it also sends a BU to its HA. When a node configures an address on an
interface, immediately Duplicate Address Detection (DAD) method is started to
verify the delicacy of that address. After the time-out session of DAD, it calls the
SetState() which is defined in ns3 core.

3.2 Packet Processing of NEMO-BS

After the successful completion of Binding Update process, a bidirectional tunnel is
established between MR and MR-HA and another tunnel is established between
mobile network MN and MNHA (Fig. 2). That is why when a mobile host in the

Fig. 2 Data packet processing from MH to MHHA
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mobile network sends a data packet to a Correspondent Node (CN), the first level
encapsulation is done by the tunnel between in MH and MHHA, and then is sent to
MR. After that, second-level encapsulation is performed by MR because of the
tunnel between MR and MR-HA. When the two-level encapsulated packet reaches
the MR-HA, it decapsulates the outer encapsulation and forwards the remaining
packet to the MHHA. When this packet reaches MHHA, it decapsulates the first
level of encapsulation and sends it to the right destination that is the correspondent
node. Besides this, the data packets are processed in reverse direction from the CN
to MH.

4 Class Diagram Implementation

The existing classes of the implemented MIPv6 module [7] are modified to support
the NEMO-BS functionalities as shown in the class diagram in Fig. 3. We divide
our NEMO-BS classes into mainly four modules:

• Header
• Internet stack
• Net device
• Helper.

The important operations and functionalities of each module are detailed as
follows:

4.1 Header

We have implemented the NEMO-BS functionality in ns3, by modifying some of
the existing MIPv6 headers message formats in ns3 as defined in RFC3963. All the
headers are inherited from the base class Header in ns3 system. In Fig. 3, we have
depicted the main data members of NEMO-BS headers and relationship among
them as defined in RFC3963. For NEMO-BS in ns3, we have added m flagR data
field in Binding Update (BU) and Binding Acknowledgement (BA) header to
denote the mobile node’s status. If this flag value is set in BU, then HA assumes
that MIPv6 mobile node acts as a NEMO-BS MR otherwise it considers it as
MIPv6 Mobile Host (MH). A new mobility option header named as Mobile
Network Prefix Option Header is added with existing headers shown in Fig. 3,
which is also inherited from MIPv6OptionHeader class. It carries the one or more
prefix information (128 bit or more) from MR to its HA within BU message and
these prefixes are advertised by MR-HA to receive the packet correctly for the
mobile host in the mobile network.
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4.2 InternetStack

NEMO-BS implementation contains the two types of Demux classes named as
MIPv6Demux and MIPv6OptionDemux. Details of the functionality of Demux
classes are described in paper [7]. For NEMO-BS, a new mobility option is added
to the MIPv6Option class. The MIPv6MobL4Protocol deals with mobility mes-
sages necessary for communication, whereas the MIPv6TunL4Protocol deals with
data packets in the time of communication. When from lower layer, a packet is
recognized by IPv6L3 Protocol and then sends it to the MIPv6-layer. The sum-
marized data packet or a mobility message contains the MH type value in its header

Fig. 3 NEMO-BS classes and their functional relationships
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which is dissimilar from normal data packet. The MH Type field value is checked
by IPv6L3Protocol class, and depending on this value, appropriate upper layer L4
protocol class is called. If the packet is received by Receive() function of
MIPv6TunL4Protocol class, then its Receive() function checks the summarized
packet tunnel line which may use to de-capsulate the packet. It drops the packet if
there is no matching tunnel interface found. The MIPv6TunL4Protocol class may
be added, removed, or modified a tunnel.

4.3 NetDevice

A tunnel is made for virtual MAC layer by the TunNetDevice class. The
TunNetDevice class reimplements the base class Send() function. After the
reception of a packet from the upper layer, the Send() function accomplishes
IPv6inIPv6 encapsulation by making a new IPv6 header. The main functionality of
the MIPv6TunL4Protocol class is TunNetDevice class.

4.4 Helper

This is in the top of the above all implemented classes. When a user wants to use
the NEMO-BS protocol, they don’t have to bother about the complex internal
structure rather they only call the Install() function of MIPv6Helper class to install
the functionality on a particular node.

5 Simulation and Results

The simulation framework is shown in Fig. 4. We have used ns-3.25 for simulation.
The MR has two interfaces.

• It connects with the Access Router (AR) through Wi-MAX interface and
• With the MNNs through Wi-Fi interface.

Simulation setup: The simulation snapshot is shown in Fig. 5. The Mobile Host
(MH) and Correspondent Node (CN) perform as a host and remaining all others as a
router. A middle router R1 connects the AR1 and AR2 connects with CSMA
interface to MR-HA, another middle router R2 connects the CN and MHHA
through CSMA interface to R1. The MR has two interfaces, it connects with access
router through Wi-Fi interface, and connects with the mobile host in the mobile
network through Wi-Max interface. IEEE 802.11 radio is used over here in AR1
and AR2. Beacons are generated in every 100 ms. Here, the data rate is set at
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2 Mbps and the link delay at 1.0 ms. On mobile hosts (MH1 and MH2), a UDP
echo-server application is installed. On the CN, an echo-client application is run-
ning with 1024 packet size and maximum 100,000 packets. Here, the MR home
network prefix is 5001:db80:/64, and MR’s HoA of MR is expressed from this.

Fig. 4 Simulation Framework
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The constant velocity model (20 m/s) is used for all the MR and moves from left to
right fashion.

The simulation parameters are given below:

• Both the AR1 and the AR2 generate beacons in every 100 ms.
• All CSMA links use 2 Mbps data rate and 1.0 ms link delay.
• A UDP echo-server is fixed on the MNNs (MNN is called as MH) (MNN-1 and

MNN-2) (say at port 9).
• The MR with all the MNNs in the mobile network uses the constant velocity

mobility and travels from the left to right with 20 m/s velocity.

From the packet capture (PCAP) files, we can calculate the delay experienced by
MNN1 in the mobile network due to the handoff of MR from AR1 to AR2. At
t = 7.240 s, the MNN1 successfully receives the preceding packet from the CN.
After that MR changes the point of attachment and after successful completion of
the handoff of MR, MNN1 again successfully receives the next packet at
t = 12.245 s. So, the delay experienced by MNN1 = (12.245–7.240) s = 5.005 s.

6 Conclusion

NEMO-BS protocol provides seamless Internet connectivity by providing smooth
and fast hand-off for a group of users moving from one place to another. In this
paper, we have implemented this protocol as an extension of MIPv6 in ns3 envi-
ronment, so that it can be appended as a new library file in ns-3 in future, which will
help the naive users. The above implementation complies with the standard, defined
by the IETF. But, a few future works are also required to make it fully usable by the

Fig. 5 Simulation snapshot of implemented NEMO-BS in NS3
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research community. As the open-source simulator like ns-3 presently mandates
validation for any new implemented module, our implementation must be validated
against some of the strong existing implementations. Above all, integrating NEMO
into LTE would be very interesting as recent research trends mostly rely on LTE
communication.
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Modified DFA Minimization
with Artificial Bee Colony Optimization
in Vehicular Routing Problem
with Time Windows

G. Niranjani and K. Umamaheswari

Abstract A NP-hard problem, vehicular routing is a combinatorial optimization
problem. Vehicular routing problem with time windows indicates vehicular routing
with specified start and end time. There will be “n” number of vehicles starting from
the depot to cater to the needs of “m” customers. In this paper, Gehring and
Homberger benchmark problems are considered wherein the size of customers is
taken to be 1000. Artificial Bee Colony Optimization algorithm is executed on these
60 datasets and the number of vehicles along with total distance covered is
recorded. The modified version of Deterministic Finite Automata is applied along
with the Artificial Bee Colony Optimization and the results produce 25.55% effi-
cient routes and 15.42% efficient distance compared to simple Artificial Bee Colony
Optimization algorithm.

Keywords Artificial Bee Colony Optimization � Minimization �
Number of routes � Total distance

1 Introduction

Vehicular routing problem with time windows is a NP-hard problem. It is a com-
binatorial optimization mechanism. Vehicular routing problem is similar to trav-
elling salesman problem. In the travelling salesman problem, a sales person has to
start from one city, travel to all the other cities only once and then return to the
original city with the minimum cost possible. In VRPTW, the number of customers
and the number of vehicles are specified. These vehicles start from the depot that is
also specified in the problem, go to different customers that are distributed across
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and then return to the depot. The customers are specified as x and y coordinates of
the point. When a customer is reached, the next customer is selected which has the
minimum distance from the current point among all the points that are not yet
visited. This paper considers the 60 datasets pertaining to Gehring and Homberger
benchmark problems that service 1000 customers.

In the real world, these vehicle routing problems are being used in distribution
and transportation logistics [1] and also specific applications such as solid waste,
beverage, food, diary and newspaper industries [2].

The dataset, in general, contains the following details: vehicle count and the
capacity of each vehicle. For each vehicle, the following details are specified:
(1) Customer number: for depot, the customer number is zero. All the other vehicles
have natural numbers sequentially. (2) x-coordinate of the customer.
(3) y-coordinate of the customer. (4) Demand: this denotes the priority. (5) Start
time: the customer needs to be serviced after the start time. (6) End time: the
customer needs to be serviced before the end time. (7) Service time: the time taken
to perform service for this particular customer. The Gehring and Homberger
benchmark problems have six sets of problems: C1 type, C2 type, R1 type, R2 type,
RC1 type and RC2 type. Each type has 10 problems. The types vary in terms of
vehicle count and the capacity of each vehicle.

1.1 Reason for Considering the Gehring and Homberger’s
Problem for the Experiments

1. Solomon’s benchmark problems have been considered in many algorithms
associated with vehicular routing problem with time windows. In these prob-
lems, the maximum number of customers in a single instance is 100. Gehring
and Homberger benchmark problems are a variation of Solomon’s benchmark
problems with more number of customers for each instance.

2. The number of customers represented in each of the instances is 1000. To
demonstrate that the algorithm can handle a huge amount of customers com-
parative to the other algorithms such as branch and price, Tabu search, firefly
algorithms and even some variations of ABC [Tournament selection, Vector
Evaluated Technique and Roulette Wheel Selection technique], these problems
are selected.

2 Artificial Bee Colony Optimization

Karaboga [3] started the Artificial Bee Colony algorithms after observing the
behaviour of honey bees and applied them to real-time problems. He along with
Karaboga and Basturk [4] further extended the usage of the algorithm for solving
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various optimization problems. Karaboga and Basturk [4] and Singh [5] propose a
solution that shows the better performance of bee colony algorithms in comparison
with particle swam optimization and genetic algorithms, particle swarm optimiza-
tion [6, 7], Tabu search and ACO algorithms, respectively.

2.1 Working of Honey Bees

Artificial Bee Colony Optimization algorithms are based on the working of
real-world honey bees. These algorithms come under swarm intelligence—wherein
problems are solved based on the collective behaviour of social insect colonies and
other animals. In this paper, the honey bees are considered. There are three types of
honey bees: (1) Scout bees: these are used to search for new food sources randomly.
(2) Onlookers: the onlooker bees calculate the nectar amounts available in the food
sources. (3) Employed bees: these determine the nectar amount and the probability
value with which the food source can be reached from the bee hive.

2.2 Essential Components of Forage Selection

(1) Food sources: a particular food source is selected based on its proximity to the
hive, richness/concentration and the ease of extracting energy. (2) Employed for-
ager: it carries information about the food source, how much distance it is from the
hive and the direction of the food source from the hive, profitability and it shares
information with a certain probability. (3) Unemployed forager: the scout bees and
the onlooker bees come under this category.

2.3 Modes of Behaviour

There are two important modes of behaviour of the honey bees with respect to the
food sources. (1) Recruitment of the food source, (2) Leaving behind the food
source. The honey bees exchange information about the food sources among
themselves by means of the “waggle dance”.

2.4 Basic Self-Organization Properties

(1) Positive feedback: when the nectar in the food source is high, the number of
onlooker bees is high. (2) Negative feedback: when the nectar in the food source is
poor, there are no bees nearer. (3) Fluctuations: probability value of the nectar in the
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food source in comparison with others [8]. (4) Multiple Interactions:
Communication between different types of bees with regard to the food source.
Many tasks are performed at the same time leading to the division of labour [3].

2.5 Algorithm

The general Artificial Bee Colony Optimization algorithm proposed by Dervis
Karaboga [4] is as follows:

Send the scout bees onto the initial food sources

REPEAT

Send the employed bees and find the nectar amounts in the food sources
The onlooker bees decide the selection of food source based on its probability value
They go to the respective food source and determine the nectar amount
The food source selected by the bees are exploited
Again, send the scout bees to search for new food sources
Remember the food sources exploited so far.

UNTIL (constraints are satisfied).

2.6 Parameter Setting for the ABC Algorithm

1. All the vehicles start from the depot.
2. It is assumed that the vehicles are not affected by traffic conditions.
3. All the customers will be serviced only after the start time but before their end

time.
4. A particular vehicle should be available to service a customer within the service

time of that particular customer.

3 VRPTW

The study of vehicular routing started in 1959 when G. B. Dantzig and J. H. Ramser
[9] proposed the truck dispatching problem applicable to the delivery of gasoline to
service stations. It was followed by Clarke [10] to provide an iterative procedure to
select the optimum or near-optimum route in a better way. A lot of algorithms [11]
have been proposed and some implemented to this problem which provide both
exact and approximate solutions.
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The vehicular routing problem with time windows has been solved by many
algorithms. Some of the well known algorithms are presented in Table 1.

3.1 Objectives

The following are the objectives of the VRPTW:

1. Minimization of Total routes:
The total number of routes refers to the total number of vehicles needed to solve
a particular problem. The number of vehicles varies depending on the placement
of customers. If the customers are nearer, a single vehicle is enough to service
all those customers, provided that particular vehicle is available within the start
time and the end time of that customer. The algorithm is designed such that the
total number of routes is minimized [12].

2. Minimization of the total distance travelled:
Distance of a single vehicle is measured as the sum of the distance between the
depot and the first customer that the vehicle is servicing and the distance
between the first and the second customer and then the second and the third and
so on till the last customer. The distance between the last customer and the depot
is added along with these values. The total distance of a particular customer is
calculated as the summation of distances of individual vehicles. This algorithm
takes care of the fact that the total distance is reduced.

3. Minimization of the total time taken:
Time taken for a single vehicle is calculated as the summation of the start time
of the first customer and its service time and then subsequent service time of the
corresponding customers. Total time is calculated as the summation of the time
taken by individual vehicles which is to be reduced by the proposed algorithms.

It has to be taken care that the capacity constraints are not violated [13].

3.2 Procedure

There are different variations for solving VRPTW using Artificial Bee Colony
Optimization algorithm. Some are presented in Table 2.

The vehicle count, the capacity of vehicles and the depot details—customer
number: 0, x-coordinate and y-coordinate of the depot, demand, start time, end time
and unload time—are got from the input dataset along with the details of the 1000
customers. The number of routes is initialized to 0.

The following procedures are executed until all the customers are serviced:

1. MemorizeBestSource (): This function is used to select the customer with the
least start time and also that has not been serviced yet.
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2. SendEmployedBees (): This function is used to execute the work of the
employed bees. The customer selected by the MemorizeBestSource () is to be
processed. This function selects the route that this customer is to be placed in.
A group of routes is selected based on the following conditions:

• The distance from the depot should be greater than the distance from the
routes latest point to this customer.

• The time taken by the route until the latest point should be less than the
customer’s end time.

3. CalculateProbabilities (): This function selects the route with the minimum
distance among the set of routes selected in the SendEmployedBees () function.

4. SendOnlookerBees(): If no such routes are selected by the CalculateProbabilities
() function, a new route is created with the following conditions:

• The vehicle count of the new route is set to 1.
• The customer is marked as serviced.
• A new route is created with the present customer as the first vehicle.
• Route time is equal to the sum of the starting time of a particular customer

and the time taken to unload.
• Distance of the route is calculated as the distance from the depot to the

present customer.
• The number of routes is incremented by 1.

When a sample route is selected to fit in this customer, the following procedures
are carried out:

• The customer is marked as serviced.
• The present customer is added with the selected route as the last one.
• The number of vehicles processed by the current route is incremented by 1.
• If the start time of the present customer is before the route time, the route time is

calculated as the sum of route time and the unload time for this particular
customer. Else, the route time is calculated as the sum of the starting time of the
present customer with its unload time.

• Distance of the route is calculated as the sum of the previous distance and the
distance between the previous point and the present customer.

• The present customer is made as that particular route’s last point.

All the distances are measured using the Euclidean distance—The distance
between two points (x1, y1) and (x2, y2) is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � x2Þ2 þðy1 � y2Þ2

q

5. SendScoutBees (): The scout bees manage the customers that can be selected in
the next iteration.
The route number, the number of vehicles, specific distance, number of cus-
tomers serviced and time taken is displayed for each route. In the end, the total
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number of routes, total distance—the summation of the distance of individual
routes and the total number of serviced customers—are displayed. The number
of vehicles and the total distance travelled is recorded to be compared.

4 Minimization of Deterministic Finite Automata

Deterministic Finite Automata refers to a machine that has a countable number of
states and each input state has exactly one output state on a given input. The
deterministic finite automata is indicated as (Q,

P
, d, q0, F) wherein Q refers to the

set of states,
P

refers to the input alphabet, d refers to the transition equation which
contains the input state, input alphabet and the output state, q0 refers to the initial
state and F refers to the set of final states [14].

For minimizing a DFA, initially, the final states are considered as one compo-
nent and all the other states are considered as another component. Each component
is checked whether they all give the states belonging to the same component for
each alphabet. If so, they are retained in the same component. Else, the component
is split and the same procedure is followed again until there is no change. In the
end, the states belonging to the same component are considered as one state and the
Deterministic Finite Automata is reconstructed [15].

4.1 Algorithm for Modified DFA on ABC

On applying modified DFA minimization, the ABC algorithm changes as follows:

Send the scout bees onto the initial food sources
Group the food sources based on the distance between them
REPEAT

Send the employed bees and find the nectar amounts in the food sources
The onlooker bees decide the selection of food source based on their probability
value
They go to the respective food source and determine the nectar amount
The food source selected by bees are exploited.

For each food source that is available in the group of the current food source

If the food source is currently available and is not yet exploited, it is exploited by
the bees

Again, send the scout bees to search for new food sources
Remember the food sources exploited so far

UNTIL (constraints are satisfied).
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4.2 Parameter Setting for Modified DFA on ABC

In addition to the above-mentioned parameters, a few are added to the modified
DFA with the ABC algorithm:

1. The customers in a single group will be serviced by a single vehicle only when
the start time and the end time coincide with the free time of the vehicle.
Otherwise, different vehicles will be assigned to vehicles in a single group.

5 Modified DFA Minimization with Artificial Bee Colony
Optimization in Vehicular Routing Problem with Time
Windows

5.1 Changes to Artificial Bee Colony Optimization
in VRPTW

In normal DFA minimization, the states that are grouped as a single component are
considered as a single state. Here, it is modified such that the customers are grouped
such that they belong to the same route if the capacity does not exceed. If the
capacity exceeds the specified limit, the group can be split into different customers
belonging to different routes.

The customers are considered in pairs having a minimum distance between them
and they are grouped based on the following conditions:

• When both the customers are not in any groups, and they have a minimum
distance between themselves compared to others; those two customers are
combined together to form a new group.

• When any one customer of the pair is grouped and the other one is not paired,
the customer not paired belongs to the group of the paired customer.

• When both the customers are paired, then two conditions are checked: (1) When
they both belong to the same group, they are left as such. (2) When they both
belong to different groups, any one of the customer groups is discarded and the
customers belonging to the discarded group is added to the group of the other
customer.

The functions of the Artificial Bee Colony Optimization for vehicular routing
problem are executed as such except the functions:

• SendOnlookerBees (): In this function, a small change is done. When a customer
belonging to a group is selected to be attached to a route, the customers
belonging to the same group are given a preference to be selected in the same
route, provided the constraint pertaining to the capacity of the vehicle is not
violated.
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• SendScoutBees (): This function is used to service the customers belonging to
the group of the last serviced customer whose start time is less than the route
time of the present route.

The route number, the number of vehicles, specific distance, number of cus-
tomers serviced and time taken are again displayed for each route. In the end, the
total number of routes, total distance—the summation of the distance of individual
routes, the total number of serviced customers—are displayed. The number of
routes and the total distance travelled is recorded to be compared with the previous
one.

6 Results and Discussion

6.1 Comparison of Routes

The routes obtained from the Artificial Bee Colony algorithm is compared with the
routes obtained in the Minimized DFA combined with ABC algorithm for the
VRPTW. The comparison is done for each problem type separately.

C1_Type: Ten problems with count of vehicles: 200 and capacity: 250. There
are 1000 customers in these problems each with service time of 90. The modified
DFA with ABC algorithm gave better results for 90% of problems than the ABC
algorithm as indicated in Fig. 1. The number of routes using minimized DFA is
found to be 7.10% better than ordinary Artificial Bee Colony Optimization
algorithm.

Fig. 1 Comparison of the number of routes for the ABC algorithm with the Modified DFA with
ABC algorithm for C1 type problem
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C2_Type: Ten problems with count of vehicles: 700 and capacity: 250. There
are 1000 customers in these problems each with service time of 90. The modified
DFA with ABC algorithm gave better results for 80% problems than the ABC
algorithm as indicated in Fig. 2. The efficiency when minimized DFA is applied
improves by 16.8% in terms of the number of routes.

R1_Type: Ten problems with count of vehicles: 200 and capacity: 250. There
are 1000 customers in these problems each with service time of 10. The modified
DFA with ABC algorithm gave better results for 90% problems than the ABC
algorithm as indicated in Fig. 3. The number of routes is found to be 24.38% more
efficient when minimized DFA is applied.

R2_Type: Ten problems with count of vehicles: 1000 and capacity: 250. There
are 1000 customers in these problems each with service time of 10. The modified
DFA with ABC algorithm gave better results for 100% problems than the ABC
algorithm as indicated in Fig. 4. When minimized DFA is applied over Artificial
Bee Colony Optimization, the results obtained are found to be 40.59% more effi-
cient in terms of the number of routes.

RC1_Type: Ten problems with count of vehicles: 200 and capacity: 250. There
are 1000 customers in these problems each with service time of 10. The starting
time of customers in this data-set is far less compared to the previous problems. The
modified DFA with ABC algorithm gave better results for 90% problems than the
ABC algorithm as indicated in Fig. 5. These instances are found to be 10.43% more
efficient when minimized DFA is applied for calculating the number of routes.

RC2_Type: Ten problems with count of vehicles: 1000 and capacity: 250. There
are 1000 customers in these problems each with service time of 10. The starting
time of customers in this dataset is far less compared to the R1, R2, C1 and C2 type
problems. The modified DFA with ABC algorithm gave better results for 100%

Fig. 2 Comparison of the number of routes for the ABC algorithm with the Modified DFA with
ABC algorithm for C2 type problem
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problems than the ABC algorithm as indicated in Fig. 6. 53.97% more efficiency is
achieved for the RC2 type problems when minimized DFA is applied compared to
Artificial Bee Colony Optimization algorithms for finding the number of routes.

Fig. 3 Comparison of the number of routes for the ABC algorithm with the Modified DFA with
ABC algorithm for R1 type problem

Fig. 4 Comparison of the number of routes for the ABC algorithm with the Modified DFA with
ABC algorithm for R2 type problem
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6.2 Comparison of Distances

C1_Type: Ten problems with count of vehicles: 200 and capacity: 250. There are
1000 customers in these problems each with service time of 90. The modified DFA
with ABC algorithm gave better results for 100% problems than the ABC algorithm
as indicated in Fig. 7. The instances are found to be 7.29% more efficient when
minimized DFA is applied on top of Artificial Bee Colony Optimization algorithms.

Fig. 5 Comparison of the number of routes for the ABC algorithm with the Modified DFA with
ABC algorithm for RC1 type problem

Fig. 6 Comparison of the number of routes for the ABC algorithm with the Modified DFA with
ABC algorithm for RC2 type problem
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C2_Type: Ten problems with count of vehicles: 700 and capacity: 250. There
are 1000 customers in these problems each with service time of 90. The modified
DFA with ABC algorithm gave better results for 90% problems than the ABC
algorithm as indicated in Fig. 8. The efficiency when minimized DFA is applied
improves by 18.02% in terms of the total distance.

R1_Type: Ten problems with count of vehicles: 200 and capacity: 250. There
are 1000 customers in these problems each with service time of 10. The modified
DFA with ABC algorithm gave better results for 80% problems than the ABC

Fig. 7 Comparison of the total distance for the ABC algorithm with the Modified DFA with ABC
algorithm for C1 type problem

Fig. 8 Comparison of the total distance for the ABC algorithm with the Modified DFA with ABC
algorithm for C2 type problem
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algorithm as indicated in Fig. 9. The total distance is found to be 8.44% more
efficient when minimized DFA is applied.

R2_Type: Ten problems with count of vehicles: 1000 and capacity: 250. There
are 1000 customers in these problems each with service time of 10. The modified
DFA with ABC algorithm gave better results for 100% problems than the ABC
algorithm as indicated in Fig. 10. When minimized DFA is applied over Artificial
Bee Colony Optimization, the results obtained are found to be 31.72% more effi-
cient in terms of the total distance.

Fig. 9 Comparison of the total distance for the ABC algorithm with the Modified DFA with ABC
algorithm for R1 type problem

Fig. 10 Comparison of the total distance for the ABC algorithm with the Modified DFA with
ABC algorithm for R2 type problem
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RC1_Type: Ten problems with count of vehicles: 200 and capacity: 250. There
are 1000 customers in these problems each with service time of 10. The starting
time of customers in this dataset is far less compared to the previous problems. The
modified DFA with ABC algorithm gave better results for 90% problems than the
ABC algorithm as indicated in Fig. 11. These instances are found to be 2.47% more
efficient when minimized DFA is applied for calculating the total distance.

RC2_Type: Ten problems with count of vehicles: 1000 and capacity: 250. There
are 1000 customers in these problems each with service time of 10. The starting

Fig. 11 Comparison of the total distance for the ABC algorithm with the Modified DFA with
ABC algorithm for RC1 type problem

Fig. 12 Comparison of the total distance for the ABC algorithm with the Modified DFA with
ABC algorithm for RC2 type problem
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time of customers in this dataset is far less compared to the R1, R2, C1 and C2 type
problems. The modified DFA with ABC algorithm gave better results for 100%
problems than the ABC algorithm as indicated in Fig. 12. 53.97% more efficiency
is achieved for the RC2 type problems when minimized DFA is applied compared
to Artificial Bee Colony Optimization algorithms for finding the number of routes.

7 Conclusion and Future Work

The Modified DFA with Artificial Bee Colony algorithm has a higher performance
when compared to the Artificial Bee Colony Optimization algorithm when applied
to vehicular routing problem with time windows. Overall performance: 91.67%
problems got better results, i.e. 25.55% more efficient in terms of the number of
routes and 93.33% of the problems got better results, i.e. 15.42% more efficient for
the total distance travelled by all the vehicles as a whole for the vehicular routing
problem with time windows. The total time taken can also be added as a parameter
along with these values. Even other algorithms such as genetic algorithms, particle
swarm optimization and ant colony optimization can be optimized by applying
DFA minimization along with those concepts for the VRPTW.
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Coverage-Aware Recharge Scheduling
Scheme for Wireless Charging Vehicles
in the Wireless Rechargeable Sensor
Networks

Govind P. Gupta and Vrajesh Kumar Chawra

Abstract Recent advancement in the wireless power transfer technology has
motivated the development of a wireless rechargeable sensor network (WRSN). In
WRSNs, the formation of an optimal recharging schedule for each wireless charger
vehicle is a well known NP-complete problem. To determine the optimal recharging
schedule for each wireless charger vehicle, this paper presents a coverage-aware
recharge scheduling scheme (CRS) where ACO-based metaheuristic algorithm is
employed. In order to provide fast recharging in WRSN, the proposed scheme
employs multiple wireless charger vehicles to perform the charging task.
Performance analysis of the proposed scheme confirms its superiority in terms of
charging latency.

Keywords Recharging scheduling � Wireless rechargeable sensor networks �
ACO-based metaheuristic

1 Introduction

In WSRNs, a set of rechargeable sensor nodes are deployed over an area of interest
where each sensor node carry a wireless rechargeable battery and one or more
wireless charging vehicle (WCV) are deployed for efficient recharging task [1, 2].
Recharging of the sensor nodes before their battery power vanishes by using
multiple WCVs is a very critical task. Hence, optimal scheduling of the WCV is a
fundamental research issue in WSRNs [1–5].

In WRSNs, the formation of an optimal recharging schedule for each mobile
recharger is a well known NP-complete problem [2–7]. There are many solutions
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proposed in the literature for designing the recharge schedule for WCV. Most of the
solutions consider only single WCV for completing the recharging task. However,
these techniques suffer from charging latency problem [3–6].

In order to enhance charging efficiency and reducing the charging latency, this
paper proposes a coverage-aware recharge scheduling (CRS) scheme. In the pro-
posed scheme, ACO-based metaheuristic algorithm is used for deriving the optimal
recharge schedule for each WCV. In CRS, multiple WCVs are used for delay effi-
cient recharging of the deployed sensor nodes. The proposed scheme contains
mainly two phases: task assignment process for the WCV and derivation of the
optimal recharge schedule for each WCV. To ensure the coverage of WCVs, pro-
posed scheme divides the monitoring area into a set of logical grids and a subset of
grids are allocated to each WCV for power transfer task. In order to schedule the
traversal path of each WCV, an ACO-based metaheuristic algorithm is used for
deriving the recharge schedule for each WCVs.

The remaining parts of the paper are structured as follows. A brief overview of
the related work on recharge scheduling methods for the WCV is described in
Sect. 2. Section 3 presents the network model and various assumptions used in this
work. Section 4 discussed the proposed coverage-aware recharge scheduling
scheme for wireless charging vehicles. In Sect. 5, simulation result analysis and a
detailed performance comparison of the proposed scheme with the existing scheme
are discussed. Finally in Sect. 6, the paper is concluded.

2 Related Work

In the literature, several research works have been proposed for deriving the
recharge schedule for wireless charging vehicles. In [3], the authors have described
a mobile charging method where the first clustering algorithm is employed to
cluster the nodes based on their energy consumption rate. After the formation of the
cluster, a set of nested TSP tours are formed for traversing the nodes that require
energy. In [4], authors have presented two different charging algorithms, keeping an
objective to minimize charging time as well as travel distance.

In [5], Wang et al. have discussed a node deployment scheme where a data
gathering vehicle and multiple charging vehicles are employed to balance the
energy resources and maximize the network lifetime of the network. In this scheme,
only a single mobile charger is used for recharging task. The authors in [6] have
presented a multimode wireless charging method where the mobile charger can
charge multiple nodes at a time. In this scheme, the network area is partitioned into
hexagonal cells. In this scheme, it is assumed that charging point is always at the
center of the cell.

In [7], the authors have considered charging problem as two subproblems such
as tour formation and assignment problem. In this scheme, a greedy
technique-based heuristic algorithm is proposed for solving these problems. In [8],
Jia et al. have discussed an integrated solution for charging and routing problem in
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WRSNs. In this scheme, a heuristic algorithm is employed to derive optimal
charging tour using a predetermined routing tree. This scheme employed a GA-
based metaheuristic optimizing technique for optimizing charging and the routing
tasks. This scheme considered only a single mobile vehicle for charging and data
gathering task. Thus it suffers from charging latency problem.

The authors in [9] have proposed a collaborative scheme for solving the
recharging problem in WRSNs. In this scheme, the network area is divided into a set
of concentric circles and authors have tried to optimize the number of charging
vehicles required for completing the charging task. In the literature, there are many
solutions proposed by different researchers to solve the recharge schedule problem
in WRSNs. Most of the scheme only utilized a single mobile charger vehicle for
completing the recharging task. Thus, suffers from charging latency problem. In this
paper, multiple WCVs are employed for reducing the charging latency and
enhancing total charging efficiency. In addition, the proposed work also considers
the coverage issue of recharging so that all required sensor nodes are recharged by
the dispatched WCVs.

3 Network Model and Assumptions

These research works consider a wireless rechargeable sensor network where net-
work area is logically divided into a set of equal size grids. Each grid can contain a
set of sensor nodes and one of the them is selected as cluster head node which
collects the sensed data from its cluster members and handovers to mobile sink
during its data collection process [11–13]. In this work, we assume that all sensor
nodes are homogeneous and haveequal sensing and communication range [13–16].
Figure 1 illustrates the network model used in this paper.

4 Coverage-Aware Recharge Scheduling
Scheme for Wireless Charging Vehicles

This section presents a detail explanation of the working of the proposed
coverage-aware recharge scheduling scheme (CRS). In the proposed scheme,
ACO-based metaheuristic algorithm is used for deriving the optimal recharge
schedule for each wireless charging vehicle (WCV). In CRS, multiple WCVs are
used for delay efficient recharging of the deployed sensor nodes. The proposed
scheme contains mainly two phases: task assignment process for the WCV and
derivation of the optimal recharge schedule for each WCV.
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4.1 Task Assignment Process for the WCV

In order to assign the recharging task to each involved WCV, available area of
interest is logically divided into equal size grids and a subset of grids is assigned to
each WCV for traversing and recharging the sensor nodes located in that grid. In the
experiments, the proposed scheme has taken 25 � 25 dimensions for each grid. In
order to ensure coverage of recharging task by the WCs, the monitoring area is
divided into logical grids. For scheduling the traversal path for each WCV, an ACO-
based metaheuristic algorithm is used which is described in Sect. 4.2.

Fig. 1 Network model used in the proposed scheme
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4.2 Derivation of the optimal recharge schedule
for each WCV

For the derivation of the optimal recharge schedule for each deployed WCV, the
proposed scheme employed an ACO-based metaheuristic algorithm. The working of
the ACO-based optimal recharge scheduling algorithm is described as follows:

(i) Initialization In this phase, the proposed scheme selects a set of location
points where WCV stay for a fixed charging time to wirelessly transmit
power to recharge all sensor nodes located in the grid. Since each WCV stays
at a particular point of each grid, a population set is randomly generated by
selecting a random location point from each grid. Let a WCV needs to visit a
set of M grid so a set of M stay points are randomly selected and need to
devise a optimal visiting schedule for traversing theses stay point such that
total traveling cost of WCV will be minimum. Each WCV is dispatched from
the base station to visit each grid and recharge all sensor nodes located in
each grid. Base station (BS) and a set of stay points (Si) form a connected
graph G where source node BS connects all destination points Si. Each link
between (BS, Si) is initialized with a variable called pheromone trail
(sij = s0). The value of the pheromone trail can be read and updated by ants.

(ii) Selection of visiting schedule for optimal recharging In this phase,
probability of each link (i, j) of the graph is calculated by using the following
formula as given in [17, 18]. Here, Ni is set of neighboring stay points of the
points i.

pij ¼
1
dij
� sijP

j2Ni
sij

if j 2 Ni

0 otherwise

(
ð1Þ

After calculation of probability ðpijÞ of each link, a sequence of stay points is
selected based on their computed probability value. This sequence of stay
points considers as a recharge schedule which starts from the base station and
ends at the base station. After getting the recharge schedule, calculate its cost
ðCsÞ by calculating total traveling distance by WCV.

(iii) Pheromone Update In this phase, after calculation of cost of the derived
schedule, the value of pheromone trail (sij) for each link is updated using the
following formula which is given in [17, 18].

sij tþ 1ð Þ ¼ q� sij tð Þþ q
Cs tð Þ ð2Þ

Here q is the evaporation rate whose value is between 0 and 1. Q is a
constant and Cs tð Þ is the cost of the derived schedule in t iteration. After
updating the value of pheromone trail, Step (ii) and (iii) are repeated until we
get an optimal cost schedule for WCV.
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5 Result Analysis

This section presents the result analysis of the proposed scheme and compares its
performance with the single WCV-based scheme. Implementation of the proposed
scheme and the existing scheme are done using MATLAB R2014. In the experi-
ments, this paper considers four WCVs for recharging tasks. Figure 2 illustrates
traversing of each WCV for recharging the sensor nodes of each grid.

Figure 3 illustrates the result analysis of the proposed scheme (CRS) and com-
pares its performance with the single WCV-based scheme in terms of charging
latency by varying the speed of the WCV. It can be depicted from Fig. 3 that
charging latency for the proposed scheme is significantly much lower than the
existing scheme. This is due to the use of multiple WCV and derivation of optimal
recharging schedule in the proposed scheme.

Figure 4 illustrates the result analysis of the proposed scheme (CRS) and its
comparison with the single WCV-based scheme in terms of charging latency by
varying the grid size from (10 � 10) to (60 � 60) within the network. It can be
observed from Fig. 4 that charging latency for the proposed scheme is significantly
much lower than the existing scheme. This is due to the use of multiple WCV and
derivation of optimal recharging schedule in the proposed scheme.

Figure 5 illustrates the result analysis of the proposed scheme (CRS) and its
comparison with the single WCV-based scheme in terms of charging latency by
varying the number of stay points from 9 to 400 within the network. It can be

Fig. 2 Illustration of the traversal path of each WCV for recharging tasks
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observed from Fig. 5 that as the number of stay points increases, the charging
latency also increases. Charging latency for the proposed scheme is significantly
much lower than the existing scheme. This is due to the use of multiple WCV and
derivation of optimal recharging schedule in the proposed scheme.
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Figure 6 illustrates the result analysis of the proposed scheme (CRS) and its
comparison with the single WCV-based scheme in terms of charging latency by
varying the size of the network area (100 � 100) to (500 � 500). It can be
observed from Fig. 6 that as the size of the network area increases from
(100 � 100) to (500 � 500), charging latency also increases. This is due to the fact
that the total number of grids visited by a WCV also increases. Charging latency for
the proposed scheme is significantly much lower than the existing scheme. This is
due to the use of multiple WCV and derivation of optimal recharging schedule in
the proposed scheme.

6 Conclusion

This paper proposed a coverage-aware recharge scheduling scheme for wireless
charging vehicle where ACO-based metaheuristic algorithm is employed to deter-
mine the optimal schedule for each wireless charging vehicle. In order to reduce
charging latency, the proposed scheme employs multiple charging vehicles that are
dispatched by the base station concurrently. Simulation results and its analysis
confirm that the proposed scheme performs significantly better than the existing
scheme in terms of charging latency.
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A Transition Model from Web of Things
to Speech of Intelligent Things
in a Smart Education System

Ambrose A. Azeta, Victor I. Azeta, Sanjay Misra and M. Ananya

Abstract Several terms have been used to describe Internet of Things; Web of
Things (WoT) is a term which can be used interchangeability and it is referred to as
the capability of devices to interconnect to the World Wide Web and sharing the
information and data to one another. WoT has been mentioned in the literature to
improve interconnection between devices at all times. In WoT, two different modes
of communication which are generally mentioned in previous studies include
person-to-thing (or thing-to-person) and thing-to-thing. This paper presents an
architecture for transiting from WoT to speech-enabled WoT known as Speech of
Intelligent Things (SoIT). The system employs a combination of technologies such
as system design, server-side scripting, speech-based system tools, and data man-
agement in developing the SoIT prototype system as a third mode of communi-
cation. This paper illustrates a scenario whereby remote monitoring and controlling
of WoT devices within the university campus might be difficult to manage by only
using the modes discussed in the literature. An evolution of WoT to SoIT was
realized using speech technology to provide a prototype system. Technical impli-
cations involve using a telephone by connecting an object telephone number
(OTN) and dial WoT objects and establish a control mechanism. The research
limitation is mainly the cost of dialing an OTN number. The contribution of this
paper is to favor and encourage the use of speech technology to enhance the
convenience of communication between WoT devices within the school campus.
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1 Introduction

Among the web technologies that are presently gaining attention in the research
community is the Web of Things (WoT). Web of Things transforms the connection
between millions of devices and smart devices and interactions with humans and
one another. In WoT, sending and receiving of information exists between cloud
and one another, with the possible aim of collection and analysis of huge amount of
data accurately [1] suggesting that distinct approaches exist across a variety of
technologies such as vehicles which are able to sense fatigue of the user and execute
maintenance which is self-scheduled and provide dynamic analysis, execute, and
inform the forecasted time of arrival of waiting passengers.

The literature has failed to discover that the concepts of WoT have been applied
to e-Learning and school environment to enhance teaching and learning results
thereby providing greater achievements than in other fields. In other words, edu-
cational institutions are a good place in which WoT can be researched [2].

There are two different modes of the interface in WoT usually discussed in the
studies. Thing-to-person or person-to-thing in which there is an interaction between
people and things and thing-to-thing in which day-to-day objects communicate with
each other. In this research, it is envisaged that control and monitoring of WoT
objects remotely might be burdensome with the use of two modes only. Some
uncertainties do exist on how the WoT will be controlled and monitored. Some
years ago, Internet Protocol Version 6 (IPv6) was developed to facilitate a high
number of systems with a distinct IP address that aided the transmission and
receiving of information [3]. The entire world seems to approach a global village
where the exchange and sensing of data are done through the connection to different
types of networks (private and public). Data is collected, processed, and used from
time to time from the connected device to provide more information about the
devices. This process provides intelligent data for control, plan, management, and
decision-making.

A method has been proposed on how to control the WoT objects involving
mobile telephony. This method involves dialing the Object Telephone Number
(OTN) through the use of a mobile device and connection to any of the WoT
objects, which will begin this mechanism. In this environment, different SoIT
devices are assigned a value for OTN which is used instead of an IP address for
communication among the devices. The communication occurs when an OTN value
is dialed via a mobile device. A lot of objects and entities such as traditional office
systems, educational programmes, vehicles, mobile devices, and students and staff
residents can be replaced by an SoIT-based campus. When universities are com-
pared to this system, universities consist of, accommodations, clinics, athletic
facilities, health institutions, hospitals, offices, parking areas, classrooms, restau-
rants, and libraries [4].
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With Speech of Internet Things (SoIT), wearable computer can be used by
students to explore the points of the university transportation which can be done by
dialing an OTN number, attend their classes online, perform online bank transac-
tions, be up-to-date with the library transactions, in other words, check the avail-
ability of a book, be aware of the prices of food items in canteens, and order items
in the storage. In an educational environment, a large portion of information needs
is shared by students and staffs which include information regarding classrooms,
schedules, locations, seminars, lab equipment, student residences, assignments,
presentations, sports events, etc. This information is highly relevant and related to
people and objects found in the institutional environment. When wireless tech-
nology such as WLAN (Wireless Local Area Network) is implemented in con-
junction with SoIT platform, technologies, and smart devices, it helps to detect
devices or places, thereby making this feasible for fulfilling information needed by
the individuals in a typical learning atmosphere in an efficient and effective way [5].

A discussion is made regarding the provision of accommodation for students and
staffs of the higher institution in Nigeria whereas higher educational institutions
which can provide this facility have not yet implemented the required technology in
various other units such as transportation, storage, commercial institutions, cafe-
terias, classrooms, hospitals and clinics, dormitories, library, etc. In other words,
manual processing of transactions is still done in many units. Supervision of a
human is needed to control objects such as electrical appliances used in homes and
offices. Devices have no interconnection and remote manipulation between them.
Mostly, learning takes place 40% online and 60% involves the presence of an
individual and this illustrates that ICT and the Internet are not being used with their
full capabilities for administration, management, learning, and teaching.

Institutions which have been able to provide adequate accommodation for the
staff and students still have the problem of providing exact locations of students to
the facility as well as the visiting parents. There are several students’ engagement
activities on campus. Students can be found in places within the campus such as the
library for the borrowing of books, storage, cafeterias, banks, and lecture halls for
lectures. They sometimes tend to go home for personal reasons. The availability of
transportation services for students and staffs not fully on ground. The wide use of
SoIT devices should be encouraged for different systems of the campus to work
together for successful management and easy access for everyone by an electronic
device (remote control) and manipulation of OTN devices. A framework of SoIT
based on the above is proposed in [27]. In this paper, we are extending the SoIT
framework by developing a real system with a prototype and implementing it on a
system.

This paper has six sections. In Sect. 2, the related work is provided.
Section three presents the SoIT framework. The fourth section discusses the
potential advantages and disadvantages of using WoT/SoIT. In section five, the
SoIT prototype and evaluation is presented while section six concludes the paper.
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2 Related Work

A research was carried out in [6] which gives a summary of the difficulties faced in
the areas such as reliability, security, mobility, and connectivity of WoT with the
use of IPv6 to achieve Internet of Everything (IoE). The main challenges and
solutions of IPv6 were also addressed. Some of the future works which discuss the
emergence of IoE to make applications mobile, distributed, secure, and powerful.
An example of such application is smarte cities which were also highlighted. The
study in [7] discussed the necessity of business organizations to develop WoT and
show the power of digitalization to entities for the creation of more business
opportunities. The design and evaluation of the model are presented that will give
researchers and industrialists to record, see, and analyze the current and future
commercial areas in WoT.

An attempt is made by studies to give an account of the architecture of WoT.
The research that was carried out in [8] introduces key enablers of WoT and gives
details of the main components of WoT such as the concept of machine-to-machine
(M2M), portability and mobility of devices, protocols for communication that are
appropriate for the WoT environment. It also discussed the difficulties faced in
WoT. A prototype of navigation-based solutions for WoT and an architectural
framework of WoT were also mentioned. In [9], an architecture and cloud-centric
vision are given for WoT implementation. This study presented major technological
development and applications which will make research in WoT feasible in the
future. The authors in [10] showed the perception of the future by Rambus. As the
number of devices is increasing dramatically and connection to the Internet is
possible, the world is deviating from a PC-based model and going toward inter-
connected systems.

3 The SoIT Architecture

The SoIT system signifies a vision by which the Internet interconnects on a daily
basis using OTN. Physical entities are now connected to the virtual world which
can serve as access points to Internet service and can be managed from a distance
by phone calls. SoIT is a ubiquitous computing platform with a lot of possibilities
for the advancement in society. Despite the numerous benefits, there are a lot of
technical challenges and risks. SoIT can only continue to grow if the technological
advances in the information and communication area are seen in the upcoming
years. Due to the creation of smaller versions of technological devices, reduction in
energy consumption and price devices can easily be adapted to daily lives. Smart
devices play an important role in SoIT because information and communication
technology are causing radical changes in the world [11].
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According to authors of [12], smart campus comprises other smart components
such as smart technology, lecturers, students, and environment. The framework by
Abuelyaman needs a smart campus to contain a smart cafe, smart storage, smart
residential areas, smart commercial banks, smart lecture rooms, smart hospitals and
clinics, smart transportation, smart devices such as smartphones, tablets, laptops,
etc. In SoIT, sensors interact with one another automatically and provide real-time
response rather than interacting with humans only. Local area networks (LAN) will
be used to mitigate physical devices. In WoT, each device will possess a unique IP
address in IPv6 format only whereas in SoIT in addition to the IP address, the
device will also have the OTN address.

The phone of the user would keep track of the physical and mental requirements
of states through the interconnection of the components which contains the main
system. Similarly, the complete set used at the higher institution may make efficient
use of resources by sharing and distributing the resources with other components
[13]. For example, during the arrival and departure from home, an automation
system can control the front porch light according to the needs of the user [14].
Figure 1 shows the SoIT framework for a smart campus. Objects have been placed
in a circular manner from 1 to N. Every object has a sensor attached and all of them
(sensors) are interconnected to each other by wireless sensor network (WSN). This
will aim to detect the transmission signals from the neighboring sensors which form
the network. WSN which works for information and communication is also called
revolutionary collection method. These sensors enhance the effectiveness and
improve the efficiency of the architecture for a smart campus [15].

In SoIT, all the objects have an OTN value on every node in the network.
Message transmission between users can be connected simply by calling an OTN
for a particular system, for example, staff can call the OTN of a commercial bank to

Fig. 1 The SoIT framework for smart campus
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perform certain transactions such as checking the bank balance of the account. The
student may want to check resources in the library or lecturers might want to
connect with the students for giving lectures, answer questions, or make discussions
on a particular topic. All these activities can be made possible when objects are
interconnected to each other using the SoIT framework.

4 SoIT Prototype and Evaluation

In order to understand the SoIT concept, a simple prototype speech-based appli-
cation was developed and deployed using VoiceXML [21] for speech interface,
PHP for server side, and MySQL for the database. A database with a field named
power status was created and assigned the value 1 to put off the computer system,
and 0 to restart the computer system. This system allows a user to dial a phone
number as an OTN address that is mapped to an object. The system responds
through speech interface by saying say 1 to put off or 0 to restart the computer
system. Once a 1 is selected, the computer will shut down. The web interface uses
an auto-refresh command that constantly checks for the value in the database field
of the power status button. The web interface of the system is shown in Fig. 2.

When OTN is dialed from a mobile phone, the system will say “Welcome to
shutdown utility”, and request for authentication information from the user. After
successful authentication, the user responds to the system request by saying 1 or 0.
A 1 will shut down the system, and a 0 will restart the system. In experimenting

Fig. 2 The web interface. Source The researchers
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with SoIT with respect to architectural considerations, hardware, software, and
deployment requirements, the design and implementation testbed in [22] may be
considered.
Typical Scenario
The call sequence in Fig. 3 exemplifies the interaction of the user with the system.

A prototype for an application called VoiceXML (speech user interface) is
developed for the web application on a Voxeo voice server and can be retrieved
from a mobile phone and as well as in fixed phone-line connections by adopting the
following structure: <source country int. dial out #><destination country
code><destination area code><generated voice network 7 digit #> [23].

A cognitive method called Cognitive Walkthrough Strategy was developed by
Rieman and Redmiles [24]. Cognitive Walkthrough Strategy [24] makes use of one
or a group of evaluators which are responsible for checking the user interface by
following a certain number of tasks, making learning easy, and accessing the
system’s understandability.

A questionnaire was developed and used as a survey instrument. Twenty
questionnaires were distributed to the users and we got responses from 16. The
received responses were analyzed and reported, and the results were presented. We
use a five-point Likert scale for our study and analysis (1 = strongly disagree and
5 = strongly agree). The findings show good usability of 4 as the mean rating on a
1–5 scale.

Fig. 3 Sample call flow to shutdown and restart a computer. Source The researchers
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5 Advantages and Disadvantages of Using SoIT and WoT

WoT and SoIT have numerous unlimited benefits. WoT systems can make our lives
better by conservation of resources, the creation of new opportunities, innovation,
and improvement of knowledge [16]. In [17], the authors have explained that WoT
is developed to improve connections among devices by using WSN everywhere at a
given time. WoT is presently being used positively by some business organizations.
Users of business organizations can utilize the services of WoT for data analytics to
generate more revenue, monitor the activities and assets, modify new business
models, and develop an operational performance for innovation [18].

However, among several obstacles and hindrances of WoT security is one of the
areas that prevents WoT from gaining its actual potential. The connection of
hundreds of billions of devices gives a serious concern regarding the issue of
security. Business owners and stakeholders need to take this issue into considera-
tion for WoT to develop and overcome these obstacles [19]. Other major discov-
eries in [20] regarding WoT are given below.

• The connection between Secure Socket Layer (SSL) connections with cloud in
19% of mobile applications which are used for the control of WoT devices

• No provision of authentication between client and server in the devices
• Some devices lacked strong password and enforcement strategies
• Some WoT cloud interfaces were not compatible with two-factor authentication

(2FA)
• Lack of lock-out or delaying measures against brute-force attacks in some WoT

services which hindered the protection of user accounts
• Some devices were not protected from account harvesting mechanism
• Many WoT cloud platforms such as web applications were exposed
• No provision of encrypted firmware updates by majorly all WoT services
• Shortage of IP addresses.

SoIT and WoT and Smart Campus
The basic idea of IoT is the pervasive presence around us of a variety of things or
objects connected via enabling technologies such as Radio-Frequency
IDentification (RFID) tags, sensors, actuators, and mobile phones, which through
unique addressing schemes, can interact with each other and cooperate with their
neighbors to reach common goals [33]. WoT includes the interconnection of
devices and smart campus includes different smaller systems to interact with other
systems to make the bigger system work.

Spoken dialog system has become very popular in the industry with the advent
of continuous speaker-independent speech recognition technology over the last few
years [28–30]. Speech technology is now combined with human spoken language
capabilities to boost learning in students and to make communication between
human and computers easier [31, 32]. This incorporation between spoken language
and speech technology will make it possible for machines to take over the trivial
tasks performed by humans. Intelligent things, on the other hand, will be able to
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perform communication among humans and devices and choose the appropriate
decision for any situation. Since smart campus consists of smart devices, addition of
speech technology will make the device smarter. Current research claims that SoIT
and WoT are being seen to work together for a better communication environment.

6 Conclusion

In this paper, a review of WoT and the ability to develop SoIT in a school envi-
ronment was presented. The office or home appliances, and SoIT devices may be
developed which will respond by calling on an OTN address when called by any
telephone, cell phone, or mobile. This study has contributed to the area of transiting
from WoT to SoIT. WoT is an emerging area of research and scientists are working
worldwide by utilizing speech for monitoring systems in the WoT environment
which will sharpen the technology and realize the expectation of a smart academic
institution system.

With SoIT, students are able to dial an OTN address of a cafeteria and order for
food, dial an OTN address of a classroom and receive lecture remotely while in the
dormitory. Lecturers and students are able to dial the OTN address of any bank
within the school premises and check balance, and also transfer money online.
Campus shuttle bus service can be called by dialing the corresponding OTN
number. The university library service and health centre can be linked by dialing
the corresponding OTN address to ascertain the availability of a certain book and
pharmaceutical drugs, respectively. In the case of home appliances, a user may
forget to power off a television, fridge, or electric bulbs or any electrical home
appliances when leaving home for work; all he needs do is dial the OTN address of
the object and say shutdown to power off the system.

Dramatically, changes in information and communication technology also
affected the style of education and the choice of students. Thus, a smart campus can
be realized by making all the facilities in its jurisdiction smart. Educational insti-
tutions are some of the key centers in a smart city, which play an important role in
preparing students for tomorrow [25]. In a smart academic environment, worldwide
educational resources are shared to all faculty and students, and this will make the
academic life of students and staffs easier, comfortable, and attractive. These
potentials will be fully realized when IP for everyone in the case of IoT [26]
changes to OTN for everyone in the case of SoIT.
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Intrusion Detection and Prevention
Systems: An Updated Review

Nureni Ayofe Azeez, Taiwo Mayowa Bada, Sanjay Misra,
Adewole Adewumi, Charles Van der Vyver and Ravin Ahuja

Abstract The evolution of Information Technology (IT), cutting across several
divides in our daily endeavors allows us to interact with all forms of data at different
OSI model layers from application to physical. These data are susceptible to
intrusion, aimed at compromising its integrity; thus, the need to protect these data,
maintain its integrity, confidentiality, and availability cannot be overemphasized.
Intrusion Detection and Prevention System (IDPS) is a device or software appli-
cation designed to monitor a network or system. It detects vulnerabilities, reports
malicious activities, and enacts preventive measures to keep up with the
advancement of computer-related crimes using several response techniques. This
paper presents an updated review on IDPSs given the fact that the most recent
review found on the subject was done in 2016. It will also discuss the use of IDPSs
to identify vulnerabilities in various channels through which data is accessed on a
network or system and prevention mechanisms applied to mitigate against intrusion.
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1 Introduction

During 1984 and 1986, more research on intrusion detection system was done by
several researchers. James P. Anderson’s [1] presented a research on Intrusion
Detection System (IDS). In the mid-1990s, IDS products were first commercialized
by two companies, Internet Security System Inc (ISS) and Wheelgroup. They
designed a network-based IDS called RealSecure and Netranger, respectively. ISS
Inc. released the first version of RealSecure 1.0 for Windows NT 4.0. RealSecure
used a knowledge base by matching signatures, however, it was ineffective for new
attacks which became a major setback. Wheelgroup’s Netranger was a known
network-based IDS back in 1995; it functioned by scanning network traffic.
Wheelgroup was acquired in by Cisco in February 1998; today, it forms an intrinsic
part of Cisco’s security.

Many researchers identified the setback in using the knowledge-based technique
of matching signatures because it required continuous update of the database to
recognize new attacks; more so, network and packet switching began to rise to a
high speed from megabits to gigabits per sec. This was a major challenge as it
became more difficult to scan through, analyze traffic, and detect attacks in
real-time; thus, researchers were burdened with designing an IDS fit for high-speed
networks. This led to the invention of host-based IDS, for example, TCP Wrappers,
Tripwire, and Snort which provided analysis of system logs in real time. Snort is a
free IDS tool, known for its multi-functionality as a network-based and host-based
IDS. It was first released by Marty Roesch on December 22,1998 for UNIX sys-
tems; later in 1999, a version of Snort (version 1.5) was released; it was effective in
analyzing and logging packets in real-time; it was later modified for Windows
system by Michael Davis in the year 2000 [2].

Today, as the functionality of IDS advances, attackers now explore means of
detecting, bypassing, and disabling IDS before penetrating the infrastructure,
resulting in denial of service (DoS). Security experts aim to curb these attacks by
using Intrusion Detection and Prevention System (IDPS) architectures which are
not visible to attackers by restricting communication permitted among various
security components on a network. Due to the gradually increasing number of
vulnerabilities, the identification of attack is essential. To this end, a number of
reviews have been done on IDPSs in the literature [3] with the most recent one
being [4] which was conducted in 2016. A lot has happened since that period that is
worthy of reporting. For instance, it was in 2016 that the biggest DDoS attacks
powered by a Botnet [5] were recorded. An example is Mirai, a Botnet primarily
composed of infected routers and security cameras, low-powered and poorly
secured devices which caused a lot of major DDoS attacks [6].

Internet attacks thus must be defined to measure security. Also, in recent times,
infrastructure has evolved from a network of systems, private cloud infrastructure to
the Internet of Things (IoT) offering several cloud-based services and solutions.
While this has provided limitless opportunities on the choice of where to store data,
the risk that accompanies these opportunities is also considered enormous because
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these data can be compromised via several intrusion methods irrespective of the
platform on which the data is stored [7].

2 Motivation

Intrusion is a criminal act committed against an information system, e.g., computer
system, network or web infrastructure, such that security on the system is breached
or compromised thereby putting it in an insecure state which allows for unautho-
rized access to the data being hosted by the system. This is done either by
bypassing, disabling or exploring vulnerabilities on the system, typically leaving
traces which can be discovered by the intrusion detection system.

The most recent review [4] focused majorly on network intrusion detection
systems. The elements of security here are basically availability, accuracy, access
control, confidentiality, integrity, and identification [8]. Intrusive attacks can be
classified into passive [9] and active [5] attacks. An attack is classified as active
when data is being altered with the intent to corrupt, destroy the data or the entire
network hosting the data [5, 10]. An example of an active attack is interruption.
This can include Denial of Service (DoS) [9], Distributed Denial of Service (DDoS)
[6], SQL Injection [11], fabrication, replay attack [9], masquerading [12], and
modification [5]. Some examples of passive attacks include traffic analysis [9],
sniffing [5], and keyloggers [13]. The drawback of the study includes the fact that it
mentioned but did not show the classification of intrusion detection systems. Also,
network IDPS are known to identify abnormal behavior in network nodes only after
the damage has been done to network resources [14]. Furthermore, with the
increasing growth of the Web—a global network—network intrusion detection
systems are limited in capacity at detecting anomalies on the web.

Newer models comprising a combination of machine learning techniques are
being applied to combat attacks on the Web [15]. Some of the models also respond
to security threats by detecting various malware intrusions and protocol authenti-
cation based on human behavior.

In addition, IDPSs are also being developed for cloud-based environments/
systems; hence, the deployment of distributed IDPSs in cloud systems raises many
challenges due to the diversity of its services and the complexity of its
infrastructure.

3 Intrusion Detection and Prevention Systems

Security systems are designed in practice, to detect, identify and respond to mali-
cious attacks against, a computing system, network or in general, information
systems. These attacks are aimed at undermining the integrity of these systems,

Intrusion Detection and Prevention Systems: An Updated Review 687



steal information and in some cases cause damage to the systems thereby making
the system unavailable.

IDS is either a software or hardware that automates intrusion detection, monitors
network traffic for suspicious activities, and sends notifications to an administrator
[7]. Intrusion Prevention System (IPS) is a software or hardware that prevents an
intruder from gaining access to a network, let alone attack a network [16].

Today, security experts are trending with security appliance combining both
intrusion detection and prevention capabilities which identify, log possible inci-
dents, prevent attack, and send report to an administrator [16, 17]. Intrusion
Detection and Prevention Systems (IDPS) ensures that the protection, availability,
integrity, and confidentiality of information systems are guaranteed.

IDPS has become important when putting the security of information systems
into context, preserving data, protecting data from unauthorized access or theft, and
ensuring continuous availability of services that these information systems provide.
Until recently, attackers’ focus was on bank customers, where accounts were raided
through fraudulent acquisition of personal details either by sending phishing emails
or keyloggers, and credit cards were stolen [18].

3.1 Classification of Intrusion Detection and Prevention
Systems

IDPS can be classified based on the following criteria [19]:

1. Type of Intruder: This is either external or internal. An external intruder is one
who does not have any form of access to a network or service, while an internal
extruder is one who has authorized access to a network but has restricted per-
missions on the network.

2. Type of Intrusion: There are various types of intrusions which are discussed in
chapter two.

3. Detection Technique: Three different types of techniques are normally adopted
for intrusion detection, misuse detection, anomaly detection, and stateful pro-
tocol analysis [20].

• Misuse Detection: It is a signature-based detection method which matches
intruder attack patterns, represented by signatures against a knowledge base
of known exploit on software and system vulnerabilities. Signature-based
detection analyzes and identifies specific patterns of events or behavior that
portray an attack using either static, dynamic or hybrid approach. The static
approach in misuse detection analyzes intrusion activities against a program
and its code before execution. Dynamic approach analyzes attack patterns
during or after the execution of a program while hybrid combines both static
and dynamic approach to detect malicious attacks [21].
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• Anomaly-Based Detection: It is a behaviur-based detection technique which
gets its input from audit logs generated from the operating system. This type
of technique looks for variations in behavior which might indicate mas-
querading. Anomaly-based detection uses profiles created through moni-
toring the behavior of typical activity or models of intended behavior of
users and applications over a period. It analyzes malicious attacks by using
these profiles which represent the normal behavior of users, hosts, network
connections, or applications against profiles of monitored activities; any
deviation from the norm is triggered via an alert system [21].

• Stateful Protocol Analysis: Stateful [22] protocol analysis detects changes
of protocol state. Unlike the anomaly detection method, this adopts prede-
termined universal profiles created based on accepted definitions of protocol
behavior created by vendors and industry leaders [23].

• Rule-based: This involves making decisions based on rule sets which are
defined by domain experts. They can detect known attacks but are incapable
of detecting novel attacks. Also, with increase in network traffic, finding and
coding rule sets is both difficult and time-consuming.

• Supervised Machine Learning (ML): It does not require model building as
in the case of anomaly-based detection. Rather it is able to learn complex
malicious and normal models.

• Unsupervised Machine Learning: An example is clustering-based IDPS.
This approach to intrusion detection involves building models with unla-
beled data; however, their performance is not as good as the supervised
models (Table 1).

3.2 Types of Intrusion Detection and Prevention Systems
(IDPS)

IDPS will be discussed based on the way they are deployed and the type of
activities they monitor [16].

• Network-Based Intrusion Detection and Prevention System (NIDPS)
• Wireless Intrusion Detection and Prevention System (WIDPS)
• Network Behavior Analysis (NBA)
• Host-Based Intrusion Detection and Prevention System (HIDPS)

3.2.1 Network-Based IDPS

Network-Based IDPS (NIDPS) technology is designed to analyze packets at the
network, transport, and application layer of the Open System Interconnection
(OSI) model. NIDPS is most efficient when deployed within a network
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Table 1 Advantages and disadvantages of intrusion detection techniques

Detection
techniques

Advantages Disadvantages

Signature-based
detection

Effective and simple method of
detecting known attacks since it uses
signatures of known attacks

Cannot track unknown attacks and
variants of known attacks

Analyzes and identifies attacks by
matching malicious signatures against
known knowledge base

Attackers can make adjustment to
attacks to avoid matching known attack
signature

Detection accuracy for known attacks
is high

Requires continuous update of
signatures or patterns

Low computational cost Newer attack signatures may not be in
the signature database

Rate of false alarm is very low Detect only the attacks for which they
are configured

Anomaly-based
detection

Ability to detect and reduce the false
alarm rate of unknown attacks

Detection accuracy is based on the
amount of collected behavior or features

Can detect new and unforeseen
vulnerabilities

Well-known attacks may not be detected
if they fit established a profile

Dependency on the operating system is
minimal and it is able to detect
privilege abuse

Intruder can change profile slowly over
a period

Uses statistical test on collected
behavior to identify intrusion

Configuring profiles is time-consuming

No need for priori knowledge of
security flaws

Less effective in the dynamic
environment due to constant changes in
monitored events

System can also detect attacks from
inside a network

Stateful analysis Adds stateful characteristics to regular
protocol analysis

Resource intensive for protocol state
tracing and analysis

Distinguishes unexpected sequences of
commands

Cannot detect attacks that do not violate
the characteristics of generally accepted
protocol behavior

Identifies unexpected sequences of
commands

Rule-based Can easily detect known attacks Unable to detect unknown attacks

Finding and coding rule sets is both
difficult and time wasting

Supervised ML Ability to learn complex and malicious
models

They are hardly ever used in a
real-world scenario owing to the fact
that they require sufficient supply of
labeled branding data

Training data is labeled by domain
experts which is both costly and
time-consuming

Unsupervised
ML

Works with unlabeled data on domain
specialist may not be required

Performance is not as good as
supervised ML
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infrastructure with a specific design where it is able to monitor and analyze
real-time packets for intrusion and take a decision on any suspicious activity.
While NIDPS is effective in analyzing and detecting suspicious network packets in
real time, it cannot analyze encrypted traffic, traffic over Virtual Private Network
connection (VPN), SSH or HTTPS sessions, and traffic on mobile computing
networks [17].

NIDPS has broad intrusion detection capabilities. An example of an NIDPS is
KEMP Loadmaster which can detect intrusion and prevent intrusion by shutting
down the device.

3.2.2 Wireless IDPS

WIDPS is a variant of NIDPS which monitors and analyzes packets and protocols
on a wireless network. Despite its ability to analyze network traffic, WIDPS cannot
detect abnormal activities within an application [17].

Advantages

• It is effective for monitoring and analyzing intrusion on a wireless network.
• WIDPS can identify various problematic issues like policy violations and

mis-configurations at the WLAN protocol level.

Disadvantages

• It is vulnerable to DoS attacks.
• It cannot monitor and analyze packets on transport layer, network layer, and

application layer.
• It is susceptible to evasion technique when an intruder attacks channels that are

not currently monitored.

3.2.3 Network Behavior Analysis (NBA)

NBA is also a variant of NIDPS with the ability to monitor and analyze network
traffic to detect unusual activities that may emanate from violation of policy, DDoS
attacks or malware intrusion [17].

Advantages

• It is effective in detecting DoS attacks.
• It is effective for monitoring packets on transport, network application TCP/IP

layer, etc.
• It can monitor and detect threats caused by malware, policy violation, and

DDoS.

Disadvantages

• Packets are analyzed in batches, thus delaying the rate of intrusion detection.
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3.2.4 Host-Based IDPS

Host-Based IDPS technology is designed for Application level and Operating
System intrusion detection and prevention by monitoring the events on a single host
on which it is installed. Aside from having the capability of monitoring and ana-
lyzing network traffic, HIDPS can analyze system-specific settings such as software
calls, local security policy, and audits logs within the host for suspicious activities.
HIDPS functionality can be divided into four categories [17]:

• File System Monitoring: Every system has a file system to detect and prevent
intrusion; HIDPS monitors file systems regularly by checking variations in files
size and file content against a known knowledge base. Whenever a system or
user file shows a significant deviation, an alert is triggered which sends a
notification to an administrator, indicating the detected intrusion and the action
taken to prevent access or damage to the file [23].

• Log File Analysis: System events are generally logged in a file. These files
(event logs) are analyzed constantly by HIDPS for changes or abnormal
activities; a typical event log changes in the login information.

• Connection Analysis: HIDPS monitors and analyzes network packets (TCP/IP)
for suspicious activities such as the ratio or sequence of TCP/IP connections on
the host on which it is installed [24].

• Kernel-Based HIDPS: The kernel is provided with extra security capability
which allows it to identify and prevent intruder activities itself.

Advantages

• It can detect intrusions on host applications, operating system, and network
layer traffic.

• It can monitor and analyze suspicious activity on encrypted communication.
• It can detect intrusion on host systems by monitoring its file system, file access,

system calls, etc.
• It does not require additional hardware since it is deployed on the host system.
• It can detect misuse of profile because it interacts with the user, as well as server

installed application.
• It can prevent intrusion at the system level and detect attacks which NIDPS

cannot detect.

Disadvantages

• It does not use a predefined database, therefore, detection accuracy is limited.
• Its uses more host resources, therefore, impacting on the system host

performance.
• It must be deployed on each host which is expected to monitor.
• Its monitoring is restricted to the host on which it is deployed.
• There is a possibility of conflict with preexisting security configuration.
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4 IDPS, Design, and Architecture

Information systems today have become a target for hackers whose only aim is to
undermine the integrity, availability, and confidentiality of data. Therefore, proper
design consideration must be put in place when designing an IDPS to increase its
capacity to detect a threat and prevent it from gaining access to an information
system. In designing an IDPS, the following must be considered [25].

4.1 Speed and Accuracy

These are highly desirable features. The sensitivity of an IDPS in terms of its speed
and accuracy determines the rate of false negatives and false positives reported by
the system. If the sensitivity of an IDPS is too low, it will have a high rate of false
negative where intrusive activities are not detected, thus, no alert is triggered.
Whereas if the sensitivity of an IDPS is too high, there is a high tendency of
reporting false positives where an alarm is triggered for nonintrusive activities.
False negatives and false positives can be triggered by several factors discussed
below [26].

Causes of False-Negative Alerts:

• Improper spanning of switch ports which can cause network traffic to over-
whelm the switch which can contribute to events with false-negative triggers.

• Flaws in the design of encrypted traffic which are usually not clear to the IDPS.
• A poorly written signature which does not have the capacity to detect an attack

even though the attack is known.
• Improper communication of change management on network and server

infrastructure to the information security team.
• Intrusive attacks caused by unpublicized or new attacks thus making it invisible

to existing signatures.

Causes of False-Positive Alerts:

• A reactionary traffic alarm caused by equipment failure can trigger a false
positive alert. For example, an ICMP flood caused by unreachable destination
can trigger a false positive alert.

• An equipment-related alarm, e.g., a load balancer can trigger an alert generated
from unrecognized packets from the equipment itself.

• A poorly written client software can trigger alerts of policy violation, e.g., alerts
triggered by software bugs.

• Alerts triggered by unmalicious events.
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4.2 Logging Capabilities

The logging capability of an IDPS is also very important because it facilitates its
ability, identifies, detects, and reports malicious activities. The following are the
logging capabilities to consider when designing an IDPS:

• IDPS must be able to log time stamps which include the date and time the
malicious activity occurred.

• IDPS must be able to log connection ID, usually a unique number assigned to a
session or a TCP connection.

• IDPS must effectively log an alarm type, set its severity rating, impact, and the
priority of attack.

• IDPS must have the capacity to analyze protocols like TCP, UDP, ICMP at the
network, application, and transport layer.

• IDPS must be able to identify the source and destination IP of connections and
determine the number of bytes transmitted over the connection.

• IDPS must effectively understand the characteristics of application request and
responses.

4.3 Information Gathering Capabilities

For an IDPS to be effective in detecting and preventing malicious activities on an
information system, it must be able to gather information about the system upon
which it is deployed.

• IDPS must be able to gather information on host profiles which include host IP
and their corresponding MAC address.

• Ability to determine the OS version to enable it to determine the type of vul-
nerability it is susceptible to.

• Ability to identify network characteristic by gathering information on changes in
network configuration.

4.4 Architecture of IDPS

Depending on the expected outcome, IDPS can be deployed using the following
architecture [20]:

• Centralized: This architecture collects data centrally, sends it to a single location
for analysis. Data collection is either from a single host or from several hosts.
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• Hierarchical: This architecture collects data from several hosts which are ana-
lyzed according to the layers of the deployed IDPS.

• Distributed: This architecture collects data host by host and it is analyzed.

5 Conclusion

Security threats and incidents have evolved and pose a great challenge to infor-
mation systems; thus, the importance of deploying an IDPS cannot be overem-
phasized and efforts to create more security techniques must continue to ensure that
the integrity, originality, and confidentiality of information systems is guaranteed,
thus making it accessible to everyone when the need arises.

IDPS in its various forms according to Chap. 3 is essentially beneficial in that it
has the capacity to identify and detect vulnerabilities and prevent all forms of
intrusion discussed in Chap. 2. However, consideration must be given to the type of
deployment method to get the best of IDPS.

Furthermore, IDPS has extensive logging capacity which makes it effective in
intrusion detection, most especially against signatures of various attacks against
network systems; this has made a necessity for enterprise environment to protect
data, as data sharing of all sorts has evolved to a global trend.

Lastly, when multiple IDPS technologies are combined into a single protection
solution, it reduces management costs considerably because IDPS engages several
techniques in intrusion detection and prevention; thus when developing a security
strategy, it is important that it is comprehensive to stay ahead of the next threat.
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Simulation-Based Performance Analysis
of Location-Based Opportunistic
Routing Protocols in Underwater Sensor
Networks Having Communication Voids

Sonali John, Varun G. Menon and Anand Nayyar

Abstract Recently, Underwater Wireless Sensor Networks (UWSNs) have
emerged as a prominent research area in the networking domain due to their wide
range of applications in submarine tracking, disaster detection, oceanographic data
collection, pollution detection, and underwater surveillance. With its unique char-
acteristics like continuous movement of sensor nodes, limitations in bandwidth and
high utilization of energy, efficient routing and data transfer in UWSNs have
remained a challenging task for researchers. Almost all the protocols proposed for
terrestrial sensor networks are inefficient and do not perform well in an underwater
environment. Recently Location-Based Opportunistic Routing Protocols have been
observed to perform well in UWSN environments. But it is also observed that these
protocols suffer from performance degradation in UWSN networks with commu-
nication voids. The objective of this research paper is to discuss the working of
major Location-Based Opportunistic Routing Protocols in UWSNs with commu-
nication voids and to highlight their issues and drawbacks. We analyzed the Quality
of Service parameters, packet delivery ratio, end-to-nd delay, throughput, and
energy efficiency of two major Location-Based Opportunistic Routing Protocols,
i.e., Vector-Based Forwarding (VBF) and Hop-by-Hop VBF (HH-VBF) in UWSNs
with communication voids using NS-2 simulator with Aqua-Sim extension.
Simulation results state that both VBF and HH-VBF protocols suffered from per-
formance degradations in UWSNs with communication voids. In addition to this,
the paper also highlights open issues for UWSN to assist researchers in designing
efficient routing protocols for UWSNs having multiple communication voids.
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1 Introduction

Recently, Underwater Wireless Sensor Networks (UWSNs) [1, 2] have emerged as
a prominent research area in the networking domain. The increasing interest in
applying sensor networks into the underwater environment has found numerous
applications in civilian and military fields such as coastline surveillance, pollution
detection, and underwater surveillance. In UWSNs, a group of sensors is placed at
different depths in the ocean to gather information. This collected information is
then forwarded to the target devices positioned at the surface via a network of
intermediate nodes. The data is then stored, processed, and passed to different
applications for appropriate utilization. As radio signals have many limitations due
to its mediocre propagation through water, the acoustic medium is used between the
sensor nodes in UWSNs [3]. Most of the applications are highly sensitive and their
success relies on the accuracy of the collected data. Many recent applications of
underwater sensor network ranging from aquaculture to the oil industry, instrument
monitoring, climate recording, natural disturbances prediction, and study of marine
culture depend heavily on the accuracy of the collected data. Thus, efficient routing
and data transfer among the nodes is vital in UWSNs.

Routing and data transfer from the sender to the sink stations, through the
network, have been a tough task for researchers. Incessant movement of the nodes
placed in the water due to the difference in the ocean environment and ocean
currents is a major challenge. Limitations in bandwidth, frequent link interruptions,
increased delay of data transfer, interference caused by marine mammals, etc., are
some of the other elements influencing the efficiency of routing in UWSNs [4, 5].
Due to these unique characteristics, almost all the protocols drafted for conventional
sensor networks do not perform well in UWSNs [6]. Recently, Opportunistic
Routing Protocols (ORPs) [7–10] have found to give better performance in data
transfer in UWSNs. The major advantage of this routing strategy is that it
dynamically selects one best forwarder device from a group of candidate devices.
This selection is based on the present scenario of the network, which leads to better
performance of this latest category of protocols. Many ORPs have been designed
for ad hoc, terrestrial sensor, and UWSNs [11–16]. Among all categories in
opportunistic routing, Location-Based Opportunistic Routing Protocols (LBORPs)
has found to give better performance. LBORPs make use of the knowledge on the
present location of the devices to dynamically route message packets from the
sender to the target. A few Location-Based ORPs have been efficiently used for data
forwarding in UWSNs [17–23].

Communication holes or voids have been a major problem in most of the
dynamic sensor networks. Often defined as the unreachability problem, the source
node suffers from lack of adequate forwarder nodes in its transmission range.
Frequent movement of sensor nodes in underwater increases this problem further.
Limited research has been performed to determine the working and performance of
LBORPs in UWSNs with communication voids [24–27]. In large UWSNs with a
limited number of sensors, it is very significant to have a protocol that can handle
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communication voids efficiently. In this article, we analyze the working and per-
formance of two major LBORPs in UWSNs with communication holes.
Vector-Based Forwarding (VBF) [21] and Hop-by-Hop VBF (HH-VBF) [20, 28]
have been used by many applications for data transfer in UWSNs. VBF is an
LBORP that constructs a virtual vector pipe between the sender and the sink node
for routing. Only the devices within the virtual vector are selected for forwarding
the data packet. Extending the VBF protocol, the HH-VBF protocol makes use of
different virtual pipes for each node and the direction of the virtual pipe changes
during the entire time of transmission.

Objectives of this research paper are

• To study the functioning of major LBORPs designed for UWSNs and to
determine their issues and drawbacks.

• To analyze the simulation-based performance comparison of VBF and HH-VBF
protocols in UWSNs with communication voids on parameters—PDR,
throughput, end-to-end delay, and energy efficiency.

• And, to discuss the issues, challenges, and future directions in UWSNs routing
research.

This research article is structured as follows. Functioning of the major
Location-Based ORPs in UWSNs is discussed in detail in Sect. 2. The section also
discusses the issues and drawbacks with these protocols. Section 3 describes the
working of VBF and HH-VBF in a comprehensive manner. Section 4 presents the
simulation-based analysis of VBF and HH-VBF protocols in UWSNs having
communication voids using NS2 + Aqua-Sim simulator. Section 5 enlists open
issues and challenges of existing ORPs in UWSNs. The paper concludes in Sect. 6
with future research directions.

2 Literature Survey

This section examines the functioning of some of the major LBORPs proposed for
UWSNs. One of the most accepted protocols in UWSNs is Vector-Based
Forwarding (VBF) [21]. VBF uses the details on the present position of the sen-
sor devices for routing the information packets. In VBF, within a fixed virtual pipe
the information packets are forwarded between the source and destination devices.
These information packets are then transmitted along the redundant paths and
thereby remain stable against packet loss. The major limitation with VBF is that the
construction of a solitary virtual pipe will decrease the performance of routing in
various node density areas and the productivity drops with communication holes.

Hop-by-Hop Vector-Based Forwarding (HH-VBF) [20] is a variant of the VBF
protocol that uses virtual pipes from every intermediate device to the target device.
Every device then dynamically makes packet forwarding choices with reference to
its present location in the network.
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Directional Flood Based Routing (DFR) [29] is a receiver-based, stateless, and
LBORP in which each and every node is informed about the position of the des-
tination device and one-hop neighbors. DFR utilizes a limited flooding method, in
which every node passes its location details to all the other nodes and achieves
more reliability in data transmission in the network. The flooding mechanism
results in duplicate transmissions and energy loss. DFR also failed to address the
void problem.

One of the earliest protocols that functions with reference to the pressure
information proposed for UWSNs was Depth-Based Routing (DBR) [18]. DBR
utilizes the knowledge on the depth of devices placed underwater to decide whether
to transmit the packets or not. When a packet is received, each node will forward
the packet to a smaller depth than that stored in the packet. Otherwise, the packet is
discarded. Both communication holes and node mobility are the major problems
influencing the limited performance of DBR.

GEographic and opportunistic routing with Depth Adjustment-based topology
control for communication Recovery over void regions (GEDAR) [30] is another
location-based anycast ORP that sends information packets from intermediate
nodes to different target nodes. The protocol uses periodic beaconing to get the
position information of every node in the network. The protocol suffers from
increased duplicate message transmissions.

Hydraulic Pressure-Based Anycast Routing (HydroCast) [31] also utilizes the
knowledge on the depth of the deployed device to choose the candidates for routing
from the nearest nodes. HydroCast elects a subgroup of neighboring devices with
the largest greedy progress to the target node. The performance of the protocol is
not satisfactory with voids.

Multi-Path Routing (MPR) [32] helps to solve the data concussion issue at the
sink nodes. The data collision is prevented at the receiving packets by creating a
route that consists of various sub-paths between the sender and the sink.
Geographic Partial Network Coding (GPNC) [33] is another geographic, partial
network coding-based protocol proposed for UWSNs. Void is a major concern for
this protocol too.

Focused Beam Routing (FBR) [34] was designed to minimize energy drainage
during the routing process by controlled flooding of the packets. Although a pre-
ventive void handling technique was used, high delay was incurred. Void-Aware
Pressure Routing (VAPR) [33] uses an opportunistic data forwarding technique
coupled with information on the pressure of the deployed devices. VAPR selects a
subgroup of candidate devices with the greatest progress to target. The holding time
details of two-hop neighboring nodes helps to deal with the void areas but imposes
a high overhead on the system. In Relative Distance-Based Forwarding (RDBF)
[35], the packets are sent via the nodes that are nearest to the target node. RDBF
uses a fitness value as an upper limit to supervise the number of transmitting
devices to the sink. Moreover, the performance of RDBF also comes down with the
presence of communication holes in the network.

In the next two sections, we discuss the working of the two LBORPs, VBF, and
HH-VBF, used in UWSNs. VBF and HH-VBF utilize the knowledge of the location
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of nodes in the network for routing. These protocols use greedy forwarding
mechanism that chooses the node nearer to the target as the next forwarder for every
data packet. We analyze the performances of these two protocols in UWSNs having
multiple communication voids. We have selected these two protocols for the
analysis because they are the two popular protocols used by various applications in
UWSNs. Further, the design of these protocols is less complex and also incurs less
overhead compared to other protocols.

3 Location-Based Opportunistic Protocols

3.1 Vector-Based Forwarding (VBF)

VBF [21, 36] was proposed to addresses the problem of energy limitation and
efficient packet delivery. VBF utilize the knowledge of the location of nodes in the
network for routing. Each data packet in VBF contains the three position fields
named as OP1, TP1, and FP1. This represents the coordinates of the source, the
sink, and the forwarder node. The RANGE field in the packet deals with node
mobility. As soon as the information packet advances to the region marked by its
TPI, it is flooded in that region controlled by the RANGE field. The virtual routing
vector from the source to the sink describes the transmitting path. The RADIUS
field inside the packet is a precomputed value that is utilized by intermediate
devices to check whether they are near to the vector pipe and suitable for packet
transmission. In order to limit the number of intermediate transmitting devices and
to conserve energy in the network, VBF makes use of a self-adaptive algorithm.
Upon getting a data packet, each node first computes whether it is inside the virtual
vector and whether it can act as a potential forwarder to the next node. Each
potential member device awaits a limited period of time to check its desirability
value in the pipe. It describes the closeness of the current node to the past forwarder
node, and the virtual pipe between the sender and the sink. The waiting time
depends on the desirability factor. If a node is more desirable, then it waits for less
time. During this time, the device pays attention to the channel to observe the
number of devices that are transmitting the same information packet as the present
device. When the period expires, the node will transmit its packet if and only if the
reduced desirability value of the other nodes is less than a precomputed level
(Fig. 1).

3.2 Hop-by-Hop Vector-Based Forwarding (HH-VBF)

Hop-by-Hop Vector-Based Forwarding (HH-VBF) [20] is a variant of VBF that
constructs virtual routing pipes from each hop in the network as packets travel from
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the sender device to the receiver. This protocol creates a virtual routing pipe from
each hop to the target device. Many studies have discussed the better working of
HH-VBF in comparison with VBF. The pipeline radius is similar to the transmis-
sion count of the node. The protocol improves the direction of the transmitting pipe
hop by hop, in the entire life period and in this way, all transmitting devices can
generate a routing choice based on the present local topology details. By changing
the direction of flooding pipeline dynamically, the performance can be enhanced.
When a stable routing vector radius is set, the protocol shows a reduced perfor-
mance in the sparse network compared with VBF. However, both the protocols are
exposed to interferences caused by marine mammals as the data forwarding hap-
pens only inside the pipe. Here, the transmission can be interrupted when marine
mammals block the pipe. There is an increased choice of finding a more acceptable
forwarder within the hop-by-hop vector pipeline; HH-VBF gives better Packet
Delivery Ratio (PDR). However, both the protocols do not succeed to yield energy
fairness within the network. Also, they fail to effectively handle the communication
hole problem.

The working of HH-VBF is described in Fig. 2. The sender node S2 wants to
transmit an information packet to the destination device D2. Here S2 creates a
virtual pipe to the destination D2. Once the packet reaches the intermediate sensor
node M, it creates a virtual pipe to the destination. Now there are more nodes (N
and P) included for sending the data packet to the target location. HH-VBF uses this
forwarding strategy until the data reaches the target location. HH-VBF improves the
performance in the network by dynamically moving the direction of the flooding
pipe. Figure 3 illustrates the communication void problem in UWSNs. We can see
that the source node S1 and S2 are trying to forward data packets to the destination
D by creating virtual pipes. Data from S2 reaches the destination node located at the
surface, but data from source S1 is unable to proceed due to the communication
void near to the surface. Table 1 highlights the technical comparison of both the
routing protocols.

Fig. 1 Virtual vector pipe from sender to receiver node in VBF
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Fig. 2 Illustration of the functioning of VBF and HH-VBF

Fig. 3 Communication void problem with VBF
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4 Simulation and Performance Analysis

4.1 Simulation Parameters

Performance of VBF and HH-VBF routing protocols are analyzed using simula-
tions in Aqua-Sim [37]. Aqua-Sim is an extended version of NS-2 that efficiently
simulates collision behaviors in large delay acoustic networks and also attenuation
of underwater sensor networks. Aqua-Sim uses OTcl to model the protocol
parameters implemented through C++ algorithms. The simulator creates a 3D
environment of packet transmission in the network, which shows that the efficiency
of both the protocols comes down with communication holes. Communication
voids are created between the source and sink devices to measure QoS parameters
in the overall network. Table 2 highlights the Simulation Parameters used to test the
performance of the protocols in Aqua-Sim.

Table 1 Comparison of VBF and HH-VBF

Parameter VBF HHVBF

Metric used Node location Node location

Candidate
coordination

Timer based Timer based

Void
handling

No No

Routing Single virtual pipe from the sender to
the destination

Individual virtual pipes from each
transmitting device to the target device

Advantages Simple and flexible Simple and flexible

Limitations Duplicate messages performance
degrades with communication holes

Performance degrades with
communication holes

Table 2 Simulation
parameters

Parameter name Values

Simulator name NS 2.35 + Aqua-Sim

Dimension of topology 1500 � 1500 � 1500 m

Transmission range 250 m

Antenna type Omnidirectional

Data rate 50 kbps

Packet size 25–125 bytes

Number of nodes 100–600

Simulation time 300 s

Number of simulation runs 10

Protocols VBF, HH-VBF
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4.2 Performance Analysis

The performances of VBF and HH-VBF protocols were analyzed in a normal
network scenario and in networks with communication void. Figure 4 shows the
values of various parameters used in simulations. Four different QoS parameters
were measured in the network.

• Packet Delivery Ratio (PDR): PDR is the ratio of the overall packets arrived at
the target device to the number of transmitted packets. Figure 4 shows the PDR
in UWSN network scenario with varying number of nodes for the two protocols
in normal network conditions and also with communication voids. Table 3
highlights the data values of VBF, VBF-Void, HH-VBF, and HH-VBF-Void.
From the analysis, it is observed that both VBF and HH-VBF protocols give
better performances in networks without communication voids. This proves that
communication voids degrade the performance of even the latest LBORPs in
UWSNs.

• Average End-to-End Delay: It is the time incurred by the information packet in
reaching the target device from the sender device. Figure 5 highlights the
average delay incurred by VBF, HH-VBF protocols in transferring data packets
across the network with varying number of devices in normal and void envi-
ronments. Table 4 highlights the data analysis of delay observed by routing
protocols with void and under normal operating conditions. the data values, it is

Fig. 4 PDR versus nodes

Table 3 PDR No. of
nodes

VBF VBF-void HH-VBF HH-VBF-void

100 0.2 0.16 0.21 0.2

200 0.26 0.21 0.28 0.25

300 0.46 0.35 0.46 0.42

400 0.53 0.4 0.59 0.39

500 0.57 0.4 0.64 0.4

600 0.599 0.42 0.65 0.52
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evident that the delay is less VBF and HH-VBF in normal environments as
compared to networks with voids.

• Throughput: It is the rate or amount of data that is effectively transferred from
the sender device to the target in a given time period. Figure 6 highlights the
throughput of both VBF and HH-VBF protocols in normal and void environ-
ments. Table 5 enlists the data values of throughput. It is observed that HH-VBF
protocol has the highest throughput compared to other routing protocols. Both
the protocols suffer from degradation in throughput with voids in the network.

• Energy Consumption: In order to test the validity of the performance of the
routing protocols, energy consumption is regarded as a significant parameter.
Energy consumption is regarded as how much energy is consumed by

Fig. 5 Latency/End-To-End
Delay versus nodes

Table 4 Average end-to-end
delay

No. of nodes VBF VBF-Void HH-VBF HH-VBF-void

100 1.5 1.8 1.4 1.7

200 1.7 2 1.6 1.9

300 1.9 2.4 1.6 2.3

400 2 2.6 1.8 2.5

500 2.2 2.8 2 2.7

600 2.6 3.6 2.1 3

Fig. 6 Throughput versus
packet generation rate
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transmitting nodes and intermediary nodes to make sure that the packet reaches
the destination. Figure 7 elaborates the graphical analysis of the energy con-
sumption of energy nodes in different protocols under UWSN operating sce-
narios. Table 6 also highlights the data values of protocols and it is observed
that both protocols consume more energy in void scenarios.

Table 5 Throughput

Packet generation rate VBF VBF-void HH-VBF HH-VBF-void

0.1 0.5 0.5 0.6 0.5

0.2 1 0.9 0.8 0.8

0.3 1.2 0.9 1.4 1

0.4 1.3 1 1.6 1.2

0.5 1.5 1.2 1.7 1

0.6 1.9 1.7 2.3 1.7

Fig. 7 Normalized energy
consumption versus no. of
nodes

Table 6 Normalized energy
consumption

No. of
nodes

VBF VBF-void HH-VBF HH-VBF-void

100 0.2 0.3 0.2 0.4

200 0.4 0.5 0.4 0.4

300 0.5 0.7 0.6 0.7

400 0.5 0.7 0.6 0.8

500 0.7 0.9 0.8 1

600 0.9 1 1 1
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5 Open Research Areas and Recommendations

In this section, open research problems generated by communications holes in
UWSNs are discussed. Researchers designing routing protocols need to address the
following issues to come up with optimal routing solutions for UWSN scenarios.

• Quality of Service (QoS): Communication voids drastically degrade the QoS
offered by the routing protocols in UWSNs. The data delivery rate is reduced
with increased data loss due to communication holes and void nodes. Delay in
data transmission increases with frequent loss of data packets.

• Reliability: Reliable data delivery is a vital factor in the success of any routing
protocol. Void nodes are often unable to find the next forwarder node in the
network and are forced to drop the data packet. Thus, reliability is a big concern
in UWSNs with communication voids.

• Scalability: In many UWSNs, the problems of communication holes occur when
the network size is increased. With a reduced number of sensor nodes in a large
geographical area, the chances are high for the occurrence of communication
holes. Solutions to avoid communication voids with a minimum number of
sensor nodes are to be found out.

• Mobility: Frequent mobility of sensor nodes is another reason for the commu-
nication voids. Good protocols should handle the mobility of nodes effectively
for better performance.

• Energy: Loss of energy due to communication voids is another area of concern.
With constrained battery and inability in frequent recharges, underwater sensor
nodes need to be protected from unwanted drainage of energy.

6 Conclusion and Future Work

Underwater Sensor Networks have come out as a prominent research area in the
networking domain with a wide range of aquatic applications. Routing in UWSNs
is an area of major concern due to its unique features such as continuous node
mobility, frequent disruption of links, and interference caused by other underwater
acoustic systems such as marine mammals. Recently in UWSNs, opportunistic
routing has been accepted as an efficient routing approach. The paper discussed the
functioning of various Location-Based Opportunistic Routing Protocols proposed
for UWSNs and evaluated the performance of two major protocols, VBF and
HH-VBF using simulations in Aqua-Sim. The performances of these protocols are
evaluated in normal network scenarios and also in networks with communication
voids. We could observe that the performance of these protocols comes down with
communication voids in the network. Insights from this article would enable
researchers to work toward designing more effective protocols for underwater
environments having voids. In the near future, a novel routing protocol, especially
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designed for UWSN operating scenarios would be proposed and compared with
existing routing protocols in terms of PDR, Energy, Delay, and Throughput and
above all will give good performance in networks with communication voids and
that are highly secure from all sorts of intruders and man-in-middle attacks.
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A Hybrid Optimization Algorithm
for Pathfinding in Grid Environment

B. Booba, A. Prema and R. Renugadevi

Abstract Grid computing has been highly effective in the area of life sciences,
financial analysis, research collaboration, and engineering. This paper is a study of
existing algorithms like Swarm Intelligence (SI) algorithms such as Ant Colony
Optimization (ACO), Particle Swarm Optimization (PSO), Artificial Bee Colony
(ABC–PSO), and Parallel Particle Swarm Optimization (PPSO) to opt for the
optimal path in a grid computing environment. These algorithms were used to solve
the complex optimization problems in finding the path between source node to
destination node effectively. Nature computing techniques based on the study of the
collective behavior of ants, particle swarms, and bees are used to find the optimal
path, improve the optimization methods and scalability in a set of representative
problems. The hybridization of a grid computing environment and nature-inspired
computing algorithms such as ACO, PSO, ABC–PSO, and PPSO has resulted in a
class of solutions that differ in structure and design from the peer-to-peer network
algorithms and the evaluated results showed the effectiveness of the pathfinding
problem. ACO is implemented on a dynamic grid computing environment to
demonstrate scalability and a solution for pathfinding. A class of four algorithms is
used to find an optimal path and improve the optimization methods and shorten the
computational time in a grid computing environment.

Keywords ACO � PSO � ABC–PSO � PPSO � Grid computing � Nature-inspired
computing � Pathfinding � Swarm intelligence

B. Booba (&) � A. Prema
Department of Information Technology, School of Computing Science, Vels Institute
of Science, Technology and Advanced Studies (VISTAS), Pallavaram, Chennai, India
e-mail: boobarajashekar@gmail.com

A. Prema
e-mail: unjanai@gmail.com

R. Renugadevi
Department of Computer Science, School of Computing Science, Vels Institute of Science,
Technology and Advanced Studies (VISTAS), Pallavaram, Chennai, India
e-mail: nicrdevi@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
N. Sharma et al. (eds.), Data Management, Analytics
and Innovation, Advances in Intelligent Systems and Computing
1042, https://doi.org/10.1007/978-981-32-9949-8_50

713

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_50&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_50&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9949-8_50&amp;domain=pdf
mailto:boobarajashekar@gmail.com
mailto:unjanai@gmail.com
mailto:nicrdevi@gmail.com
https://doi.org/10.1007/978-981-32-9949-8_50


1 Introduction

1.1 Overview of Grid Computing

Grid computing is a platform for solving computational problems in science,
engineering, commerce, and other fields. Numerous solutions to grid computing are
being developed. Grid computing has been proven to be highly effective in the area
of life sciences, financial analysis, research collaboration, and engineering [1].

Grid computing is the accumulation of computer resources to achieve a common
goal. The grid provides location-transparent scheduling that is a measure of reg-
istering resources required at a determined time interval for computation. Grid
capacity has to make more cost-effective utilization of a given measure of computer
resources as an approach to tackle problems that cannot be approached without a
huge measure of computing power. The fact that it utilizes the resources of
numerous workstations might be helpful synergistically to harness and manage as
cooperation to a typical destination [2].

1.2 Problem Definition

The objectives are to find the grid computing based-pathfinding, identifying the
position of the obstacles being developed on the grid computing environment and
comparing, analyzing the performance results of the class of four algorithms in
nature-inspired computing. This paper focuses on motion planning for “pathfind-
ing”. It addresses the optimal pathfinding problem in a grid computing environment
[3]. This paper focuses on the use of SI algorithms such as ACO, PSO, PPSO, and
hybrid ABC–PSO to find the optimization problems for selecting the shortest path
in a grid computing environment. These algorithms utilize the swarm intelligence in
grid environment to obtain an optimal solution over an iterative process. The
optimal solutions are evaluated using different kinds of aspects, the hybrid ABC–
PSO has been evaluated against other SI algorithms. A conclusion has been shown
that the hybrid ABC–PSO algorithm performs better in terms of intensification and
diversification concepts. This paper is to demonstrate robustness, scalability of the
nature-inspired pathfinding algorithms in a customized grid computing
environment.

1.3 Proposed Work

The pathfinding algorithms are analyzed to stumble on the shortest path in grid
computing milieu from source node to destination node even if there are any
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obstacles. This paper focuses on the use of ACO, ABC–PSO, and PPSO for
selecting the shortest path in a grid computing environment [4].

The following approaches are used in the proposed work:

• Election of shortest path using ACO algorithm.
• Selection of shortest path by means of Parallel Particle Swarm Optimization

(PPSO) algorithm.

The above mentioned approaches were used to solve the complex optimization
problem in pathfinding between source nodes to destination node effectively.

2 Related Works

ACO methods are useful in reducing the problems of finding paths to a goal state. I
showed the behavior of real ants, and to provide heuristic solutions for optimization
problem. Cellular-DPSABC algorithm is able to apply dynamic optimization
problems. The principle of this algorithm was implemented in PSO to fitness value
population in Artificial Bee Colony Algorithm (ABC). This projected algorithm can
be applied for solving optimization problems. The new algorithm is simple and
flexible swarm-based one. It is also robust, it was established on a limited set of test
problems [5].

An abstraction mechanism which maintains memory competence using a
large-scale grid. It is also effective in reducing planning costs. This mechanism
called a Minimal-Memory (MM) abstraction distinguishes the abstraction repre-
sentation of the techniques which use the abstraction for pathfinding.
Memory-efficient way of precomputing subgoals reduces the main obstacle in
applying real time search systems in video games. Bee Colony Optimization
(BCO) algorithm is focused on obstacle prevention and shortest safe path from the
source to the target. Field D* can be used to approximate a distance find on the
nodes of a complex, and the distance field can be used to weight the complex [6].

3 Contribution of the Paper

3.1 Design of ACO Algorithm for Pathfinding

ACO is a streamlining algorithm in light of the activities of strategies which are to
diminishing the issues of finding the paths to a goal state. ACO basically is an
artificial system that takes motivation from the conduct of genuine states. It locates
the most efficient routes from their nests to food sources [7]. The attribute of ACO
algorithms is the permutation of the structure of a solution. ACO algorithms are
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capable of solving minimum cost path problems on more complicated graphs as
shown in Fig. 1.

ACO is capable of solving the large computational problem in gird computing
[8]. When all the jobs are assigned, the resources are allocated by the pheromone
trails. The pheromone trail can be proposed from the source node while traveling
through several nodes to the target node.

The trails are updated by

sab  1� pð Þsabþ
X

m

Dm
sab ð1Þ

Equation (1) is the amount of pheromone deposited for a state transition, ab is
the pheromone evaporation coefficient and sab is the amount of pheromone
deposited by mth system [9].

3.2 Design of ABC–PSO Algorithm

The benefit of ABC over other swarm intelligence approaches is that in the ABC
algorithm the imaginable solutions indicate food sources. A total number of
employed bees are identical to the number of nourishment sources, with each
working honey bee speaking to a sustenance source [10]. Nourishment source
signifies an answer for the issue that is fundamental to be upgraded. Every suste-
nance source is produced as pursues

Xij ¼ Xminjþ rand 0; 1½ � Xminj � Xminj
� � ð2Þ

ABC–PSO, two algorithms’ components smoothly with the end goal to pick up
profit by their specific qualities Fig. 2. The incorporating PSO with ABC is to build
goal of the pbests of the particles. The algorithm with segments from both ABC and
PSO is shaped with the end goal to have a calculation that easily tackles distin-
guishable issues as while having iteratively invariant conduct as PSO in the
meantime [11].

D

S

Fig. 1 Grid pathfinding
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For every molecule i in the swarm, the ABC calculation method refresh con-
dition is down to business to the individual best pbesti. This is done after iteratively
choosing another molecule k, arbitrary issue variable j, hence cpbesti is refreshed as
pursues

pbestij ¼ pbestijþ/ij X pbestij � pbestkj
� � ð3Þ

3.3 Design of PPSO Algorithm

Parallel processing is to generate the same results and feasibly uses multiple pro-
cessors to reduce the run time. Each time, all particles are independent it can be
easily analyzed in parallel [12]. The PPSO algorithm solves complex functional
optimization problems. The particles in PPSO algorithm are attracted to the best
locations in the search space [13]. The process of PPSO group is shown in Fig. 3.

The above technique gives the worldwide best and the neighborhood best
arrangements [14]. It builds the shot of particles to find a superior arrangement and
to expand the nearby ideal arrangements.

Initialization of the 
parmeter

Termination 
Creiteria
satisfied

Update Employee Bees

Apply PSO operation

Update onlooker Bees

Update Scout Bees

Memorize the Best Food Source

Best
Solution
Found

NO

YES

Fig. 2 ABC–PSO algorithm
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4 Simulation Results

In this work, MATLAB tool is used to build the simulation environment and the
proposed techniques are simulated to evaluate the performance of Make span and to
find an optimal path [15].

Make span ¼ Completion time of last job� Starting time of first job

Fig. 3 The process of parallel particle swarm optimization/group
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To evaluate the effectiveness of these algorithms, the average deviation of the
present best result from the optimum in all iterations is determined. The yield of the
dynamic condition gives the premise on which most limited ways can be figured
between any two hubs utilizing pheromone esteems at every one of their neighbor
hubs [16, 17]. The system show utilized in unique is made out of the hubs and
connections that are viewed as bidirectional. It very well may be finished by dis-
secting the likelihood make length esteems [18].

5 Performance Analysis

The Proposed technique is replicated for various combinations of grid sizes such as
128 � 8, 256 � 16, 512 � 32, and 1024 � 64. The results are shown in Table 1. It
demonstrates the performance of the ACO, PSO, ABC–PSO, and PPSO algorithms.
This performance measure produces a fast rate of better optimization make span
[19].

Figure 4 defines a method to find the solution for the problem of resource with
total execution times which equal to the make span. According to this, the optimal
solution for each algorithm is found based on the global pheromone.

Table 1 Probability make span of ACO, PSO, ABC–PSO, and PPSO

Probabilistic make
span of ACO

Probabilistic make
span of PSO

Probabilistic make
span of ABC–PSO

Probabilistic make
span of PPSO

No. of
iteration
in matrice

Value No. of
iteration
in matrice

Value No. of
iteration
in matrice

Value No. of
iteration
in matrice

Value

[0][0] 818 [0][0] 799 [0][0] 470 [0][0] 580

[0][1] 652 [0][1] 550 [0][1] 320 [0][1] 520

[0][2] 563 [0][2] 490 [0][2] 290 [0][2] 450

[0][3] 506 [0][3] 476 [0][3] 281 [0][3] 410

[1][0] 491 [1][0] 359 [1][0] 260 [1][0] 310

[1][1] 404 [1][1] 350 [1][1] 251 [1][1] 280

[1][2] 348 [1][2] 332 [1][2] 234 [1][2] 290

[1][3] 343 [1][3] 312 [1][3] 219 [1][3] 260

[2][0] 309 [2][0] 275 [2][0] 170 [2][0] 230

[2][1] 280 [2][1] 230 [2][1] 140 [2][1] 190

[2][2] 176 [2][2] 141 [2][2] 121 [2][2] 160

[2][3] 163 [2][3] 132 [2][3] 76 [2][3] 99
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6 Conclusion

This work reports the application of ACO for pathfinding in a simulated grid
computing environment which is suitable for comparison with PSO, ABC–PSO,
and PPSO algorithms. The hybridization of grid computing environment and swarm
intelligence algorithms such as ACO, PSO, ABC–PSO, and PPSO has resulted in a
class of solutions that differ in structure and design from the peer-to-peer network
algorithms. The distinction between ant colony and bee colony is also studied
through simulation studies in MATLAB. ACO is implemented on a dynamic grid
computing environment to demonstrate the scalability of the proposed solution for
pathfinding. For the future, this can be implemented in a cloud environment to
avoid obstacles freely and improve the scalability.
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Dynamic Hashtag Interactions
and Recommendations:
An Implementation Using Apache Spark
Streaming and GraphX

Sonam Sharma

Abstract Hashtag, started with Twitter is a keyword with prefix “#” and now
being used mostly for all communication on social media. It has been identified as
very powerful and effective in organizing communications according to the topic
and trend. Hashtag can further help on various analysis, as it links users with their
topic of interests. Hashtag aids in building communities of similar interests. With
hashtags, we can follow current trend and interest on twitter which can help us in
analyzing multiple factors, e.g., sensitivity of the ongoing trend, its spread, people
getting affected, its effect on business and so on. Traditionally available approaches
help us in analyzing batch data and finding interests and trends on it. Now with the
advancements in the field of technology helps us in analyzing a large amount of
online data within seconds. In this paper, we will be exploring dynamic hashtag
interactions to find correlations among them and propose a methodology which can
successfully find relevant hashtags based on the interest in focus. We will propose
our methodology of analyzing and exploring tweets in real time with the extent of
converting information; we are getting from twitter to knowledge.

Keywords Co-occurrence graph � Community networks � Hashtags � Graph
mining � Real-time analytics � Streaming graph � Social media

1 Introduction

GRAPH structures have many application areas named cybersecurity, social net-
work, e-commerce websites, etc. With the abundant data getting generated in wide
variety, with different sets of volumes and rates. The increased usage and con-
nectedness of social media have given rise to trends and interests which can be
triggered for various reasons. Analyzing social media data whether in batch or in
real time with this freely available interesting public information could yield
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interesting results. People on social media have been expressing their feelings
freely, which makes Twitter an ideal source for accumulating wide amount of data
for real-time on-time analysis on the vast amount of opinions and on a wide range
of topics. Although this information can be easily collected, getting the information
from it and representing it in good form has its challenges. These challenges
withstand even with the advancement of tools and technologies. Additionally,
analyzing twitter data is indeed a challenging problem due to the nature, diversity,
and volume of the data.

Whenever we talk about social media, the combination of graphical data and big
data is inevitable and is the reason it is popularly known as Social Network
Analysis (SNA). There are various types of graph structures that are possible where
the most popular ones are user-followers graph, user-mentions graph, etc. But here
we are basically building and analyzing the graphs based on hashtags for a par-
ticular trend,which can further help us in analyzing the trending hashtags and other
related hashtags. We are focusing on open-source software technologies named
Spark which provides a graphical layer on top of it.

Data Streams have gain popularity in data mining techniques, where time is the
most relevant factor since such data helps in providing on-time analysis and focus
on now. But it is a very challenging task in various aspects [1]:

1. Dynamic nature of the data streams can cause data distribution changes with
time (called concept drift) [2]

2. It not feasible to store the data since the data is in infinite volume
3. The analysis of data streams must happen as quickly as possible so as to get

quick insights and operate in real time.

We can also see that when it comes to real-time analytics, many canonical
analytics approaches may not be suitable for handling real-time data and providing
on-time analytics. Here, we require a knowledge-based system for social network
analysis which can handle streamed data and find interesting patterns on it and
deliver the results within seconds [3, 4].

It is expected that the new approaches developed for extracting insights from
real-time data will help in advancing the development of more sophisticated ana-
lytics allows better decision-making. This will help in gaining insights from your
data as you receive with improved decision-making. This will help customers in
quick and immediate decisions based on the scenario that is happening now, not
what happened weeks, or months ago. Most of the big data that we receive are in
real time and it is most valuable at the time of arrival (Fig. 1).

Fig. 1 A canonical real-time event processing pipeline
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In any canonical real-time event processing pipeline at every stage, we polish for
further step and at every stage we try to refine the data in a way to get new insights
from it which can further help end users for decision-making. This streaming data
can help in building final products which provide actionable on-time insights. The
initial stage is to collect data from the various stream sources which is the first stage
of any data processing pipeline. The main challenge with stream data preprocessing
is that new data continuously arrives and we need to apply fully automated pre-
processing methods. Also, we need to be able to update the methods with evolving
data and optimize model parameters to deal with rapidly changing data. Streaming
data needs to be fully automated with the required preprocessed methods.

In this paper, we present various methodologies on a linguistic process for
building knowledge-based social media framework based on hashtag interactions.
The framework works seamless with upcoming big data technologies and software.
The state-of-the-art methodologies in the data analytic techniques on social media
data are provided.

This paper is divided into the following sections: Sect. 2 discusses literature
review and critical research gaps highlighted in this paper. In Sect. 3, the detailed
problem statement for our analysis is defined. The proposed methodology is stated
in Sect. 4. The results and conclusions are explained in Sects. 5 and 6 [5].

2 Literature Review

Activity on social media platform has become a part of daily activity of users
because of which it has become one of the most powerful mediums for many
researchers and enterprises to perform extensive analysis and derive interesting
results. In this section a detailed study about various techniques on knowledge
discovery using hashtags on social media. Although the problem of knowledge
mining from twitter has been studied extensively during recent years and some we
discuss below. Wei Wu designed a system for automatically generating personal-
ized annotation tags to label Twitter user’s interests and concerns [6]. However,
user-level tags have its limitations as it only focuses on the particular user and their
content and Twitter being a very large community, where we can focus on com-
munities or on a large set of people which can help us in building strong
knowledge-based system. Other such kinds of implementations have been per-
formed on key-phrase extraction which determines important phrases from single
documents or an entire collection of text documents [7, 8]. These approaches are
not immediately applicable on Twitter because even if Twitter offers textual
information but canonical NLP techniques cannot work on it as people on twitter
tend not to follow basic norms of grammar on which we can do language pro-
cessing. Apart from this, if we focus on single tweet for analysis we will most of the
information which is being generated on Twitter.

However, current explorations being dined on social media are more matured
than ever before and still it is one of the most chosen topics for researchers because
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of its freely available data and whenever there is twitter, hashtag plays the most
significant role in tweets and now people have started to understand this and follow
it across various social media platforms. It has been identified that hashtag inclusion
in the posts are increasing nowadays, because of which hashtags act as the fun-
damental information facet associated with social network messages [9]. Made a
significant contribution by observing that hashtag recommendations aim to
encourage the user to use hashtags more often and it is better to use appropriate
hashtags and also avoiding synonymous in hashtags. All these observations indicate
that the hashtag recommendation is not only interesting but an important problem
statement.

Also, most of these existing solutions suffer from certain limitations. One
problem is that the majority of approaches are limited to centralized environments.
The proposed techniques are very time-consuming and take many computational
resources. Most of the available solutions are neither sufficient nor suitable for
building total knowledge analytics system on Twitter, since there is a huge mis-
match between their processing capabilities and when we get the output from them,
we lose the value (the fifth V of big data) of the data since that is not on-time.

Thus, in all, it can be stated that they are solving the purpose of providing
knowledge to the user but all the knowledge that is provided is either insufficient for
the business users to go with or not on-time. Most of the methodologies that are
developed on Twitter are on batch data. With the advent of the technologies, we can
modify or build these methods on the top of stream data to help the business in
providing on-time and social media presence using this.

3 Problem Statement

(a) Proliferation of trends on social media

Trends in social networks are elements of communication which helps in analyzing
the popularity of a particular event (news) on social media. The more popular the
event is, the more the occurrence of interactions on social media is. On trending
events, people express their opinions which further helps them to build community
and helps in the spread or proliferate the trend.

Most often hashtags help in the spread of trend and there are various combi-
nations of hashtags which help people in expressing their thoughts clearly and be
able to connect to the like-minded people. Sometimes trends can be misleading and
biased too as it is basically the opinions which people are expressing what they feel
and their personal thoughts. Understanding the dynamics of trend spreading could
be of the great value of information for social media research areas.
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(b) Objective

The objective of this paper is to propose a methodology to analyze hashtag inter-
actions dynamically and graphically detect current ongoing trends on Twitter by
building real-time hashtag co-occurrence graph on the top of real-time streaming
engine. Real-time co-occurrence graph can help in analyzing popular hashtags. For
this study, we have used big data technologies like Spark Streaming and GraphX.
Graph visualization libraries like graphstream are used to visualize the graph in real
time. Only the activities of Twitter after the connection are made. We analyze the
streaming pipeline for each sliding window and perform the analysis. Under such
circumstances, it becomes essential to understand each and every aspect of the data
beforehand and constantly update the algorithm so as to deal with a future
discrepancy.

4 Analytical Methodology for On-Time Twitter Analysis
Hashtag Recommendations

How should we decide on managing data across an enterprise or an organization
which is streamed from multiple sources like various kind of sensors, security data
in the form of video from webcam, data from IDS/IPS, telematics data, and so on.
Apart from management of data which is getting generated in real time, the other
most important task is to analyze and find insights from it the moment it gets
generated. Properly managing the data what is the best possible way to find insights
from it as soon as it gets generated, so that there is no loss of data value and take
necessary “on-time” actions on it [10].

Whenever a tweet is being twitted on twitter which contains keyword that starts
with ‘#’ called hashtags. Hashtags mostly contain current trends or hot topics in
discussion. A single hashtag has the capability to describe the whole tweet. And if
there are multiple hashtags available in the same tweet it can help in analyzing and
getting interesting results. Multiple hashtags can further help us in analyzing user of
the tweet. Multiple hashtags are getting created on Twitter and Trending Hashtags
getting retweeted which helps in spread of the news faster not just on Twitter
platform, but people use these hashtags on other social media sites to increase
awareness. Hashtags refer to specific topics related to particular ongoing event or
trend, but only a few of them become too exclusive and popular. People use
hashtags to show their interest in a particular topic. Hence, a hashtag can provide
valuable information about the topic, its evolution, and what user community of the
analyzed hashtag is interested in through time.

Experiments and their results with real-time twitter data and analysis being done
here provide real-time recommendations on what hashtag to follow next based on
the topics which can help in building the related hashtags network and organization
of trend. Finally, we discuss techniques that can describe the way hashtags, related
to the same event, evolve through time and what are the most recommended
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hashtags. Keeping this in mind, we now explain the procedure which we followed
for our experiment.

(A) Data

Tables 1 and 2 have listed the keywords used to crawl the data from Twitter.
Where Table 1 shows specific keyword whereas Table 2 shows combination of
these keywords to further enhance our analysis.

We have built our analysis from July 16 to Sept 12 2018. And we will be
showcasing the results for the 6-min window in spark streaming. We have decided
this window based on the amount of data and cluster size so that we can get
seamless and fruitful results. These hashtags will be the Focus Point for our
analysis and will further be enhanced by building the real-time graph and getting
related Hash-tags on it.

(B) Real-time Tweet Statistical Analysis and Data-set Preparation

The next steps we perform will further provide ongoing real-time analysis on the
data. Since our analysis majorly focused on hashtags, so we have filtered hashtags
and build our analysis on top of it with some other information like users who have
used this hashtag and number of tweets, this hashtag has been used shown in Fig. 2,
which gives us an understanding that how important the analyzed topic used by the

Table 1 Sample keywords to be crawled from twitter

Tradewar Tradewars Trump trade

Table 2 Combination of hashtags considered

US AND trade US AND China Trump AND tradewar China AND tradewar

Fig. 2 A Map() collection displaying the Hashtag -> (#unique tweets, #unique users) for some
specific window
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hashtag is for this particular window of stream. In this section, our main goal is to
get an aware of the streaming twitter data from different angles to get the full view
(Figs. 3, 4).

For further analysis, we have to focus on major top hashtags and their
co-occurrences on tweet. And for this analysis, we have filtered the tweets which
contain no hashtags even when they can help us in analyzing the content more but
these tweets do not fit our use case.

5 Hashtag Interaction and Recommendation

Here, we will look at the major top hashtags and their co-occurrences. For this
analysis, we have filtered the tweets which have no hashtags available with them
(Fig. 5) [11, 12].

While analyzing the tweets for multiple window(), we have identified that some
hashtags which are particularly in trend and popularly occur together or individu-
ally for a specific period of time. This makes them most relevant among all. We
have also added pairs count in the Edge property of the graph for its use in further
analysis.

Fig. 3 Bar chart representation of hashtag distribution on some window() in Spark Streaming

Fig. 4 Classes of hashtags at a particular time window
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6 Architecture Flow of the Analysis

The streaming data we have used for our analysis and provided use case is taken
from Twitter using Twitter Streaming API. Figure 6 shows the components we
have used for this analysis. Specific to this use case the architecture is kept
understandable with least and default configurations. The graph visualization uses
graphstream library, which is both easy to integrate and visualize the graph in
Spark and can help in streaming too if we will be using bigger batched in spark
streaming window, and the graph which is getting visualized is small enough to fit
the window. With multiple tweaks between the window sizes in graphstream, we
were able to successfully visualize the graph [13, 14].

Kafka which is a distributed stream processing engine helps us in getting the
streaming data and can also act as buffering the data for specified configuration and
all the analyses of the data have been done on Spark Streaming.

Fig. 5 Shows the top hashtag co-occurrences at different time window()

Fig. 6 Architecture defining the flow of analysis
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7 Algorithms and Results

In this section, we describe the graph algorithms that we have used to build final
hashtag co-occurrence graph for the specific batch window in Spark Streaming.

(a) Preliminaries
(i) For any graph to be built, we have to preprocess and make dataset ready in the

desired format for GraphX. For GraphX vertices, we will find #unique hashtags
and provide them the id with Long datatype, since GraphX only understands
long as a datatype for ID. For this, we have encoded the hashtag string using
MD5 hashing algorithm so that we get unique id for each hashtag string. We
also have to verify that if all hashtags have got different ids since no hashing
algorithm can perfectly encode all the strings uniquely. This will make out
Vertex RDD in the form of

vertexRDD : RDD½ðLong; ðStringÞÞ�

(ii) Another preliminary component to build a graph is edges. For this, we will
create hashtag combinations for each tweet and filter out empty tweets. After
creating the combinations, we will flatMap them and create edge RDD by
encoding the hashtags in a similar manner as vertices.

edgeRDD : RDD½Edge½Int��

With above vertex and edge RDD’s, we will build a graph (Fig. 7)

Graph½ðStringÞ;Int�

(b) Applying Algorithms
After building the graph we will perform the following analysis to get the final
hashtag co-occurrence graph.

(i) To understand structural property of a graph we apply GraphX Graph class
provides a number of methods to explore the graph.

(a) Connected Components

This is the method which can help us in understanding the graph on its connect-
edness. To describe this, we can say that a graph is called connected when any
vertex in that graph can reach another vertex by following a sequence of edges from
one vertex to another. If not so, then a graph can have multiple connected com-
ponents which can act as a connected subgraph (Fig. 8).
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(b) Degree Distribution

A connected graph can have many different structures. For example, there can be
one vertex that is connecting the whole graph. Eliminating the total graph becomes
disconnected. So, for all these types of insights degree distribution that is degree of
each vertex, where degree is defined as a number of edges connected to the vertex
(Fig. 9).

(c) Community Detection in GraphX

Community detection algorithms usually focus on determining the graph which can
either be overlapping or non-overlapping communities. When the communities are
disjoint, there are no common elements we find between the communities. But
when communities are overlapping or non-disjoint the elements among the nodes
have common elements which they share. In this paper, we are focusing on one of
the algorithms available on GraphX, i.e., Label Propagation and we are trying to
visualize these using graphstream library (Fig. 10).

How Label Detection works is that it propagates the labels of node throughout
the network which helps it to form the communities. The propagation of label is
called as label flooding. In label flooding at a point of time single label becomes

Fig. 7 Result of initial graph created and displayed using graphstream in real-time sliding
window
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dominant when it is inside the densely populated community which is very well
connected where we say that labels are trapped inside. Labels are supposed to be
trapped inside whenever it is inside the densely populated network. Labels of each
node are treated as opinion. Whenever the opinion is same, therefore the com-
munity is same.

In our case whenever the hashtags and their co-occurrence are closely related to
trump the form of a community. Apart from trump, there is very less number of
communities that are formed which are subsequent across windows of the given
timeframe. So for our analysis, we will consider the community containing trump as
the most important community and choosing other hashtags connected to it we will
move to PageRank which further helps us in ranking the nodes in the graph and
within the community.

In the community detection Label propagation algorithm using pregel in spark GraphX we
have used a 5 step algorithm since waiting till convergence can hamper the streaming flow
of the engine. And we have identified 5 to be the most optimal choice among all.

Fig. 8 Result of realtime
connected components in a
GraphX. -
9181200170680562787 is the
most connected component
with a node count of 23. We
have identified that #trump
helps in building the
component with maximum
node count
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(d) PageRank

Though the original PageRank algorithm was originally developed by Larry Page to
rank Google search results. It can be applied majorly to all graphs where we are
required to find the influence of the vertices in any graph.

Similarly for our problem statement, we have a graph where we have hashtags as
vertices and an edge between the hashtag if two hashtags co-occur together in a
tweet. So, our main motive here to apply the PageRank algorithm is to build the
subgraph by removing all irrelevant nodes.

Fig. 9 Result of degree
distribution for a streaming
graph. Hashtags trump and
maga are among the highest
degree vertices subsequently
among various stream
windows
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GraphX property graphs are directed multigraphs, which mean each edge in the
graph specifies a unidirectional relationship, i.e., if there is an edge between two
vertices in hashtag co-occurrence graph then hashtag1 and hashtag2 occur together
in a similar fashion than hashtag2 and hashtag1. So we need to have two directions
among two nodes for the PageRank to work correctly. GraphX offers static and
dynamic implementations of PageRank where static PageRank runs for fixed no. of
iterations and dynamic PageRank runs until convergence.

For our analysis, we will be using dynamic PageRank algorithm with a tolerance
value of 0.01. We have done our analysis of multiple tolerance values like 0.01,

Fig. 10 Result of communities generated by the graph in one of the stream time window. Here,
we can see various communities getting created with #trump is the largest community of in a
particular sliding window
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0.0001, and 0.001, and found 0.01 to be the best. Since we are using real-time
Spark Streaming and other tolerance values have taken longer than expected to
converge and which might hamper our results for other subsequent windows of
analysis in Spark Streaming [3, 15].

After we have got the PageRank, we will find top 20% of nodes in the graph and
discard all irrelevant nodes. A node is called irrelevant. if it is not in topmost 20%
of ranks in PageRank and create the new subgraph from this. This final graph will
be our output graph for graphstream to visualize (Fig. 11).

PageRank helps in ranking across the communities in the graph. And after fetching the top
20% of the nodes for every community of Hashtag we can see that PageRank can help us in
getting the most important hashtags that can be recommended to the user for further
analysis.

Fig. 11 Final graph visualization using graphstream. A result after community detection and
PageRank in spark
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8 Conclusion

The practicality of building real-time graphs using Spark Streaming and identifying
the related hashtags which help in hashtag recommendation is being investigated in
this paper. Twitter analytics has considered to the top priority for most to get public
opinions and views and hashtags helps us in understanding it in a better way. From
the real-time hashtag co-occurrence graphs, we have seen the relevance of hashtag
pairs and how to be so important for a specific period and how their importance
fade with time. But some always remain relevant for a specified long period which
played an important role in our analysis. Also, we have seen that we can seamlessly
build real-time engine with graph functionality on top of it.

This can be proved to be a crucial tool for both social media and real-time
applications. In this paper, we have also identified that if we will be able to combine
the generated communities by Label Propagation with the PageRank algorithm, we
get better results than waiting for both the algorithms to converge since in real-time
analytics the one more thing followed is that how soon we are generating the
results.

Further steps are required to improvise this.
Work on enhancing PageRank and community detection algorithm and

improvement in tolerance of PageRank for better convergence this can further help
us in recommending the graphs better.

Improvement in graph creation is required and to enhance we will build the
graph by saving previous window data on creating a bigger and better graph which
can help in giving better results.

Also, instead of using hashtags we will focus on creating graph with additional
properties from the data.
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