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Preface

International Researchers Club (IRC) (www.irc.org.sg) was set up in 2001 with the
endorsement of Agency for Science, Technology and Research (A*STAR). The
vision of IRC is to create a vibrant and innovative research community for
Singapore, through the contributions of technical specialities and occupational
experiences from its members, and fostering strong networking and social inter-
actions of expatriates and new citizens with the local community.

With the vision of IRC, it is our great pleasure to organize an IRC conference on
Science, Engineering and Technology (IRC-SET, www.ircset.org) for the younger
talents and researchers. IRC-SET 2015 is the inaugural conference of IRC, and
IRC-SET 2018 is the fourth conference. IRC-SET conference aims to provide a
platform for young researchers to share fresh results, obtain comments, and
exchange innovative ideas of the leading edge research in the multi-discipline areas.
The students from universities, junior colleges, polytechnics and top secondary
schools are invited to participate in this conference to showcase and present their
research projects, results and findings. Unlike other academic conferences, this
conference focuses specifically on Education and Youth development and has
officially been given technically sponsorship from five Singapore universities,
namely National University of Singapore (NUS), Nanyang Technological
University (NTU), Singapore University of Technology and Design (SUTD),
Singapore Management University (SMU) and Singapore Institute of Technology
(SIT). IRC-SET 2018 conference is also supported by Science Centre Singapore, IT
Wonders Web, IEEE Education Society Singapore Chapter, IEEE Intelligent
Transportation Systems Society (ITSS) Singapore Chapter, IEEE Broadcast
Technology Society (BTS) Singapore Chapter and IEEE Singapore Section Women
in Engineering (WIE) Affinity Group.

The program of IRC-SET 2018 advocates the importance of innovative tech-
nology backed by the strong foundation of science and engineering education. By
exposing students from universities, junior colleges, polytechnics and top sec-
ondary schools to the key technology enablers will encourage more interest into the
fields of science, engineering and technology. To select students, the IRC-SET
2018 Call for Papers is broadcast to all universities, junior colleges, polytechnics
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and top secondary schools according to our plan. The students then submit their
technical papers to the conference online system. For the criteria that papers have to
meet, firstly, the submitted papers should follow the standard template. Secondly,
the conference technical programme committee has allocated each paper to several
reviewers from IRC researchers, professors, lecturers and teachers to review the
paper and give the comments and recommendations based on novelty of the work,
scientific, engineering and technology relevance, technical treatment plausible, and
clarity in writing, tables, graphs and illustrations. Based on the review results, the
technical programme committee has selected number of papers to present in the
IRC-SET 2018 conference and publish in this proceeding.

IRC-SET 2018 Conference consists of the Opening Speech by Professor Tit
Meng LIM (Chief Executive, Science Centre Singapore), Introduction of
International Researchers Club by Dr. Huaqun GUO (President, IRC), a poster ses-
sion and nine presentation sessions. The nine presentation sessions include Physics,
Chemical Engineering I, Life Sciences, ITSS Session—Machine learning and IoT
(Internet-of-Things), Mechanical Engineering, Education Session—Biomedical
Engineering, Material Sciences, WIE session—Chemical Engineering II, and BTS
Session—Electrical Engineering. In the closing ceremony, Prof. Lawrence Wai
Choong WONG (International Advisory Panel Chair), Dr. Huaqun GUO (General
Chair) and Dr. Bhojan Anand (General Co-Chair) present the best paper awards, best
poster awards and best presenter award to the winners, and publication certificates to
the authors.

Finally, this proceeding is dedicated to Agency for Science, Technology and
Research (A*STAR), Singapore.

Singapore Huaqun Guo
June 2019 Hongliang Ren

Aishwarya Bandla

x Preface
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Prognostic Biomarkers
for Hepatocellular Carcinoma

Koh Rui Qi, Pek Mi Xue Michelle and Tan Min-Han

1 Background and Purpose of Research

Hepatocellular carcinoma (HCC) affects approximately half amillion patientsworld-
wide and is the most rapidly increasing cause of cancer death in the United States
owing to the lack of effective treatment options for advanced disease [1]. Numerous
lines of clinical and histopathologic evidence suggest that HCC is a heterogeneous
disease, but a coherent molecular explanation for this heterogeneity has yet to be
reported [2]. Due to the phenotypic and molecular diversity of HCC, it is a challenge
to determine a patient’s prognosis [3]. It would be ideal to increase monitoring of
patients with poor prognosis. Thus the inability to accurately predict prognosis leads
to excessive or insufficient time spent following patients, resulting in unnecessary
anxiety and cost for patients, and inefficient allocation of resources for hospitals.

In clinical settings, prognostic assessment and decision of surgical treatment are
based on one of the tumour staging systems (i.e. Barcelona Clinic Liver Cancer
[BCLC], cancer of the liver Italian program, Japan Integrated Staging, and TNM)
[4, 5] These different staging systems are based mainly on the tumor size, number
of nodules, and severity of the liver disease [5]. Some authors have proposed to
improve the staging system by introducing tumor biomarkers, such as the level of
α-fetoprotein in serum and pathological features, like microvascular invasion and
tumour differentiation [4, 6]. To refine prognosis scoring, the search of molecular
biomarkers is an expanding field [7, 8]. More than 18 different molecular signatures
have been published but few have been externally validated [7–11]. One of these
validated molecular prognostic classifications was the G3 signature, which has been
shown to be associatedwith tumour recurrence in both fresh-frozen and paraffin-fixed
HCC [12, 13]. Interestingly, the G3 subgroup of HCC also showed the strongest
association with tumor recurrence among 18 different molecular signatures [13].

K. R. Qi · P. M. X. Michelle · T. Min-Han (B)
Institute of Bioengineering and Nanotechnology, 31 Biopolis Way, the Nanos #07-01, Singapore
138669, Singapore
e-mail: mhtan@ibn.a-star.edu.sg

© Springer Nature Singapore Pte Ltd. 2019
H. Guo et al. (eds.), IRC-SET 2018,
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Concerning the cancer field effect in cirrhosis, a 186-gene signature derived from
non-tumour liver sample was also able to predict late recurrence and survival by
capturing biological signals of aggressive phenotype from the underlying cirrhosis
[7, 14].

A technical challenge facing the use of gene-expression profiling to predict the
outcome of hepatocellular carcinoma has been the lack of suitable specimens from
patients. Current methods of genome wide expression profiling require frozen tis-
sue for analysis, whereas tissue banks with clinical outcome data generally have
formalin-fixed, paraffin-embedded (FFPE) specimens. Even today, the vast majority
of specimens are formalin-fixed; the collection of frozen tissues has yet to become
routine clinical practice [7].

Therefore, a simple, easy to use test remains to be identified and endorsed in HCC
clinical guidelines. We aimed to identify a molecular signature able to accurately
predict prognosis of patients with HCC using FFPE samples, to enhance clinical
decision making. Our study comprised of two parts: (1) identification of a 9 key
gene markers in a training set of patients; (2) validation of our gene markers in an
independent cohort.

2 Hypothesis

Potential HCC prognostic biomarkers can be validated through RNA extraction and
cDNA conversion from FFPE samples to develop a multi-gene qPCR assay.

3 Materials and Methods

3.1 Study Population

The retrospective study was conducted with a cohort of 82 first-time HCC patients
treated at Singapore General Hospital (SGH) between 2011 and 2012. All patients
had histologically confirmed HCCs for which FFPE primary tumor blocks were
available. In the initial stage of study, prognostic genes were identified by mymentor
based on priormicroarray studies on frozen tissue samples of 23 patients (Fig. 1). The
coefficients of variance (standard deviation/mean) of gene expressionwere calculated
from microarray data. Three genes (PSMB2, RPS18, MRPL30) whose expression
was the least variable were identified to serve as normalization genes for qPCR.
Primers for the 9 potential prognostic transcripts selected for assay development and
the 3 normalization genes were then provided by my mentor and used as received.
In the second stage of study, an independent set of 82 FFPE samples were used for
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Fig. 1 Study design. In the training cohort, 2 microarray studies were used to select 9 potential
prognostic genes. Filtering was done to keep the exons that displayed similar correlation to survival
in the 2 assays. These 9 genes were then validated for their accuracy in predicting survival

Fig. 2 Study design for validation cohort

validating the performance of these prognostic genes and developing a multi-gene
qPCR assay (Fig. 2). Clinical and pathological data were obtained from ongoing
chart review of medical records and electronic databases.

3.2 RNA Extraction from FFPE Tissue

FFPEblockswere sectioned in 5-μmsections and stainedwith hematoxylin-eosin for
confirmation of histological diagnosis and tumour tissue content. For each sample,
1–3 FFPE sections were deparaffinated and microdissected with a sterile single-use
scalpel to obtain tumour-specific parts. RNAwas then extracted using RNeasy FFPE
Kit (Qiagen, Hilden, Germany).
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3.3 Design of qPCR Assay for FFPE Tissue RNA

1 μg of extracted RNA was reverse transcribed with random hexamer primers
using High Capacity cDNA Reverse Transcription Kit (Life Technologies). Rela-
tive expression of each target gene was measured by real-time qPCR with Power
SYBR Green Master Mix (Life Technologies) on a CFX96 machine (Bio-Rad Lab-
oratories, Hercules, CA, USA). 12.5 ng of the four-fold diluted cDNA was used as
template in a 10 μl reaction with primers at a final concentration of 200 nM. PCR
amplicons were checked for specificity of amplification with melt curve. Negative
controls were run for each plate.

3.4 Processing of qPCR Expression Data

We designed qPCR assays for a set of 12 genes (3 reference, 9 prognostic genes)
identified from prior microarray studies. qPCR expression data collected as cycle
threshold (Ct) expressionwas normalizedby subtractingCt values from thegeometric
average of Ct values for three normalization genes. The delta Ct value was then
converted to a linear scale by the function 2ˆ−delta Ct value to obtain the gene profile
of the 9 genes: PGK1, CAD, ATF5, APOC1, IL32, HULC, CXCL16, CTSS and
ALAS1.

3.5 Statistical Analysis

Using-delta Ct value for the 9 genes as input, K means analysis was performed using
“fpc” package in R. Patients were clustered into 2 groups based on their levels of
gene expression. Survival analysis was performed using “survival” package in R. The
packagewas then used to evaluate the association of 9-gene prognostic signaturewith
cancer-specific survival and relapse-free survival, and significance was determined
by the log-rank test.

4 Results and Discussion

The 6 protective genes identified from the prior microarray studies were APOC1,
IL32, HULC, CXCL16, CTSS andALAS (blue). The 3 adverse genes identifiedwere
PGK1, CAD and ATF5 (red). Graphs 1 and 2 show samples with gene expression
indicatinggood andpoor prognosis respectively.Apatientwith goodprognosis shows
a relatively higher level of expression of protective genes compared to adverse genes
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Graph 1 Example of patient with good prognosis
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Graph 2 Example of patient with poor prognosis

(Graph 1). Conversely, a patient with poor prognosis shows a relatively higher level
of expression of adverse genes compared to protective genes (Graph 2).

In our statistical analysis, the 82 patients were grouped into two clusters accord-
ing to their levels of gene expression. We found our 9-gene assay to be significantly
correlated with relapse-free survival (RFS) (p = 0.0493) (Fig. 3a), which includes
patients who died of disease and those with disease recurrence. Patients were clus-

p=0.366p=0.0493

(a) (b)

Fig. 3 Survival curves for relapse-free survival (a) and cancer specific survival (b) according to
the level of expression of the 9 prognostic genes among the 82 patients
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tered into 2 groups based on their distinct gene expression profiles. Clustering was
found to be associated with RFS. However, when we tested the 9-gene assay for
cancer specific survival (CSS), which includes only patients who died of disease,
there was no statistical significance (p = 0.366) (Fig. 3b). The possible reason for
the difference observed between CSS and RSS is the high probability of survival
when patients with recurrence are identified and treated early. This further justifies
the close monitoring of patients with poor prognosis. Our results support the validity
of our assay in predicting the probability of relapse-free survival in HCC patients.

4.1 Clinical Application

Wedescribe here a practical 9-gene assay capable of predicting the prognosis of HCC
patients. The samples obtained from surgeries were FFPE tissue. Accordingly, our
assay has been developed using RNA extracted from FFPE materials from surgeries
and thus is expected to perform on such material in the clinical setting. The utility of
the assay in abundantly available, routinely collected FFPEmaterial greatly broadens
the scope for rapid validation. Our assay can also be expanded to work on FFPE
samples obtained from pre-operative core biopsies.

4.2 Cellular Functions of Prognostic Genes

The 9 genes in the prognostic assay—PGK1, CAD, ATF5, APOC1, IL32, HULC,
CXCL16, CTSS and ALAS1—represent genes for angiogenesis, cell proliferation,
transcription regulation, monocyte differentiation in the liver, chemokine signaling,
MHC class II presentation and heme biosynthesis. The unbiased selection method in
the 2 essays likely accounts for the wide variety of cellular functions encompassing
in the prognostic gene set.

4.3 Limitations

The limitations of this study are its retrospective design, incomplete follow-up infor-
mation of patients and the relatively limited number of subjects with poor prognosis
for the validation cohort. Many patients with disease relapse survived for relatively
longer than expected. This may have resulted in some difficulty in clustering data
according to survival, resulting in the lack of statistical significance in the CSS value.
External validation in prospective trials will be crucial to determine clinical value.
Prognostic signatures ideally should be considered alongside optimal clinical pre-
dictors of outcome, such as the Barcelona Clinic Liver Cancer (BCLC), cancer of the
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liver Italian program, Japan Integrated Staging, and TNM. Future systematic studies
will be important to address this.

Furthermore, the difference in level of protective genes and adverse gene expres-
sion in HCC is less distinct compared to that in other types of cancers. As it is more
challenging to distinguish high gene expression from low gene expression, careful
optimization and external validation in a larger cohort will be needed to further ensure
the reliability of this assay. Additionally, predicting the survival for HCC patients is
especially difficult because the liver plays crucial roles including detoxification, reg-
ulation of glycogen storage, plasma protein synthesis and hormone production, and
is thus vital for the function of the human body. Many patients with HCC also have
underlying fatal conditions such as cirrhosis and hepatitis B or C infection. In our
study, it was difficult to ascertain whether the cause of death of certain patients was
HCC or an underlying liver dysfunction. In a clinical setting, it may also prove chal-
lenging to predict survival of patients due to the plethora of other liver complications
they may have in addition to HCC.

5 Conclusion and Recommendation for Future Work

In the future, the usefulness of our molecular 9-gene assay could be tested in clinical
decision guidance. First, the 9-gene assay could be used to stratify the effectiveness of
adjuvant therapy for various patients. This allows for more targeted and customized
treatment that reduces cost and increases efficacy. Furthermore, the 9-gene assay
could also modify transplantation indication, for example, by extending the Milan
criteria to good molecular prognosis tumours even if it is >5 cm, whereas bad-
prognostic molecular tumours within the Milan criteria could be excluded from liver
transplantation or subjected to a more aggressive neoadjuvant strategy [15]. Despite
the limited treatment options after liver resection in routine clinical practice, our
9-gene assay could also be tested to stratify the risk of relapse and death after liver
resection in adjuvant randomized trial [16–18].

In conclusion we have designed a practical FFPE gene expression assay to predict
the prognosis of HCC patients, with potential implications for therapeutic response.
Incorporating the results from our assay allows an additional tool that can be inte-
grated into the decision-making process, enhancing precision especially when it
affirms the pathological assessment on core biopsy. We envision the use of this test
to identify the patients with poorest prognosis in HCC to target intensive clinical
follow-up and for predicting outcome and response to treatment.
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Green Synthesis of Nanoparticles Using
Dried Fruit Peel Extract

Clyve Yu Leon Yaow, Ian Ee En Sim, Feldman Kuan Ming Lee,
Doreen Wei Ying Yong and Wee Shong Chin

Abstract Nanoparticles have been one of the leading topics in research due to their
excellent catalytic properties and various applications. In this project, green synthesis
ofManganese (III) Oxide (Mn2O3) and Silver (Ag) nanoparticles using beetroot peel
extracts has been successful in achieving a more environmentally friendly method
of production. The synthesized Ag and Mn2O3 nanoparticles were 17.0 ± 4.3 nm
and 203.8 ± 61.1 nm respectively. UV-vis and X-ray Diffraction have confirmed
the identities of the Ag and Mn2O3 nanoparticles respectively. Fourier Transform
Infrared spectroscopy and a series of phytochemical tests were also conducted to
determine the classes of chemicals involved in the synthesis method. Compared with
traditional chemical methods, the synthesized Ag and Mn2O3 nanoparticles showed
comparable characteristics and catalytic properties in the reduction of 4-nitrophenol
and degradation of methylene blue solution respectively.

Keywords Nanoparticles · Green synthesis · Beetroot peel · Silver ·Manganese
(III) oxide

1 Introduction

Metal nanoparticles (NPs) are of increasing interest due to their remarkable physical
and chemical properties for applications in photovoltaic cells, optical and biological
sensors, catalysts, conductive materials, coating formulations and many more [1–4].
Among the nanoparticles, silver nanoparticles (Ag NPs) are relatively low cost,
scalable and useful as catalysts in the reduction of 4-nitrophenol. 4-nitrophenol is
used commonly in the manufacturing of pigments, dyes and plastics and is highly
hazardous on release in environment [5]. Hence, the reduction of such a chemical is
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of importance to reduce pollution and health risk. Manganese (III) oxide (Mn2O3)
is not only an inexpensive transition metal oxide but like Ag, they have good redox
ability, and is suitable as a catalyst to degrade methylene blue dye, which can cause
increased heart rate, cyanosis, and other health problems [6]. Unlike conventional
chemical synthesis methods which include the use of hazardous chemicals, green
syntheses usingplant and fruit extracts have shown tobemore environmental-friendly
and cost effective [1, 2, 7, 8]. Furthermore, we observed the increasing problem of
non-recycled food waste in Singapore. Accounting for about 10% of the total waste
generated in Singapore, with only 14% of it recycled, it certainly is a problem worth
tackling. The amount of food waste generated in Singapore has increased by about
40% over the past 10 years and is expected to increase with our growing population
and economic activity.

In this project, we have successfully synthesized Ag and Mn2O3 NPs using beet-
root peel extracts. The synthesized NPs have been characterised using various tech-
niques and tested for their catalytic activity in reduction reactions. The methodology
will be covered in the next section, and subsequently the characterisation and catalytic
properties before some concluding remarks are made.

2 Materials and Methods

A. Preparation of Fruit Peel Extract

Fruit peels were screened (see annex Fig. 1). Fruit peels were first dried in a 70 °C
oven for 3 days. 5 g of grounded fruit peel material was steeped in 100 mL of DI
water at 80 °C for 30 min with constant stirring. The mixture was vacuum filtered to

Fig. 1 UV-vis spectra of Ag NPs using different fruit extracts
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make 5% w/v fruit peel extracts and the filtrate collected was stored in a refrigerator
for further use [1].

B. Synthesis of Silver Nanoparticles

1 ml of each fruit skin extract was added to a 15 ml centrifuge tube and placed in a
water bath at 100 °C for 5 min. 0.5 ml of 0.1 M silver nitrate (AgNO3) solution was
then added, the mixture was vortexed and placed in the 100 °C water bath again for
15 min [2, 9]. The mixture in the centrifuge tube was then tested for the presence of
Ag NPs using UV-visible spectroscopy.

C. Synthesis of Mn2O3 Nanoparticles

10 ml of aqueous solution of 0.1 M Potassium Permanganate (KMnO4) was added
dropwise to 40 ml of the fruit peel extract at 25 °C. The solution was then left under
continuous magnetic stirring for 3 days. After 3 days, the content is washed with DI
water thrice by repeated centrifugation at 6000 rpm for 15 min. The precipitate is
then dried in a Nabertherm muffle furnace at 80 °C for 24 h followed by calcinations
at 600 °C for 4 h using a ramp rate of 30 °C/min [6, 10–12].

D. Characterisation Methods

UV-visible spectra were recorded using Shimadzu-UV 3600 spectrophotometer at a
resolution of 5.0 nm. Powder X-Ray Diffraction (XRD) patterns were recorded on
a Siemens D5005 diffractometer with Cu Kα radiation (λ = 0.15406 nm) in the 2θ
range from 20o to 80o. Morphologies of the samples were characterised using field
emission scanning electron microscope (FESEM) JEOL JSM-6701F and transmis-
sion electron microscope (TEM) microscope JEOL JEM 3011 operated at 300 kV
accelerating voltage. SEM substrates were prepared by dropping NP sample solution
on clean silicon substrates and dried under vacuum. TEM samples were prepared
by placing a drop of NP sample solution on a copper grid and dried under vacuum.
Particle sizes reported are an average and standard deviation of 50 measurements.
Fourier transform infrared spectroscopy (FTIR) and phytochemical screenings were
performed on both fresh and spent extracts. Spent extract was obtained by reacting
multiple times until no AgNPs can be formed. FT-IR spectroscopy was carried out
using Varian 3100 FT-IR Spectrometer (scan range 400 to 4000 cm−1, resolution
4 cm−1) on vacuum dried extracts pressed into Potassium Bromide (KBr) pellets.

Phytochemical tests were conducted. The type and methodology of the tests are
as follows:

Test for Reducing Sugars

Benedict’s reagent was prepared by dissolving 1 g of sodium carbonate and 1.73 g of
sodium citrate dihydride in a final volume of 10 ml of water. Then 1.73 g of copper
sulphite was added slowly with stirring. 2 ml of Benedict’s reagent was then added
to 1 ml of 2.5%w/v aqueous extract. The resulting solution was heated in a hot water
bath for 5 min. A formation of red-orange precipitate would indicate the presence of
reducing sugars.
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Lead Acetate Test for Flavonoids

A 10% w/v aqueous lead acetate solution was prepared by dissolving 0.1 g of lead
acetate in 1 ml of DI-water. 3 drops of this solution was added to 2 ml of the beetroot
extract. The formation of a yellow precipitate indicated the presence of flavonoids.

Mayer’s Test for Alkaloids

1 ml of the beetroot extract was combined with 3 ml of 10% ammonia solution and
allowed to mix for 7 min. 10 ml of chloroform was then added to the mixture and
the mixture was filtered via gravity filtration. Mayer’s reagent was then prepared by
adding 0.136 g ofMercuric Chloride in 6 ml of DI-water to 0.5 g of Potassium Iodide
in 2ml of DI-water and then adding another 2ml of DI-water after. The filtered liquid
was then left to evaporate before treating the residue with 3 ml of Mayer’s Reagent.
The formation of a cream coloured precipitate indicated the presence of alkaloids.

Ferric Chloride Test for Tannins

Alcoholic ferric chloride solution was prepared by dissolving 1 g of ferric chloride
in 10 ml of ethanol. 4 drops of 10% w/v alcoholic ferric chlorides solution were
added to 2.5 ml of extract and 2.5 ml of DI-water. The presence of blue-black colour
indicated the presence of hydrolysable tannins and the presence of a green colour
would indicate the presence of condensed tannins.

Test for Phlobatannins

19 ml of the beetroot extract was oiled in 1% HCl solution for 5 min. This procedure
was then repeated with 2%HCl solution. The formation of a red precipitate indicated
the presence of phlobatannins.

Chlorogenic Acid Test

1ml of 10% ammonia solution was added to 0.5 ml of the beetroot extract along with
0.5 ml of DI-water. The solution was then exposed to air for 20 min. Chlorogenic
acid is present if the solution turned green.

Coumarins Test

1 g of sodium hydroxide was added to 10 ml of DI-Water. 3 drops of the 10% w/v
alcoholic sodium hydroxide solution was added to 1 ml of the beetroot extract and
2 ml of DI-water. A yellow colour change indicated the presence of coumarins.

Froth Test

20 ml of the beetroot extract was shaken vigorously for 20 s and allowed to sit for
20 min. The presence of a froth after 20 min was an indication of saponins.

Cardiac Glycosides Test

5 ml of the beetroot extract was mixed with 2 ml of glacial acetic acid and 1 drop of
10% w/v alcoholic ferric chloride solution. 1 ml of concentrated sulfuric acid was
then added. The formation of a brown ring between the layers and a blue colour in
the top layer indicated the presence of cardiac glycosides.
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Quinones Test

3 drops of concentrated sulfuric acid were added to 1 ml of the beetroot extract and
2 ml of DI-water. A colour change indicated the presence of quinones.

Terpenoids Test

5 ml of the beetroot extract was mixed with 2 ml of chloroform and 3 ml of concen-
trated sulfuric acid. The presence of terpenoids was indicated by a reddish-brown
ring at the interface of the layers.

E. Catalysis Test for Ag NPs

To test for the catalytic ability of beetroot synthesized AgNPs, we used the reduction
reaction of 4-nitrophenol (4-NP). This reaction is known to be thermodynamically
favourable [2, 5]. However, the reaction is very slow as 4-NP is deprotonated in
basic conditions due to the addition of sodium borohydride (NaBH4). Ag NPs act as
catalysts by facilitating the transfer of electrons from BH4

− to the nitro group [2, 5].
1.75 ml of DI-water, 150 μl of 1.5 mM 4-nitrolphenol solution and 1 ml of 30 mM
NaBH4 solution were mixed together in a 3 ml quartz cuvette [2, 5].

100 μl of Ag nanoparticle solution was then added into the solution and the
reaction was then monitored using UV-vis over 300–500 nm every 2 min. A control
was also monitored in the same manner. The control was created by adding 100 μl
of water instead of Ag NPs. [2, 5] A total of 7 runs were performed, including one
control.

F. Catalysis Test for Mn2O3 NPs

To test the catalytic ability ofMn2O3 NPs, we used the degradation ofmethylene blue
with hydrogen peroxide [6, 11–13]. First, a beaker and a petri dish were wrapped in
aluminum foil. 2 mg of Mn2O3 NPs were added to 2.6 ml of DI-water in the beaker.
Then, 12.5 ml of 10 mg/L methylene blue solution and 400 μl of H2O2 (used as
oxidiser) were added. The beaker was then covered with the petri dish and left to
stir in the dark for 70 min to equilibrate the adsorption of methylene blue on catalyst
surface [6, 11, 12].

3 ml of the solution from the beaker was drawn out and centrifuged with a
HERMLEZ200A to remove the solid catalyst. The supernatant was tested for UV-vis
at every 30 min interval.

A control was also performed using the same method but 2.6 ml of DI-water was
added without the addition of 2 mg of Mn2O3 NPs. A total of 5 runs were studied,
including 1 control.
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3 Results and Discussion

A. UV-vis Spectra of Silver Nanoparticles

Figure 1 shows the representative UV-vis spectra of the aqueous nanoparticle mix-
tures synthesized by the different fruit peel extracts. Like previous work [2, 9],
appearance of an absorbance peak at around 400 nm, which is attributed to the
Surface Plasmon Resonance (SPR) absorption of AgNPs, suggests the successful
formation of AgNPs.

The maximum absorbance (Amax) gives an estimation of the amount of AgNPs,
with a larger concentration of AgNPs being reflected as a larger Amax. This indicates
the yield of AgNPs given a fixed concentration of AgNO3 precursor. The wavelength
with maximum absorbance (λmax) is an estimation of the modal size of AgNPs.
Finally, FullWidth atHalfMaximum(FWHM), indicates the particle size distribution
with small FWHMpeak indicatingmoremonodisperseAgNPs. From theUVspectra,
we selected NPs synthesized using beetroot peel extract for further characterization
as the AgNPs displayed the highest Amax and lowest FWHM at λmax of 400 nm.

B. Ag NPs Shape and Size Distribution

Figure 2 shows a typical cluster of beetroot peel synthesisedAgNPs. To determine the
size distribution, we measured the size of 115 AgNPs using image editing software
GIMP. The nanoparticles had a mean diameter of 17.0 nm and a standard deviation
of 4.3 nm. As seen from Fig. 2, the AgNPs are generally spherical in shape with a
small number of irregular shapes. The results are similar to other papers [9].

C. Ag NP as Catalyst for Reduction of 4-Nitrophenol

The UV-vis spectra in Fig. 3a shows a great decrease in the peak intensity during the
reaction duration of 20 min. This corresponds to decolourising of the initial yellow

Fig. 2 TEM of Ag
nanoparticles
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Fig. 3 a UV-vis spectra of Ag NPs catalysed reduction reaction of 4-nitrophenol. bUV-vis spectra
of reduction reaction of 4-nitrophenol without Ag NPs. c Corresponding plots of ln (A/A0) versus
time for reduction reaction with Ag NPs and control
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reaction mixture [2, 5, 14]. In the control, as shown in Fig. 3b, the peak did not
decrease considerably for 20 min. This confirms that Ag NPs play a catalytic role in
the reduction reaction.

In Fig. 3c, we have analyzed the reaction with and without the catalyst at its peak
at 398 nm [2, 14] throughout the duration of the reaction and have plotted the corre-
sponding graph of ln(A/A0) against time [2, 14]. This resulted in a linear relationship
which suggests a pseudo-first order kinetic with respect to the 4-nitrophenol concen-
tration [2, 5]. Since the concentration of NaBH4 is much larger than 4-nitrophenol,
the reduction rate can be assumed to be independent of the NaBH4 concentration.
The rate constant, kexp can be determined by taking the negative of the gradient,
in this case 0.0708 min−1, compared to the rate constant of the control which is
0.0005 min−1.

D. XRD Pattern of Synthesized Mn2O3 NPs

XRDconfirms the crystalline nature of green synthesizedMn2O3 NPs.Theprominent
peaks in the XRD pattern in Fig. 4, corresponded to pure Mn2O3 (JCPD 10-0069).
Peaks other than those indicating presence of Mn2O3 were negligible and suggests
that usingdriedbeetroot peels to synthesizeMn2O3 NPsdid not result in the formation
of undesired nanoparticles [6, 11, 12].

E. Mn2O3 NP Shape and Size Distribution

Figure 5a shows a typical cluster of beetroot peel synthesized Mn2O3 NPs. To deter-
mine the size distribution, we measured the size of 115 Mn2O3 NPs using image
editing software GIMP. The nanoparticles had a mean diameter of 203.8 nm and a
standard deviation of 61.1 nm which is similar to other papers [6]. As seen from
Fig. 5a Mn2O3 NPs are generally irregular in shape with a small number of spherical
or spheroid shape.

Fig. 4 XRD of Mn2O3 NPs
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Fig. 5 SEM of Mn2O3 NPs

F. Mn2O3 NPs as Catalyst for Oxidative Degradation of Methylene Blue

The UV-vis spectra in Fig. 6a shows a great decrease in the peak intensity near
650 nm during the reaction duration of 190 min. This corresponds to decolourising
of the initial blue reaction mixture [6, 11, 12]. In the control, as shown in Fig. 6b,
the peak did not decrease considerably for 190 min. This confirms that Mn2O3 NPs
play a catalytic role in the degradation reaction. In Fig. 6c, we have analyzed the
reaction with and without the catalyst at its peak at 660 nm throughout the duration
of the reaction and have plotted the corresponding graph of ln(A/A0) against time
[6, 11, 12]. This resulted in a linear relationship which suggests a pseudo-first order
kinetic with respect to the methylene blue concentration. [6] Since the concentration
of H2O2 is much larger than the methylene blue solution, the reduction rate can be
assumed to be independent of the H2O2 concentration. The rate constant, kexp can
be determined by taking the negative of the gradient, in this case 0.0024 min−1,
compared to the rate constant of the control which is 0.0009 min−1.

G. FTIR Pattern of Synthesised Ag and Mn2O3 NPs

In both FTIRs of AgNPs (Fig. 7a) andMn2O3 NPs (Fig. 7b), a broad band appears at
3436 and 3443 cm−1 respectively. This is likely representative of the O–H stretching
bond which is present in water, polyphenols and sugar found in the beetroot extract.
Two and three less intense and narrower bands appear in Fig. 7a and 7b respectively
between 2856 and 2959 cm−1. These bands indicate a variety of N- and O-containing
functional groups as well as the possible C–C and C–H. Both spectra also show a
weak band at 1631 cm−1 which is indicative of a stretching alkene bond. The bands
appearing between 1381 and 1358 cm−1 areC–H stretchingmodes fromhydrocarbon
chains. These features could result frompolyphenols in the driedbeetroot peel extract.

H. FTIR Pattern on Beetroot Extract

In both FTIR of fresh (Fig. 7c) and spent (Fig. 7d) beetroot extract, a broad band
appears at 3389 and 3416 cm−1 respectively, which is representative of the O–H
stretching bond present in sugars and water in the beetroot extract. One and two
weak bands respectively appear between 2850 and 2939 cm−1. These bands indicate a
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Fig. 6 aUV-vis spectra ofMn2O3 NPs catalysed degradation reaction of methylene blue. bUV-vis
spectra of degradation reaction of methylene blue without Mn2O3 NPs. c Corresponding plots of
ln (A/A0) versus time for degradation reaction with Mn2O3 NPs and control
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Fig. 7 a FTIR-spectra of Ag NPs. b FTIR-spectra of Mn2O3 NPs. c FTIR-spectra of fresh dried
beetroot peel extract. d FTIR-spectra of spent dried-beetroot peel extract. e Table of FTIR frequen-
cies and possible assignments

variety ofN–HandO–Hbonds aswell as the possible hydrocarbons.Both spectra also
show a weak band at 1638 and 1636 cm−1 respectively which indicates a stretching
alkene bond. Therewas no observable change in peaks between the FTIR for the fresh
and spent extract [15]. We would also like to note that there is a slight weakening
in the peak heights, allowing us to deduce that the functional groups in the dried
beetroot peel extract has been used during the reducing and capping process. All the
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Fig. 7 (continued)

noted features were with reference to Fig. 7e which contains a table showing the
possible assignment of vibrations corresponding to the frequency.

I. Phytochemical Tests

The phytochemical tests [2] on both the spent and fresh extracts have shown that
both extracts do not contain reducing sugars [15], phlobatannins, coumarins, cardiac
glycosides, or quinones. However, both extracts do contain alkaloids, and saponins,
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Fig. 7 (continued)

which indicated that these compounds were not used in the formation of nanoparti-
cles.

In the fresh extract, phenolic compounds [15], chlorogenic acids [15], condensed
tannins and terpenoids were present, but they were absent in the spent extract. These
compounds were likely used during the reduction and capping process for the forma-
tion of nanoparticles. We believe that these compounds are all able to act as reducing
agents due to their easily oxidisable O–H groups. Condensed tannins as well as
Chlorogenic acids can act as good capping agents due to the high steric hindrance
experienced between their compounds resulting from their rigid aromatic rings and
the fact that these compounds can chelate the metal centre easily. These chemicals
also correspond to the functional groups we deduced from our FTIR scans.
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4 Conclusion

We have experimented with a substantial number of fruit and vegetable peel extracts
and successfully tested a new method for green synthesis of nanoparticles, such as
Ag and Mn2O3, using beetroot peel extract. The nanoparticles synthesized using this
method were shown to have similar effectiveness in the degradation of methylene
blue and reduction of 4-nitrophenol as compared to those available commercially.
This is a significant breakthrough in the synthesis of nanoparticles as this method
is low cost, helps to reduce waste, is environmentally friendly and can be easily
scaled up to meet the needs of the market. With further research, we hope to be able
to develop methods to produce other metal nanoparticles, such as copper and zinc
oxide, using the green synthesis.

Acknowledgements FKM Lee, IEE Sim and CYL Yaow would like to acknowledge Ms Doreen
Yong for her guidance and support throughout the research journey.
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Optimization of the Electrospinning
Process to Create Pure Gelatin
Methacrylate Microstructures for Tissue
Engineering Applications

Srushti Sakhardande and Zhang Yilei

Abstract Synthetic scaffolds made from electrospun fibres have showed to be a
novel method to solve issues related to shortage of donors and other complications.
Pure gelatin methacrylate (GelMA) has showed to have excellent compatibility in
tissue engineering applications as it closely resembles properties of native extra-
cellular matrix. However, studies of electrospinning of GelMA largely use GelMA
blends. In this study, pure GelMA fibres were successfully produced using electro-
spinning method. To facilitate development of pure GelMA fibers using electrospin-
ning method as well as optimize the process, alterations to significant parameters of
electrospinning, including concentration of solution, voltage of power supply, flow
rate and temperature was done. It was observed that temperature is a significant
parameter in the electrospinning of pure GelMA. A correlation between concen-
tration and fibre diameter was observed that further emphasises the wide usage of
electrospun GelMA fibers in tissue engineering application as fibers of differing
diameters and mechanical strengths can be produced. This study sets the foundation
for the usage of electrospun pure GelMA scaffolds in tissue engineering applications.

Keywords Electrospinning · Tissue engineering · Gelatin methacrylate

1 Introduction

As Singapore and the world faces societal problems like ageing population leading to
increasing healthcare demands, there is a need to find effective and low-cost solutions
to such problems.With problems associated with the shortage of donor organs, donor
site morbidity and complications, risk of disease transmission and immuno-rejection
problems, tissue engineered scaffolds have been developed as a novel perspective
for organ repair.

Electrospinning is a fiber production method which uses electric force to draw
charged threads of polymer solutions. It has emerged as a new scaffold fabrication
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method. The underlying rationale of using microfibres for scaffolding is based on
the principle that electrospun fibers can mimic the physical structure of the native
extracellular matrix (ECM). From the biological viewpoint, almost all of the tissues
and organs, such as bone, nerve, blood vessel, ligament, tendon, and cartilage, are
synthesized and hierarchically organized into fibrous structure [1–5]. The scaffolds
made by electrospinning exhibit better cellular attachment, growth and differentia-
tion compared with those made by other techniques. The large specific surface area
provided by a low-dimension fibrous structure, which facilitates cell adhesivity to
the electrospun fibers.

Gelatin methacrylate (GelMA) hydrogel, chemically modified gelatin, has been
widely used for various biomedical applications due to its suitable biological prop-
erties and tunable physical characteristics. GelMA hydrogels closely resemble the
aforementioned properties of native extracellular matrix (ECM) because of the pres-
ence of cell-attaching andmatrixmetalloproteinase responsive peptidemotifs, which
allow cells to proliferate and spread in GelMA-based scaffolds. GelMA is also ver-
satile from a processing perspective. It crosslinks when exposed to light irradiation
to form hydrogels with tunable mechanical properties [6].

Hydrogel electrospinning is recent invention. Hydrogels are difficult to spin as
they have limited solubility in organic solvents, thus aqueous solvents are used.
However, the combination of water’s low volatility and hydrogel material’s affinity
for water slows the drying process for the polymer jet, resulting in deposition of wet
material rather than dry polymer fibers. GelMA based electrospinning has largely
been using GelMA blends with other polymers such as polyvinyl alcohol (PVA) or
nanoparticles, and not using pure GelMA. This is due to pure GelMA’s high affinity
to water, making electrospinning challenging. However, there is a need to produce
pure GelMA electrospun fibers due the excellent compatibility of pure GelMA in
tissue engineering applications coupled with the effectiveness of electrospinning in
producing synthetic scaffolds.

2 Aims and Objectives

We aim to create a pure GelMA fibrous structure that can be cell laden as electrospun
fibers have shown to have excellent cellular attachment, growth and differentiation.
Due to the lack of studies on the electrospinning of pure GelMA despite its excellent
compatibility in producing tissue engineered scaffolds, this study aims to optimize
parameters of electrospinning in order to produce pure GelMA fibers.

3 Methods and Materials

A. Characterisation of GELATIN METHACRYLATE (GelMA)

In order to make the GelMA solution for electrospinning, solutions were prepared
by weighing GelMA and adding deionized water. The concentration of the solution
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was determined by the mass of GelMA in 0.5 ml of deionized water. The solutions
was stirred at 50 °C using a heated magnetic stirrer, in order to ensure dissolution of
GelMA and a homogenous mixture.

B. Electrospinning Process

The electrospinning method is a process that creates nanofibres through an elec-
trically charged jet of polymer solution. A basic electrospinning setup (Fig. 1 [7])
consists of a syringe to hold polymer solution (often connected to a syringe pump),
two electrodes and a DC voltage supply in the kV range.

Before electrospinning the needle was kept in a hot water bath of 50 °C, to ensure
that the GelMA solution does not dry up when flowing through the needle.

Parameters of electrospinning are of paramount importance as they affect pro-
duction of fibres and fibre morphology. Significant parameters include, viscosity and
surface tension, voltage of power supply, distance between syringe and grounded
surface, temperature, and flow rate of solution from syringe.

The following parameters are of significance when electrospinning polymers.

(1) Suitable Solvent to dissolve polymer
(2) Vapour Pressure of the solvent so that the solvent

(i) Evaporates quickly enough for fibre to maintain its integrity
(ii) Evaporates not too quickly to allow the fibre to harden before it reaches

nanometre range

(3) Viscosity and Surface Tension of the solvent

(i) Not too large to prevent the jet from forming
(ii) Not be too small to allow the polymer solution to flow freely from the

syringe

Fig. 1 Basic electrospinning
setup
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(4) Power supply should be adequate to overcome the viscosity and surface tension
of polymer solution to form and sustain the jet of polymer from syringe

(5) Distance between syringe and grounded surface should not be too small to
create sparks between the electrodes but should be large enough for the solvent
to evaporate in time for fibres to form

(6) AmbientParametersTemperaturefluctuations can causefluctuations in viscosity
and surface tension of solution. Low humidity may dry the solvent and increase
the rate of solvent evaporation. On the contrary, high humidity will lead to the
thick fiber diameter.

4 Results and Discussion

A. Optimising Parameters for Electrospinning of GelMA

(1) Temperature of GelMA Solution

Since hydrogels like GelMA have a high affinity for water, the solution exist as
gels at room temperature. This high viscosity solution does not produce fibres when
electrospun as it results in the hard ejection of jets from solution. Generally, there
is a linear relationship between concentration of solution and viscosity. However, in
the case of GelMA solutions, even low concentration such as 10% solutions exist as
a gel at room temperature. In order for electrospinning to occur, the mixture must
exist as a solution to allow the evaporation of water and also the ejection of jets from
the solution.

We found that heating the solution to an optimal temperature led to a significant
increase in the success rate of fibre production.

As seen by Figs. 2, 3 and 4, the fibre morphology has drastically changed as
temperature was increased. At room temperature wet gel was deposited, while at
the optimal temperature (56 °C) smooth fibre were produced. At a high temperature

Fig. 2 Fiber morphology of
15% GelMA solution at
room temperature (25 °C)
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Fig. 3 Fiber morphology of
15% GelMA solution at
56 °C

Fig. 4 Fiber morphology of
15% GelMA solution at
70 °C

(70 °C), beaded fibre were produced which is not desirable. At a very high tempera-
ture, viscosity was very low and surface temperature of solvent was very high which
leads to low extensional viscosity, thus leading to bead formation. Thus, temperature
is a hugely important controllable variable to note in the electrospinning of GelMA.

(2) Concentration and Flow Rate of GelMA Solution

Concentration is an important parameter to consider in the electrospinning of all
polymers. When the concentration is very low, polymeric micro (nano)-particles
will be obtained and electrospray occurs instead of electrospinning because of low
viscosity and high surface tensions of the solution [8]. As the concentration is little
higher, a mixture of beads and fibers will be obtained.
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Fig. 5 Electrospinning
setup for GelMA

Generally, lower flow rate is recommended as the polymer solutionwill get enough
time for evaporation. If the flow rate is very high, bead fibres with thick diameter will
form rather than the smooth fibres with thin diameter owing to the short drying time
prior to reaching the collector and low stretching forces. Flow rate is very important
in the electrospinning of GelMA due to the low volatility of water, thus a lower
flow rate ensures enough time for the evaporation of water and formation of polymer
fibres. Generally, fibre production occurs when flowrate is between 0.5 and 1.0 ml/hr.
In this study, flow rates of 0.6 and 0.8 ml/hr were tested.

For a certain concentration of GelMA solution and a certain flow rate, the tem-
perature was increased until the mixture existed as a liquid solution rather than a gel.
Moreover, in the electrospinning setup, the voltage was increased until formation of
fibre was observed.

For all the experiments, the diameter of the needle was constant and the distance
between the needle and grounded surface was maintained at 7 cm (Fig. 5).

In order to verify reproducibility, it was ensured that fiber collection with the
parameters was repeatable at least twice.

Table 1 in Appendix shows the optimal conditions for electrospinning GelMA
solutions of various concentrations as well as the respective fibre morphologies. As
seen by the results in Table 1, fibre morphology significantly changed with change
in concentration and change in feed rate. Generally, a lower feed rate produced more
desirable fibres which had less beads and were smoother. Generally, an increase in
concentration led to larger and less smooth fibres however, fibres produced were long
and continuous as compared to the short and detached fibres produced using 10%
and 12% GelMA solutions.

The temperature and voltage was optimized to the respective concentrations.
Increase in concentration led to a more viscous solution thus a higher temperature
was needed to ensure that the GelMA remained in solution form rather than in gel
form. However, in the case of 20% GelMA solution, a high temperature of 70 °C
was needed to maintain the solution in liquid form, causing the anomalous beading
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and discontinuous wet fibres. A very high concentration of 20% failed to produce
dry fibres.

B. Fiber Morphology

The diameters significantly vary with concentration of solution, however, there was
no significant change in diameter due to change in flow rate. Figures 6, 7, 8 and 9

Fig. 6 Diameter of fibers
produced from 10% GelMA
solution

Fig. 7 Diameter of fibers
produced from 12% GelMA
solution

Fig. 8 Diameter of fibers
produced from 15% GelMA
solution
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Fig. 9 Diameter of fibers
produced from 18% GelMA
solution

show the distribution of fibre diameters for 10, 12, 15 and 18% solution respectively.
Generally, an increase in concentration led to a increase in average diameter.

This is of utmost importance for the application of GelMA electrospun structures
in tissue engineering as engineering of different types of tissues require fibres dif-
ferent morphologies, for example, skeletal muscles require scaffolds to have high
mechanical strength and larger fibre diameter.

5 Conclusion and Recommendations for Future Work

Electrospinning of pure GelMA under optimized conditions proved to be a novel
method for tissue engineering applications due to the cost effectiveness of electro-
spinning, tunable fiber morphologies as well as the biocompatibility and mechanical
properties of GelMA. Compared to other biocompatible polymers such as Polyvinyl
alcohol (PVA),GelMAhas a promising remarkable compatibility for awide spectrum
of applications. This study of optimization of noteworthy parameters specifically for
the electrospinning of pure GelMA builds the foundation for the development of pure
GelMA structures for various tissue engineering applications, tissue engineered scaf-
folds in particular.

In the future, studies should test the cell attachment, growth and differentiation in
the pureGelMAfibrous structures formed using the different concentrations and flow
rates, to further determine the optimal concentration for various tissue engineering
applications.
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Appendix
See Table 1.

Table 1 Optimal conditions for electrospinning GelMA solution of various concentrations

Concentration
(%)

Temperature
(°C)

Voltage
(kV)

Feed rate
(ml/hr)

Fiber morphology as seen under light
microscope under ×5 magnification

10 50 14.0 0.6

10 50 14.0 0.8

12 50 14.6 0.6

(continued)
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Table 1 (continued)

Concentration
(%)

Temperature
(°C)

Voltage
(kV)

Feed rate
(ml/hr)

Fiber morphology as seen under light
microscope under ×5 magnification

12 50 14.6 0.8

15 56 16.7 0.6

15 56 16.7 0.8

18 62 16.7 0.6

(continued)
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Table 1 (continued)

Concentration
(%)

Temperature
(°C)

Voltage
(kV)

Feed rate
(ml/hr)

Fiber morphology as seen under light
microscope under ×5 magnification

18 62 16.7 0.8

20 68 16.7 0.6

20 68 16.7 0.8
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Study of Bird Feathers to Improve
Design of Absorbent Pads for Greater
Efficiency of Oil Spill Removal

Alicia Chua Hao Shan and Daphne Chu Zhiying

Abstract Oil spills in the ocean cause both short and long-term environmental
damage and can pose threats to wildlife and ecosystems. The use of sorbents such
as absorbent pads is one method which can remedy oil spills, because of their
hydrophobicity and oleophilic nature. However, many of such absorbent pads are
non-biodegradable and costly. Bird feathers are able to adsorb oil well due to their
structure and are cheap organic materials. This research aims at studying the fea-
tures of bird feathers which contribute to their oil adsorbing ability, so as to adapt
these features to current absorbent pad models to determine an ideal structure that
can increase efficiency of oil removal. In this research, pheasant and duck feathers
were compared with four types of oil absorbent pads by determining which material
absorbs the most oil relative to its initial mass. The materials were further observed
using microscopes and a SEMmachine. It was determined that pheasant feathers are
better at oil adsorbing due to the size of their apparent contact angles, which affect
the amount of oil which can enter the pores between the feather fibres (Cassie and
Baxter in Trans Faraday Soc 40:546, [1]). It was also found that absorbent pads with
larger fibre widths were able to adsorb and retain more oil, which may be due to a
higher surface area or a lower contact angle of the oil on the surface of the pad.

Keywords Oil spills · Sorbents · Oil absorbent pad · Hydrophobic · Oleophilic ·
Bird feather · Adsorption

1 Introduction

Oil spills in the ocean are common occurrences which have great impact on the
pollution and destruction of the environment. Being a major concern to the industry,
certain methods such as the use of sorbents (absorbent pads) and biological agents
have been used to tackle oil spills.

Pertaining to the use of biological agents, microbes are used to promote degrada-
tion of oil. However, due to the vast number of components in the oil, large numbers
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of multiple types of bacteria are required to make changes to oil spill conditions. This
can result in oxygen depletion in ocean waters in the areas where the microbes are
active. Furthermore, a large amount of bacteria would require large amounts of nutri-
ents from the ocean to work efficiently, which can lead to insufficient nutrients in the
ocean and eventually result in inefficient bacteria activity, leading to the formation of
sedimentation due to incomplete breakdown of hydrocarbons. Many hydrocarbons
are also too big for microbes to clean up, resulting in ineffective oil spill cleanup.

Thus, the use of sorbents is ultimately the preferred method of cleaning up oil
spills, because they are both highly hydrophobic and oleophilic and are able to retain
oil due to adsorption and, though less commonly, absorption [2].

This research therefore focuses on sorbents rather than biological agents. Conven-
tional sorbents such as oil absorbent pads are largely non-biodegradable and costly.
Bird feathers are known for their hydrophobic as well as oleophilic properties. They
are also low-cost, organic materials [3]. As such, this research aims to study the
structure of feathers of both land and sea birds, as well as compare these structures to
current absorbent pads used. This research uses two types of bird feathers, pheasant
and duck, to represent the differences between land and sea birds. Four oil absorbent
pads with different structural features were also compared and numbered for easier
reference [Pad 1 (Cloversoft), Pad 2 (Joylife), Pad 3 (3M), Pad 4 ( )].

By observing and relating the oil adsorbing abilities of each of these materials
to their structural properties, this research hopes to determine an ideal structure and
feature for absorbent pads used to tackle oil spills, such that the efficiency of oil
removal can be increased. In order to explain the reasons behind observations made
during experimentations to allow the research to advance further, this research tapped
on the previous research on the structural features of bird feathers. This research
strictly focuses on the physical properties and features of the materials, which allow
feathers and oil absorbent pads to adsorb and retain oil and repel water. The oils
used in this research were gasoline and lubricants to mimic different types of oil spill
conditions.

2 Hypothesis

With respect to the physical structural properties of feathers, feathers are able to
adsorb oil more effectively than absorbent pads. In addition, feathers of sea birds are
able to adsorb oil more effectively than that of land birds due to their water repellent
properties.

3 Methodology

For each of these experiments, each material (absorbent pad 1, 2, 3 and 4, pheasant
and duck feather) was dipped into their respective petri dishes for 10 s, then removed
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to be placed on a paper towel for 5 s, in order to drain excess oil. Thematerials’ initial
and final mass were recorded, in order to obtain the change in mass. The percentage
of change in mass due to adsorbed oil (percentage of change) was derived by taking
the change in mass over the initial mass.

3.1 Comparison of Oil Adsorption Ability of Feathers
and Regular Paper Towels

The aim of this section was to determine the amount of oil that should be used in
order to be able to observe how the structure of the bird feather changes with the
addition of oil, as well as to compare the oil adsorbing ability of pheasant feathers,
duck feathers and regular paper towels. The two types of feathers and the regular
paper towel were cut to roughly the same length (between 3.80 and 4.50 cm). A total
of 15 petri dishes were set up, including three negative controls, prepared with just
tap water to prove that both types of feathers are hydrophobic, while the regular paper
towel is not. The other 12 setups were prepared with either sunflower cooking oil or
gasoline, with two different amounts of the oils, 0.5 and 10.0 mL. The recordings
of the various setups and data are listed in the table of experimental data (found in
Appendix). The materials were observed under a microscope before and after the
experiments.

3.2 Effect of Surface Area to Mass Ratio on Oil Absorption
Ability of Absorbent Pads

This experiment was conducted to test out the hypothesis that a stretched piece of
absorbent pad is a more effective oil adsorber as compared to an untouched piece
of absorbent pad, because the ratio of surface area to mass is larger for a stretched
absorbent pad. Two pieces of the absorbent padwere cut out. One piece was stretched
out until light was able to penetrate the pad, while the other piece remained at
its original length and thickness. This experiment was conducted with petri dishes
containing grapeseed oil. The table of experimental data shows the data collected
(details in Appendix).

3.3 Comparison of Oil Adsorbency of Materials

In this experiment, the oil adsorbency of all the materials used in this research were
compared. The structures of these materials were observed using the Scanning Elec-
tronMicroscope (SEM). From there, the absorbent pad and feather that could adsorb
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Fig. 1 a Duck feather—left to right: before oil, 0.5 mL cooking oil, 0.5 mL petroleum, b pheasant
feather—left to right: before oil, 0.5 mL cooking oil, 0.5 mL petroleum, c paper towel—left to right:
before oil, 0.5 mL cooking oil, 0.5 mL petroleum

oil the best were determined. The second part was done on the best absorbent pad
and feather with motorcycle lubricant and salt water, which was made with sea salt
to mimic sea water. The purpose of these experiments was to determine whether
existing absorbent pads were better than bird feathers at adsorbing oil. Acetone was
used to remove any traces of uropygial oil left on the feathers, to eradicate the pos-
sibility of the oil affecting the adsorbing ability of the feathers. The feathers were
left in a beaker filled with acetone for roughly two minutes, then washed and dried
thoroughly but carefully. The salt water was prepared by mixing 33.4 g of Red Sea
Coral Pro Salt to 1 L of water. These feathers and absorbent pads were trimmed to
similar lengths (~2.5 cm) and their initial masses were recorded.

(i) Comparing oil adsorbency of feathers and absorbent pads
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A total of 18 petri dishes were set up in a way similar to the set-ups in Trial Run I.
The oils used were 1.0 mL each of gasoline, motorcycle lubricant and automobile
lubricant, and the materials being tested on were the four types of absorbent pads
and the two types of feathers.

(ii) Comparing oil adsorbency of materials under conditions which mimic oil spills

The pheasant feather and absorbent pad 3 were tested on as they were determined to
be the best out of the feathers and absorbent pads. Two set-ups were prepared with
a mixture of saltwater and 1.0 mL of motorcycle lubricant (Fig. 1).

4 Results and Discussion

In the comparison of oil absorption ability of feathers and regular paper towels
(Fig. 2a), when both petroleum and cooking oil were used, pheasant feathers had
highest percentage of change, followed by duck feathers, then paper towels. In short,
pheasant feathers were able to adsorb more petroleum and cooking oil as compared
to duck feathers due to its structure, which was then observed using the SEM.

While comparing the oil adsorbency of absorbent pad 2 while varying the surface
area, the percentage of change in the stretched absorbent pad was 6.530 (4 signifi-
cant figures) times more than an untouched absorbent pad (Fig. 2b), confirming the
hypothesis that an increased surface area contributes to a higher oil absorbent ability.

While comparing oil adsorbency of all the materials, for the absorbent pads that
were dipped in motorcycle lubricant, the percentage of change was the highest for
pad 3, followed by pad 1, then pad 4 and lastly pad 2 (Fig. 2c). Current sorbents rely
on the use of mostly adsorption, which is determined by certain factors such as the
difference in the critical surface tension of the material compared to the liquid and
the surface area of the material [3]. It was observed that the thickness of absorbent
pad 2 could not be reduced as it was not made up of layers like the other pads.
This suggests that absorbent pad 2 might be able to adsorb more oil, which was
proven when the stretched piece was able to adsorb more oil than an untouched
piece (Fig. 2b). Therefore, the results that absorbent pad 2 adsorbed the least may
be considered inaccurate. However, this may suggest that an absorbent pad that is
unable to separate into layers is less efficient in oil adsorption, as a large part of the
pad will be unable to make contact with the oil.

With reference to the SEM pictures (Fig. 3a–d), it can be observed that all the oil
absorbent pads weremade up of non-uniform network of fibres which have air spaces
between them. These fibres differ in width (from ~10 to ~40 μm) as well as density.
However, the fibres in absorbent pad 4 (Fig. 3d) are much thinner and inconsistent
in terms of the width (differing from 2.988 to 12.02 μm) and more dense than the
other structures. The fibres in absorbent pad 3 are mostly consistent in terms of width
(from 22.38 to 23.66 μm) (Fig. 3c), while absorbent pad 1 consists of fibres that are
less than 20 μm in width (Fig. 3a), and absorbent pad 2 consists of fibres of width
from 31.65 to 31.65 μm (Fig. 3b).



42 A. Chua Hao Shan and D. Chu Zhiying

Fig. 2 Comparison of oil
absorption ability of feathers
and regular paper towels
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Fig. 3 a SEM of absorbent pad 1 at 1.0k×, b SEM of absorbent pad 2 at 500×, c SEM of absorbent
pad 3 at 1.0k×, d SEM of absorbent pad 4 at 1.0k×

As such, an efficient absorbent pad should not have a network of thin fibres, but
should contain fibres that are larger in width. This can be seen when absorbent pads
3 and 1 were able to adsorb more oil than 4. One theory as to why a larger fibre
width allows for more oil to be adsorbed is that it lowers the contact angle of the oil
on the surface of the pad and decreases the critical surface tension of the material.
Alternatively, a larger fibre width may also enable a larger surface area for adsorption
of oil to occur.

With regards to the feathers dipped into motorcycle lubricant, pheasant feathers
had the higher percentage of change, as compared to duck feathers (Fig. 2c).Although
the high water-repellency of duck feathers seem to indicate that they are better at
adsorbing oil, when observed on a structural level, it can be seen that the features
which contribute to the duck feather’s high water-repellency also affect and decrease
its ability to adsorb oil.

Large apparent advancing and receding contact angles of porous surfaces and
mobile drops of liquids ensures that the substance can roll of the surface without
wetting the material. Large apparent contact angles can be deduced when (γ + d)/r
is large, where (γ + d) is the spacing of the fibres and r is the radius of the fibres [1].
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Fig. 4 a SEM of pheasant feather at 300×, b SEM of duck feather at 300×, c SEM of pheasant
feather at 800×, d SEM of duck feather at 800×

Table 1 Experimental data from comparing oil adsorbency of feathers and absorbent pads

Initial mass (g) Final mass (g) Change in mass
(g)

Percentage of
change (%)

Pheasant feather 0.005 0.020 0.015 300

Absorbent pad 3 0.055 0.090 0.035 63.6

When any mobile drop of a liquid falls on the feather, due to the structure of the
feather and depending on the surface tension of the liquid, the drop may or may not
fall through the pores between the feather fibres. Water has higher surface tension
than oil, due to the strong hydrogen bonds between water molecules, as compared
to the weaker non-polar interactions between molecules in oil. Thus, the likelihood
of oil droplets transiting from the Cassie state [1] to the Wenzel state [4, 5] by
seeping into the pores between the fibres of bird feathers is higher than that of water,
which is why feathers are able to adsorb oil, despite being water-repellent. Therefore,
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depending on their apparent contact angles, different types of bird feathers may or
may not be more susceptible to adsorbing oil.

Based on the SEMpictures obtained in this research (Fig. 4a–d), although difficult
to compare the spacing of the fibres due to the differences in angles, it can be seen
that the radius of duck feather fibres is smaller than that of pheasant feather fibres,
resulting in larger apparent contact angles for duck feathers. Thus, because of the
structure of duck feathers, it is both highly water-repellent and more repellent to oil
than pheasant feathers are. This explains why pheasant feathers have been shown to
be better at adsorbing oil.

Therefore, it should be taken into account that the spacing and radius of the fibres
must be such that (γ+ d)/r is substantially large, yet the spacing of the fibresmust not
be too big that droplets of liquid can pass into and out of the pores without difficulty.
The data collected from this experiment is reflected in the table of experimental data
(Table 1).

When the oil adsorbency of the pheasant feather and absorbent pad 3 were com-
pared under conditions which mimic oil spills, the percentage of change for the
pheasant feather was higher than that of absorbent pad 3 (Fig. 2d). This suggests that
the structure of pheasant feathers enable it to adsorb more oil as compared to regular
oil absorbent pads. The data collected is reflected in the table of experimental data
(Table 2).

5 Conclusion and Future Works

Despite the fact that bird feathers are highly effective in adsorbing oil when observed
on a volume per unit area level, the idea of directly using raw bird feathers to tackle
oil spills is implausible and ineffective, because a large amount of bird feathers is
required to make substantial impact on oil spill situations. On the other hand, if
man-made materials were utilised, these materials can be used to produce absorbent
pads in bulk to consistently tackle oil spills. As such, combining the features of bird
feathers that aid them in their oil adsorbing abilities with current oil absorbent pad
models would create an absorbent pad that is highly practical and effective in tackling
oil spills.

Although this research managed to observe and determine the type and features
of bird feathers that would be serve as an ideal template for absorbent pads, it was
not able to explore the possibilities of physically creating an absorbent pad with said
features due to the limitations of time and appropriate resources. If this research
could be brought further, the following areas could be explored: varying the factors
with which the experiments take place, such as temperature and humidity, to further
mimic oil spill conditions. The type of oil used during experimentations could also
become the dependent variable, to allow observation of how density and viscosity of
different types of oils can affect the adsorbent properties of bird feathers and current
absorbent pads. Once all thorough experimentations have been concluded, an ideal
blueprint can be created and then 3D printed, such that the adsorbent properties of
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the new absorbent pad. Following that, different compositions of the absorbent pad
can be explored, such as other forms of hydrophobic structures that may prove to be
more effective and also biodegradable.

Appendix

See Tables 3 and 4.

Table 3 Experimental data from trial run I

Type of
material
used

Type of oil
used (mL)

Volume of
oil used
(mL)

Length of
material
(cm)

Initial mass
of material
(Ml) (g)

Final mass
of material
(M2) (g)

Change in
mass of
material
(M2 −M1)
(g)

Percentage
of change in
mass due to
adsorbed oil
[(M2 −
M1)/Ml*100]
(%)

Pheasant
feather

– 0 4.50 0.015 0.016 0.001

Duck
feather

– 0 4.20 0.029 0.029 0

Paper towel – 0 4.40 0.040 0.106 0.066

Pheasant
feather

Cooking 0.5 4.20 0.013 0.035 0.022 169

Duck
feather

Cooking 0.5 4.00 0.037 0.079 0.042 114

Paper towel Cooking 0.5 4.20 0.028 0.036 0.008 28.60

Pheasant
feather

Petroleum 0.5 3.90 0.013 0.026 0.013 100

Duck
feather

Petroleum 0.5 4.20 0.041 0.070 0.029 70.70

Paper towel Petroleum 0.5 4.10 0.030 0.042 0.012 40

Pheasant
feather

Cooking 10.0 4.00 0.014 0.072 0.058 414

Duck
feather

Cooking 10.0 4.10 0.033 0.128 0.095 288

Paper towel Cooking 10.0 4.30 0.036 0.130 0.094 261

Pheasant
feather

Petroleum 10.0 3.80 0.010 0.039 0.029 290

Duck
feather

Petroleum 10.0 3.90 0.040 0.091 0.051 128

Paper towel Petroleum 10.0 3.90 0.035 0.078 0.043 123
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Table 4 Experimental data from trial run II

Type of material
used

Initial mass of
material (Ml)
(g)

Final mass of
material (M2)
(g)

Change in mass
of material
(M2 − M1) (g)

Percentage of
change in mass
due to adsorbed
oil
[(M2 −
M1)/Ml * 100]
(%)

Stretched
absorbent pad 2

0.080 2.115 2.035 2540

Untouched
absorbent pad 2

0.700 3.425 2.725 389
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Design of Smart Antimicrobial Materials
Based on Silver-Silica Nanocapsules

Zi Chyng Elizabeth Tan, Chenxin Zhang and You Wei Hsu Benedict

Abstract Silver nanoparticles have been commonly used as an antibacterial agent
and are often delivered in a burst release manner to the site of infection. However,
a drawback of this release mode is the limited lasting duration of the antibacterial
properties of the particles. Hence, in order to achieve a more effective and sustained
protection against bacteria growth, this project aims to design and create smart antimi-
crobial materials based on silver-silica nanocapsules that can respond to an acidic
environment to release Ag+ ions in a targeted, slow and sustained manner. In this
project, the as-synthesized silica-silver nanocapsules were found to exhibit excel-
lent colloidal stability, thus allowing for a homogenous distribution within different
polymer matrix materials. Explored applications include the incorporation of the
silver-silica nanocapsules into F127 hydrogel and poly(vinyl alcohol) (PVA) film so
as to develop antibacterial biomaterials that can effectively prevent bacteria growth
for a sustained period of time. In subsequent proof-of-concept studies, both the F127
hydrogel and PVAfilmwere able to respond to acidic conditions for a gradual release
of Ag+ ions. Interestingly, the as-released Ag+ ions from the PVA film were effec-
tively entrapped within the polymer matrix, thereby demonstrating their promising
potential to sterilize absorbed fluid fromwound sites when applied as a wound dress-
ing. On the other hand, the F127 hydrogel exhibited a slow and sustained release of
Ag+ ions into the surrounding environment, hence affirming their capacity for topical
administration in the form of lotions or creams for antibacterial purposes.
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1 Background and Purpose of Research Area

Silver ions have been established to have antibacterial properties as they are able
to destroy bacteria cells by damaging the cell envelope of bacteria and intracellular
content [1]. So far, the antibacterial properties of silver has been utilized in many
areas, such as in water purification [2] or in the treatment of burn victims [3]. Such
silver ions are utilized in a burst release manner, where all the silver ions present
are instantly exposed to their surroundings. However, high concentrations of either
silver ions or metallic silver at once can be toxic to the human body [4]. On the other
hand, a more controlled release will ensure that the amount of silver ions remain at
a level below the toxic threshold of the body as the ions will be slowly exposed to
their surroundings and used up accordingly.

Besides, a more limited exposure to silver will also allow for a larger reservoir of
silver to be presentwithout being toxic to the human body. Coupledwith the design of
a stimuli-responsive antibacterial material to allow for amore targeted and controlled
release of silver ions, this can potentially increase the lasting duration of antibacterial
properties. In this regard, it is noteworthy that certain types of bacteria can create an
acidic medium by secreting acids [5], which can act as a stimuli for the release of
silver ions. Therefore, this project aims to develop a smart antibacterial material that
can respond to acidic conditions to release the silver ions in a sustained and controlled
manner. This will hopefully improve current silver-based antibacterial materials by
enabling the material to be more effective for a sustained protection against bacteria
growth.

2 Engineering Goal of Project

To design and create smart antimicrobial materials based on silver-silica nanocap-
sules. The silver-silica nanocapsules (AgNCs) will act as a reservoir of silver ions
stored in the form of metallic silver on the surface of the nanocapsules. Upon expo-
sure to an acidic environment, the metallic silver will be converted into silver ions
for enhanced antibacterial properties. Silver nanocapsules are chosen because they
have been found to provide a sustained release of silver ions instead of a burst release
when at sizes larger than 50 nm [6]. This aligns with the goal of the project for a
sustained protection against bacteria. Their smaller size also allows for more silver
to be stored due to a larger surface area to volume ratio.
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3 Methods and Materials

3.1 Synthesis of Silica Nanocapsules

30 mg of Pluronic F127 (F127) was first dissolved in 900 µL of tetrahydrofuran
(THF), followed by the addition of 40 µL of tetramethoxysilane (TMOS) to obtain a
homogeneous mixture. The resulting solution mixture was then slowly injected into
10 mL of deionized water while stirred at 800 rpm, and left to stir for an additional
3 days at 300 rpm (For a schematic illustration of the synthesis protocol, refer to
Appendix 1).

3.2 Synthesis of Silver Nanocapsules (AgNCs)

A templating strategy was explored in the synthesis of AgNCs, where the prepared
hollow silica nanocapsules were encapsulated in metallic silver particles. Metallic
silver particles were deposited onto the hollow silica nanocapsules templates via the
Tollens reaction of silver mirroring. Herein, the silver complex [Ag(NH3)2]+ stock
solution was first prepared by dissolving silver nitrate (200 mg) in deionized water
(10 mL), to which ammonium hydroxide (400 µL) was added dropwise until the
precipitate that formed redissolved. Next, the silica nanocapsules, glucose and silver
complex [Ag(NH3)2]+ were mixed together and left to agitate. Finally, the conditions
of the Tollens’ reactionwere then optimized by varying the concentration and volume
of the glucose solution, concentration of silica nanocapsules and the concentration
of the silver complex [Ag(NH3)2]+ solution (Refer to Appendix 2 for details of the
concentration variation).

3.3 Characterization Methods

Characterization of the AgNCs by UV-Vis spectroscopy was carried out to determine
if silver has indeed formed on the surface of the silica nanocapsules. The AgNCs
were then analyzed under the absorbance spectra in 400–4000 nm range with a
Fourier Transform Infrared (FTIR) spectrophotometer to identity organic species in
theAgNCs to confirm the silica still remained in theAgNCs.Dynamic light scattering
(DLS) was used to determine the size of the nanocapsules as well as the critical
micelle concentration. A scanning electronmicroscope (SEM)was used to determine
the morphology of the AgNCs and the contents of the poly(vinyl alcohol) (PVA)
film.1 To test for the antibacterial properties of AgNCs, a culture of Pseudomonas
aeruginosa ATCC 9027 strain was incubated with varying AgNC concentrations of

1Done by supervisor.
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5, 10, 20 and 40% in respect to the cell medium. The culture was then left at room
temperature for two days before quantifying for the bacteria growth in comparison
to a bacteria culture containing no AgNCs (see footnote 1).

To test for the acid-responsive properties of AgNCs, the AgNC solution was first
freeze-dried to obtain its dry powder form. Next, the AgNC powder was added to
different types of acids at various pH. It was noted that 1 M nitric acid (HNO3) was
able to completely breakdown AgNCs (dry powder form) into Ag+ ions as shown by
the decolorization of the brown mixture into a clear solution (Refer to Appendix 3
for overnight results).

3.4 Preliminary Processing of Composite Antimicrobial
Biomaterial Using PVA Film

Thin films incorporating AgNCs were created using 10% weight per volume (w/v)
PVA. PVA powder of 4 different molecular weights were experimented: (i) 80%
hydrolyzed, MW 9000–10,000, (ii) 87–89% hydrolyzed, MW 30,000–50,000, (iii)
99+% hydrolyzed, MW1–30,000, and (iv) 99+% hydrolyzed, MW85,000–124,000.
For each type of PVA, 1 g of PVAwas dissolved in 5mLof deionizedwater by heating
in an oven for 3 h at 95 °C. After cooling to room temperature, 5 mL of AgNC
solution was added and left on an orbital shaker to be homogenized overnight. After
homogenization, the mixture was spread over a petri dish to form a thin layer, after
which it was placed in a freezer at −20 °C to freeze overnight. The samples were
then taken out to thaw for 30 min, before freezing overnight again. The freeze-thaw
cycle was repeated thrice.

To test if AgNCs can still release silver ions in acidic conditions while being
embedded inPVApolymermatrix, the as-synthesizedPVAfilmswere cut into squares
of size 2 cm × 2 cm, and then immersed into 10 mL of HNO3 with concentrations
of 1, 0.5 and 0.1 M. The supernatants were then extracted and tested for silver ions
using qualitative analysis. The composite antibacterial films were also subsequently
observed for possible decolorization,whichwould indicate the conversion ofmetallic
silver into silver ions, upon leaving to stand overnight.

3.5 Preliminary Processing of Composite Antimicrobial
Biomaterial Using F127 Hydrogel

F127 is a FDA-approved thermoresponsive polymer with a sol-to-gel transition that
can be triggered by the average body temperature of 37 °C. Hence it can be hopefully
used as a gel to be applied on the body. 16%, 18%, 20% and 22 wt% F127 were
prepared byweighing 0.8 g, 0.9 g, 1.0 g and 1.1 g of F127 respectively and topping up
to 5 mL using deionized water, after which it was left in a fridge (4 °C) overnight for
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complete dissolution. To verify the sol-to-gel transition behavior of F127 hydrogel,
the glass vial was inverted at both 25 and 37 °C. Visual inspection was then carried
out to observe for any flow of liquid after being inverted.

Acid response to AgNCs-incorporated F127 hydrogel was tested by immersion
in 1500 cm3 of 0.1 M HNO3 using a dialysis cassette of 10,000 MW cutoff, which
would prevent the F127 hydrogel from passing through while allowing the Ag+ ions
to diffuse out into theHNO3.Visual inspection of these hydrogelswas then carried out
to observe for color change to indicate the breakdown ofAgNCs intoAg+ ions. At 12-
h intervals over 60 h, small aliquots of the dialysis fluid were extracted to determine
the released Ag content using Inductively Coupled PlasmaMass Spectrometry (ICP-
MS), and the surrounding medium was also replaced by fresh HNO3. A control was
also set up by replacing the HNO3 with distilled water under the same experimental
conditions to prove that Ag+ ions were only released in acidic conditions.

4 Results and Discussion

4.1 Silica Nanocapsules Templates

The silica nanocapsule templates were monodisperse and on the nanoscale dimen-
sions,withwell-structuredmorphology (Fig. 1c). Itsmechanical stabilitywas attested
by the DLS results, where the critical micelle concentration of the silica nanocap-
sules occurred at a higher dilution level than that of F127 (Fig. 1a, b). This showed
that the silica nanocapsules were able to maintain their integrity and withstand high
levels of dilution, thereby rendering it a good template to be adopted for the silver
nanoparticle coating on it.

4.2 Optimization of the Synthesis Conditions of AgNCs

The optimum reaction conditions were determined from the brown color intensity
of the supernatant obtained by the end of the reaction. The brown intensity gave an
indication of the presence of metallic silver, which would be formed over the silica
nanocapsule templates. Herein, the aim was to obtain a clear solution with a high
brown color intensity, yet without the presence of any precipitation since it would
otherwise indicate the severe aggregation of the silver nanoparticles.

Based on the solution color intensity obtained after varying the conditions of (i)
glucose concentration (Fig. 2a); (ii) glucose amount (Fig. 2b); (iii) silica nanocap-
sule concentration (Fig. 2a); and (iv) silver complex concentration (Fig. 2c), the
optimal combination was (i) 10 mg/mL glucose concentration, where (ii) 40 mg of
glucose was dissolved in (iii) 3 mL silica nanocapsules, and (iv) 1 mL silver complex
synthesized from 10 mg/mL silver nitrate.
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Fig. 1 Characterization of F127Micelles and Silica NCs. a Stability measurement of F127micelle.
b Stability measurement of silica NCs. c Transmission electron microscopy (TEM) image of silica
NCs synthesized [13]

Fig. 2 Results of optimization of synthesis conditions of AgNCs after 2 days, best result(s) circled
in red. a Variation of the concentration of silica nanocapsules and amount of glucose added, shown
left to right, samples 1–9. b Variation in glucose concentration, shown left to right: g0–g5, last 2
bottles are controls with no glucose added and no silver complex added respectively. c Variation of
silver complex solution shown from left to right, A1–A4, B1–B3
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4.3 Properties of AgNCs

Formation of AgNCs was determined by UV-vis spectroscopy, where the surface
plasmon absorbance maxima can be observed at around 420 nm from the UV-vis
spectrum (Fig. 3a). This peak corresponds with what is expected of silver nanoparti-
cles [7]. FTIR spectrum suggested that silica remained intact after its encapsulation
with silver due to similar peaks (Fig. 3c). The AgNCs synthesized were uniform and
spherical in shape, with a small particle size of around 100 nm (Fig. 3e). This was
further supported by the DLS results, where the average hydrodynamic diameter of
AgNCs was around 100 nm. DLS also showed a single peak, with little aggregation,
which made the AgNCs ideal to be incorporated into polymers to form a homo-
geneous composite material (Fig. 3d). The as-synthesized AgNCs were also more
stable than the silica nanocapsules as the former could withstand higher levels of
dilution cycles before reaching its critical micelle concentration (Figs. 3b and 1b).
This excellent colloidal stability could be attributed to the hydrophilic PEO chains of
F127 in the AgNCs, which increased the water solubility and decreased non-specific
protein adsorption.

The antibacterial property of AgNCswasmeasured by comparing bacteria growth
in cell culture mediums with no AgNCs, as well as with AgNCs of various concen-
trations. Based on the results, it was evident that the AgNC had a dose-dependent
antibacterial effect, albeit limited in its inhibition of the bacterial growth. Notably, it
was only able to prevent 47.1% of bacteria growth after two day exposure to a 40%
nanoparticle concentration (Fig. 3f). Thiswas likely because theAgNCs had not been
converted into free silver ions, which would otherwise have a stronger antibacterial
effect [8]. Hence, this further justified the design a biomaterial that allowed a stimuli
controlled release of Ag+ ions.

Fig. 3 Properties of AgNCs. a UV-Vis spectrum. b Stability results. c FTIR spectrum. d DLS
results. e Morphology and size. f Antibacterial properties
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4.4 Incorporation of AgNCs into PVA Film to Form
Composite Biomaterial

PVA was chosen as it is biodegradable, cheap to make and has low cytotoxicity,
thus making it suitable for medical usage [9, 10]. It has also been widely used as a
wound dressing due to its ability to provide a suitable environment for quick healing
[11]. After 3 freeze-thaw cycles during the processing of PVA films, only PVA films
synthesized using 99+% hydrolyzed PVA formed the films successfully (Refer to
Appendix 4 for images of the films). Thus for the subsequent test for their acidic
response behavior, only PVAfilms synthesized using 99+% hydrolyzed PVA, ofMW
1–30,000 and MW 85,000–124,000 were used for experimentation.

The PVA films were observed to decolorize from brown to near colorless after
immersing overnight in HNO3 for all 3 experimented concentrations (Fig. 4b). This
indicated the successful conversion of AgNCs to Ag+ ions, stimulated by the acidic
medium. Hence, HNO3 could be used as the basis for the design of antibacterial
material that can respond to acidic conditions for a slow release of Ag+ ions for
sterilization purposes.

However, qualitative analysis of the supernatant with sodium chloride yielded
negative results as no white precipitate was observed, suggesting that instead of
being dissociated into the surrounding aqueous acidic medium, the Ag+ ions were
most probably trapped inside the PVA polymer matrix. Subsequent SEM analysis of
the air-dried PVA films (Fig. 4a) confirmed that the AgNCs and any silver complex
formed were indeed entrapped in the PVA polymer matrix.

This holds much potential in pharmaceutical applications. Since PVA films are
known to have high water intake that allows them to absorb fluid from the wound
site [11], the embedding of AgNCs in this polymer matrix kills bacteria and other
microorganism that has been absorbed from the wound, preventing the growth of
bacteria after being entrapped in the matrix. This keeps the wound sterile, thereby
enhancing the property of PVA film as an ideal wound dressing.

Fig. 4 Properties of PVA film. a SEM image of transverse section of PVA film. b Shown left to
right, PVA film incorporating AgNC, before immersion in HNO3 (1 M), after immersion in HNO3
(1 M)
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4.5 Incorporation of AgNCs into F127 Hydrogel to Form
Composite Biomaterial

F127 was chosen as it is a Food and Drug Administration (FDA) approved thermore-
sponsive polymer, which can be explored for various unique applications while being
safe for medical use [11]. It is also regarded as an effective drug delivery material,
thus making it ideal for medical usage [12]. As such, the incorporation of AgNCs
into the F127 hydrogel would allow for a safe and effective delivery of the silver
ions.

It was observed that the hydrogels formed using 18%, 20%, 22% and 24 wt%
F127 could undergo the transition to solid hydrogel at room temperature (25 °C)
(Refer to Appendix 5 for images of the hydrogels). Hence, these concentrations of
F127 used were less ideal for bioapplication, as the intended sol-to-gel transition
was to be induced at around 37 °C, the average body temperature. On the other
hand, the hydrogel synthesized using F127 of 16 wt% turned to solid gel at 37 °C
within 1–2 min, while transitioning reversibly back to liquid solution at 25 °C within
10 min (Refer to Appendix 5 for image of the hydrogel). This ensured that the F127
hydrogel acted as an effective reservoir of AgNCs that could be both stored and used
conveniently.

However, after immersion into HNO3 maintained at 37 °C, the 16 wt% F127 gel
reverted back to solution form, suggesting that F127 was unable to remain in gel
form in extreme pH. In this regard, the F127 hydrogel could be treated as a lotion
when exposed to extreme pH instead of a gel. From visual inspection (Fig. 5a),
and analyzing the aliquots taken at regular 12-h intervals using ICP-MS, the F127
hydrogel was seen to be able to release silver ions at a slow, sustained rate (Fig. 5b),
aligning with the goals of the project.

Fig. 5 Release of Ag+ ions from F127. a Left to right, picture of gel before and after immersion in
HNO3. b Release profile of Ag+ in HNO3 and DI water, adjusted by treating the amount released
in HNO3 at 60-h as 100% released
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5 Results and Discussion

From the experiments conducted, it can be seen that the silver-silica nanocapsules
were a stable antibacterial agent that could be easily incorporated into common
polymers, to be further used in various applications. Its colloidal stability arose from
the presence of hydrophilic PEO chains of F127 which enabled the AgNCs to have
excellent antifouling behavior, and also avoided aggregation for a homogenous distri-
bution within different materials. Explored applications include a thermoresponsive
hydrogel or a bandage-like film, both of which were helpful in sterilization and
to prevent bacteria growth. The incorporated AgNCs were also able to respond to
an acidic stimuli within the materials chosen, thus allowing for a more controlled
and sustained release of Ag+ ions for bactericidal purposes, greatly enhancing its
antibacterial effects.

Due to time constraints, the PVA film and hydrogel were not tested with bacteria
cultures under acidic conditions. Futurework can involve testing for the effectiveness
of the materials in preventing bacterial growth in actual bacterial cultures in an acidic
medium.

Appendices

Appendix 1: Synthesis of Silica Nanocapsules

See Fig. 6.

Fig. 6 Diagram showing the formation of micelle and subsequently the silica nanocapsule [13]
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Table 1 Variations of glucose concentration for samples g1 to g5 to find the optimal glucose
concentration

Sample Concentration of glucose (mg/mL) in total reaction volume

g0 40.00

g1 20.00

g2 10.00

g3 5.00

g4 2.50

g5 1.25

The glucose solutions (1 mL) were added to the silica nanocapsules (1 mL) and silver complex
[Ag(NH3)2]+ (1 mL), and left to agitate for 2 days

Table 2 Variations of reagents amount for reactions A1 to A7 to find the optimal glucose amount,
based on the optimum glucose concentration of 10 mg/mL, as determined in Table 1

Sample Mass of
glucose (mg)

Volume of
deionized
water (mL)

Volume of
silica
nanocapsules
(mL)

Volume of
silver complex
[Ag(NH3)2]+

(mL)

Total reaction
volume (mL)

A1. 25.0 0.5 1.0 1.0 2.5

A2. 30.0 1.0 1.0 1.0 3.0

A3. 40.0 2.0 1.0 1.0 4.0

A4. 60.0 4.0 1.0 1.0 6.0

A5. 100.0 8.0 1.0 1.0 10.0

A6. 150.0 13.0 1.0 1.0 15.0

A7. 200.0 18.0 1.0 1.0 20.0

Appendix 2: Variation of Reaction Conditions to Synthesize
AgNCs

See Tables 1, 2, 3 and 4.

Appendix 3: Response of AgNCs to Acidic Conditions

See Fig. 7.
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Table 3 Variations of the reagents amount for samples 1 to 9 to find the optimal silica nanocapsule
concentration

Sample Mass of
glucose (mg)

Volume of
deionized
water (mL)

Volume of
silica
nanocapsules
(mL)

Volume of
silver complex
[Ag(NH3)2]+

(mL)

Total reaction
volume (mL)

1. 30.0 1.0 1.0 1.0 3.0

2. 30.0 0.0 2.0 1.0 3.0

3. 40.0 2.0 1.0 1.0 4.0

4. 40.0 1.0 2.0 1.0 4.0

5. 40.0 0.0 3.0 1.0 4.0

6. 50.0 3.0 1.0 1.0 5.0

7. 50.0 2.0 2.0 1.0 5.0

8. 50.0 1.0 3.0 1.0 5.0

9. 50.0 0.0 4.0 1.0 5.0

The mass of glucose added was also varied in accordance to the total reaction volume so as to fix
at the optimal glucose concentration of 10 mg/mL

Table 4 Variations of the
silver complex concentration
for samples A1 to A4

Sample Concentration of silver complex (mg/mL)

A1 20.0

A2 10.0

A3 5.0

A4 2.5

B1 80.0

B2 40.0

B3 20.0

The silver complex [Ag(NH3)2]+ (1 mL) was added to the silica
nanocapsules (1 mL) and glucose solutions (1 mL) at their respec-
tive optimum concentrations, then left to agitate for 2 days

Fig. 7 Shown left to right,
image of AgNCs (s)
immersed overnight in 1 M
HNO3, 1 M acetic acid and
deionized water respectively



Design of Smart Antimicrobial Materials Based on Silver-Silica … 61

Fig. 8 Results of the composite biomaterials formed from different types of PVA (shown left to
right: (i) 80% hydrolyzed, MW 9000–10,000, (ii) 87–89% hydrolyzed, MW 30,000–50,000, (iii)
99+% hydrolyzed, MW 1–30,000, and (iv) 99+% hydrolyzed, MW 85,000–124,000), where only
the latter two were formed successfully after 3 freeze-thaw cycles

Appendix 4: Incorporation of AgNCs into PVA Film to Form
Composite Material

See Fig. 8.

Appendix 5: Sol-to-Gel Transition of F127 Hydrogel
at Different wt%

See Figs. 9 and 10.

Fig. 9 F127 hydrogels of 18
and 20% F127 at 25 °C,
observed to be in gel state
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Fig. 10 F127 hydrogel of
16% F127 after heating up to
37 °C in a warm water bath
for 1–2 min, observed to be
in gel state
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Investigation of Low Cost Eye Tracker
and EEG for Objectively Assessing
Vigilance Level

Yuqing Xue, Wenjing Tan, Jia Ning Shermaine Ang
and Aung Phyo Wai Aung

Abstract Vigilance is important for jobs requiring sustained attention for prolonged
times, especially in this century where terrorism poses a challenge to the world. This
research investigates a sensorised approach to objectively evaluate vigilance levels to
maintain optimal work performance. We conducted two experiments on 25 subjects
using low cost EEG and eye tracker. The first experiment identified the optimal work-
ing conditions for the selected eye tracker. By applying these conditions in vigilance
testing, both accuracy and precision of the eye tracker achieved above 90%. Vigi-
lance level was observed to have decreased over time by analysing eye gaze and using
reaction time in quantifying vigilance level. These findings were supported by EEG
band power features; showing a decrease in frontal asymmetry index correspond-
ing to vigilance level. The increased theta and decreased beta powers in temporal
lobes were identified; where of high beta reflects alertness while high theta results
drowsiness. From our investigation, the decline in vigilance level corresponds to an
increase in reaction time, blink rates, decrease in frontal alpha asymmetry index and
change in beta and theta bands. With the sensorised objective measures of vigilance
levels, appropriate countermeasures can be taken when respondents’ vigilance level
is low to alleviate these undesirable and unproductive states.
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1 Background and Purpose of Research

Terrorism is prevalent around the world and has been a rising threat to humanity.
However, it can be minimised significantly if the country has good security mea-
sures, vigilance is thus vital in this case when combating terrorism. In Singapore,
SGSecuremovementwas launched in September 2016 to sensitise, train andmobilise
the community in fight against terror, where every member of the community must
do his part by staying alert to ever-present security threats [1]. For instance, security
personnel on patrol who are viewing CCTV monitors should be increasingly vigi-
lant of unusual or out-of-place behaviour in these perilous times [2]. Low vigilance
level will cause the security personnel to spot suspicious people or items at a lower
frequency—taking a longer time to react. Thus, it is important to have a reliable
method to facilitate assessment of the symptoms of decline in vigilance level, so as
to increase the security level in a country and minimise the possibility of terrorist
attacks due to low vigilance level.

While EEG is the most commonly studied physiologic measure of vigilance,
various measures of eye movement have also been used [3]. There have been studies
using high-end eye trackers (Eyelink 1000) to assess vigilance level [4], but there
has not been any studies using low-end eye trackers, such as Tobii EyeX. In our
study, we first evaluated the performance of low-cost eye trackers in tracking gaze.
To do so, we evaluated the optimal conditions when using a low cost remote eye
tracker, Tobii EyeX eye tracker. The optimal conditions required when using the eye
tracker, which include extrinsic parameters that will ultimately affect the precision
and accuracy of the eye tracker (e.g. presence of chin rest, light intensity, distance
from eye tracker), can then be obtained.

We determined how the gaze can be used to quantify vigilance and lastly, how
EEG and gaze features are related to assess vigilance. With these, we evaluated if
the information collected from the users can be used to optimize devices, or software
interfaces to maintain vigilance level. In other words, whenever vigilance levels fall
below a certain value, respondents can be notified to initiate counteraction.

2 Objective and Hypothesis

Our goal is to evaluate how vigilance level can be assessed reliably using a low cost
eye tracker. We hypothesised that the repetitive visual stimuli induce mental fatigue
and cause the subjects to feel drowsy. This caused a decline in vigilance level which
can be observed from results of subjective rating based on reaction time, the change
in raw EEG data and frontal asymmetry. Blink rate (BR) can be compared with these
results to find out how it can be used to evaluate user’s vigilance level.
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3 Experiment Design and Data Collection

Figure 1 shows the experimental setup with different sensors. Table 1 explains the
experimental design and how data collection will be done in our experiment.

We sent out a pre-experiment survey to a high school student population who are
females and received a total of 222 responses. Through this survey, we have gathered
information that the average time majority can stay vigilant for is within 5–15 min
and that loud music is the most common form of distraction.

3.1 Experimental Design for Sensor Evaluation

Sensor Evaluation will consist of two parts: Eye Calibration & Sensors Checking
and Random Dot Experiment. The Eye Calibration & Sensors Checking would take
a total of 10 min. The Random Dot Experiment will have 6 sessions with different
variables and each sessionwould last for 5min,with a rest period of 1min in between.

An experimentwill first be designed to assess the hypotheses:What are the optimal
conditions in which a low cost eye tracker can perform best in, and to evaluate the
performance of a low cost eye tracker. This experiment will show a dot at different
places around the screen. The subject would then be asked to look at the dot at the
position it appears (Fig. 3), which the subject then have to press the spacebar, to
indicate that he/she has seen the dot. In each session, we repeated the experiment
and change some variables as seen in Table 2. This experiment also ensures that

Fig. 1 Experimental setup

Table 1 Devices and their measured parameters in experiment

Modality Device Measured parameters

Brain signals Muse 2014 5 EEG band powers (delta, theta, alpha, beta, gamma)

Eye gazes Tobii EyeX Eye gaze coordinates on screen (x, y)
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Table 2 Variables in each
experiment session

Experiment
session

Chin rest
(yes/no)

Light
intensity (lx)

Distance
(cm)

1 No 250 45

2 Yes 250 45

3 Yes 0 45

4 Yes 50 45

5 Yes 250 60

6 Yes 250 75

the data collected later in our actual controlled experiment is the most accurate and
precise.

3.2 Experimental Design for Vigilance Testing

This controlled experiment is approximately 40 min in length, and consists of two
tasks: Psychomotor Vigilance Task (PVT) and a Spot the hidden item (SPOT) test
which is a simulation of security checks. This study is designed to assess the hypoth-
esis that low cost remote eye trackers can objectively assess vigilance level.

At the start and during resting periods of experiment, subjects are to rate their
sleepiness level on the 9-level Karolinska Sleepiness Scale (KSS) (Fig. 2) that is
used for evaluating subjective sleepiness level.

As shown in Table 3, the sensor setup and calibration will be conducted to check
the accuracy and performance of the eye tracker. After every task, rest periods are
planned with KSS survey, so that the participants can start every task in the same
relaxed condition (about 1min for the subjects to close their eyes to relax), regardless
of what the previous task is.

Subsequently, a special test will be used in our experiment to determine the rela-
tionship between the vigilance level and sleepiness of a person. In the experiment,
the modified PVT is a simple task where the subject presses a button as soon as the

Fig. 2 Karolinska
sleepiness scale
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Table 3 Experiment flow
with different tasks

Sensor setup and
calibration

10 min

Rest (KSS) 1 min

PVT 1.1 PVT 1.2 5 min each, with rest of 1 min in
between

Rest (KSS) 1 min

Spot the hidden
item

15 min

Rest (KSS) 1 min

PVT 2.0 5 min

End of experiment (rest) (KSS)

light appears to assess the reaction time. The dot will turn on randomly every few
seconds for 5 min. The test will last for 5 min with a dot appearing at the different
spots, changing every 3 s. The purpose is to measure vigilance level, and give a
numerical measure of sleepiness by analysing the lapses in attention of the tested
subject (Fig. 3).

We designed 2 parts of this test, PVT and PVT (music) where the difference is the
presence and absence of loud music that act as distractor. We have chosen to use loud
music as based on our survey outcomes, 34% of the respondents have stated that out
of the different sound distractions (soft music, loud music, whispers, conversations),
they are most distracted by loud music. Other studies have also shown that sustained
attention, or vigilance, can be related to many aspects of musical influence [5].

The SPOT test will be a simulation of security check where subjects will be
required to spot certain shapes that are hidden between different shapes. Subjects
are then tasked to click on the 10 hidden shapes (given to subjects in on-screen
instructions) that they can find to successfully complete one round. The entire test
will only end after 15 min.

There would be a total of 3 different levels of this test. Starting with the easiest
level to find 10 hidden yellow circles filled with many different shapes of many

Fig. 3 Screenshot of PEBL’s
perceptual vigilance test
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Fig. 4 Screenshot of easy
level of SPOT

different colours (seen in Fig. 4). Yellow circles have been used as yellow is the
most fatiguing color and causing more eye irritant. Subjects will only be given 3 min
for this difficulty level, and subjects are required to finish as many rounds of this
difficulty level as possible.

After 3 min, subjects enter the medium level where subjects will have to find 10
red squares, the shapes would be more hidden, and may even be hidden behind red
rectangles. This makes it more difficult for subjects to find the hidden red squares.
A longer period of time of 5 min will be given to complete the search task. Next
stage is hard level, where subjects would be required to find 10 dark green triangles.
Different shades of green triangles are around the screen to confuse the subjects, and
the dark green triangles will be placed behind rectangles and squares, making this
level the most difficult. This last difficulty level would take a total of 7 min. The
SPOT test would therefore take a total time of 15 min.

After 1 min rest period, the subject will have to complete another round of PVT.
The only difference would be that the subject will have a high possibility of losing
their original vigilance level, due to the long period of time spent completing the
entire controlled experiment. In order to ensure that there is a significant change in
vigilance level,wehadgathered the results fromour pre-experiment survey, regarding
the average time one can stay vigilant. From the survey of 220 respondents, more than
half (55.2%) can only stay vigilant within an average time of 10–20 min. Therefore,
the time period between the first and last PVT is more than 20 min. This will be
the end of the controlled experiment. Subjects will then be asked again about their
9-level KSS, to evaluate the subjects’ subjective sleepiness.

From the sensor evaluation we determined the optimal conditions which a low
cost eye tracker can perform best in. Subjects have to stare at the dot when it appears,
showing randomly around the screen. During the 6 different sessions, variables will
be changed as shown in Table 2 and the presence of a chin rest. We used the optimal
conditions obtained to conduct the vigilance testing. The modified PVT assesses the
reaction time of subjects. For PVT (music), loud music was played as a form of
distraction, causing their vigilance level to drop. For the Spot Test, it was to simulate
security checks and assess the users’ vigilance level with the sensors. Subjects were
asked to find 10 hidden shapes within a limited time. While resting, we instructed
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subjects to complete 9-level Karolinska Sleepiness Scale (KSS) to evaluate their sub-
jective vigilance rating. We used OpenSesame to implement data collection appli-
cation and performed different statistical testing using Excel Analysis Toolpak. We
then obtained reaction time for PVT and KSS rating which can be used as surrogate
measures of vigilance levels to evaluate both the eye tracker and EEG.

4 Data Analysis and Evaluation

We collected data from 10 and 15 healthy students (aged 14–17, all female) in the
sensor evaluation and vigilance testing respectively. Each experiment lasted approx-
imately 1 h. Students’ EEG signals and eye gaze coordinates were recorded.

Sensor Evaluation All eye tracker data were mapped to [0–1], making all the x and
y values within the range of 0–1, which is expressed as:

v′ = v − min A

max A − min A
× (new_max A − new_min A) + new_min A (1)

Following that, we had to calculate the accuracy of each point, by firstly calculating

Pixel Accuracy Both

= √
(target X − gaze point X) + (target Y − gaze point Y ) (2)

The accuracy of each point is calculated by taking Eq. (1) and (2). To calculate
the precision of each points, we first had to find the mean of the two eyes which is
expressed by:

dX = di f f

(
(T emp Gaze Point X Right + T emp Gaze Point X Le f t)

2

)
(3)

dY = di f f

(
(T emp Gaze Point Y Right + T emp Gaze Point Y Le f t)

2

)
(4)

di f f s =
√
dX2 + dY 2 (5)

To calculate the precision of each points, we then used

Pixel Precision Both =
√
mean(di f f s)2 (6)

We conducted the T-test on the accuracy and precision values of each dot during
the different sessions. Theobjective is tofindout if the different variables significantly
affect the precision and accuracy of the eye tracker.
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The following features were considered to assess vigilance levels.Reaction time:
where eye gaze coordinates were labelled with the times participants pressed the
“space”. Reaction time is used to find out the change in vigilance level, as reaction
time indicates perceptual vigilance.

Blink Rate Eye position coordinates revealed that a decline in vigilance level, was
characterised by a higher blink rate. To identify instances of a decline in vigilance
level during the experiment, eye position coordinates that were at 0 for both left and
right eyes that last for between 0.1 and 0.4 s were labelled as blinks. The number of
blinks per minute is then calculated to find the blink rate.

Frontal Asymmetry From EEG data, we used the alpha relative band from Fp1 and
Fp2 electrodes to compute the frontal asymmetry which can be expressed as:

Frontal Asymmetry = log
( f p1 − f p2)

( f p1 + f p2)
(7)

The calculation simplymeans that higher scores are indicative of approach behav-
ior—a form of behaviour in which the person is moved towards, or in this case, more
vigilant, and lower scores are indicative of avoidance motivation—a behavioral act
that enables an individual to avoid a situation, or in this case, less vigilant [6].

Sensor Evaluation Using data from the random dot in the 5 sessions in sensor
evaluation (the sixth session was excluded from the data analysis, as the eye tracker
could not detect the subjects’ eyes), we achieved the following accuracy and precision
shown in Fig. 5.

From the accuracy and precision of 6 different sessions from the Sensor Evalua-
tion, the optimal condition at which the eye tracker works best is with a distance of

Fig. 5 Accuracy and precision achieved across sensor evaluation
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45 cm with 250 lx light intensity. We conducted the t-test on the accuracy and preci-
sion data and realised that the presence of chin rest does not affect both the accuracy
and precision of the eye tracker significantly. Hence, to make the experiment more
similar to a real-life simulation, we have decided to not use the chin rest. Therefore,
we have used 45 cm distance, 250 lx light intensity and absence of chinrest in the
vigilance testing to ensure that the eye tracker data we collect in the experiment is
the most accurate and precise.

Vigilance Testing The KSS was analysed and we picked out the subjects who
became sleepy over time.Using these subjects’ data from the eye tracker, we achieved
the following blink rates trend shown in Fig. 6a. Together with the timings when the
subject pressed the spacebar, we obtained the reaction time of the subjects throughout
the experiment shown in Fig. 6b. An increase in blink rate and reaction time shows
a decline in vigilance level.

From above graphs, we concluded that the increase in blink rate and reaction time
proves that the subject’s vigilance level declined over time. The frontal asymmetry

Fig. 6 aBlink rate during vigilance testing. bReaction time and frontal asymmetry of alpha relative
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of alpha relative correlates with the reaction time. When the reaction time increases,
the frontal asymmetry becomes more negative. As mentioned previously, the higher
scores are indicative of approach behavior which shows a higher vigilance level and
lower scores are indicative of avoidance motivation which shows a lower vigilance
level. From Fig. 6b, it can be seen that the top row of graphs became more negative
over time, confirming that the vigilance level has declined over time. Moreover, the
raw β and θ activities in both the temporal lobes were analysed and observed to
have decreased and increased respectively as β waves associated with alertness and
θ waves with drowsiness [7].

5 Discussion

While the participant’s vigilance level was detected due to the symptoms of decline
in vigilance level observed, we were unable to find out the exact characteristics of
when one’s vigilance level is low. True to the limitation of using a low cost eye tracker
to measure vigilance level as mentioned in the introduction, vigilance level cannot
be assessed using exact values, but instead trends over time have to be observed.
Moreover, we designed the vigilance testing experiment inwhich the repetitive visual
stimuli should be able to induce mental fatigue and cause subjects’ vigilance level
to decrease, as mentioned in our hypothesis. However, according to our KSS results,
not all subjects became less alert as the experiment progresses.

To further improve analysis, we wish to have subjects of different genders and age
to get the common regularity and the possibility to get values to differentiate high
vigilance level from low vigilance level. It is more accurate to have more adults as
our experiment subjects since we would be applying the results to security guards.
Furthermore, other than blink rates,we can analysemore features from the eye tracker
data (e.g. PERCLOS) to allow us to have a better evaluation on vigilance level.

With a good understanding of the trends and symptoms of decline in vigilance, our
findings could be used to optimize devices or software interfaces in tracking one’s
vigilance level. This would allow jobs that require high vigilance levels to maintain
a high vigilance level as if any decline in vigilance level is detected, they would be
alerted to take counteractions. However, since we were only able to obtain trends,
developing an algorithm to evaluate instantly one’s vigilance level will be the next
step to develop a software that can quantify a person’s vigilance level which can
be used in the selection of security guards or alert the supervisor if on-duty guard’s
vigilance becomes too low.

6 Conclusion

From the results of sensor evaluation, we found that a low cost eye tracker performs
best with a distance of 45 cm, in a 250 lx light intensity place in the absence of
chinrest. These results were useful in the experimental design of the vigilance testing.
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We were able to evaluate the symptoms of decline in vigilance level from vigilance
testing which are: increase in blink rate, decrease in β and increase in θ activities in
the both temporal lobes and increase in reaction time. We are able to conclude that a
low cost eye tracker can ultimately assess vigilance level. Overall, our project seeks
to objectively evaluate vigilance states to maintain desirable vigilance level in an
automated approach. In the long term, our project can function as a feasible method
to assess and maintain people’s vigilance level using a low cost eye tracker.
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Human Attribute Classification
for Re-identification Across
Non-overlapping Cameras

Wen Jun Calvin Gao, Poh Say Keong and Bingquan Shen

Abstract This project makes use of a Convolutional Neural Network (CNN) to
performmulti-class attribute recognition, inwhich this information is used to perform
person re-identification (re-ID). Fromour research,we discovered that a trainedCNN
model performs betterwhen given less attributes per image to focus on, as it decreases
chances of error whenmaking predictions of attributes of a person based on an image.
Moreover, we found out that re-ID is done more effectively when a CNN is tasked
to identify attributes that causes a person to stand out from others. Thus, salient
attributes that can be clearly identified from cameras of different viewpoints are
the most important attributes to focus on to perform re-ID effectively, while more
common attributes can perform a filtering role in the re-ID problem. By modifying
the Inception v3 model [1] for multi-label classification, the model is able to output
probabilities for each attribute for every input image. Experiments on the PETA
(PEdesTrian Attribute) dataset [2] has shown that the model performs better while
recognising salient attributes only compared to recognising both common and salient
attributes.

Keywords Convolutional neural networks (CNN) · Person re-identification
(Person Re-ID) · Attribute · Salient · Inception v3

1 Introduction

This project aims to train a deep Convolutional Neural Network (CNN) to per-
form multi-label image classification, which can be applied to perform person re-
identification (re-ID) tasks optimally. Person re-ID is the ability to spot a person of
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interest in different cameras. In real-life camera surveillance scenarios, person re-ID
throughmulti-attribute learning is not widely researched on, but if done successfully,
has the potential to reduce manpower, time required, and boost accuracy when per-
forming laborious tasks involving looking through large volumes of image data, for
tracking specific people from a large dataset of surveillance camera images. Multi-
attribute learning algorithms using CNN has become more accurate and feasible in
recent years. Using a CNN for the re-ID task is effective as the performance of a
CNN on attribute recognition can increase much greater than that of older learning
algorithms given a large dataset, such as the PEdesTrian Attribute (PETA) dataset-
the largest and most diverse pedestrian attribute dataset—which we used for training
the CNN. Therefore applying a robust CNNmodel on Singapore’s surveillance cam-
era images to perform person re-ID can increase efficiency in performing security
tasks such as finding suspicious people using images from every surveillance camera
in Singapore, contributing to the security of the nation.

2 Hypothesis

In this project, we hypothesize that making use of one round of filtering of images
based on common attributes, followed by a 2nd round of filtering using salient
attributes, as well as focusing on a small number of attributes per round, will increase
re-ID performance of the CNN. Experiments conducted to validate our hypothesis
are carried out and will be elaborated further in detail in this paper.

3 Methods and Materials

3.1 Inception V3

Inception v3’s architecture [1, 3] is used for this project. Code to retrain Inception v3
in TensorFlow was obtained from the official GitHub repository. In order to perform
multi-label image classification, certain adaptations were made:

(1) From Softmax to Sigmoid

(a) Changing the Last Layer

Inception v3, a single-class classifier, makes use of the softmax function in its final
layer to predict the probabilities of the existence of each attribute in the form of a
vector, based on the assumption that attributes are mutually exclusive. However, in
multi-class image classification, attributes may not be mutually exclusive and the
output probabilities for each attribute do not sum up to 1, a property of the algorithm
softmax uses. Thus the softmax function was replaced with the sigmoid function to
generate the probability vector, which is more suitable for multi-class classification:
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Each image is represented as xi, i p 1, …, N

pil = 1

1 + exp(−xil)
, (1)

where pil is the output probability for the lth attribute of example xi.
The output probability vector is compared with the ground truth labels vector to

evaluate the accuracy of the CNN model. The output vector for Inception v3 is a
one-hot vector, as it takes the output probability vector and returns the index with
the highest value as the predicted class, with a value of 1 in the resultant vector. For
the multi-class classification task, the one-hot vector is replaced with a vector with
multiple 1s by rounding the values of each index of the probability tensor (output
tensor of the sigmoid function) to 0s and 1s.

(b) Sigmoid Weighted Loss

The loss function for Inception v3 made use of the softmax function as well. By the
same reasoning in the previous section, the softmax loss had to be changed into a
sigmoid loss. Furthermore, to counter the imbalanced distribution of attributes in the
PETA dataset, we added weights to be multiplied to the final predictions:

wl = exp(1 − 2 ∗ rl), (2)

where wl is the loss weight for the lth attribute and rl is the positive ratio of the lth
attribute in the training set.

With the weights, the loss function would be as follows:

Loss = − 1

N

N∑

i=1

L∑

i=1

wl(til log(pil) + (1 − til) log(1 − pil)), (3)

where N is the number of images used in total; L is the number of labels an image
contains; til is the ground truth label which represents whether example xi has the
lth attribute or not.

3.2 Person Re-ID Base-Net

The base-net (Fig. 1) is used as the primary criterion to evaluate the performance
of our adaptation of Inception v3 in the person re-ID task. The Viewpoint Invariant
Pedestrian Recognition (VIPeR) dataset is split equally into a probe set and a gallery
set, such that every image in each set is unique and one image of each image pair is in
either the gallery or probe set. The gallery images and probe images are analysed by
a trained Inception v3 model to generate a rank of all the attributes used in training
for every image, with the attribute of highest probability holding top rank. The top
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Fig. 1 Diagram illustrating the Re-ID base-net

3 attributes of each probe image are used to compare with the top 3 attributes of
all the gallery images, and a custom distance algorithm, Eq. (4), is used to compare
between the probe and gallery images. For every probe image, a ranking of all the
gallery images are obtained based on the distance, with the image the model predicts
as most similar to a specific probe image holding top rank.

These rankings are then used to evaluate the performance of the CNN in person
re-ID model by calculating Cumulative Marching Characteristic (CMC) scores [4],
as elaborated in Sect. 3.3.

3.3 Evaluation Methods

(1) Cumulative Matching Characteristic (CMC)

For every gallery image compared against the probe image, a score S is allocated to
that particular gallery image:

S =
(
Rnq ∩ Rng

)
/Rn

(∑
Rnq∩Rng

∣∣Sq − Sg
∣∣
)Rnq∩Rng

, (4)

where Rnq andRng are the attributes used for comparison in probe and gallery datasets
respectively; Rn is the number of attributes used for comparison; Sq and Sg are the
confidence scores of an attribute from the probe (or query) and gallery datasets
respectively. The higher the score, the more similar the model thinks the gallery
image is compared to the probe image.
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Three models are being trained: 1 using 15 common attributes, chosen based on
the attributes used to train DeepMAR [5], with the highest 15 positive ratios, 1 using
15 salient attributes determined based on attributes provided by the PETA dataset [2],
with the lowest 15 positive ratios, and 35 attributes that consist of both common and
salient attributes. The 3 models are trained with the same hyperparameters (learning
rate at 0.001, 56,000 training steps, train batch size at 1000) which are optimized by
us based on Figs. 2 and 3, thus acting as the controlled variables to ensure a fair test.
Learning rate is optimized by attaining the ideal gradient of the graphs in Figs. 2
and 3. Train steps are optimized by determining the point where the validation curve
(blue) stagnates while train curve (red) continues to rise. Train batch size is optimized
by attaining minimal fluctuations in Figs. 2 and 3, while ensuring that the size is not
too large that the model overfits while training.

Train

Validation

Cross entropy

Training 
Steps (Steps)

Fig. 2 Graph of cross entropy against number of training steps

Training
Steps (Steps) 

Accuracy 

56,000 steps 
for optimal 

training 

Train

Validation 

Fig. 3 Graph of accuracy against number of training steps
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Three comparisons will bemade: between the common and salient attributes, with
the number of attributes constant, to find out the effect of saliency on CMC score;
between the 15 salient attributes and 35 attributes, to find out the effect of number of
attributes onCMCscore; and between the 15 salient attributes and the 2-stagefiltering
method, whereby the 15 common attributes are used to eliminate images from the
gallery set that are highly unlikely the probe image, and the remaining images are re-
ranked based on salient attributes, to test the effectiveness of re-ranking in improving
CMC score.

(2) Precision and Recall

Precision shows the frequency the model predicts correctly the presence of an
attribute out of all its guesses that the attribute exists in the images in the test set.
Recall shows the frequency the model predicts the existence of the attribute correctly
out of all the instances the attributes really exist in the images in the test set:

Prec = 1

N

N∑

i=1

|ti ∩ pi |
|pi | , (5)

Rec = 1

N

N∑

i=1

|ti ∩ pi |
|ti | , (6)

where ti is the ground truth positive labels of example xi, pi is the predicted positive
labels of example xi and |·| means the set cardinality.

Since, the re-ID task is solved by attribute recognition, precision and recall for
the salient and common attributes, 15 each, used by the CNN model is calculated
to show attribute recognition performance of the CNN. To obtain these results, we
tested 2 trained models using the sets of attributes shown in Tables 1 and 2, with
1262 test set images, from PETA’s various sub-datasets, that the model has not seen
before.

4 Results and Discussion

In Tables 1 and 2, positive ratios shown are based on the entire PETA dataset.
Attributes with 0% precision and recall indicate that there are no such attributes
within the test set and are not considered in the average.

From Table 1, the model used to recognise salient attributes yields a low precision
and recall. This is due to the lack of positive examples of salient attributes to train the
model, resulting in relatively poorer results than training with common attributes.
Salient attributes with a positive ratio of more than 0.15 have a higher recall than
precision, indicating that the model is making many guesses that the attribute exists,
but not very accurately. For attributes below 0.15, the precision and recall are both
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Table 1 Precision and recall of 15 salient attributes

Salient attributes

S/N Category Attributes Positive ratio Recall (%) Precision (%)

1 Accessories Messenger bag 0.294 89.9 25.9

2 Backpack 0.191 13.8 70.5

3 Upper body T-shirt 0.085 0 0

4 Grey 0.177 3.8 50

5 White 0.201 36.3 51.9

6 Blue 0.073 0 0

7 Brown 0.069 0 0

8 Brown hair 0.2 14.1 32.2

9 Grey hair 0.08 0 0

10 Lower body Jeans 0.293 99.8 42.7

11 Blue 0.178 32.6 47.9

12 Grey 0.241 40.9 41.6

13 Footwear sneakers 0.213 15.8 30.7

14 Brown 0.063 0 0

15 Grey 0.001 0.9 3.7

Average 34.8 39.7

Table 2 Precision and recall of 15 common attributes

Common attributes

S/N Category Attributes Positive ratio Recall (%) Precision (%)

1 Accessories Nothing 0.749 0 0

2 Upper body Casual 0.846 82.8 97.2

3 Long sleeve 0.802 82.1 72.3

4 Short hair 0.742 36.2 79.1

5 Long hair 0.235 1.6 80

6 Lower body Casual 0.854 75.5 97.9

7 Trousers 0.511 4.9 92.3

8 Jeans 0.293 0.9 100

9 Footwear Sneaker 0.213 0 0

10 Leather shoes 0.307 1.4 75

11 Gender Male 0.549 11.1 65.4

12 Age <30 0.477 0.9 88.9

13 31–45 0.353 0 0

14 Carrying Messenger bag 0.294 0.32 100

15 Nothing 0.274 0 0

Average 27.1 86.2
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Table 3 CMC score of 15
salient versus 15 common
attributes

CMC (out of 631) 15 salient
attributes

15 common
attributes

Rank-1 accuracy
(%)

0.00 0.00

Rank-5 accuracy
(%)

1.11 0.01

Rank-10 accuracy
(%)

2.54 0.03

Rank-20 accuracy
(%)

5.39 0.06

Average rank 250 257

Variance 300 303

extremely low. These indicate that the model requires more positive examples and a
dataset with better attribute distribution to learn salient attributes.

From Table 2, for the case of common attributes, the model is moderately well
trained as the much higher precision and lower recall compared to salient attributes
suggests that it ismaking fewer guesses,which aremost often correct. Larger volumes
of data used for training may help to increase recall.

Individual attributes with a positive ratio ofmore than 0.8 have very high precision
and recall, indicating that the model is well trained in identifying these attributes.
However, as positive ratio decreases, the recall becomes lower than the precision,
and the difference between recall and precision increases. This issue arises from the
unbalanced data distribution between attributes, thus the model is more confident in
identifying certain attributes with higher positive ratiosmore than others. This results
in the model making very reserved guesses for attributes that have lower positive
ratios. This can be solved by using a dataset with better attribute data distribution,
which is not publicly available currently.

From Table 3, although the CMC accuracies are similar for both salient and non-
salient models, the average score for the salient model is much higher than that of
the non-salient model. This shows that while both models are unable to pin-point
the exact gallery image that corresponds to the probe image, but by using salient
attributes, the model is able to eliminate more gallery images that are not similar to
the probe images than by using non-salient attributes. From the higher recognition
precision of common attributes based on Tables 1 and 2, even though the model is
better at identifying common attributes, they can be found on many people, but the
uniqueness of salient attributes sets people apart from others, thus identifying such
attributes allows the model to perform person re-ID more effectively.

Based on Table 4, CMC scores for the model using 35 attributes to profile images
were lower than that for the model using only 15 salient attributes. This is due to the
fact that with more attributes, there will be a greater margin for error made by the
model when doing attribute recognition. As a result, attribute profiles generated from
the 35-attributes model will be inconsistent between images of the same identity.
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Table 4 CMC score of 15
salient versus 35 mixture of
salient and common attributes

CMC% (out of 631) 15 salient attributes 35 attributes

Rank-1 accuracy (%) 0.00 0.30

Rank-5 accuracy (%) 1.11 1.00

Rank-10 accuracy (%) 2.54 2.54

Rank-20 accuracy (%) 5.39 5.39

Average rank 250 262

Variance 300 283

Table 5 CMC score of
2-stage filtering

CMC% (out of 631) 2-stage filtering

Rank-1 accuracy (%) 1.74

Rank-5 accuracy (%) 5.86

Rank-10 accuracy (%) 10.62

Rank-20 accuracy (%) 16.8

Average rank 152

Variance 298

Moreover, with a difference in occlusion between the probe and gallery images,
difference in confidence scores for the same attribute may be larger as well, which
contributes to greater error in performing the person re-ID task, based on our CMC
scoring Eq. (4). Thus, attributes used to train the CNN should be kept to a small
number.

Comparing Table 5 with Tables 3 and 4, the 2-stage filtering method yields the
best results as the CNN can eliminate the gallery images that are highly unlikely the
probe image using common attributes. As a result during the 2nd round of image
analysis using the salient attributes, there will be a smaller margin of error made by
the trained CNNwhen working with a smaller data size, allowing it to perform re-ID
the most accurately.

From Tables 3, 4 and 5, it was noticed that the variance, which indicates spread of
corresponding images relative from the average, is quite large, indicating a certain
degree of inconsistency of the CNNmodel in perform person re-ID, which is an area
to improve on.

5 Conclusion and Future Work

This project uses the Inception v3 architecture that is adapted to do multi-attribute
image classification, and makes use of this trained net to perform re-ID of the probe
image amongst a set of gallery images. Making use of attributes is a viable way
to perform person re-ID since a person’s identity can be determined by garments
worn and anatomical details. However, attribute recognition by the trained CNN
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requires a high accuracy and consistency for it to be able perform person re-ID
effectively, which is difficult in real-life scenarios due to differences in background,
occlusion and brightness. Due to these factors, much more image data is required for
training a CNN in order to prevent confusing the CNN despite processing images of
different brightness and backgrounds. Even under lack of comprehensive input data,
our CNN model is still able to reduce the dataset size required for manual person
re-ID to just 25% of the original, reducing the time required for man to look through
the surveillance camera images. Therefore, we conclude that salient attributes are
more significant features the CNN should focus on to achieve better person re-ID
results.

Future works include applying Support Vector Machine (SVM) algorithms on top
of the CNNmodel to improve the classification ability by identifyingwhich attributes
are actually present instead of ranking attributes according to how probable their
existence are.

Image datasets other than the PETA dataset can be considered for training as
well, for example [6]. Training and testing on more evenly distributed (in terms of
attributes) datasets allows our CNN model to be more robust and gain the ability to
detect attributes under different conditions.
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Appendix: Code to Calculate Precision and Recall of Each
Attribute

1. import tensorflow as tf
2. import os, sys
3. import math
4. import operator
5.
6. images_dir = sys.argv[1] # Directory with images
7. true_dir = sys.argv[2] # Directory with true labels for images
8. rank_number = int(sys.argv[3]) * 2 # Number of attributes used to predict identity
9.
10. # Unpersists graph from file, used as trained model for attribute recognition
11. with tf.gfile.FastGFile("trained_model.pb", 'rb') as f:
12. graph_def = tf.GraphDef()
13. graph_def.ParseFromString(f.read())
14. _ = tf.import_graph_def(graph_def, name='')
15.
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38. # Sorts attributes according to confidence score (how probable attribute exists)
39. top_k = []
40. for i in range (len(images_data)):
41. labels = "predicted_labels_dir/" + filenames[i] + ".txt"
42. rank = images_data[i][0].argsort()[-len(images_data[i][0]):][::-1]
43. top_k.append(rank)
44. top = top_k[i][:15]
45. with open(labels, 'a+') as f:
46. f.write('**%s**\n' % (filenames[i]))
47. for node_id in top:
48. human_string = label_lines[node_id]
49. score = images_data[i][0][node_id]
50. f.write(human_string + '\n')
51. f.write('(score = %.5f)\n' % (score))
52.
53. prediction_count = [] # Number of times a positive label is predicted correctly
54. negative_count = [] # Number of times a negative label is predicted correctly
55. for i in range (len(label_lines)):
56. count = 0
57. false = 0
58. for filename in os.listdir('PR_labels'):
59. with open('PR_labels/' + filename, 'r') as f1, open(true_dir + '/' + filename, 'r') as

f2:
60. a = f1.readlines()
61. x = a[:rank_number]
62. b = f2.readlines()
63. label = label_lines[i] + '\n'
64. if label in x and label in b:
65. count += 1
66. if label not in x and label not in b:
67. false += 1
68. prediction_count.append(count)
69. negative_count.append(false)
70.
71.
72. recall_count = [] # Number of times a positive label is true
73. for i in range (len(label_lines)):
74. count = 0
75. for filename in os.listdir(true_dir):
76. with open(true_dir + '/' + filename, 'r') as f:
77. a = f.readlines()
78. if (label_lines[i]+'\n') in a:
79. count += 1
80. recall_count.append(count)

16. # Controls GPU usage
17. gpu_options = tf.GPUOptions(per_process_gpu_memory_fraction=0.333)
18. sess = tf.Session(config=tf.ConfigProto(gpu_options=gpu_options))
19. os.environ["CUDA_VISIBLE_DEVICES"]="0"
20.
21. # Generates attributes txt files for each image
22. with tf.Session() as sess:
23. softmax_tensor = sess.graph.get_tensor_by_name('final_result:0')
24.
25. # Array of all attributes used for attribute recognition
26. label_lines = [line.rstrip() for line
27. in tf.gfile.GFile("all_labels.txt")]
28.
29. images_data = []
30. filenames = []
31. for filename in os.listdir(images_dir):
32. dataset = tf.gfile.FastGFile(images_dir + "/" + filename, 'rb').read()
33. predict = sess.run(softmax_tensor, \
34. {'DecodeJpeg/contents:0': dataset})
35. images_data.append(predict)
36. filenames.append(filename)
37.
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94. # Calculation of the precision and recall of every attribute used for prediction by model

95. recall = []
96. precision = []
97. for i in range (len(label_lines)):
98. if prediction_count[i] == 0 or precision_count[i] == 0 or recall_count[i] == 0:
99. recall.append(0)
100. precision.append(0)
101. print(str(label_lines[i]) + ' not predicted')
102. continue
103. else:
104. recall.append(prediction_count[i]/recall_count[i]*100)
105. precision.append(prediction_count[i]/precision_count[i]*100)
106. mean_accuracy = (1/2) * ((prediction_count[i]/recall_count[i]) + (negative_count[i

]/(len(images_data)-recall_count[i]))) *100
107.
108.       print(str(label_lines[i]) + " recall:" + str(recall[i]))   
109.       print(str(label_lines[i]) + " precision:" + str(precision[i]))   
110.       print(str(label_lines[i]) + "mean average: " + str(mean_accuracy))   

81.
82. precision_count = [] # Number of times model predicts a label is true
83. for i in range (len(label_lines)):
84. count = 0
85. for filename in os.listdir('PR_labels'):
86. with open('PR_labels/' + filename, 'r') as f:
87. a = f.readlines()
88. x = a[:rank_number]
89. if (label_lines[i]+'\n') in x:
90. count += 1
91. precision_count.append(count)
92. print(precision_count)
93.
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The Power of the Micro-tide

Su Minn Jeilene Ho and Rei Ying Nadine Wang

Abstract Self-sustaining water induced energy generation is achieved when verti-
cally aligned multi-walled carbon nanotubes (CNTs) are used as an active medium
for water-induced separation of ions. The concept of using a stern double layer to
induce voltage is optimised by varying the pattern on the CNTs array and varying the
solution used. Using a focused laser beam setup, engineered patterning of microar-
ray of CNTs with high precision is achieved. Further enhancement to such effect is
achieved in the presence of Na+ and Cl− ions in water. In a place that is both humid
and surrounded by the ocean, our findings opens the doorway to an alternative source
of sustainable energy.

Keywords Water · Carbon Nanotubes · CNT · Power · Electrical energy ·
Streaming potential · Zeta potential · Sustainable energy

1 Literature Review and Background

Due to their physical, electronic, and mechanical properties, carbon nanotube (CNT)
are promisingmaterials for next generation electronic devices [1, 2]. In a recent report
in Nature Nanotechnology [3], it was found that voltage can be generated whenwater
evaporates off the surface of ethanol treated carbon black samples. No doubt, results
from such evaporation-induced production of electrical energy is highly feasible in
relatively dry and windy climates. However, in the context of Singapore and around
the region where tropical equatorial climate is experienced, we believe evaporation
would be less effective. With a drive towards developing materials for application in
sustainable and renewable energy in Singapore, we propose to develop a means to
generate potential by withdrawing water from the surface of our proposed sample.
WithSingapore being an island surroundedby seawater andhaving amassive network
of drainage that runs throughout our nation, retracting water level by means of tidal
waves and water flowing through drains would make our work highly applicable in
Singapore’s context.
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In this project, instead of using carbon black which involves a very complex
preparation process of heating and oxidation, CNTs were selected for the following
reasons: (1) CNTs are one of the most conductive and versatile materials. Further-
more, its high porosity allows ions to flow through the CNTs; (2) CNTs can easily
be synthesized on semi-conducting (SiO2), conductive (Si) and transparent (Quartz)
substrates and (3) CNTs can also be transferred onto flexible substrates such as poly-
mers. Additionally, to improve its functionalities, a focused laser beam can also be
used to assist in the optimization of the microarray to generate optimal voltages. At
the same time, the process also allows tuning of the degree of transparencies of the
sample. A customized setup was also designed and constructed to test both water
evaporation and tidal effect induced generation of potential from the sample.

2 Hypothesis

It is hypothesized that as water retracts along the CNTs array, zeta potential will be
generated.This process involved separation of ionic chargeswithin the liquidmedium
due to the attraction between ions in the solution and that on the CNT surface. The
distribution is affected by the net charge at the CNT surface, dissociation of ions in
the liquid medium and decrease in the water level. The outcome is the formation of
an electrical double layer at the particle-liquid interface, at the point where shear is
experienced. Using this principle, it is believe that CNTs can generate potential as
water moves along its surface.

3 Methodology

Carbon nanotubes (CNTs) with typical length of 80 µm are grown on clean silicon
dioxide (~5mm× 5mm, SiO2) or quartz (~7mm× 7mm) substrates. Before growth,
a layer of iron film is coated on the substrates as catalyst using amagnetron sputtering
system (model: RFMagnetronDentonDiscovery 18). The coating rate is 4 nmmin−1

lasting for 6 min. These CNTs are synthesized using a plasma enhanced chemical
vapor deposition (PECVD) system, and details of the growth process are reported
elsewhere [4]. Quality of the CNT used in the experiment is quantified by Raman
spectroscopy. A typical Raman spectrum from the CNT sample is presented in Fig. 8.
Further characterisation of the samples are conducted using Raman Spectroscopy,
ScanningElectronMicroscopy (SEM, JOEL6700), Keithley 6430 andKeithley 2636
Sourcemeter.
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4 Results and Discussion

For electrical measurements, CNT sample are designed to adhered 1 cm above the
edge of the glass slide, and two supports were adhered lengthwise to either side of
the CNT. The supports ensured the wires would not bend upwards at the edge of the
CNT, consequently causing defects in the connection of the CNT and wire (Fig. 9).
The wires are then taped using thermal tape to minimise contact with water. Silver
paste is used to connect the wire to the CNT array (Fig. 1a). To determine the viability
of generating a potential through a process of withdrawing water from the surface of
CNTs, a customized setup was designed and fabricated by us (Fig. 1b). In our design,
water is contained in a glass tank of 110.48 × 140.53 × 145.21 mm. The sample is
partially submerged in the water while water is withdrawn by a tubing fed from the
base of a glass tank to the tip of the syringe. 100 and 250 mL beakers are arranged at
the base of the tank to decrease the overall base area. In doing so, a smaller volume of
water is needed to be drawn for the identical rate of the decrease of water level in the
tank. Thus, counteracting the limited volume of the syringe (20 mL). Additionally,
in the study of evaporation effect, the surfaces of the beakers allow water vapour
to condense, avoiding condensation from disrupting the recording process. A CCD
camera is used to record video of water receding from the surface of the sample.
Figure 1d shows time lapsed images of water receding from the CNT surface (with

Fig. 1 a Schematic of preparation of electrodes. b Labeled experimental setup and digital
schematic. c Schematic of the preparation of collapsed samples and the focused laser pattern-
ing system for the cutting of channels in CNTs array. d Time lapsed snapshots of water receding
from the surface of the CNTs
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Fig. 2 Potential generated from a SiO2 and b quartz substrate in water

horizontal channels, details will be discussed in later section). Images are captured
at 150 s intervals and the red arrow indicates the water level at each time. Live
demonstration of this tidal effect can be obtained from the link provided at the end
of the report. As it is set to be a slow process, the uploaded video has been speed up
by 8× and it only shows a portion of the experimental process.

Prof. Sow Chorng Haur, Dr. Sharon Lim X.D.
Physics Department
National University of Singapore
Singapore, Singapore
To verify that the base substrate did not contribute to the generated potential, two

control electrodes using the base substrates, SiO2 and quartz are made. The results
(Fig. 2) show insignificant voltage detected from both types of base substrates. Thus,
subsequent measurements presented are true values obtained from the different types
of CNT structures.

Synthesized CNTs is used to test the difference between potential generated from
evaporation and tidal method. During evaporation, the sample is heated to 50 °C at
ambient condition and the directional flow of water was upwards, along the surface
of the CNT. Measurements obtained from CNT arrays with respect to temperature
during the evaporation process is presented in Fig. 10. Contrary to the former, the
tidal method induces a laminar flow of water in the downwards direction (Fig. 3a).
Figure 3b–c shows top and side view SEM images of the CNT sample used. Tidal
method generated an average of 3.60E−4 V which was greater than using the evap-
oration average of 3.43E−04 V (Fig. 2d). Given the consistency and reliability, and
relevant application to Singapore’s context, subsequent experiments will be con-
ducted using tidal method.

To recede water from the CNT surface, a syringe is connected to a custom water
retracting system (Fig. 4). Using Lego Mindstorms, the rate at which the water is
withdrawn can be varied through the program and maintained at a constant rate for
a fixed duration. The motor turns a worm gear connected to a 40-tooth gear, the gear
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Fig. 3 a Schematic of direction of water flow for different methods used. b–c SEM of b top and
c side view of as-synthesized CNT array. d Potential generated from evaporation and tidal method

Fig. 4 Self-designed, self-constructed water retracting system (i) Motor (ii) Worm to 40-tooth (iii)
Rack and pinion (iv) Claw (v) Retort clamp (vi) Tubing

ratio repeats twice to increase torque and decrease speed. A 16-tooth gear lies on
the same axel as the second 40-tooth to create a rack and pinion arm system. A claw
that clamps onto the syringe plunger is pulled backwards while the syringe body is
held by a retort clamp. A tube is fed from inside the tank to the mouth of the syringe,
enabling water to be drawn.

Structures are created on the synthesized CNTs’ array in an attempt to further
improve the generated potential. Using a laser patterning system (Fig. 1c), 660 nm
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laser beam is focused onto the sample (placed on a computer controlled stage) through
a 50× optical objective. Microsoft Visual Basic is used to generate code to interface
with the controller to shift the sample with respect to the laser spot. 13 centralised
channels of 2500× 100µm, with gaps of 100µm are cut from the CNT, forming the
channel-like structure. Figure 5a shows an optical image of the patterned channels
oriented vertically. A 40° tilted SEM image of the channels is presented in Fig. 5b.
Figure 6c shows the side profile of the channels. To determine the effect of channels,
potential generated from two different orientations of the channels are investigated.
When the channels are oriented horizontally, it generated an average of 6.75E−04
which was much greater than that of vertically oriented channels (3.22E−04).

From the above results, we proposed the following mechanism. Plain CNT has a
hydrophobic surface that repels water. Hence interaction between ions in the water
and the negatively charged CNT surface is hence minimized (Fig. 6a). For hori-
zontally oriented channels, more CNTs are exposed, hence allowing more interac-
tion with the solution. Furthermore, the sides of the CNT pillars are slightly more
hydrophilic than the top surface [5]. This allows water to penetrate into the porous
CNTs forest, hence allowing more interactions between the ions in the water with

Fig. 5 aOptical image of CNT channels,b top view ofCNT channels, c side view ofCNT channels,
d potential generated from horizontal and vertical channels
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Fig. 6 a Schematic of mechanism of as-synthesized, b horizontal channels, c vertical channels and
d collapsed sample. Insets are schematic and SEM images of the respective structures

the CNT. As a result, more positively-charged ions are attracted to the negatively-
charged CNT. The meniscus of the water in between pillars also aids the separation
of the ions by entrapping the ions in the CNT pillars. As a result, higher potential
is detected (Fig. 6b). For vertically oriented CNT channels, ions are allowed to pass
through the sample without any interaction with the CNT itself. Consequently, there
are less ions attracted to the CNT and less separation of ionic charges. Although the
meniscus of the water would trap some ions in the CNT, the smaller exposed surface
area only allowed a small amount of ions to be trapped. Thus, the samplewith vertical
channels generates a lower potential compared to its horizontal counterpart (Fig. 6c).
As such, if the above proposal is true, then by densifying the CNT channels, reducing
porosity of the CNT channels would limit the interaction between the ions and the
CNTs by limiting the ability of the water to flow through the CNT forest (Fig. 6d).

Hence, one would expect the compacted sample to generate lower potential. To
verify the hypothesis, patterned CNTs sample is adhered to an aluminum stick and
submerged into ethanol and withdrawn slowly (Fig. 1c). As the sample is being
pulled out, the surface tensions pulls the CNT pillars downwards and causes them
to collapse and densify. Expecting lower value from the compacted sample, larger
CNTs array synthesis on quartz is used. This will allow the measured potential to
fall within the detectable limit of the sourcemeter. Similar measurements are also
obtained from horizontally and vertically orientated channels on quartz. The results
(Fig. 7a) shows similar trend as that presented in Fig. 4d.

Figure 7b shows generated potential obtained from not collapsed/not compacted
channels verse collapsed/compacted channels. Inset are the corresponding side view
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Fig. 7 a Similar trend obtained from horizontal and vertical channels on quartz substrates as
compared to those obtained from SiO2 substrates. b Graph and SEM images comparing collapsed
and not collapsed channels on quartz samples. c Potential generated from collapsed quartz samples
in salt solution and water. d UV-Vis spectrum of the horizontally oriented compacted/collapsed
sample on quartz. Inset shows the background words being seen through the sample

SEM images. Furthermore, the role of ions and surface charges on the CNTs can be
amplified by replacing water with a more ionic solution. In this case, saturated salt
solution is used. Due to the increase of free-flowing ions in the liquid, the saturated
salt solution should generate more potential and a higher voltage is recorded. This
is supported by the results of the experiment where the potential generated by the
sample in saturated salt solution is twice that of the sample in water (Fig. 7b).

An added functionality of the sample arises when the CNT channels on quartz are
collapsed/compacted. Given that quartz is a transparent substrate, when collapsed,
the compacted CNTs will create a degree of tint. The degree of tint can be tuned
by varying the thickness of the CNT channels and gaps between the CNT channels
on quartz during the laser patterning process. This would allow the samples to be
coated on glass panels to be used in buildings as tinted windows. To determine
how translucent the compacted sample is, UV-Vis spectrometer is used to obtain
the percentage of transmittance obtained from the sample with respect to different
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wavelength of incident light (Fig. 7d). Inset shows photo of the background words
being partially seen through the sample.

5 Conclusion and Further Advancements

Various CNT microarrays were engineered to determine an optimal design that gen-
erates the highest potential. Detailed analysis was conducted to shortlist and identify
the optimal microarray and proposed mechanism. The microarrays cut and tested
consisted of as synthesized CNT, horizontal and vertical channels, and collapsing
of channels. This opens the spectrum of possible applications of the prototype elec-
trodes. Based on prior understanding of zeta potential, the suggested mechanism
consists of the separation of ions through the attraction of ions within the liquid
medium and the negatively-charged CNT surface, and the interaction between the
ionic charges. With its potential as a sustainable source of electricity, the prototype
can be commercialised and used in drains or even as tinted windows for buildings
to power appliances. Be it rain or shine, our results when coupled with solar pan-
els will allow potential to be generated under any weather conditions, especially in
Singapore’s context.

Website link to live demonstration of tidal effect: https://www.physics.nus.edu.sg/
~physowch/microtide/.

Appendix

See Figs. 8, 9 and 10.

Fig. 8 Raman of CNT
sample

https://www.physics.nus.edu.sg/%7ephysowch/microtide/
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Fig. 9 Schematic of
supports

Fig. 10 Current produce by hydrophobic CNT sample at 0.2 V
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The Application of Markov Chains
in Multiplayer Online Battle Arena
(MOBA) Games

Yongren Xu, Qi Zhang and Zhi Cheng Tan

Abstract The prediction of future states, be it of daily events or complex dynam-
ical systems, has always been a challenging topic in the application of probability
theory into real life. The benefit of such predictions based on current conditions, and
independent of the past, is far-reaching and manifests itself in multiple areas such
as transport, biology and economics-areas closely linked to our everyday life. Yet,
the study of this topic has not been easy due to the lack of access to vital data of
dynamical systems. In this paper, we propose a revolutionary method of studying
such systems, through the application of Markov chains into MOBA online games.
Using this complex game as a simulation of dynamical systems and an easy source
of data, we aim to predict the movement of a game character based on its present
position, using the model constructed with Markov chains theory. Through careful
experiments, comparing recorded and expected results, and critical evaluation of the
method used, we have proven that Markov chains can be effectively applied to yield
an accurate prediction of the future state. And with this, we wish to have shed some
light on devising innovative ideas on examining dynamical systems, as well as the
potential of improving dynamical systems that will benefit the larger society.

Keywords Markov chains · Dynamical system · Probability

1 Introduction and Purpose

In daily life, people usually need to make the best decisions for themselves, based on
the present situation and expected future developments. Scaled up, in somedynamical
systems, it would be beneficial to predict future developments as it can help make the
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Fig. 1 Marked points are
neutral creatures. This
symbolizes a point of neutral
creatures

system more efficient. For example, in transport systems, it would be advantageous
to be able to predict future traffic conditions, given the current traffic conditions.With
proper predictions, it could potentially reduce or prevent the problem of road con-
gestion damaging many economies and contributing to carbon emissions worldwide.
The system being probabilistic and stochastic, makes it suitable for Markov chains
to model such a system—since one can make predictions of the future based solely
on the system’s present state and independent from its history. Unfortunately, data on
real life dynamical systems and those alike are often relatively inaccessible or hard
to collect, significantly hindering the theoretical study and construction of a proper
model on such systems. Recognising the similar randomness underlying dynamical
systems and players’ positions in Multiplayer Online Battle Arena (MOBA) games,
we can therefore use Markov chains to model a MOBA game, which serves as a
viable simulation of real-life dynamical systems, and of which we have full access
to essential data.

MOBA games are complex games popular worldwide. In the games, players duel
on a map as heroes. Heroes can raise their prowess by defeating neutral creatures,
located at fixed positions on the map; or gank1 enemies, impeding their develop-
ment. However, it can be difficult to locate enemy heroes due to a lack of vision
on the opposing team. Hence we aim to model the movement of heroes on the map
usingMarkov chains, helping players predict enemy positions and experimenting the
applicability of Markov chains in predicting the future states of dynamical systems.

We decided to use “DOTA 2”, a typical MOBA game, as our research case study.
The overwhelming popularity2 that it enjoys identifies it as a significant game for our
study. Amap of “DOTA2” (version 7.07) is shown below (Fig. 1). For easy reference,
we labeled the positions of neutral creatures with letters A–I, and a simplified map is

1Gank refers to actively moving around the map in order to kill an enemy hero.
2Monetary contributions of its fans worldwide made up the new record of $20,770,460 in compe-
tition prize money for “The International, DOTA 2 Championships”.
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Fig. 2 Simplified map

provided (Fig. 2). By killing neutral creatures, the hero earns gold, which can be used
to purchase upgrades and strengthen him. It is thus logical for heroes to approach
and kill neutral creatures that are highest in value and closest to him.

2 Hypothesis

It is reasonable to assume that the probability of a hero choosing a point of neutral
creatures is dependent only on the distance of the point from the hero and the value
of the point. From this, various weighting factors can be considered to construct a
model, they are

V − D, V 2 − D, V − D2, 2V − D, V − 2D,
V

D3
,

V

D2
,
V

D

where V represents value of a point and D represents the distance from the point to
the hero’s current position.

However, we hypothesize that the best fit should be from the choice proportional
to value and inversely proportional to distance

PX→Y ∝ VY

DXY
, (1)

where X and Y denotes two adjacent points of neutral creatures.
The following assumptions aremade to construct a plausiblemathematical model:

(1) There is only one hero who kills the neutral creatures at each side of the map,
at any given time, and he does this continuously.

(2) The movement time of the hero is negligible vis-a-vis the time used to defeat
the neutral creatures.

(3) The refresh period for each neutral creature is 1 min (1 min in actuality).
(4) The refresh period for each neutral creature is unaffected by any factor (actually

it may be affected).
(5) It takes 30 s for any hero to defeat one point of neutral creatures.
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Due to previous assumptions, the movement of heroes between points of neutral
creatures fulfils theMarkovproperty (memoryless/independent of the past) and hence
can be modeled by Markov chains.

3 Methodology

3.1 Derivation of Model

A Markov chain is a random process with the property that, conditional on the
present, the future is independent of the past [1]. It can be used to model a random
walk process through the formula

Ppresent =

⎛
⎜⎜⎜⎝

P11 P12 · · · P1i
P21 P22 · · · P2i
...

...
...

...

Pi1 Pi2 · · · Pii

⎞
⎟⎟⎟⎠

n

×

⎛
⎜⎜⎜⎝

P1
P2
...

Pi

⎞
⎟⎟⎟⎠. (2)

Based on the previous assumptions, the action of a hero only depends on the
present position of the hero and is independent of its previous positions. Thus, the
action is a Markov process and can be modeled using a Markov chain.

In “DOTA 2”, the map (as shown in the Introduction section) is split into two
parts—the green side, Radiant, and the red side, Dire. As the map is rotationally
symmetrical about the centre, we can use the Radiant side for our study. Suppose
that a Radiant hero is hitting neutral creatures and a Dire hero wants to find him.

The possibilities of the Radiant hero’s position can be used to form a matrix P, in
which P(X) represents the possibility of the hero to be at position X .

P =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

P(A)
P(B)
P(C)

P(D)

P(E)
P(F)
P(G)

P(H)

P(I )

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3)

According to our hypothesis, the probability should be inversely proportional to
the distance (D) and directly proportional to the value (V). Therefore, the probability
of every position can be represented by
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P(X → Yn) =
V (Yn)

D(X→Yn)
V (Y1)

D(X→Y1)
+ V (Y2)

D(X→Y2)
+ · · · + V (Yn)

D(X→Yn)

. (4)

All data are organized in Table 1.
Therefore, the position after time t (minutes) can be represented by

P =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

P ′(A)
P ′(B)
P ′(C)

P ′(D)

P ′(E)
P ′(F)
P ′(G)

P ′(H)

P ′(I )

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

T

×

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0.296 0.704 0 0 0 0 0 0
0.276 0 0.724 0 0 0 0 0 0
0.344 0.380 0 0.154 0.122 0 0 0 0
0 0 0.356 0 0.372 0 0.272 0 0
0 0 0.166 0.219 0 0.425 0.19 0 0
0 0 0 0 0.747 0 0 0.253 0
0 0 0 0.360 0.427 0 0 0.213 0
0 0 0 0 0 0.351 0.231 0 0.418
0 0 0 0 0 0 0 1.00 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� t
0.5�

.

(5)

3.2 Experiment

To test the model, we recorded the position of the “Anti-mage” hero at 0.5-min
intervals in each game, across 50 games. The “Anti-mage” is chosen as he is typically
chosen to hit neutral creatures.

The initial state condition (i.e. position at t = 0) from actual experiment is substi-
tuted into themodel as the initial condition (i.e. intomatrixP), in order to calculate the
expected probability of the hero being at each of the labeled neutral creature points, at
each recorded time. The probability calculated through data is the calculated average
value of 5 nearby points, i.e., the moving average (MA):

x̄n = xn−2 + xn−1 + xn + xn+1 + xn+2

5
. (6)

The resulting two probability tables—one containing experimental data; the other
containing theoretical values obtained from the model—are then compared, yielding
the graphs shown in the appendix for evaluation of the extent of accuracy using the
Markov chains model.
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4 Results

By summing up the number of instances where “Anti- mage” appears at each neutral
creature point, at every point of time (n); and the total number of effective records
at each point of time (N), we obtained the raw data for calculation of probabilities,
which is given by n over N. From these data, we plotted 2 graphs for each of the nine
neutral creature points, as shown below (Figs 3–11).

Fig. 3 Comparing the graphs of actual A and predicted A

Fig. 4 Comparing the graphs of actual B and predicted B



104 Y. Xu et al.

Fig. 5 Comparing the graphs of actual C and predicted C

Fig. 6 Comparing the graphs of actual D and predicted D
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Fig. 7 Comparing the graphs of actual E and predicted E

Fig. 8 Comparing the graphs of actual F and predicted F
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Fig. 9 Comparing the graphs of actual G and predicted G

Fig. 10 Comparing the graphs of actual H and predicted H
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Fig. 11 Comparing the graphs of actual I and predicted I

In the graphs, the horizontal axis represents time in minutes while the vertical axis
represents the probability of the hero appearing at the point indicated in each graph.
The actual probabilities calculated using the recorded data, as mentioned above, is
used to plot the graphs in blue; while the graphs in pink represents the predicted
probability from the model.

For all the graphs, during the first 10 min, the differences between the two curves
are very large. This is likely due to the hero being too weak at the beginning of the
game to combat the neutral creatures. Most players will choose to stay in the lane
instead of hitting neutral creatures during the first 10 min. Between 10 and 30 min, it
is evident that the current model V

D does not predict the actual situation very well. As
such, we repeated the experiment process with the other various weighting factors
V −D, V 2−D, V −D2, 2V −D, V −2D, V

D3 ,
V
D2 , and taking into consideration

only the 10–30 min segments of the graphs when evaluating the different models.
Then, graphs of the relative difference between the actual and predicted probabilities
for each point, as calculated using each of the formulas stated above are plotted
(Fig. 12).

In the graph, the horizontal axis represents the points (A, B, ···, I). The vertical axis
represents the relative difference calculated. Different colors of the bars represent
the different Markov chains with different weighting factors. The graph is plotted to
compare the relative difference for various formulas, across various points.

The graph of the Mean Squared Error of different models is plotted using the
actual and expected probabilities (Fig. 13).

In the graph, the horizontal axis represents the formula of various weighting
factors. The vertical axis represents the average relative difference calculated across
9 points. Below the graph, data is listed for a better observation. The graph is plotted to
compare the average relative difference for the 9 points across the various formulae.
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Fig. 12 Bargraphs comparing the prediction accuracyof the different formulas across the 9different
points

Fig. 13 Bar graphs comparing the average accuracy of prediction of the different formulae across
the 9 points
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5 Discussion and Conclusion

Interestingly, from our results, it shows that the weighting factor V
D2 gives the most

accurate prediction, despite some persistent discrepancies from the actual situation.
While this means that our hypothesized weighting factor V

D is not the most accurate
prediction, it shows that perhaps in actuality, players regard the distance factor in the
formula as proportionally more significant when compared to the value factor of the
given point of neutral creatures.

The persistent discrepancies could be attributed to the following:

(A) At point C, the actual curve is mostly under the predicted curve. This shows
that players usually undervalue point C. One possible reason is that the hero
actually hits the neutral creatures faster than expected. Given the relatively low
density of neutral creatures in the upper half of Radiant side (points A, B, C),
the supply hardly satisfies the need for refreshed neutral creature points. Thus,
players do not tend to go to point C despite its high value.

(B) At point F, the actual curve is mostly above the predicted curve. This shows
that players overvalue point F. The same line of reasoning as in A) can be used
to explain this phenomenon, as F lies in a region with relatively high density
of neutral creature points.

(C) At point I, the actual curve is mostly above the predicted curve. This shows
that players overvalue point I. One possible reason is that point I is close to the
“safe lane” [2], another major source of gold. This factor, in addition to point
I’s inherent value, also contributes to the probability of the hero being at I, thus
giving point I a higher effective value for the purpose of our model.

In conclusion, it is an effective idea to use Markov chains to model the movement
of the hero inMOBAgames. Thiswill be useful for a player in planning and executing
a successful gank on the enemy. In addition, the model also shows that it is possible
to scale it up to real-life dynamical systems, applying Markov chains to real-life
problems such as modeling the movement of cars and predicting traffic jams.
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Investigating the Air Quality in Bus Stops
Using IoT-Enabled Devices

Teo Hong Ray, Danish Uzair B. Abdul Hamid Khan Surattee
and A. Muhammed Madhih

Abstract Air pollution is a global problem, with particulate matter being one of the
major air pollutants. Small particulate matter smaller than 2.5µ in diameter (PM2.5),
are the most harmful. Traffic emissions are a major source of particulate matter
in urban cities. This issue is particularly pertinent for bus commuters, who spend
extended periods of time exposed to traffic emissions during their daily commute
waiting at bus stops. This study employed a mobile Internet of Things (IoT) device
to detect PM2.5 air quality at bus stops of various conditions. It was of interest in
this study to investigate PM2.5 air quality with regards to three parameters. Firstly,
the position within bus stop. Secondly, the frequency of buses arriving and lastly,
the amount of vehicular traffic including cars, motorcycles and lorries. The results
of this investigation shows that there are marginal differences in PM2.5 air quality
between positions in a bus stop. Air quality further away from the road is found to be
consistently thoughmarginally better compared to the edge of the road. The variation
of frequency of bus arrivals did not provide a strong correlation with the air quality
contrary to previous literature. The amount of vehicular traffic also did not have a
strong positive linear relationship with air quality contrary to expectations.

Keywords Internet of things · Air quality · Particulate matter · Bus stops · Public
transport · Singapore

1 Introduction

Air pollution is a global problem as the world is becoming more modernized, with
particulate matter being one of the major air pollutants [1]. Small particulate mat-
ter, such as those smaller than 2.5 µ in diameter (PM2.5), is the most harmful as
they cannot be naturally removed from the body once inhaled [1]. This results in
adverse health effects from exposure, ranging from cardiovascular problems such as
arteriosclerosis, stroke and myocardial infarction [2], to neurological disorders like
white matter disease and exacerbating Alzheimer’s and Parkinson’s diseases [3], and
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even psychological distress [4]. Although Singapore is known as a ‘garden city’ and
its air quality (PM2.5 concentration of 19 µg/m3) is significantly better than that of
least developed countries (average PM2.5 concentration of 49 µg/m3) [5], this num-
ber is an average across the whole country and certain groups within the population
might be exposed to higher PM2.5 concentrations.

One such group would be bus commuters, who spend extended periods of time
exposed to traffic emissions during their daily commute when waiting at bus stops.
These traffic emissions are a major source of particulate matter in urban cities [6].
A study conducted in London found that a bus commuter’s total exposure to PM2.5

is twice as much as that of a car commuter [7]. Another study in Buffalo, New
York suggested that exposure to PM2.5 inside a bus stop is 18% higher than exposure
outside the bus stop [8]. In Singapore, a country where 46.7% of working people take
a bus when commuting to work [9], this problem is one that can have far reaching
effects.

In response to the hazards of air pollution, several cities have put in place Internet
of Things (IoT) systems to monitor air quality. For example, in Chicago, sensors
mounted on lampposts were deployed to measure several air pollutants. Chicago
used this data to analyze and forecast air quality incidents [10]. Meanwhile, the city
of Dublin uses sensors mounted on bikes in its bike share program to gather citywide
air quality data [10]. However, the data gathered from these systems do not focus
on specific microenvironments within the city. Thus, it is hard to analyze the causes
of air pollution and the effects of potential interventions on air pollution at specific
locations.

There have been limited studies conducted with regards to air pollution in bus
stops in Singapore. One of these studies analyses the nature of air pollutants and the
size of particulate matter in 5 crowded bus stops in Singapore [11]. However, these 5
crowded bus stops are not representative of bus stops in Singapore, and the findings
may be unable to account for the PM2.5 concentrations of bus stops at other locations.

Hence, this study will use IoT devices to collect and analyze data from many
bus stops with varying characteristics in Singapore, in search of factors that would
influence the PM2.5 concentrations in bus stops. As there are many variables that
might affect the PM2.5 concentration, 3 parameters were targeted in this study: Posi-
tion within bus stop, frequency of buses arriving and vehicular traffic including cars,
motorcycles and lorries. The PM2.5 concentration might vary depending on the posi-
tion within the bus stop due to the distance away from pollutants, such as the bus
exhaust or the road [12]. The frequency of buses arriving is a good gauge of the
extent of the stop-start driving behavior of buses, which could heighten PM2.5 con-
centrations [13]. It is also suggested that vehicular traffic emissions from vehicles
travelling along the road contribute substantially to PM2.5 concentrations in urban
areas [14].

This valuable information can be used by the Land Transport Authority (LTA) of
Singapore to predict which bus stops would be the most polluted. They would then
be able to take on a targeted approach to improve areas such as the ventilation [15] or
position [16] of bus stops predicted with high PM2.5 concentrations. Ultimately, this
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research aims to show how IoT devices can be effectively used for environmental
monitoring and research.

2 Hypothesis

PM2.5 concentrations are higher at the back of the bus stops as it is closer to the bus
exhaust, the primary source of pollution from a bus. The edge of the road, which is
closer to passing vehicles, will contain higher PM2.5 concentrations. The frequency
of buses arriving and the volume of vehicular traffic have a positive correlation with
the PM2.5 concentration at bus stops.

3 Methods and Materials

To test this hypothesis, a field study was conducted using a mobile Air Quality detec-
tor (AirQ), which is an Internet of Things (IoT) device, along with the corresponding
mobile AirQ smartphone app, jointly developed with Centre for Smart Systems at
Singapore University of Technology and Design.

3.1 Mobile AirQ and Smartphone App

The mobile AirQ is a small (77.70 mm × 60.15 mm × 32.10 mm) and lightweight
(118 g) device, owing partly to its modern 3d printed casing. It contains a Particulate
Matter (PM) sensor (Plantower PMS7003) and a temperature and humidity sensor
(Bosch BME280) wired to a development board (Linkit 7697), which is powered by
a lithium-ion rechargeable battery (Fig. 1).

3D modelling using Fusion 360 also enables us to create compact structures that
help to hold the components in place, preventing them from falling out of position
when the mobile AirQ is moved about. This ensures the durability of the mobile
AirQ. For example, the PM sensor is firmly held such that the air inlet and outlet is
always exposed to surrounding air. Moreover, the design is easy to replicate at a low
cost.

The Linkit 7697 board is designed for IoT applications, boasting low cost and
low power consumption while providing inbuilt Wi-Fi and Bluetooth connectivity.
During the course of this project, the mobile AirQ was found to have a battery life
of 3 h. These characteristics make the mobile AirQ easily portable.

During data collection, the mobile AirQ device is first turned on and paired to a
smartphone through Bluetooth within the mobile AirQ app. Data streams from the
environmental sensor are then processed by the Linkit 7697 and sent via Bluetooth
to be displayed on the app, which is updated every 5 s (Fig. 2).
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Fig. 1 Diagram showing the different components in the Mobile AirQ

Fig. 2 Diagram shows how
data is received and
displayed on the Mobile App
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The data streams are also able to be exported as a csv file for ease of data analysis
(Fig. 3).

The Mobile AirQ and AirQ app is user-friendly and intuitive to use. This enables
the device and app to be used by people who wish to conduct environmental studies
but lack the technical knowledge of complicated monitoring equipment.

Data collection

Table 1 shows how data were collected for the different variables under investi-
gation.

A good variety of bus stops were chosen, with a good spread of variables such as
the busyness of the adjacent road, land use of the surrounding area and size of bus
stop (Table 2).

All measurements were taken within 7:30 to 10:00 during the morning peak hour
on weekdays, from 15 December 2017 to 31 December 2017. The morning peak
hour was chosen as there is a high number of commuters travelling, making it an
important time period to study. This would also capture the highest exposure to PM2.5

by commuters due to the relatively high traffic density at that time.

Fig. 3 CSV file containing output data
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Table 1 Methods of data collection for each variable studied

Factor analyzed How data were collected

Position within bus stop Two experiments were conducted. The first experiment involved
14 bus stops, where the PM2.5 concentrations at the front, middle
and back of the bus stop was measured (Fig. 4). The second
experiment involved 6 bus stops, where the PM2.5 concentrations
at the edge of the road and far from the road was measured
(Fig. 4)

Frequency of buses arriving 6 bus stops were studied in this experiment. The number of buses
stopping at the bus stop was counted over 15 min, and the
average rate of buses passing per minute was derived
The ambient PM2.5 concentration was also measured by standing
10 m away from the bus stop (Fig. 4), where the bus does not
come to a stop and starts to move off, thus eliminating the
stop-start effect

Vehicular traffic 14 bus stops were studied in this experiment. The number of
other vehicles passing by the side of the road nearer to the bus
stop was counted over 5 min, and the average rate of vehicles
passing per minute was derived

Table 2 Bus stops chosen for
investigation

Bus stop name Bus stop location

Aft Sims Way Near KPE

Blk 111 Rivervale Plaza

Blk 248A Compassvale Primary School

Blk 2C Near Geylang West CC

Chai Chee Ind Pk Decathlon at Chai Chee

Dhoby Ghaut Stn Plaza Singapura

Kallang MRT Kallang MRT

Katong Shop Ctr Katong Shopping Centre

Maranatha Hall Before Tanjong Katong
Secondary School

Opp Blk 2C Near Kallang MRT

Opp Playground@ Big Splash East Coast Park

OUE Bayfront OUE Bayfront

Paya Lebar Stn Paya Lebar MRT

Siglap Link Behind Victoria School
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The mobile AirQ was standardized to be placed at 1 m above the ground as that is
the average height of one’s head when seated within the bus stop. All PM2.5 readings
were averaged over 5 min to improve the accuracy of the data.

4 Results and Discussion

4.1 Position within Bus Stop

4.1.1 Front, Middle and Back

Comparison between the average PM2.5 concentrations at the front (33.24 µg/cm3),
middle (31.35 µg/cm3) and back (32.54 µg/cm3) of the bus stops surveyed reveals
a marginal variation of PM2.5 concentrations between the different positions of the
bus stop (Fig. 5) within 1.89 µg/cm3. This is mainly due to the diffusion where the
PM2.5 particles spread across a span of not more than 3 meters in width (Fig. 4).

Fig. 4 Locations at the bus stop where data was collected

Fig. 5 The average PM2.5
concentrations at the front,
middle and back of a bus stop
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Fig. 6 The PM2.5
concentrations at the front,
middle and back of Dhoby
Ghaut Stn

However, it is interesting to note the huge difference in PM2.5 concentrations for
Dhoby Ghaut Stn (Fig. 6), with the back being higher than the front by 9.22 µg/cm3,
and the front being higher than the middle by 9.70 µg/cm3. This causes the standard
deviation of the PM2.5 concentrations at Dhoby Ghaut Stn to be more than 3 times
higher than that at other bus stops. This could be due to the presence of an air-
conditioned Mass Rapid Transit (MRT) station exit right behind the bus stop. The
presence of air-conditioners could filter the polluted air from the road and release
fresh air near the bus stop, causing anomalies in the data collection.

4.1.2 Edge Versus far from the Road

Comparison between the PM2.5 concentrations at the edge of the road (average of
32.31 µg/cm3) and far from the road (average of 30.82 µg/cm3) reveal that the edge
of the road has a consistently higher PM2.5 concentration than far from the road
(Fig. 7). Nevertheless, this difference of 1.49 µg/cm3 is relatively minor, and it is
suspected that this might be attributed to the short distance between the locations of
the two readings of not more than 3 m, and the fact that PM2.5 is suspended in the
air longer than larger particles [17], allowing it to diffuse more profoundly.

Fig. 7 The average PM2.5
concentrations at the edge
versus far away from the
road
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Fig. 8 Difference between
the additional PM2.5 caused
by buses operating at the bus
stop against frequency of
buses arriving

4.2 Frequency of Buses Arriving

To analyze how the frequency of buses arriving affects the PM2.5 concentration at
bus stops, the average PM2.5 concentration at bus stops was calculated by averaging,
which is calculated by averaging the PM2.5 readings from the front, middle and back
of the bus stops. The additional PM2.5 concentration was calculated by taking the
difference between the average PM2.5 concentration in the bus stop and the ambient
PM2.5 concentration. This is to control all other variables, such as the vehicular traffic
or weather condition that could contribute to the PM2.5 concentration of bus stops
other than the stop-start effect of buses.

Results unexpectedly show that the frequency of buses arriving has an inconsistent
effect on the PM2.5 at bus stops (Fig. 8). This challenges what was proposed by
Buonanno, Fuoco and Stabile in their paper [13], that the stop-start effect of buses
would have a large impact on the PM2.5 concentrations at bus stops. If found to be true,
this is a significant discovery as it would mean that researchers have been wrongly
identifying the extent of pollution in bus stops mainly based on the frequency of
buses arriving.

However, these results are to be taken with a pinch of salt as the data collection
for the ambient PM2.5 was rather subjective, due to obstructions that prevent us from
standardizing the location for data collection of the ambient PM2.5. The additional
PM2.5 concentrations at OUE Bayfront and Dhoby Ghaut Station are exceptionally
higher due to the ambient PM2.5 concentrations there being lower than at the other
bus stops. Thus, buses are seen to have a significant impact on PM2.5 concentrations
at such places only.

4.3 Vehicular Traffic

To analyze the effect of vehicular traffic on the PM2.5 concentration at bus stops, the
ambient PM2.5 was used for comparison instead of the average PM2.5 as the stop-start
driving behavior of buses might unintentionally inflate the PM2.5 concentration. Data
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Fig. 9 Ambient PM2.5
concentration against
number of vehicles passing
per minute

collected shows that the number of vehicles passing per minute is also unrelated to
the ambient PM2.5 concentration at bus stops (Fig. 9), unlike the predicted graph
of a strong linear, positive correlation. This could be due to the strict regulations in
Singapore, requiring all light petrol-driven vehicles, including cars, to be fitted with
catalytic converters [18] that vastly reduce the amount of particulate matter and other
air pollutants released from the exhaust of vehicles.

Something surprising was the two data points collected within the Central Busi-
ness District (CBD) which had an exceptionally low ambient PM2.5 (highlighted in
Fig. 9). This could be due to the numerous presence of air-conditioned buildings in
the region. As mentioned previously, air-conditioning could possibly filter the indoor
air of polluting particles, assuming the units are properly maintained [19]. The clean
air within these indoor locations can be released to the outside environment whenever
the building doors are open, which is especially so during the morning peak hour,
when many office workers are entering their worksites. As OUE Bayfront is located
about 50 m from the sea, a morning sea breeze was felt during data collection that
further disperses particulate matter, leading to lower PM2.5 concentrations. From
these two observations, wind might affect the PM2.5 concentrations, making it an
interesting area for further research.

5 Conclusion

This study is a proof of concept that IoT devices, which are less cumbersome than
traditional monitoring equipment, can still be used for environmental monitoring and
research. In addition, the results are exciting as some counterintuitive trends have
been uncovered, which could change the way we think about urban air pollution and
how we tackle it. Moving forward, it is hoped that this study can prompt further
research using IoT devices that can validate these findings and explore other factors
that might influence commuters’ PM2.5 exposure at bus stops, such as the presence
of greenery or the effect of wind.
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Novel Method to Reconstruct a Surface
Grid Using Linear Regression Modelling

Si Chenglei, Mao Yu Di, Pang Eng Meng Wyzley and Chen Shunfa

Abstract The main focus of this report is to explore methods to laser scan objects
by mapping the locations of the scanned pixels into real-world coordinates through
an algorithmwith the use of a projected laser plane. This report presents two different
approaches: A simplified method to laser-assisted 3D scanning using Geometrical
Relations and a proposed Linear Regression Models method that was based on the
simplified one and compares the differences between the two. The general form of the
regression models was chosen after observation of the main mathematical constructs
used in the stackmodel and planemodel of the line-based laser triangulation method.
These geometrical concepts, utilizing mainly the equations and intersections of lines
and planes were inspiration for the regression model. The process follows that a laser
plane is generated using a laser diode and cylindrical lens and cast onto an object.
After taking images of the object at different angles, image analysis is carried out
using Python 2 and OpenCV2. Then, the Linear Regression Models are trained with
pre-existing data before making predictions while the Geometric Relations method
uses the measurements of the mechanism in the equipment to map the red pixel
location detected in the images to the point cloud of the object.

Keywords 3D scanning · Linear regression models · Generating a point cloud

1 Introduction

Both physical, as well as digital 3D models are useful for a wide variety of appli-
cations such as industrial design, prototyping, and even in the production of movies
and video games. [1] Our purpose is to develop a precise simple set of procedures
with algorithms that when coupled with a cheap set-up can allow us to seamlessly
scan objects, find the coordinates of red laser points in an image, and generate a 3D
digital model of the object, which is the point cloud. For the sake of comparison,
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an overall projected cost of a possible setup we can build is about USD$85 (Rasp-
berry Pi 3modelB—USD$45, Picamera—USD$30, steppermotor—USD$5, acrylic
cutouts—USD$5) [2] which is less than those found in themarket currently at around
USD$200–$700 for simple ones and USD$10000–$20000 for much advanced 3D
scanners [3]. That being said, our algorithm can be coupled with any image captur-
ing device, a projected laser plane and Python 2 to work. This will open up future
avenues for anyone with a smart phone to be able to carry out 3D scanning with a
simple algorithm. Currently, some methods that have been adopted include the stack
model and plane model of using the line-based laser light triangulation method [4],
which gave rise to our method that makes use of the plane equations and intersection
of lines and planes. Our report will only focus on different ways of making use of a
projected laser plane in image analysis for 3D scanning and how to map the features
extracted from the analysis to actual 3D points in space.

2 Engineering Goal

To design a set of algorithms and procedures thatwill work in tandemwith a projected
laser plane and a cheap setup that will make 3D scanning less costly. This will make
it easier to generate accurate point clouds and 3D models of objects.

3 Methodology and Materials

A brief description of the Geometric Relations (GR) method will be covered first
and will be followed by reason for the Linear Regression Models (LRMs) method
of choice. The essence of the GR method is to figure out how to map pixel locations
in pictures to actual positions of points in 3D space and reconstruct a surface.

3.1 Image Analysis

Let there be a bright red point P(Px, Py) on the image. We split the image into
channels, use a sliding w by DimensionX window (as seen from the dotted line) and
run the cv2.minmaxLoc function on the window, which would detect the brightest
point P(Px, Py) in the window.

Following that, we took 2 features of the image: The distance, Xp of the red pixel
from the center of DimensionX and Yp which is that from the center of DimensionY.

X p = Px − DimensionX

2
(1.1)
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Yp = DimensionY

2
− Py (1.2)

w

DimensionX

DimensionY

Equation (1.2) is opposite as the origin in an image and the origin that the function
will give its output is at the top-left hand corner.

3.2 Geometric Relations (GR) Method

Light reflects from an object and passes through the lens of the camera we use and
hits the CCD Array, with length L = 3.68 mm. For every unique ray of light that is
reflected from the object shines on a unique point on the CCD Array, a discrete pixel
is formed on the image. Therefore, it is possible to introduce a dependent variable, l,
that is the unknown distance in mm from the center of the CCD Array. We can then
say that l is dependent on the distance in pixels of the red pixel from the center of
the image, Xp which can be calculated using (1.1) because of the discrete nature of
the pixel and light. This relationship is given by the following:

l

L
= X p

DimensionX
(2)

where L is the known length of the CCD Array, DimensionX is the known total
number of pixels along the x-axis of the image and Xp is the calculated distance in
pixels using (1.1) between the middle of the image and the pixel in pixels. By using
the concept of similar triangles (Appendix), l, Xp, fL and z can be found to have the
following relationship:

z

f L
= Xm

l
(3)

where Xm is Xp converted from pixels into mm and is also our final aim. By making l
the subject in (3) and substituting into (2), we can write out Xm and Ym- (in a similar
fashion) in terms of z:

Xm = L

DimensionX · f L
· X p · z (4.1)
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Ym = H

DimensionY · f L
· Yp · z (4.2)

where H is the known width of the CCD Array, DimensionY is the known total
number of pixels along the y-axis of the image and Yp is the calculated distance in
pixels using (1.2) between the middle of the image and the pixel in pixels. The red
laser light can be expressed as a plane with the following general equation:

ax + by + cz = d (5)

where x, y and z are variable pointswhich lie on theplane anda,b, c andd are constants
that have already been determined using a real-life coordinate system. Value of z can
be obtained by substituting in (4.1) and (4.2) into (5) to get the following equation:

a

(
L · X p

DimensionX · f L
· z

)
+ b

(
H · Yp

DimensionY · f L
· z

)
+ z = d (6)

Rearranging (6), z can be expressed as the following:

z = d

λ
(7)

where

λ = a

(
L · X p

DimensionX · f L

)
+ b

(
H · Yp

DimensionY · f L

)
+ 1 (8)

and (8) and (a, b, c, d) are the Plane’s constants. Thus, the coordinates of the red
pixel can be obtained for plotting inside a 3D coordinate system by using (4.1), (4.2)
and (7) after taking the required measurements of our equipment.

Notably, there are 2 things that this original method fails at. Firstly, if the camera
does not use a CCD Array, or uses a non-uniform, non-linear type of image sensor
[5], the similar triangles property that we use for our calculations falls apart and we
are unable to take the sensor length as a measurement. Secondly, the wide variety of
measurements we have to take while absorbing the effect of manufacturing defects
will result in inaccuracy. By looking at the expression (4) alone, there are a lot of
unknowns we have to measure about the setup (a, b, d, L, H, fL), and it may not even
be possible for us to manually measure the internal hardware of the camera at times.

3.3 Linear Regression Models (LRMs) Method

In order to combat the limitations of the GRmethod, we proposed our Linear Regres-
sion Models(LRMs) method. Our LRMs method takes advantage of the fact that no



Novel Method to Reconstruct a Surface … 127

matter what type of image sensor is used, the red pixel location within the image is
the same due to the mechanics of a camera [6]. Regardless of image sensor type, we
can train the parameters in our LRMs to fit the images taken by the camera as long
as we have pre-existing data. An intuitive way to think of our LRMs method is that
we are finding the specifications of an arbitrary CCD Array in a camera that could
have took the exact same images in some arbitrary position. Rather than taking the
manual hardware measurements, we train these measurements by telling our models
what to output given a certain input.

3.4 Initialising Linear Regression Models (LRMs)

Our LRMs method consists of the input matrix, the input that will be gathered using
our code from a single image, in the following form:

I =
⎛
⎜⎝
x11 x12 1
...

...
...

xn1 xn2 1

⎞
⎟⎠ (9)

where xi1 denotes the Xp (see (1.1)) of the i-th red pixel detected and xi2 denotes the
Yp of the i-th red pixel detected. Upon observation of the type of expressions that the
x, y and z coordinates hold, namely (4.1), (4.2) and (7), we see that the expression
for z, (7) can be manipulated to give the following form:

1

z
= a

d

(
L

DimensionX · f L

)
· X p + b

d

(
H

DimensionY · f L

)
· Yp + 1

d
(10)

where (a, b, c, d) are the Plane’s constants, L and H are the length and the height
of the CCD Array, fL is the focal length of the camera and Xp and Yp are shown in
(1.1) and (1.2). Observation of (10) can tell us that 1

z can be modelled as an output
of the following linear regression model:

Z = 1

hα(I )
(11.1)

hα(I ) = IαT (11.2)

where α = (
α1 α2 α0

)
is the parameters vector to be trained and Z ∈ �n is the

output vector of dimensions, (z1 . . . zn) and all z coordinates that correspond to the
red pixels in Imagewith input I in (9).We can note that (11.1) looks very similar to (7)

and (11.2) very similar to (10) with a certain group of constants, a
d

(
L

DimensionX · f L
)

and b
d

(
H

DimensionY · f L
)
are weights to X p and Yp and 1

d as an intercept term. Two
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Fig. 1 Example of an image
with a red pixel

other similar models are constructed based on observations of (4.1) and (4.2) and are
modelled based on the following (Fig. 1):

X = hβ(x1, Z) = (
Zx1

)
βT (12.1)

Y = hγ (x2, Z) = (
Zx2

)
γ T (12.2)

where β = (β1, β0) and γ = (γ1, γ0) are parameters to be trained and Zxk =⎛
⎜⎝

x1k z1 1
...

...

xnk zn 1

⎞
⎟⎠ for k = 1 and 2. For both cases however, an intercept term is added.

Figure 2. is a simple flowchart showing our algorithm once we have trained our
parameters.

Fig. 2 Flowchart of
algorithm Image Get input matrix 
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3.5 Training Linear Regression Models (LRMs)

In prediction using regression, it is important that our training data and input follow
the same distribution [7]. In this case, our images have to follow the same “distri-
bution”. We define this “distribution” by the position of our laser plane with respect
to our camera and the resolution of the image. As long as the “distribution” of our
input and training data are consistent, the model is valid.

Upon setting our regression models, the parameters then have to be trained using
real data. Our training data, D = {

I, τ = (
τx , τy, τz

)}
where the input matrix I for

the images on the left and is the collection of (x, y, z) ground-truths. For training of
parameter α in (11.2), two images (Fig. 3) were taken where a piece of graph paper
was fixed a distance away, z= 60 and z= 30 on a flat surface and stood perpendicular
to the ground with origin on the graph paper labelled at the same (x, y) position as the
camera. Next, we design a cost function to determine how well fits the truth value of
30 and 60. For this, we adopt the mean-square error (MSE) [8] as our cost function:

Jz(α) = (
IαT − τz

)(
IαT − τz

)T
(13.1)

where τz = (
1
30 , . . . ,

1
30 ,

1
60 , . . . ,

1
60

)
, τz ∈ �2n is the truth vector, and there are n

1
30 ’s and n 1

60 ’s. We can use the normal equation method to train the parameters. In
our case, it is the following:

α = (
I T I

)−1
I T τz (13.2)

For training of γ in (12.2), the truth-vector τy was gathered by finding the dif-
ference y-coordinates of the pixels both at the bottom, B and the top of the graph
paper, A (Fig. 4) and divide it by the actual length of the paper. This gives us the
change in length for every pixel, δ = L

L ′ . Next, we identified the of the y-coordinate
of A laser at bottom of the graph paper, as well as the real-world y-coordinate of

Fig. 3 At z = 60 (Left); z =
30 (Right)
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Fig. 4 Example of graph
paper

L

AC

D B

that position to be our starting, s0. Then, our truth vector, τy , was generated in the
following form: ti = s0 + iδ f or i = 0, . . . , n. Afterwards, we use the same normal
equation method similar to (12.2) minimise a new cost function:

Jy(γ ) = (
hγ (x2, Z) − τz

)(
hγ (x2, Z) − τz

)T
(14.1)

γ = (
ZT
x2 Zx2

)−1
ZT
x2τy (14.2)

where (14.1) is the MSE of our regression model, hγ (x2, Z) against the truth-vector,
y. For training of β in (12.1), two separate lines, (Fig. 4) AB and CD were taken
at different distances. AB being the line captured at z = 60 and CD being the line
captured at z = 30. Then, the difference in x-coordinates between point A and B
as well as C and D were computed. Then, we repeat the procedure similar to the
training of where we find the change of length for every pixel, δx and generate our
training data in a similar fashion as γ . Then, the same normal equation method is
used to minimise a similar cost function:

Jx (β) = (
hβ(x1, Z) − τx

)(
hβ(x1, Z) − τx

)T
(15.1)

β = (
ZT
x1 Zx1

)−1
ZT
x1τx (15.2)

3.6 Translation and Rotation of Points

After the eventual cloud of (x, y, z) coordinates are generated for a particular image,
the object was rotated on a makeshift turntable by degree (radians). A total of 2π

θ

images are taken this way. The points obtained will also have to be translated and
rotated to fit the rotation of the turntable. This procedure consists of the following:
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Fig. 5 Test result of X, Y and Z

p f inalr =

⎛
⎜⎜⎝

cos(ϕ) 0 sin(ϕ) dx
0 1 0 dy

−sin(ϕ) 0 cos(ϕ) dz
0 0 0 1

⎞
⎟⎟⎠pTr , ϕ = θr (16)

where pr = (
x y z 1

)
and (x, y, z) is a coordinate output from the r th Image taken.

4 Results and Discussion

We tested the accuracy of our LRMs against the GR method by taking a test input
at a distance of z = 47. The results (Fig. 5) show the accuracy of the LRMs method
against the GR method. It can be seen visually that the LRMs method follows more
closely to the Truth than the GRmethod.We then applied hypothesis testing and used
a z-test to compare between the mean differences of the two methods with the Truth.
The method that has a smaller difference is considered to be more accurate than the
other as its output coordinates are closer to the ground truths. Since p-value is smaller
than 0.05, we conclude that at 5% significance level, there is sufficient evidence that
Ē < D̄. Therefore, the LRMs were more accurate in reproducing the point cloud of
the object. We then tried scanning two different 3D objects and took 16 images of
both input objects, the cardboard pyramid and the cube with θ = π

8 in (16). Figure 6
shows the visual difference in results for the original method against the alternative
method. Visually, the point cloud produced by the LRMsmethod follows the original
structure better.

5 Conclusions and Recommendations for Future Work

In this report, we have presented 3D scanning with LRMs method along with the
geometrical relations method. There is a significant improvement made from the
original method as shown in the results obtained as well as in terms of usability,
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Fig. 6 Table of comparison

Actual Object
Point Cloud under

Geometric 
Relations Method

Point Cloud under 
Linear Regression

Model Method
Pyramid

Cube

where there is no need for the user to know the specifics of the camera-capturing
device, which may be hard to find, unlike for the geometrical relations method where
variables must be known. We have constructed an integrated setup coupled with
procedures and algorithms which involves rotating the object on a platform linked to
a stepper motor controlled via a Raspberry Pi 3 module. It also takes images using
the Picamera controlled through a pattern of outputs to the GPIO (General Purpose
Input/Output) pins.

While our results are still a far-cry from the state-of-the-art and nowhere near
suitable for industrial use, the LRMs approach shows great promise given that we
were able to replicate the shape of objects with just 2 images used as training data
and a simple linear model.

We suggest training theLRMswith data from slopes instead of a blank graph paper
so as to provide more variance of ‘z’s for the LRMs to be trained. Future works can
also include using Anomaly detectionmethods first to rid the input of noise as well as
varying the resolution of the image. More sophisticated models (Neural Networks,
Support Vector Machines) can also be used, however, the original geometric basis
will then be lost. Other methods of optimizing the cost (e.g. Gradient descent with
regularization) can also be used.
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Appendix: Similar triangle

z

x

fL

l

Lens

Top view of setup
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Demonstration of Switching Plasmonic
Chirality via Geometric Transformations
for Biosensing Applications

Xiuhua Zhu and Eng Huat Khoo

Abstract The ability to detect and differentiate between left and right-handed
biopolymers has important biosensing applications. Although this can be done using
circular dichroism (CD), the CD signal is usually weak. To amplify it, plasmonic
nanostructures can be used. This paper presents a simulation study of the use of a pla-
nar array of cubic nanostructures, demonstrating the switching of chirality through
performing geometric transformations. It has been found that when the cubes are
rotated about their vertical axis and when the angles ϕ and θ of incident light are
varied, CD can be observed, and performing the opposite action results in the switch-
ing of CD. As the use of cubes as compared to other structures, such as the chiral
gammadion structure in reported works, has the merit of being easier to fabricate, the
methods described in this paper have much potential in being used to detect chiral
biopolymers.

Keywords Circular dichroism · Plasmonic nanostructures · Switching of
chirality · Simulation study

1 Introduction

The building blocks of life comprise amino acids, nucleic acids and sugars [1], all
of which are chiral molecular units [2, 3], where the mirror image of the molec-
ular unit does not superimpose with its original unit [3]. Biopolymers, which are
macromolecules formed from these units, also exhibit chirality on molecular and
supramolecular scales [4]. The ability to detect chiral biopolymers and distinguish
between the left- and right-handed biopolymers is important as it has extensive
biosensing applications in biomedical and pharmacological fields [5], such as the
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detection of amyloid diseases [4]. However, there is substantial difficulty in differen-
tiating left- and right-handed biopolymers due to their similar physical and chemical
properties [6].

One way to differentiate left- and right-handed biopolymers is by making use of
their interactionwith left- (LCP) and right- (RCP) handed circular polarized light [7].
Biopolymers with the same handedness as the incident circular light waves interact
more strongly with the light, thus absorbing a greater fraction of the light, as opposed
to biopolymers with opposite handedness as the incident circular light waves [8]. The
differential absorption of LCP and RCP light is known as circular dichroism (CD)
[7, 9]. Unfortunately, the CD signal is weak [5, 10], and therefore not very sensitive
and does not provide a robust method for judging handedness in dilute solutions [5].

To amplify the CD signal, plasmonic nanostructures can be used as a light field
enhancement method [11], where localized surface plasmon polaritons interact with
the chiral molecules. The localized field allows for a longer time of interaction with
the chiral molecules, thereby producing a stronger CD signal to be detected. The
most common nanostructure used to amplify the CD signal is the gammadion cross,
which is chiral [12]. Reported works have demonstrated experimentally that the
sensitivity detection of chiral molecules improved by a factor of 106 using gamma-
dion plasmonic structures [4]. In addition, numerous three-dimensional (3D) chiral
nanostructures have also been proposed, such as metal helix structures [13–15] and
layer-by-layer chiral plasmonic nanostructures [16]. Furthermore, it has been discov-
ered that CD can be observed in not only intrinsic chiral structures, but also in achiral
structureswith an oblique incident light beam [17]. The use of planar arrays of achiral
nanostructures, such as L-shaped nanostructures, has been explored as such nanos-
tructures present an advantage in being easier to fabricate than the aforementioned
3D or planar chiral nanostructures [17].

This paper presents a simulation study of a planar array of achiral cubic plasmonic
nanostructures for the detection of chiral molecules. Although naturally achiral by
themselves, it is expected that cubes can exhibit chiral properties when geometric
transformations, namely rotations, are applied to them or when light is incident on
them at oblique angles. In addition, performing the opposite action should result in
the switching of theCD spectrum. In this study, the cubeswere rotated in the xy-plane
and the resultant CD spectra are presented. In addition, the effect of oblique incidence
on the nanostructures was also studied, by varying the angle(s) of light incident on
the cubic nanostructure array. Compared to gammadion nanostructures and other
chiral structures, the benefit of using cubic nanostructures lies in the comparative
ease in fabrication, similar to the achiral L-shaped nanostructures.

2 METHODS

The simulations were designed and run using Lumerical’s Nanophotonic finite-
domain time-difference (FDTD) Simulation Software. The FDTD method is a
grid-based numerical modeling technique that approximates the derivatives in the
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Maxwell curl equations by finite differences. Material properties are defined at vari-
ous spatial coordinates and fields are then calculated for small successive time steps
where the step size is small compared to the inverse of the frequency of the source
[18].

The design of the simulation is as shown in Fig. 1. A gold cubic nanostructure of
sides 200 nm was positioned atop a larger borosilicate glass substrate of reflective
index 1.517.Water is chosen to be the backgroundmedium and the background index
is set to 1.333. A fine mesh with cell division of 20 nm in the x-, y- and z-directions
was placed around the cube. The simulation region was set to 800 nm in the x-
and y-directions to create an array in the xy-plane with a periodicity of 800 nm.
A perfectly matched layer (PML) was set in the z-direction to impose absorbing
boundary conditions to prevent reflections of energy back into the structure that was
being simulated. A monitor was placed 100 nm beneath the cubic nanostructure to
measure the intensity of the electric field of transmitted light. Two light sources of
plane waves were used to create circularly polarized light, where one of the light
source has its polarization angle set to 0° and another to 90°. The phase angles of
light sources also differ by 90°.

To obtain the CD spectrum, two simulations were run, one with LCP
light and one with RCP light, where the phase angle of the second light
source was−90° and+90° respectively. It should be noted that although CD by con-
ventional definition is the difference in the absorption of LCP and RCP light, Lumer-
ical’s FDTD solutions provide only the data on transmittance and not absorbance.

Fig. 1 Design of simulation
of cubic nanostructures (not
drawn to scale)
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However, given that I= T+R+A+ S, where I is the total intensity of incident light
and T, R, A and S are the transmitted, reflected, absorbed and scattered light respec-
tively, and since reflected LCP and RCP light are approximately equal and scattered
light is negligible, CD can be approximated to be the difference in transmitted RCP
and LCP light when the incident light is of equal intensity. Therefore, in this paper,
CD is defined by

CD = TR − TL. (1)

The array of cubic nanostructures to be simulated as illustrated in Fig. 1 would not
produceCD signals as it is achiral. To produceCD signals, geometric transformations
were performed to break the symmetry. This was attempted in two ways:

First, the cube was rotated clockwise about its vertical axis in the xy-plane from
0° to 75° at regular intervals as shown in Fig. 2. Incident light was normal to the
top surface of the cube. It was expected that deviation from the 45° mark by the
same amount in opposite directions, i.e. the cube being rotated 15° and the cube
being rotated 75°, as well as 30° and 60°, would produce opposite CD spectra due
to their being mirror images. No CD signal was expected to be observed when the
cube is rotated 45° because, similar to that for 0°, the cube would be symmetrical
and therefore achiral.

Second, the angles at which light is incident on the cubic nanostructure array
were varied while keeping the angle of rotation of cube to 0°. The angles ϕ and θ (as
illustrated in Fig. 3) were varied first separately and then together. In the first trial,
angle ϕwas varied from−75° to 75° while angle θwas kept to 0°. In the second trial,
angle θ was varied from −75° to 75° while angle ϕ was kept to 0°. In the third trial,
both angles ϕ and θ were varied from −75° to 75° where ϕ = θ. In all three cases,
it was predicted that deviation from the 0° mark by the same amount in opposite
directions, e.g. angle(s) ϕ and/or θ of incident light being 15° and that being −15°,
would produce opposite CD spectra.

Fig. 2 Top view of the cube
being rotated 0°, 15°, 30°,
45°, 60° and 75°

(No CD) (Each pair produces opposite CD spectra)
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Fig. 3 Schematic diagram showing oblique incidence of light on the cube

3 Results and Discussion

The attempt to produce CD by rotation of the cubic nanostructures was successful
and the CD spectra obtained is as shown in Fig. 3. As predicted, the CD spectra of
the cube rotated 75° and 60° are the negative of the CD spectra of the cube rotated
15° and 30° respectively, where the CD at every wavelength for 15° and 75°, as well
as 30° and 60°, has equal magnitude but opposite signs. The flipping of the sign of
CD indicates a switching behaviour resulting from a change in the handedness of
the nanostructure. Also, no CD signal is produced at 0° and 45°, which confirms the
hypothesis. It is noted that of the three modes, the first provides the most significant
switching effect (Fig. 4).

Fig. 4 CD spectra of cubic nanostructure array when cubes were rotated from 0° to 75°
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Fig. 5 CD spectra of cubic nanostructure array when both angles ϕ and θ were varied from −75°
to 75°

On the other hand, varying angles ϕ and θ of incident light separately was unsuc-
cessful at producing any discernible CD spectra, as the transmittance of RCP light
was equal to that of LCP light for every setup. As existing literature indicates that
CD could be observed when angles ϕ and θ are varied separately for other structures
such as the L-shaped nanostructures [17], it is likely that the lack of CD here can be
attributed to the nature of the cube and more research can be done in this area.

However, CDwas once again observed when both angles ϕ and θ of incident light
were varied at the same time. The CD spectra obtained is as shown in Fig. 5. As
can be seen from the superimposed graphs, apart from 45° and −45° where no CD
was observed, the CD spectra of light incident at negative angles (ϕ = θ = −15°, −
30°, −60°, −75°) are a vertical reflection of those at positive angles (ϕ = θ = 15°,
30°, 60°, 75°), thus successfully demonstrating the switching of chirality. Among the
resonant modes observed, it is noted that the first mode provides the most significant
switching effect for ϕ = θ = 75° and ϕ = θ = −75°.

4 Conclusion

It has been demonstrated that an array of achiral cubic plasmonic nanostructure is
capable of producing the effect of switching of CD when geometric transformations
namely rotation of the cube and variation of angles ϕ and θ of incident light are
performed. There is therefore much potential in using these methods to distinguish
between left- and right-handed biopolymers, especially due to their relative ease in
fabrication as compared to gammadion structures and other chiral nanostructures in
reported works. For future research, the fabrication of planar cubic nanostructure
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array with the aforementioned methods to produce CD can be carried out to experi-
mentally verify the findings presented in this paper. In addition, the design of other
simple nanostructures to amplify CD signals can be studied as well.
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Microbial Fuel Cells: Food Waste
as a Sugar Source

Phua William, Emma Tan Xiu Wen and Ho Jia Yi Jenevieve

Abstract The recent threat of climate change and rising demands for electricity
globally has prompted research into Microbial Fuel Cells (MFCs), a potential source
of renewable energy. Another troubling global issue is large amounts of food waste.
Use of food waste as substrates in MFCs could convert the food waste into clean
energy, tackling both global problems. Hence, this research aims to determine if
food waste is a viable substitute for currently used substrates (glucose) in MFCs by
replacing glucose (substrate) with banana peels and sugarcane bagasse (inner and
outer layers). For each substrate, MFC set-ups were run and the Benedict’s Test
(quantitative) and Iodine Test were performed. Banana peel was found to be the best
substrate among the three food wastes, with the stablest power performance, high-
est peak and highest average power performance. This was followed by the outer
layer of sugarcane and lastly, the inner layer of sugarcane which also had the lowest
concentration of reducing sugar. Thus, it was concluded that the substrate’s concen-
tration of reducing sugar may affect power performance of the MFC. Furthermore,
banana peels and the outer layer of sugarcane were found to be viable alternatives
for glucose due to a higher power performance.

Keywords Microbial fuel cell · Food waste · Substrate

1 Introduction

1.1 Background of Research

Currently, climate change poses a great threat to the society we know today. Coupled
with rising demands for energy globally in recent years, the issue of climate change
has prompted further research into harnessing renewable sources of energy to slow
down this phenomenon. Microbial Fuel Cells (MFCs) are one potential source of
renewable energy [7, 8].
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Fig. 1 Diagram of the MFC
system [8]

MFCs use microorganisms such as bacteria and yeast as biocatalysts to generate
electricity from a variety of substrates including organic waste materials. In the
typical mediated dual-chamberedMFCs, there is an anaerobic anode chamber, where
the biocatalysts oxidise substrates to produce electrons and protons. The electrons are
transported to the electrode by the mediator and passed through an external circuit to
the aerobic cathode chamber. This current produces electricity. Meanwhile, protons
pass through the Proton Exchange Membrane (PEM) to the cathode chamber before
joining with the electrons to form water, in the presence of oxygen [8] (Fig. 1).

This research will also explore the use of food waste as substrates in MFCs. Food
waste is a global issue that needs to be tackled as well. About 25% of the produced
supply of food is wasted in the food supply chain (FSC) [4]. In Singapore alone,
791,000 tonnes of food waste was generated in 2016, of which only 14% is recycled.
If food waste can be used as substrates successfully in MFCs, clean energy can be
generated while reducing the amount of food waste to be disposed, helping to tackle
both global problems. In addition, not much research has been done to investigate
the potential use of food waste in MFCs currently.

1.2 Objective

This research aims to find out if food waste is a viable substitute for currently used
substrates in MFCs by experimenting using powdered banana peels and the inner
and outer layers of powdered juiced sugarcane pulp as the substrate for MFCs.
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1.3 Hypothesis

The hypothesis is that food waste is a viable alternative for currently used substrates.
All substrates used (inner layer of sugarcane, outer layer of sugarcane and banana
peel) will have a comparable performance (equal or better) to that of currently used
substrates (glucose), with MFCs using the inner layer of the sugarcane (pith) as
substrate having the highest power performance. This is because the pith of the
sugarcane is known to have high contents of sucrose which the yeast could feed on
for the MFC to generate electricity.

2 Methodology

2.1 Preparation of Food Waste Substrates

Juiced sugarcane pulp was dried in the oven for around 3 h at 100 °C. The inner
layer and outer layer of the sugarcane were then separated. Each layer was cut into
smaller pieces and blended into fine powder.

Banana peel was dried in the oven for 2 h at 100 °C, before being separated and
cut into smaller pieces. The pieces were then blended into fine powder.

2.2 Assembling of Microbial Fuel Cells

Dual-chambered yeast MFC setups were assembled using a Nafion Proton Exchange
Membrane (PEM) between the anode and cathode chamber, with each chamber
containing an electrode cut fromcarbonfibre electrode tissue.AllMFCsused selected
food waste (0.2 g of food waste added to 4.25 ml of buffer) or 0.5% (D+) Glucose
solution as the substrate, Methylene Blue (added to buffer) as the mediator and
Potassium Permanganate (added to buffer) as the catholyte in a 17:10:32 ratio by
volume. Buffer used was 0.1 M phosphate buffer (pH 7.2).

2.3 Testing of Microbial Fuel Cells

For each of the food waste substrates (inner layer of sugarcane, outer layer of sug-
arcane and banana peel), three MFCs were constructed; two setups with a voltmeter
and without a resistor, and one setup with a resistor of 100 � and a voltmeter con-
nected in parallel. The setup with the resistor allows for calculation of the amount of
current generated by the MFC, while the setups without showed the voltage gener-
ated (recorded by the voltmeter) during experimentation. TheMFC setup using (D+)
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Fig. 2 Diagrams of the MFC setups (with voltmeter and with both resistor and voltmeter)

Glucose solution was with a voltmeter and without a resistor (Fig. 2). Each MFC
was run for a duration of 48 h during which it was left undisturbed.

2.4 Food Tests

The Benedict’s Test was performed on all 3 substrates. Each substrate was added to
buffer in the amount to be used during MFC experimentation. The Benedict’s Test
was also performed as a quantitative test by testing glucose solutions of 1, 0.5, 0.1,
0.05, 0.01 and 0.005% concentrations and comparing the colour change with that of
the substrates researched on.

The Iodine Test was also performed on all 3 substrates.

3 Results and Discussion

3.1 Microbial Fuel Cell Setups Results

Figure 3 shows that all substrates used had an increasing power output in the first
100 min before reaching a power peak. After a period of time, which was varied for
each substrate, the power output started to decrease from the power peak until the
experiment ended.
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Fig. 3 Graph of Voltage, V against time, minutes MFC was run for MFC setups (without resistors)
with inner layer of sugarcane (IL), outer layer of sugarcane (OL), banana peels (BP) andD+Glucose
(GL) as substrates

The highest point of performance of all the MFC setups was 6 V, the highest
voltage that the instrument ofmeasurement used couldmeasure. This power peakwas
observed in the first and second setups of the MFCs using the outer layer sugarcane
(OLMFC1 and OLMFC2). For the first setup, this was observed for 507 min and in
the second setup, this was observed for 136 min. This power peak was also observed
in the first setup of the MFCs using the banana peels during which this was observed
for 400 min (BPMFC1). However, during the second setup of the MFCs using the
banana peels (BPMFC2), the highest peak was 5.96166 V, at the 315th minute. The
peak for the MFC using D+ glucose (GLMFC1) was 5.94888 V at the 466th minute.
The highest point of the performance for the MFCs using inner layer sugarcane as
a substrate was 5.92971 V, the peak of the first setup (ILMFC1) which occurred
erratically from 120 to 142 min. The peak for the second setup (ILMFC2) was
5.53993 V at the 250th minute.

The MFCs using banana peels also attained the highest overall average (across
both setups) of 4.82508V.Thiswas followedbyMFCsusing theouter layer sugarcane
with an overall average of 4.22395 V, then the MFC using (D+) Glucose with an
average power output of 4.125874V and lastlyMFCs using the inner layer sugarcane
with an overall average of 3.20083 V.

Therefore, since banana peels and the outer layer of the sugarcane have shown
comparable power performance, they are viable alternatives for glucose out of the
three substrates.

Figure 4 shows that with the added resistor, the MFCs using banana peel still had
the highest peak of 0.32907 V (0 min) and average power output at 0.24601 V. This
was followed by the MFCs using the outer layer of the sugarcane, with a peak of
0.18211 V (435th minute) and an average of 0.01264 V. Lastly, the MFCs using the
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Fig. 4 Graph of Voltage, V against Time, minutes MFC was run for MFC setups (with resistors)
with inner layer of sugarcane (IL), outer layer of sugarcane (OL) and banana peels (BP) as substrates

inner layer of the sugarcane had a peak of 0.00799 V (0 min) with an average of
0.00243 V.

The MFC using the outer layer of sugarcane was also shown to have an unnatural
power peak before the voltage generated decreased significantly. This could have
been due to the drastic changes in the yeast population. The yeast population affects
the amount of voltage generated, as a higher yeast population would lead to an
increase in the oxidation of the substance in the anode chamber, hence producing
more electrons andgeneratingmore voltage. In the beginning, therewas an increase in
the yeast population as the yeast acclimatised to the MFC anode chamber conditions
and started multiplying. This will lead to a decrease in the amount of substrate for the
yeast to feed on, resulting in insufficient food source to accommodate the growing
yeast population. The death rate of the yeast will then catch up, thus causing the
yeast population to shrink and lowering the amount of voltage generated.

However, all MFCs with the different substrates were shown to be unstable, and
the voltage of all 3 MFCs dropped drastically and went to negative in the later parts
of experimentation.

The overall data suggested that banana peel is the best substrate to be used out of
the three researched as it had the most stable power performance, with the highest
average power performance (across all setups). The outer layer of the sugarcane had
the second-best power performance. The inner layer of the sugarcane had the worst
power performancewith the lowest peak (for all setups) and an unstable performance.
In addition, since the power performance of MFCs using banana peels and the outer
layer of sugarcane are comparable to that of an MFC using glucose, they have also
shown to be viable alternatives for the commonly used substrate glucose.
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Table 1 Table with results of the benedict’s test and iodine test for the three substrates

Type of
substrate

Benedict’s test Iodine test

Observation Presence of
reducing
sugars

Percentage
of reducing
sugars
present (%)

Observation Presence of
starch

Inner layer
of sugarcane

Orange-red
precipitate

Yes 0.1–0.5 Solution
turned brown

No

Outer layer
of sugarcane

Orange-red
precipitate

Yes 0.1–0.5 Solution
turned brown

No

Banana peels Orange-red
precipitate

Yes 0.1–0.5 Solution
turned brown

No

3.2 Food Test Results

All three substrates were shown to contain no starch. All three substrates were also
shown to have concentrations of reducing sugar between 0.1 and 0.5%. The inner
layer of the sugarcane was observed to have the lowest concentration of reducing
sugar amongst the 3 food substrates (Table 1).

3.3 Discussion

The MFC setups using the outer layer and banana waste had better power perfor-
mances than that of the inner layer, which contradicts the hypothesis. After referring
to the food test results, it could be concluded that the differing performances may
be due to the composition of the food waste. The outer layer of the sugarcane (rind)
consists of small quantities of parenchyma cells and majority of the vascular bun-
dles. The inner layer of the sugarcane (pith) has an abundance of parenchyma cells
that store sucrose, and also contains little amounts of vascular bundles [10]. The
inner layer (pith) of sugarcane contains most of the sucrose in the sugarcane. How-
ever, since sucrose is not a reducing sugar, it did not cause colour-change during the
Benedict’s Test. In contrast, the outer layer (rind) of the sugarcane contains a lot of
fibre which consists of non-starch polysaccharides, such as lignocellulosic fibres [2].
Ethylene, a natural plant hormone that is released when the banana ripens, breaks
down complex sugars in the banana peel into simple sugars and also breaks down
pectin (a type of fibre) in the banana peel. [5]. This caused the higher concentration
of reducing sugars in banana peels.

We can infer that the amount of reducing sugar found in the substrates influenced
the power performance of the MFCs with a higher amount of reducing sugar leading
to a better power performance. Banana peels, which performed better in the MFCs,
were shown to have a higher concentration of reducing sugar than the inner layer
of the sugarcane during the Benedict’s Test. While the outer layer of the sugarcane
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appeared to have a higher concentration of sugar during the Benedict’s Test, this
might not be the case since the banana peel powder was originally brown and the
precipitate for it could not be seen as clearly. This is supported by existing research
papers stating that banana peels have been shown to have a high percentage of
total sugar as invert sugar (22.0%) [1]. Thus, banana peels have a high content of
reducing sugar, whereas sugarcane bagasse (combination of the inner and outer layer
sugarcane) mainly consists of complex sugars with a percentage of 50% cellulose,
25% hemicellulose and 25% lignin [6].

4 Conclusion

MFC setups were run using three different types of food waste, banana peels and
the inner layer (pith) and outer layer (rind) of sugarcane as substrates. Out of the
three food types used in experimentation, banana peel was shown to be the best
substrate for MFCs as it has the highest peak, highest average power output in power
performance (with and without the added resistor) and the most stable performance.
The concentration of reducing sugar in the substrate usedmayhave affected the power
performance. In addition, banana peel and outer layer of sugarcane were shown to be
viable alternatives to currently used substrates in MFCs (glucose) due to comparable
power performances in comparison to the results of the MFC using glucose as a
substrate.

5 Future Work

Future work regarding the research into the use of other types of food waste as
substrate in MFCs, as well as to investigate how the percentage of fibre and complex
sugars in the food waste affected the power performance of the MFC can be done.
Future work concerning the processing of food waste to facilitate the breakdown of
complex sugars such as cellulose in fibres to simple sugars (for example, through
the addition of enzymes) before using as a substrate for the yeast can be carried out.
Further investigation into why the outer layer (rind) of the sugarcane had such a high
concentration of reducing sugar can also be done.
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Cross-Talk Between Cell Mechanics
and Biochemical Signalling Pathways
via Modulation of Nucleocytoplasmic
Shuttling of Transcription Factors:
A Novel Approach to Study Fibroblasts
in Breast Cancer Environments

Kia Hui Lim

Abstract Tumor progression in breast cancer has formerly only been linked to
increased integrin signaling as a result of increased extracellular matrix rigidity.
In this study, we further examined the role of cell mechanics, namely cell geome-
try (2D) and matrix rigidity (3D) in modulating the cell signaling response to the
inflammatory cytokine TNF-α secreted by cancer cells and the conditioned media
from metastatic breast cancer cell line MCF-7. Signal activation was measured by
quantifying the nucleocytoplasmic shuttling of transcription factors (p-65, MKL1,
SMAD3) in NIH3T3 mouse embryonic fibroblasts via a custom code in software
ImageJ and novel methods—Micropatterning and Engineering cells in collagen
matrix were employed to achieve the varied 2D and 3D environments of cells. Cell
mechanics was shown to impinge on the nuclear morphology of cells—Circular and
unpatterned cells tend to have circular nuclei, while rectangular cells and cells grown
on rigidmatrixes tend to have elongated nuclei.Upon exposure toMCF-7 conditioned
media, TNF-α—p-65 signaling pathwayswere further amplified in cells with circular
cells and cells grown on soft matrix; TGF-β—MKL1 pathways in cells grown on soft
matrix were particularly highly activated; TGF-β—SMAD3 signaling pathways in
all cells were activated, though the pathway wasmore activated in environments with
decreased matrix rigidity. Increase in SMAD3 nuclear levels also led to a proportion-
ate increase in Vimentin levels in cells grown in 3Dmatrix. Our novel understanding
of the cross-talk between cell mechanics and biochemical signaling pathways is
important for understanding the behavior of cancer-associated-fibroblasts (CAFs) in
breast cancer and the discovery of the highly activated signaling pathways induced
by CAFs giving rise to tumorigenesis under various cell environments is vital for the
identification and engineering of new therapeutic targets.

Keywords Cellular mechanics · Extracellular matrix rigidity · Cell geometry ·
Nuclear morphology · TNF-α treatment ·MCF-7 conditioned media ·
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Transcription factors · Signaling pathways · TNF-α—p-65 · TGF-β—MKL1 ·
TGF-β—SMAD3 · Cancer-associated-fibroblasts · Tumorigenesis

1 Introduction

Cells embedded within tissues regularly sense and respond to external stimuli from
their microenvironment. These include physical forces such as tension forces, shear
stress and compression, in addition to biochemical signaling molecules such as hor-
mone insulin and cytokines Tumor Necrosis Factor (TNF)-alpha and Transforming
Growth Factor (TGF)-beta. While the mechanisms by which these classical bio-
chemical molecules interact with cells have been well established, the mechanical
regulation of cells has only been well characterized recently. The forces from the
ECM acting on cells embedded within are reciprocated by the cellular forces gen-
erated by actomyosin contractility and microtubular forces. This balance of forces,
which result in cells obtaining a particular geometry, also helps in the maintenance
of tissue homeostasis. The loss of tissue homeostasis could lead to the development
of cancer.

The role of cell-ECM interactions and cell morphology in promoting cancer pro-
gression through the regulation of cell survival, differentiation and proliferation has
become apparent in the recent years. Breast cancer remains as the most prevalent
cancer amongst women, impacting over 1.5 million women each year. Malignant
transformation in breast cancer has been characterized by the progressive stiffening
of the stromal tissue—an increased matrix rigidity in breast tissue had been found
to stimulate proliferation of the mammary cells and promote tumor-like behaviors
[1] via the elevation of integrin-mediated focal adhesions and increased integrin
signaling [2].

Both physical forces and biochemical signaling molecules have shown to have
had an effect on transcriptional levels of genes that code for proteins which play a role
in the cellular response to stimuli [3–5]. TNF-α and TGF-β secreted by surrounding
tumor cells have shown to induce the transformation of a subpopulation of normal
stromal fibroblasts to cancer-associated-fibroblasts (CAFs), which aid the metasta-
sis and angiogenesis of the tumor cells via secretion of matrix metalloproteinase
(MMP)9 and (MMP)2 [6, 7].

In this study, we examined the role of cell mechanics, namely cell geometry
(2D) and matrix rigidity (3D), on the nucleo-cytoplasmic shuttling of transcription
factors (p-65, MKL1, SMAD3) and protein Vimentin in NIH3T3 mouse embryonic
fibroblasts, in the presence of TNF-α and conditioned media from metastatic breast
cancer cell line MCF-7. Our results have shown that the heterogeneous mechanical
microenvironments which fibroblasts exist in give rise to their different responses
to the chemical signals from tumor cells. The novel understanding of the nucleo-
cytoplasmic localization of these several transcription factors in fibroblasts under
various mechanical microenvironments heightens the potential for understanding the
behaviors of cancer-associated-fibroblasts (CAFs). We aim to identify the activated
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signaling pathways in CAFs under different mechanical environments likened to
that of the different stages of breast cancer to aid in future engineering of more
effective pharmaceuticals in breast cancer treatment through targeting the highly
activated signaling pathways within the fibroblasts. Current target therapeutics for
breast cancer targets namely the growth-promoting protein HER2, which is found in
negligible overexpression levels in early-stage and triple negative breast cancer.

2 Methods and Materials

2.1 Cell Culture and Treatment

NIH3T3 fibroblast cells and MCF-7 cells were cultured in Low Glucose DMEM
(Life Technologies/Thermo Fisher Scientific, Carlsbad, CA) supplemented with
10% (vol/vol) FBS (GIBCO/Life Technologies/Thermo Fisher Scientific) and 1%
(vol/vol) Antibiotic-Antimycotic (Life Technologies/Thermo Fisher Scientific), at
37 °C in 5% CO2. Cells were split via the aspiration of media, a rinse with 1 ×
PBS and the use of trypsin for 5 min at 37 °C. Cells were finally partitioned by
the addition of cell culture media described above. Conditioned media from MCF-7
cells was obtained from the supernatant from the tissue culture flasks after cells were
cultured for 4 days. 500μL of conditioned media was added to each dish. Cells were
stimulated with 20 ng/mL of TNF-alpha (Dissolved in cell culture media) (Sigma)
for 30 min.

2.2 Engineering Cells in 3D Collagen Matrix

Collagen I (Rat Tail) was equilibrated with 10× PBS and 1N NaOH and mixed with
30,000 fibroblast cells in prepared cell culture media (refer to Sect. 3.1) to obtain
collagen concentrations 1 and 0.5mg/mL. Neubauer Chamber was used to determine
the average number of cells per mL. 300 μL of this mix was then deposited onto
the surface of hydrophobic dishes (ibidi) and allowed to solidify for 3 h after which
0.5 mL of cell culture media/ conditioned media was added and cells were cultured
overnight. TNF-alpha treatment was carried out for 30 min after 24 h.

2.3 Micropatterning

Polydimethylsiloxane (PDMS) elastomer (SYL-GARD 184; Dow Corning, Mid-
land, MI) was prepared at a 1:10 ratio of curative to precursor. The PDMS was then
poured onto microfabricated silicon wafers containing an array of micro-wells of the
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desired geometry and cured at 80 °C for 2 h. The solidified PDMS was subsequently
peeled off the silicon and overturned. The surface of the PDMS stamps (containing
protrusions with the desired geometry) was treated with high power oxygen plasma
(Plasma Cleaner Cat. No. PDC-002; Harrick Scientific Products, Pleasantville, NY)
for 10 min and 50 mg/mL of fibronectin solution was allowed to adsorb onto the
surface. The fibronectin-containing surface was brought into contact with the sur-
face of hydrophobic dishes (ibid), whereby islands of fibronectin with the desired
geometry were deposited. PDMS stamps were carefully removed and discarded.
This resulted in an array of fibronectin islands of a defined geometry on the culture
dish. The remaining area of the dish was passivated with 2 mg/mL Pluronic F-127
(Sigma-Aldrich, St. Louis, MO) to ensure that the cells do not migrate out of the
two-dimensional (2D) fibronectin islands. After 10 min, excess acid was washed
away twice with 1 × PBS. 65,000 cells were seeded for 45 min. Unadhered cells
were removed with a wash of 1 × PBS. Upon addition of cell culture media (refer
to Sect. 3.1), dishes were incubated for 3 h. Un-patterned cells were obtained by
culturing NIH3T3 cells on dishes uniformly coated with fibronectin.

2.4 Fluorescent Staining on 3D Matrix

Media was aspirated from plates and 3.7% Formaldehyde solution (diluted from
37% formaldehyde stock solution with 1× PBS) was added. After 20min, cells were
washed thricewith 1mLof PBSandglycine solution and subsequently permeabilized
with 0.5% Triton-X (Sigma-Aldrich) in 1× PBS for 20 min. Cells were then washed
thrice with 1 mL of PBS and glycine solution. 10% goat serum with 1 × IF wash
buffer was added for blocking and left for 3 h. For immunostaining, SMAD3 mouse
antibody, MKL1 goat antibody, p-65 rabbit antibody, vimentin antibody (1:200 in
5% blocking buffer; Abcam, Cambridge, UK) were used. The plates were then left
overnight at 4 °C. Cells were washed thrice with 1× IF wash for 15 min each before
secondary antibodies (1:500 in 5% goat serum and IF wash) were added. After 3 h,
the cells were rinsed once with 1× IF wash and twice with 1× PBS, each for 15min.
DNA was then stained using Hoechst-33342 (1 mg/mL) and F-Actin was visualized
using Phalloidin for 30 min. IF wash buffer contains 250 nM Tween in 1 × PBS.

2.5 Fluorescent Staining on 2D Micro-Patterned Substrates

Cells were rinsed twice with 1× PBS, followed by fixation with 3.7% paraformalde-
hyde (Sigma-Aldrich) in 1× PBS for 15min. Cells were washed thrice with 1× PBS
and permeabilizedwith 0.5%Triton-X in 1×PBS for 15min.Afterwhich, cells were
washed thrice again with 1× PBS. 1 mL of 5% blocking buffer BSAwas then added
and left for 3 h. For immunostaining, SMAD3mouse antibody,MKL1 goat antibody,
p-65 rabbit antibody (1:200 in 5% blocking buffer BSA; Abcam, Cambridge, UK)
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were used. Plates were then left overnight at 4 °C. Cells were washed thrice with 1
× PBS and secondary antibodies (1:500 in blocking buffer) were added. They were
then incubated for 1 h. DNA was then stained using Hoechst-33342 (1 mg/mL) and
F-Actin was visualized using Phalloidin for 30 min.

2.6 Imaging, Digital Image Analysis and Statistical Analysis

Images of single cells were taken using A1R Laser Scanning confocal microscope
(Nikon, Melville, NY). Imaging conditions were kept similar in all of the experi-
ments. Image analysis was carried out using a custom code in the software ImageJ
[8] (National Institutes of Health, Bethesda, MD) and the statistical analysis was car-
ried out in R [9]. A code was written using the ImageJ 1 × macro language, where
sequential analysis of numerous images was engaged in a for increment loop. Within
different channels, images were smoothened and the threshold of images were taken.
Values of pixels along the Z axis were also included to enable for calculations of
nuclear morphometrics in a 3D space. The results table generated also comprised
of the measurements of the nuclear levels of various transcription factors via the
selection of the threshold nucleus as the Region of Interest as well as the 3D nuclear
morphometrics. Data from 30 to 50 cells were taken for each sample.

3 Results and Discussion

3.1 Cellular Mechanics Impinge on Nuclear Morphology

Cells in the 3D collagen matrix had smaller nuclei (smaller nuclear volumes) as
compared to cells grown on micro-patterned substrates. Cells seeded on circular
micro-patterns of area 500 μ2 also had smaller nuclei compared to the cells grown
on rectangular micro-patterns of area 1800 μ2, though circular cells had proportion-
ately larger nuclei. The un-patterned (UP) cells had intermediate volume with a large
standard deviation. In the 3D matrix, cells in the more rigid matrix (1 mg/mL colla-
gen) had smaller nuclei (Fig. 2). Amongst samples with cells cultured in a 2Dmatrix,
the un-patterned cells were flattest (lower height), followed by the rectangular cells
and circular cells (Fig. 3). Cells in 3D matrix have a wide distribution of heights,
with cells in the more rigid matrix having generally flatter nuclei. Additionally, the
circular cells have a smaller projected area as compared to the un-patterned and rect-
angular cells. Cells the 3D collagen matrix have a wide distribution of nuclear area,
with cells in the softer matrix (0.5 mg/mL collagen) having a generally larger nuclear
area (Fig. 4). The nuclear Aspect Ratio (nuclear height/width ratio), a measure of
how elongated the nucleus is was recorded. An Aspect Ratio of 1 indicates that the
nucleus is circular.We find that the un-patterned and circular cells to have a relatively
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circular nucleus whereas the rectangular cells have an elongated nucleus, with the
Aspect Ratio deviating greater from 1 (Fig. 5). Cells cultured in 3D collagen matrix
reflected a decrease in nuclei circularity, with the cells in a more rigid matrix having
slightly more elongated nuclei (Fig. 1).

Actin 
DNA

Cell in 1mg/mL Collagen Matrix Cell in 0.5 mg/mL Collagen Matrix

Rectangle Cell Circular Cell

Fig. 1 Fluorescence image

Fig. 2 Nuclear Volume of cells in different mechanical environments
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Fig. 3 Nuclear height of cells in different mechanical environments

Fig. 4 Nuclear area of cells in different mechanical environments
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Fig. 5 Nuclear aspect ratio of cells in different mechanical environments

Collectively these results show that the cellular mechanics can modulate the
nuclear morphology. These results are in line with previously reported observations
[3, 10], which suggests that nuclear shape is modulated by substrate rigidity and cell
geometry-induced changes in actomyosin tension.

3.2 Cellular Mechanics Modulate Cellular Response
to TNF-Alpha Stimulation

Studies have shown that inflammatory cytokine TNF-alpha which is highly secreted
by breast cancer cells induces the p-65 signaling pathway in nearby fibroblasts,
whereby p-65/NFkB translocates into the nuclei [11, 12] and transcription of anti-
apoptotic and proinflammatory genes occurs [6]. In order to further understand the
effects of cells in different mechanical states, namely different geometric shapes and
matrix stiffness, on the cellular response to TNF-alpha, we measured the nuclear
localization of one of its chief effector molecules p-65.

We find that p-65 translocated from the cytoplasm to the nucleus upon stimula-
tion with TNF-α in cells under all conditions. The changes in cellular mechanics did
however play a role in modulating the extent of nuclear abundance of concentration
of p-65 in the nucleus observed from the significant increase in nuclear localization
of p-65 in rectangular cells as compared to circular cells post TNF-α stimulation.
When cells are embedded in the 3D collagen matrix, we find that the cells in softer
substrates generally have higher nuclear p-65 levels prior to and post TNF-α stimu-
lation even though a more significant increase in p-65 nuclear levels was observed
in cells embedded within a rigid matrix. These results suggest that nuclear levels of
p-65 pre-and-post TNF-α stimulation is dependent on cellular mechanics (Fig. 6).
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Fig. 6 p-65 nuclear abundance in cells subjected to TNF-α. Overall increase in p-65 nuclear
localization across cells in all mechanical environments. Most significant increase in p-65 nuclear
levels in rectangular cells and cells in rigid matrix post TNF-α stimulation

In addition to p-65, we also looked at MKL1 which is a cofactor for the ubiq-
uitously expressed transcription factor Serum Response Factor (SRF). MKL1 is a
known effectormolecule of the cytokineTGF-beta,which is highly secreted by breast
cancer cells and known to be antagonistic to TNF-alpha [6]. Translocation of MKL1
into the nucleus has shown to significantly promote the migration of cancer cells
[13], as the overexpression of MKL1 potentiated the induction of matrix metallo-
proteinases, MMP9, transcription by TFG-beta. MMP9 transcription was activated
through the recruitment of ASH2, a component of the H3K4 methyltransferase com-
plex by MKL1.

We find that theMKL1 is abundant in the nucleus in both un-patterned and rectan-
gular cells prior to TNF-alpha stimulation, while nuclear levels of MKL1 in circular
cells were relatively low. Upon TNF-alpha stimulation, MKL1 exits the nucleus in
un-patterned and rectangular cells but minimal decrease in nuclear levels of MKL1
is observed in circular cells. When cells are embedded in the 3D collagen matrix, we
find that the cells in more rigid substrates have higher nuclear levels of MKL1 prior
to TNF-alpha stimulation and nuclear levels dropped more noticeably in the more
rigid matrix after stimulation (Fig. 7).

Collectively, these results have showed how cells modulate the expression genes
participating in two antagonistic pathways. Higher cytoplasmic levels ofMKL1were
maintained post TNF-alpha simulation, in which higher nuclear levels of p-65 was
observed. MKL1 was also observed to have translocated into the nucleus when p-65
translocated from the nucleus into the cytoplasm, thereby maintaining a modular
control over the genes that are expressed (Figs. 8 and 9).
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Fig. 7 MKL1 nuclear abundance in cells subjected to TNF-alpha. Overall increase in MKL1
cytoplasmic localization across cells in all mechanical environments. Most significant increase in
MKL1 cytoplasmic levels in rectangular and cells in rigid matrix post TNF-α stimulation

Unpatterned

Rectangle

0.5 mg/mL Col

1 mg/mL Col

DNA 
p-65

Control TNF-alpha

Circle

Fig. 8 Fluorescence image of cells subjected to TNF-alpha stained for p-65 and DNA
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Unpatterned

Circle

Rectangle

0.5 mg/mL Col

1 mg/mL Col

Control TNF-alpha DNA MKL1

Fig. 9 Fluorescence image of cells subjected to TNF-alpha stained for MKL1 and DNA

3.3 Cellular Mechanics Modulate Cellular Response
to Stimulation with MCF-7 Conditioned Media

SMAD3 and MKL1 are transcription factors involved in the TGF-beta pathway
and p-65 as mentioned above participates in the TNF-alpha pathway. Cancer cells
are known to release both these cytokines [14, 15] and the fibroblasts from the
surrounding tissue are susceptible to changing their expression profiles due to the
presence of these biochemical signals.

Upon supplementation with conditioned media, we find that the p-65 translocated
from the cytoplasm to the nucleus within the un-patterned and circular cells grown
in the conditioned media as well as cells grown in the softer matrix. Surprisingly, no
significant increase in p-65 nuclear levels was observed in the rectangular cells and
cells grown in the more rigid 1 mg/mL collagen matrix (Fig. 10).

SMAD3, another transcription factor in the TFG-beta signaling pathway, translo-
cated from the cytoplasm to the nucleus in cells grown in the conditionedmedia under
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Fig. 10 p-65 nuclear abundance in cells subjected to MCF-7 conditioned media. Overall increase
in p-65 nuclear localization across cells in all mechanical environment; remained constant in rect-
angular cells and cells in rigid matrix Most significant increase in p-65 nuclear levels in circular
cells and cells in soft matrix post stimulation with MCF-7 conditioned media

all conditions (Fig. 11). Activation of SMAD3 thereby allows for the regulation of
transcriptional responses that are favorable to metastasis via increased production of
matrix metalloproteinases, MMP2 [16], which degrade the ECM.

MKL1, the effectormolecule of highly expressed TGF-beta from the breast cancer
cells, translocated from the cytoplasm to the nucleus in cells grown in the conditioned
media under all conditions. This translocation is more prominent in the un-patterned,
rectangular cells and cells grown in the softer matrix (Fig. 12).

Collectively, these results reflect the complex nature of the tumor microenviron-
ment and show that the cancer conditioned media contains both TNF-alpha and
TGF-beta signaling molecules. More importantly, they show that the mechanical

Fig. 11 SMAD3 nuclear abundance in cells subjected to MCF-7 conditioned media. Overall
increase in SMAD3 nuclear localization across cells in all mechanical environments. Most sig-
nificant increase in SMAD3 nuclear levels in cells in soft matrix post stimulation with MCF-7
conditioned media
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Fig. 12 MKL1 nuclear abundance in cells subjected toMCF-7 conditionedmedia. Overall increase
in MKL1 nuclear localization across cells in all mechanical environments; remained constant in
circular cells.Most significant increase inMKL1nuclear levels in cells in softmatrix post stimulation
with MCF-7 conditioned media

state of the cell plays a crucial role in mediating cellar response, specifically that of
the nuclear translocation of transcription factors (Figs. 13, 14 and 15).

3.4 Cellular Mechanics Modulate Vimentin Protein Levels

Vimentin, a protein known to maintain cellular integrity, is ubiquitously expressed in
mesenchymal cells such as fibroblasts [17]. The binding of TGF-beta secreted from
breast cancer cells to serine/threonine kinase receptors in the surrounding fibroblasts,
results in the phosphorylation of SMAD2 and SMAD3. This begets the formation
of a heteromeric complex with SMAD4 which translocates into the nucleus and
modulates the transcription of selected genes such as VIM, thereby contributing to
the up-regulation of vimentin expression in the fibroblasts. VIM is a target gene for
SMAD3 [7] that codes for the protein Vimentin. In order to observe if the changes
recorded in SMAD3 nuclear abundances when exposed to the cancerous conditioned
media were also reflected in the protein levels, the Vimentin levels in cells grown in
varied matrix rigidities with exposure to conditioned media from breast cancer cells
were measured.We find that the Vimentin protein levels do indeed reflect the nuclear
abundance of SMAD3—Vimentin levels in cells grown in 3D matrix have increased
(Fig. 16) proportionately with their SMAD3 nuclear levels (Fig. 11), in response to
increased concentrations of TGF-beta molecules present in the media.
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Unpatterned

Circle

Rectangle

0.5 mg/mL Col

1 mg/mL Col

Control Conditioned MediaDNA 
p-65

Fig. 13 Fluorescence image of cells subjected to MCF-7 conditioned media stained for p-65 and
DNA

4 Conclusion and Future Work

Cells experience a complex combination of external stimuli that they respond to in
order to maintain homeostasis within their tissue microenvironments. This study has
shown that the cells in different mechanical states (varied cell geometry and matrix
rigidity) can differentially process the same signal by differentially modulating the
nucleocytoplasmic shuttling of transcription factors, evident for biochemical signal-
ing molecule TNF-α and the complex mix of biochemicals and cytokines released
by the metastatic breast cancer cell line MCF-7. Upon exposure to cancer condi-
tioned media, TNF-α—p-65 signaling pathways were further amplified in cells with
circular cells and cells grown on soft matrix. TGF-β—MKL1 pathways in cells
grown on soft matrix were particularly highly activated. TGF-β—SMAD3 signal-
ing pathways in all cells were activated, though the pathway was more activated in
environments with decreased matrix rigidity. Increase in SMAD3 nuclear levels also
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Unpatterned

Circle

0.5 mg/mL Col

1 mg/mL Col

Control Conditioned MediaDNA  
SMAD3

Rectangle

Fig. 14 Fluorescence image of cells subjected to MCF-7 conditioned media stained for SMAD3
and DNA

led to a proportionate increase in Vimentin levels in cells grown in 3D matrix. Our
crucial findings indicate that transformations of normal dermal fibroblasts to CAFs
during tumorigenesis could depend on the mechanical states of the cell. Our results
show that advanced tumorigenesis in breast cancer can also occur in cells within
soft ECM, likened to the mechanical environment of the early-stage breast cancer
through these different activated biochemical signaling pathways of transcription
factors, an important target for new targeted therapeutics, as current target thera-
peutics for breast cancer namely targets the growth-promoting protein HER2, found
in negligible overexpression levels in early-stage and triple negative breast cancer.
We postulate that the enhanced nuclear localization of these metastasis-contributing
transcription factors in soft matrixesmay be due to the increased presence of unstable
integrin-mediated focal adhesions resulting in the probable increase in internaliza-
tion of the soluble cytokine receptors TNFRSF and TGFBR1 via endocytosis [18].
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Unpatterned

Circle

Rectangle

0.5 mg/mL Col

1 mg/mL Col

Control Conditioned MediaDNA 
MKL1

Fig. 15 Fluorescence image of cells subjected to MCF-7 conditioned media stained for MKL1 and
DNA

This, along with our findings that cells in softer matrixes generally have propor-
tionately larger nuclei, leads to the probable reduction in diffusion distance between
the effector molecules and nucleus within cells, thereby facilitating their nuclear
localization in soft matrixes. Further studies involving 3D co-culture models [19]
of tumor-fibroblast interactions can help further understand this transformation of
normal stromal fibroblasts to CAFs.
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Fig. 16 Vimentin levels in cells subjected to MCF-7 conditioned media in different mechanical
environments. Proportionate increase in Vimentin levels with SMAD3 nuclear localization
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A Study of Chitosan Films as a Feasible
Material for Wound Dressing

Geraldine Foo Yawen

Abstract Chitosan was used in this investigation to develop a film suitable for
bandaging (wrapping around infected area) wounds to prevent infections. Chi-
tosan is known for its good biodegradability which proves the point of making an
environmentally-friendly film that is usable. Previously found by researchers to be
useful as a food packaging material [1], it was hypothesised that it would make a
good antibacterial bandage film. In this research, various properties like the strength,
elasticity, antibacterial properties, air permeability and the effect of water on the film
was studied to determine the reliability of the film. Thus, the uses of chitosan as a
feasible bandage material was studied.

1 Introduction

In recent years, researchers have found various substitutes for non-biodegradable
polymers such as plastics. One of which, is the use of Chitosan film to replace food
packaging material like cling wrap. Chitosan, a protein derived from chitin found
in exoskeletons of insects, shells of crustaceans and various fungi, has been studied
by many researchers for its tremendous medicinal properties. Chitosan is known for
its good biodegradability and capacity to form membranes, including its excellent
film forming capacity [1]. Therefore, this research aims to find out the other uses of
chitosan film.

Plastics are used in several products due to its long-lasting durability. Plastics are
recyclable but not all produced end up being recycled. Due to its long biodegradation
process, those of plastics that are disposed of have to be burnt in order to get rid
of. This eventually leads to global warming. With global warming developing into
a much larger problem faced today, a biodegradable film will help to reduce the
amount of non-biodegradable materials that have to be burnt, aiding in the lessening
of air pollution. As researchers have found the chitosan film to conceive antibacterial
properties [1], it is proposed that it would make a suitable material for a bandage.
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Various properties like the usability and reliability of bandages were tested and
examined. The strength, elasticity, antibacterial properties, air permeability and the
effect of water on the film was studied in this research. In this research, chitosan was
used to make a biodegradable film capable of other uses such as the bandaging of
wounds to prevent infections.

2 Materials and Methods

2.1 Synthesis of Chitosan Film

1 g of chitosan powder was first dissolved in 2 wt% ethanoic acid (HOAc) to pre-
pare the solution. The mixture was then stirred continuously at room temperature
for 24 hours until a homogeneous solution was obtained. The solution was filtered
through a synthetic cheesecloth to remove undissolved material. The resulting solu-
tion was then casted on a flat acrylic sheet and left to dry in the open at room
temperature. After taking the film off the acrylic sheet, the resulting film was washed
with 2 wt% sodium hydroxide (NaOH) to neutralise HOAc.

2.2 Modifications Made to Standard Film

Cross-linking: To test for the possible changes in tensile strength of the film, the film
was soaked in a 2 wt% sulfuric acid (H2SO4) cross-linking solution for 1 h to test for
the possible changes in tensile strength of the film. The filmwas namedC—1g—CL.
Amount of powder added: Amount added was interchanged using 1 and 2 g to test
for possible changes in various areas tested. The films were named C—1 g, C—2 g.

2.3 Incorporation of Other Chemicals

Glycerolwhich is known as a good plasticizer for chitosan films [2], was incorporated
into some films as a softener to test for possible changes in the elasticity of the film.
The films were named C—1 g—Gly and C—2 g—Gly.

Plant essential oils exhibit antibacterial properties (In this case, Lavender, Pep-
permint and Tea tree essential oil were used as they are commonly used to treat the
skin.) was added to enhance the antibacterial strength even further. The films were
named C—LV, C—PM, C—TT respectively.
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3 Testing of Synthesised Material

3.1 Tensile Strength Test

A film was cut out to a dimension of 4 cm by 3 cm for testing. The film was secured
on both ends of the longer side with bull clips. As weights are added, some of the
films slipped out of the clip before the breaking point due to the lack of friction. Duct
tape was then used to secure the film to the clip. It can be taped on the contact area of
the clip and the film. The clip above was then hung onto the retort stand clamp. Until
the film tears, additional 50-gram weights were added to the hook that was used to
hook onto the bottom bull clip. After each weight was hung, the new length of the
film was measured. Cling wrap and food plastic bag which are commonly found in
households for protecting wounds from water while showering was also used as the
control set-up.

Stress was calculated using the formula

St ress = Force/Cross-sectional Area

The thickness of each film was measured using the micrometre screw gauge. The
mean of the readings at the four corners of the film was taken.

Strain was calculated using the formula

St rain = Change in Length/Original Length

3.2 Antibacterial Property Test

The antibacterial properties of the films were tested by disc diffusion method. Gram-
negative Escherichia coli (E. Coli) was used in this experiment. Using aseptic tech-
niques, colonies of E. Coli were inoculated into the broth and mixed well. Using
the micropipette, 10 µL of bacteria broth was pipetted onto a new agar plate and
spread equally using a L-shaped glass rod so as to ensure consistency of bacteria
concentration on each plate. The plates with bacteria were then left to dry for 20 min
before the films and filter discs were placed onto it.

The made film and homogenous solution of the film was used for the test. The
essential oil films were suspected to have the best antibacterial strength considering
the fact that many researchers have concluded that essential oils have antibacterial
properties. The film was first hole punched to obtain a circle of diameter 0.6 cm.
10 µL of the homogenous solution was micropipetted onto the hole punched filter
paper as well. This is to compare the difference in the film’s antibacterial properties
before (homogenous solution) and after (film) casting. The film and solution-soaked
filter discs were placed onto the agar plates and placed inside the incubator machine
at 37 °C to allow for bacteria growth. The bacteria was allowed to grow for 3–4 days
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before observations were made. The resulting diameter of the zone of inhibition was
measured using a pair of Vernier Calipers. Each measurement was taken three times
and the mean of the three readings was taken. Cling wrap was also used as the control
set-up. The wider the inhibition zone, the more antibacterial it is against E. Coli.

3.3 Air Permeability Test

The air permeability of the films were tested by using them as a substitute for cling
wrap and food plastic bag. A small piece of apple was cut out and placed into a
small plastic cup. A film big enough to cover the opening of a plastic cup was then
“wrapped” over the opening. To ensure an airtight space, silicon sealant was used to
secure the film onto the opening of the cup. Cling wrap and the food plastic bag was
made the control set-up. The set-upwas left overnight in room temperature before the
filmwas taken off. The physical appearance of the apple was used to determinewhich
film allowed more air to enter than another. The extent of oxidation was deduced by
the browning of the apple.

3.4 Effects of Water on Film

A 3 cm by 3 cm dimension filmwas tested for the effects of water on the film. Effects
include the changes in size and solubility of the film. The film was submerged in tap
water for 8 hours. Tap water instead of distilled water was used so as to stimulate
showering conditions. After 8 hours, the filmwas taken out from the water and patted
dry with filter paper before measurements were taken. The area of the film was then
measured.

4 Experimental Data and Analysis

4.1 Tensile Strength Test

The tensile strength of all the films made including the control food plastic bag
and cling wrap was compared as shown in Fig. 1. Controls are only for reference
to determine reliability between made films and plastics that were already made
available. Results were analysed and compared between the films made.

Comparing only the films, the strongest film would be the one which has the
greatest stress. As seen in Fig. 1, the C—PM film is the strongest film.

The most flexible film would be the one which has the greatest strain. As seen
in Fig. 1, the C—2 g—Gly film is the most stretchable film even though it breaks



A Study of Chitosan Films as a Feasible Material for Wound … 177

Fig. 1 Stress and Strain (of ALL films)

easily. Glycerol is a softener added to allow the resulting film to be stretched to a
wider range. It is hence concluded that adding glycerol during the synthesis of the
film enhances the film’s ability to stretch.

According to Fig. 1, the film(s) which conceives both good strength and elas-
ticity would be C—1 g and C—1 g—CL as the stress and strain of both films are
comparable.

The difference between using 1 g of chitosan powder and 2 g of that was compared
as shown in Fig. 2. All films tested did not go through the process of cross-linking so
as to ensure accuracy of the results. According to Fig. 2, both types, with and without
glycerol, 1 g of chitosan powder dissolved in 2 wt% HOAc is stronger than 2 g of
that. At the same time, it was observed from the graph also that both types, with and
without glycerol, 2 g of powder made the film more stretchable even though the film
was not as strong as when 1 g was used. Hence, it was concluded that 1 g of powder
used produced a stronger filmwhile 2 g of powder used produced a more elastic film.

4.2 Antibacterial Property Test

Table 1 shows the result of the zone of inhibition of the filter paper with solution and
the film after E. Coli was allowed to grow.

The diameter of the zone of inhibition of each film tested is shown in Fig. 3. The
bacteria strength was deduced by the diameter of the zone of inhibition. The larger
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Fig. 2 1 g (of powder) versus 2 g (of powder)

Table 1 Solution versus Film Type of film Solution on filter paper Film

C—LV

C—PM

C—TT

C—1 g –

Cling wrap (control
set-up)

–

‘–’ denotes as experiment not carried out
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Fig. 3 Bacteria growth deduced by diameter of zone of inhibition

the diameter, the stronger the film is in the protection against bacteria (E. Coli in this
experiment). The amount of chitosan powder used was standardised to 1 g.

4.2.1 Solution on Filter Paper Versus Film

According to Fig. 3, the zone of inhibition around the solution is clearly visible
whereas that of the film is not visible. Hence, it was concluded that only the solution
conceived antibacterial properties.

4.2.2 Effects of Essential Oil

According to Fig. 3, comparing the solutions, it can be observed that the chitosan
solutions where essential oils were added had better antibacterial strength than the
normal chitosan solution. Thus, it was concluded that adding essential oil to the
solution enhances the antibacterial strength.

4.3 Air Permeability Test

The amount of chitosan powder used for the filmswere kept consistent to 1 g to ensure
accuracy in the results. Based on the results, the food plastic bag and cling wrap had
the allowed the largest amount of oxygen to enter as the apples were the brownest
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Table 2 Physical appearance of apples left overnight

C—LV C—PM C—TT

C—1 g Cling wrap Food plastic bag

of the batch. The films however had the apples which had little change in colour.
Therefore, it was concluded that the films may not be the best for the bandaging of
wounds due to its inability to allow oxygen flow for the wound to respire. Instead, it
is more suitable for the storage of raw food (Table 2).

4.4 Effects of Water on Film

Films were tested to see the changes water made on them. Changes include the
expansion or contraction and solubility of the film. The area before the test is 9 cm2.
Based on the results, all the films tested above except the C—1 g film are suitable to
be used a bandaging material as they are all able to expand when they are in contact
with water. This will prevent exposure of the wound to water when the film expands.
It was also predicted that the films were able to absorb water which is useful in terms
of the absorption of moisture from the skin. The C—PM film expanded the most of
all and would thus make a favourable material (Fig. 4).

5 Conclusion

For a suitable wound dressing material, the film has to be strong, antibacterial, allow
oxygen to pass and it has to be insoluble in water. As seen in the results, although
chitosan powder itself may not a suitable material, but with the various modifications
made to the standard film, it has proven itself to be a suitable material. With the
various modifications carried out for more in-depth investigation, the Peppermint
film would make a good bandaging material as it is strong and stretchable, and
has the second widest zone of inhibition in the antibacterial test as well. Lastly, it
allows oxygen to pass adequately and expands the most in water of the tested films.
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Fig. 4 Effects of water on film (before versus after submerging in water)

Henceforth, general chitosan Peppermint film is an appropriate material for use as a
wound dressing material.

6 Limitations

One limitation is that the chitosan powder comes with a high price. The cost before
the film is evenmade proves to be a challenge to introduce to themarket. The solution
could be to carry out self-extraction of chitin from crustaceans like crabs and shrimps
through chemical extraction.

The other limitation of the experiment is that the films are inconsistent in their
thickness. This could have affected the results. The solution could be to compress
the resulting solution that is already casted on the acrylic sheet with another acrylic
sheet to get a flat surface throughout.

7 Future Research

Exploring different concentrations of cross-linking reagents to strengthen the film
and develop an even more reliable and durable film in hopes that it would eventually
sell in the market. In terms of the synthesis process, cross-linking the essential oil
films to strengthen them, exploring a range of concentrations for the amount of
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chitosan powder added to test for the differences in the various areas tested, testing
for the antibacterial strength of the films using gram-positive bacteria to confirm
the antibacterial properties, as well as coating the physical film with antibacterial
agents to ensure that the final product of film itself is antibacterial. Lastly, replacing
essential oils with only their active ingredients to eliminate other ingredients in the
essential oils that may potentially affect the results.
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Demonstration Kit for Battery-Less RF
Energy Harvesting Device

Wu Yongxin, Zhang Junwu and See Kye Yak

Abstract Radio Frequency (RF) Wireless Power Transfer (WPT) is a technology
that allows devices to be powered wirelessly. This project aims to develop a func-
tional Radio Frequency (RF) energy harvesting demonstration kit, and to assess the
feasibility of building a RF energy harvesting kit. The objective of the kit is to har-
vest and convert RF energy from a transmitter into DC energy to power up a sensor
device, or end device. The main focus is on configuring and evaluating the power
management circuit and the end device in the kit. The performance of the kit was
evaluated. Testing results showed that the demonstration kit was able to power up the
end device when RF energy is transmitted to the receiving antenna in the demonstra-
tion kit. When the transmitter is placed 94.0 cm away from the receiving antenna, the
demonstration kit can be powered up with a minimum power of 21.90 dBm deliv-
ered to the transmitter, and the end device can be powered on continuously with a
minimum power of 23.30 dBm delivered to the transmitter.

Keywords Radio frequency · Wireless power transfer · Demonstration kit

1 Introduction

Radio Frequency (RF) Wireless Power Transfer (WPT) is a promising technology to
prolong the battery life of low-power sensors which is in huge demand in growing
sectors such as Internet of Things (IoT). WPT allows devices to be powered wire-
lessly, and can either be achieved through having a dedicated antenna to transmit
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Fig. 1 Overview of demonstration kit components

power, or it can be achieved through harvesting ambient RF energy from existing
broadcasting antennas.

The aimof this project is to develop and evaluate a functionalRF energy harvesting
kit. The kit consists of a rectenna, which comprises a receiving antenna to harvest RF
energy and rectifying circuit to rectify and boost the received power to DC, a power
management circuit, and the sensor tag which measures the ambient temperature
and then sends it wirelessly to a receiver. Figure 1 shows a simple diagram of the
demonstration kit.

This project is divided into two parts: The development of the sensor tag and
power management circuit.

2 System Setup

As mentioned in the introduction, the demonstration kit comprises of several com-
ponents shown in Fig. 1. The functions of each component are as follows.

2.1 Receiving Antenna

Firstly, an antenna harvests incoming RF energy. The antenna is comprised of 4
individual patch antennas in an array of 2 by 2. Two antennas are wired in series to
form a column, which is then wired in parallel to another column of two antennas in
series. This configuration is shown in Fig. 2.

2.2 Rectifier Circuit

The rectifier circuit converts the energy from the antenna into DC current, and boosts
the input voltage from the antenna to a level usable by the power management circuit.
The rectifiers used are single stage differential Dickson Charge Pumps.

Each antenna is connected to one rectifier, which is thenwired in the configuration
explained in the antenna section.
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Fig. 2 Receiving antenna array and attached rectifier circuit configuration

A matching circuit for the antennas should be used if necessary. The matching
circuit should have impedance that is the complex conjugate of the impedance of the
antenna, to maximise power transfer from the antenna to the rectifier circuit [1]. A
matching circuit was not used for this setup as testing of the antenna found that its
impedance is sufficiently negligible.

2.3 Power Management Circuit

The power management circuit manages the DC energy from the rectifier circuit,
and provides sufficient and usable energy to the sensor tag for it to operate.

A Texas Instruments BQ25570 Power Management Integrated Circuit is used in
this project for this purpose. It manages the power through several functions. Firstly,
receivedDC energy from the rectifier circuit has to be above 330mV to start charging
the storage element during cold start, or above 100 mV to start charging a storage
element during continuous operation [2]. Once input voltage exceeds the minimum
requirements, the BQ25570 then receives and boosts the input energy’s voltage via
a boost converter, which is stored within the storage element. A capacitor is used,
and the type and capacitance of the capacitor is determined through testing. Once
the charged capacitor reaches a sufficient voltage, the BQ25570 allows the storage
element to start powering up the sensor tag. A buck converter regulates the voltage
of energy from the capacitor if necessary, so as to provide energy with an acceptable
voltage to power up the sensor tag.
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2.4 Sensor Tag

The sensor tag used is aTexas Instruments eZ430-RF2500. It consists of an enddevice
and access point. The end device uses the energy from the power management circuit
to measure the ambient temperature and its input voltage, and then sends the data
wirelessly to the access point.

A second eZ430-RF2500 serves as an access point. The access point is attached
to a computer and receives the data from the end device, where it is then displayed on
screen through the eZ430-RF2500 Sensor Monitor application. In the default factory
setting, the access point sends its data to the access point every 1 s. The Sensor
Monitor application displays the data from both the end device and access point.

3 Development of Rectenna

The rectenna development is split into two parts. Firstly, the rectifier circuit also has
to be optimised to minimise power loss while boosting the voltage of the received
power. Secondly, the antenna design has to be selected and optimised to maximise
power absorption and efficiency.

The rectifier circuit has to convert the incoming RF energy from the antenna into
DC energy, and boost its voltage to a level usable by the power management circuit,
which is at least 100 mV when the circuit is in continuous operation. A single stage
differential Dickson Charge Pump, shown in Fig. 3, is used for each antenna.

The diodes used must have a low turn on voltage, in order to minimise power loss
from the diode and allow the rectifier to rectify input energy with smaller voltages,
thusmaximizing its efficiency and output. Reference [1] states that a SMS7630 diode
is ideal for this application, and is hence used in the rectifier circuit. Reference [1]
also mentions that capacitors with a capacitance larger than 10 pF are sufficient for
low power rectifier purposes.

Fig. 3 Single stage differential Dickson charge pump
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A square patch antenna is selected for the antenna design due to the ease of
fabrication as well as the low profile of the antenna design. These properties allow
the antenna to be easily produced, which increases the feasibility of creating the
demonstration kit, and also keeps the antenna and subsequently demonstration kit
smaller. However, patch antennas have lower efficiency, which necessitates more
power transmitted to the antenna to deliver sufficient energy to the powermanagement
circuit and power the sensor device [1]. The antenna designwas optimised using CST
Studio Suite software.

Due to time constraints, optimization of the rectenna was not done. A rectenna
provided by the research mentor is used for the final demonstration kit setup.

4 Development of Sensor Tag

The ez430-RF2500 end device needs to operate on energy from the power manage-
ment circuit and send a signal wirelessly to an access point. To test the functionality
of the device, the access point USB is connected to a computer. The end device is
then powered up using the provided battery board, and the ez430-RF2500 Sensor
Monitor application is run on a computer. Once the end device is connected to the
access point, the Sensor Monitor application displays the temperature of both end
device and access point, as well as the input voltage of the end device.

The firmware of the end device is edited to reduce its power consumption. Con-
figuration of the end device is done using the source code provided with the ez430-
RF2500 Sensor Monitor application, and a compatible code compiler. Code Com-
poser Studio v7 is used for this project and the library rts430.lib is imported fromCode
Composer Studio v4 for compatibility. The end device code is in the file Main_ED.c.
The code is edited to increase the temperature update interval of the end device from
1 to 5 s to reduce power consumption.

This is done by changing the command to measure and send temperature to run
only every 5 loops of the end device’s inbuilt interrupt function, which is coded to
run in 1 s intervals. The following lines of code are edited:

static volatile uint8_t sSelfMeasureSem = 0;
→ static volatile uint8_t sSelfMeasureSem = 4;
if(sSelfMeasureSem);→ if(sSelfMeasureSem == 5);
sSelfMeasureSem = 1;→ sSelfMeasureSem + +;

The edited code is then compiled, debugged and uploaded to an end device via
the USB FET emulator provided. The end device is powered by shorting the jumpers
on the battery board, and access point USB stick is connected to a computer. The
configured end device now updates its temperature every 5 s on the Sensor Monitor
application, while the access point’s update interval remains at 1 s. A successfully
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5 Data Updates from 
Access Point ($HUB0) 

1 Data Update from End
Device ($001) 

Fig. 4 Configured sensor tag readings on sensor monitor application console

edited end device updates once for every 5 updates from the access point, as shown
in Fig. 4.

5 Development of Power Management Circuit

To accomplish the function of the BQ25570 as outlined in Chap. 2, the power man-
agement circuit is tweaked in three ways.

5.1 Configuration of Jumpers

The appropriate jumpers on the BQ25570 are shorted to enable the desired functions
listed above. As stated in [2], the EN pin is connected to GND to enable the integrated
circuit. VOUT_EN is connected toBAT_OK to enable the storage element to start and
stop powering the sensor tag at VBAT_OK_HYST and VBAT_OK_PROG values
respectively.

5.2 Configuration of User Programmable Values

The user programmable VOUT, VBAT_OK_HYST and VBAT_OK_PROG values
are configured to a suitable level by changing the resistors on the BQ25570.

The VOUT value is configured to fit within the acceptable input voltage levels of
the sensor tag end device. Reference [3] recommends the supply voltage Vcc to the
sensor tag during operation to be as follows:

1.8V ≤ Vcc ≤ 3.6V.

A VOUT value of 3 V, within the recommended range, is chosen for this project.
Reference [2] states the VOUT value follows Eq. (1):
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VOUT = VBIAS

(
ROUT2 + ROUT1

ROUT1

)
. (1)

VBIAS is stated in [2] as 1.21 V, as per the BQ25570 electrical specification table.
Cross referencing [2] with [4] shows that ROUT1 = R10 and ROUT2 = R9 on the
BQ25570.

Substituting the VOUT = 3 V and VBIAS = 1.21 V into Eq. (1) yields the
following:

3V = 1.21V

(
ROUT2 + ROUT1

ROUT1

)

ROUT2 = 179

121
ROUT I (2)

The recommended operating conditions in [2] states that the resistance sum of
ROUT1 and ROUT2 should be as follows:

11M� ≤ ROUT1 + ROUT2 ≤ 15M�. (3)

Combining the Eqs. (2) and (3) gives the following conditions for the resistors:

11M� ≤ 300

121
ROUT1 ≤ 15M�. (4)

The following resistors with 1% tolerance were sourced to configure the VOUT
value. Accounting for a 1% error in the resistor value gives the following:

ROUT1 = (5.23 ± 0.05)M�.

ROUT2 = (7.68 ± 0.08)M�.

11M� ≤ ROUT + ROUT2 = (12.91 ± 0.1)M� ≤ 15M�.

Substituting the above values of ROUT1 and ROUT2 into Eq. (1) yields:

VOUT = 1.21

(
(5.23 ± 0.0523) + (7.68 ± 0.0768)

(5.23 ± 0.0523)

)

= (2.99 ± 0.06)V.(2d.p.)

The VBAT_OK_HYST and VBAT_OK_PROG values should then be configured
to allow for a sufficient charge to be stored in the storage element before it is connected
to the sensor tag to power it.

Reference [2] states that the VBAT_OK_HYST and VBAT_OK_PROG values
follows the equation below:
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VBAT_OK_PROG = VBIAS

(
ROK1 + ROK2

ROK1

)
. (5)

VBAT_OK_HYST = VBIAS

(
ROK1 + ROK2 + ROK3

ROK1

)
. (6)

As stated in [2],VBIAS is 1.21Vas per theBQ25570 electrical specification table.
Cross referencing [2] with [4] shows that ROK1 = R8, ROK2 = R7 and ROK3 =
R6 on the BQ25570. Reference [2] also lists the following conditions:

VBAT_OK_HYST ≤ VBAT_OV = 4.2V.

VBAT_OK_PROG ≥ VBAT_UV = 1.95V.

The recommended operating conditions in [2] states that the sum of ROK1, ROK2
and ROK3 should be as follows:

11M� ≤ ROK1 + ROK2 + ROK3 ≤ 15M�. (7)

Since VOUT is set at (2.99 ± 0.06)V, VBAT_OK_PROG should be equal to or
higher than VOUT. This is to ensure that the voltage output is constant at (2.99
± 0.06)V, as there is no boost converter between the storage element and output
pins to boost the VOUT voltage. A value of VBAT_OK_PROG = 3 V is chosen.
The VBAT_OK_HYST value should be high enough to ensure enough energy in
the storage element is stored to operate the sensor tag when VBAT discharges from
VBAT_OK_HYST to VBAT_OK_PROG. VBAT_OK_HYST is arbitrarily chosen
to be 3.6 V. Testing is later done to determine if this value is sufficient and acceptable.

Substituting the VBAT_OK_PROG = 3 V and VBAT_OK_HYST = 3.6 V into
Eqs. (5) and (6) respectively yields the following:

3V = 1.21V

(
ROK1 + ROK2

ROK1

)
. (8)

3.6V = 1.21V

(
ROK1 + ROK2 + ROK3

ROK1

)
. (9)

Combining the Eqs. (7), (8) and (9) gives the following conditions for the resistors:

ROK1 = 121

179
ROK2 = 121

60
ROK3. (10)

11M� ≤ 360

121
ROK1 ≤ 15M�. (11)

The following resistors with 1% tolerance were sourced to configure the VOUT
value. Accounting for a 1% error in the resistor value gives the following:
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ROK1 = (4.3 ± 0.04)M�.

ROK2 = (6.34 ± 0.06)M�.

ROK3 = (2.15 ± 0.02)M�.

11M� ≤ ROK1 + ROK2 + ROK3

= (12.79 ± 0.1)M� ≤ 15M�.

Substituting the above values of ROK1, ROK2 and ROK3 into Eqs. (5) and (6)
yields:

VBAT_OK_PROG = 1.21

(
(4.3 ± 0.04) + (6.34 ± 0.06)

(4.3 ± 0.04)

)

= (2.99 ± 0.06)V.

VBAT_OK_HYST = 1.21

(
(4.3 ± 0.04) + (6.34 ± 0.06) + (2.15 ± 0.02)

(4.3 ± 0.04)

)

= (3.60 ± 0.1)V.

5.3 Selecting a Storage Element

A storage element has to be selected and connected to the VBAT and GND pins on
the BQ25570. A capacitor is chosen for the storage element as the increased energy
storage capacity of other storage options are not required for this system as both
harvested energy and energy consumption of the sensor tag are relatively low. The
capacitor chosen should have a low ESR to reduce power loss when charging and
a low leakage to reduce voltage loss while the device is being charged or idle. For
ease of testing, the capacitor should be easy to connect and disconnect from the
BQ25570 setup. Hence through hole capacitors which can be clipped are preferred
over surfacemounted capacitors that have to be soldered. Lastly, the capacitor should
have amaximum voltage that is higher than theVBAT_OVvalue of 4.2 V, accounting
for tolerance. The first capacitor tested is an electrolytic capacitor of capacitance
2200 µF and voltage rating 50 V.

5.4 Optimising the Power Management Circuit

The configured board is connected to a Rohde & Schwarz SMB100A signal
generator to simulate power from the rectenna. VOUT, VBAT_OK_HYST and
VOUT_OK_PROG values of the board are tested. The signal generator is set at
2.45 GHz to match the antenna in the complete demonstration kit. The power of the
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Fig. 5 Setup to evaluate power management circuit

signal generator is set at 6.00 dBm. The rectifier is then connected to VIN and GND
of the BQ25570 board to provide power. The capacitor, or storage element, is then
connected to VBAT and GND. The voltage levels of VBAT and VOUT are measured
using a Tektronix TDS2022 Two-Channel Oscilloscope. The setup is shown in Fig. 5.

When the power source is turned on, VBAT starts rising as the onboard capacitor
is charged. Once the voltage of VBAT reaches the programmed VBAT_OK_HYST
level of 3.6 V, the output at VOUT is enabled and connected to VBAT. The VOUT
voltage should be observed to rise from 0 V to the programmed VOUT level, 2.99 V,
once VBAT reaches VBAT_OK_HYST. Further charging of the BQ25570 increases
VBAT until it reaches VBAT_OV, after which VBAT is maintained at VBAT_OV.

VOUT rises to 3.04 VwhenVBAT reaches the VBAT_OK_HYST level of 3.76 V.
Further charging increases VBAT until the VBAT_OV value of 4.36 V, after which
VBAT is maintained. Figure 6 shows the oscilloscope voltage-time graph of this.

The VOUT value is within the range of the calculated value of (2.99 ± 0.06) V.
The recorded VBAT_OK_HYST level is higher than the calculated value of (3.60 ±
0.1) V. This may be due to a faulty resistor or a different VBIAS value from the data

VBAT

VBAT

(Yellow) reaches 
VBAT_OK_HYST.

VOUT (Blue) Enabled

(Yellow) reaches
and is maintained at
VBAT_OV. VOUT 
(Blue) maintained.

Fig. 6 Oscilloscope voltage-time graph of VOUT and VBAT
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VBAT (Yellow) oscillates 
between VBAT_OK_HYST  

(Upper Cursor) and 
VBAT_OK_PROG (Lower 

Cursor). 
VOUT (Blue) is enabled 

briefly when 
VBAT_OK_HYST < VBAT 

< VBAT_OK_PROG.

Fig. 7 Oscilloscope voltage-time graph of oscillation of VBAT between VBAT_OK_PROG and
VBAT_OK_HYST

sheet. As the values are still within a reasonable range from the calculated value, and
are well below VBAT_OV, it was deemed acceptable and was not changed.

To test theVBAT_OK_PROGvalue, the input power is turned off or disconnected,
and loading is applied to VOUT via resistors connected between VOUT and GND.
The resistance values of the resistors are unimportant, as long as it provides sufficient
loading onVOUT to decrease the voltage of the capacitor fast. VOUTwill be disabled
and VOUT value decreases to 0 when VBAT < VBAT_OK_PROG. Once VOUT
is disabled, VBAT value should then rise again, if input energy to the BQ25570 is
available, until it reachesVBAT_OK_HYST again andVOUT is connected toVBAT.
The cycle then repeats itself in the pattern shown in Fig. 7.

The sensor tag end device should then be attached to the BQ25570 to check if the
configured values are appropriate and sufficient to successfully power the end device
and allow it to send at least one measurement to the access point. The end device’s
battery board is removed and replaced with wires to allow it to be connected to the
BQ25570’s output pins.

Once connected, the Sensor Monitor application should be started on a nearby
computer with an access point attached. The BQ25570 should be set up in a sim-
ilar fashion as before, with the addition of the sensor tag end device connected
to the VOUT and GND pins on the board. The energy input to the BQ25570 is
connected to start charging up the BQ25570 and capacitor. Once VBAT reaches
VBAT_OK_HYST, the capacitor starts powering the end device.

As seen in Fig. 8, The BQ25570 and capacitor are unable to provide sufficient
energy to start up the end device, and no reading is received and displayed by
the Sensor Monitor. The VBAT value alternates between VBAT_OK_HYST and
VBAT_OK_PROG as the capacitor is charged up, and then discharged by the end
device.

To resolve this, VBAT_OK_HYST may be configured to a higher value, so that
the voltage in the capacitor is higher when it starts powering the end device. Alter-
natively, the capacitor’s capacitance can be increased by changing it or adding
capacitors in parallel, thus increasing the amount of charge available at the same
VBAT_OK_HYST voltage.
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VBAT (Yellow) oscillates 
between VBAT_OK_HYST  

(Upper Cursor) and 
VBAT_OK_PROG (Lower 

Cursor). 
VOUT (Blue) enabled briefly 
then disabled in a repeating 
cycle, but is insufficient to 
power up the end device.

Fig. 8 Oscilloscope voltage-time graph of VBAT and VOUT with end device attached, using
2200 µF capacitor

Configuring the VBAT_OK_HYST value requires new resistors and re-soldering
them onto the BQ25570, and is time consuming. Changing the capacitance is hence
used.

The capacitance is changed by changing the capacitor to a 4700 µF electrolytic
capacitor rated at 16 V. The test is then repeated again to evaluate if the BQ25570 and
capacitor is able to power up the sensor tag. Figure 9 shows that the new capacitor
contains sufficient charge at VBAT_OK_HYST to power up the end device. There
is a short dip of VBAT, indicated by the circle in Fig. 9, due to the end device
powering up. Afterwards, VBAT starts rising further as the end device consumes
much less energy while running compared to its transient start up power draw. This
result indicates that the power management circuit is appropriately configured, and
can be assembled with the rest of the demonstration kit.

VBAT (Yellow) reaches 
VBAT_OK_HYST, slight 

dip in VBAT when 
VOUT (Blue) enabled. 

VBAT (Yellow) reaches
and is maintained at

VBAT_OV. VOUT (Blue) 
Maintained

Fig. 9 Oscilloscope voltage-time graph of VOUT and VBAT with end device attached, using
4700 µF capacitor
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6 Demonstration Kit Assembly and Testing

To evaluate the performance of the demonstration kit, the following setup is arranged,
as shown in the diagram in Fig. 10.

A Rohde & Schwarz SMB100A Signal Generator is connected to an Amplifier
ResearchModel 40S1G4SignalAmplifier,which amplifies the signal from theSignal
Generator to usable levels. The Signal Amplifier is then connected to an Electro-
Metrics EM-6961 1—18 GHz Horn Antenna to serve as the transmitting antenna
to transmit RF energy. The receiving antenna, and array of 4 2.45 GHz antennas, is
placed 94.0 cm away at an angle of 90°, perpendicular to the transmitting antenna.
The rectenna is then connected via crocodile clips to the BQ25570 VIN and GND
pins. The BQ25570 is configured as stated in Chap. 5.4 with the 4200 µF capacitor
attached. An oscilloscope is used to monitor the voltage of VOUT and VBAT. The
sensor tag end device is connected to VOUT and GND of the BQ25570. A computer
with an access point USB connected is set up, with the access point being 95.0 cm
away from the end device.

To evaluate the operation of the demonstration kit, the signal generator is turned on
and its frequency and power level are set at 2.45 GHz and −22.00 dBm respectively.
The frequency matches that of the receiving antenna. The signal amplifier is turned
on and its gain is set at 100%, which gives a minimum gain of 46.0 dB as stated in
[5].

The oscilloscope displays the VBAT and VOUT values of the BQ25570 while
being charged. The minimum power required to charge VBAT to VBAT_OK_HYST
as well as minimum power required to maintain end device operation at VBAT
= VBAT_OK_HYST are recorded. Table 1 shows, for these two conditions, the
power output of the signal generator, and the transmitter output which is the signal
generator’s output boosted by the signal amplifier. The potential difference across the
power management circuit’s input and GND pins is measured using a multimeter to

Fig. 10 Picture of actual complete demonstration kit testing setup
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Table 1 Results of demonstration kit testing

Conditions Signal generator power
output (dBm)

Transmitter power output
(dBm)

Minimum power required to
charge VBAT to
VBAT_OK_HYST

−24.10 21.90

Minimum power required to
maintain end device
operation at VBAT =
VBAT_OK_HYST

−22.70 23.30

be approximately 0.100 mV at the minimum power required to maintain end device
operation.

7 Conclusion

A demonstration kit composed of a receiving antenna, a rectifier circuit, a power
management circuit, a sensor tag end device to transmit data, a sensor tag access
point to receive data and a sensor monitor application to process and display the data
is assembled.

Testing of the setup shows that the kit can operate with a minimum of 21.90 dBm
transmitted by a horn antenna from 94.0 cm away, and can power the sensor tag
to transmit data. At this level, VBAT levels and continuous sensor tag end device
operation can be maintained with 23.30 dBm.

The potential difference of about 100 mV at the minimum transmitted power
required to charge kit to VBAT_OK_HYST suggests that the voltage of the energy
delivered to the power management circuit input is at the BQ25570’s minimum
required level. Hence, increasing the input voltage delivered to the power manage-
ment circuit or decreasing the minimum input voltage requirements of the power
management circuit will allow charging of the kit at lower transmitted power levels.

8 Future Work

Based on the performance results of the demonstration kit, the following work is
proposed for the demonstration kit:

1. Increase number of stages in the rectifier circuit to increase the voltage delivered
to the power management circuit input and allow charging of the circuit at lower
transmitted power. Increasing the number of stages will also reduce efficiency of
the rectifier circuit due to added components. Hence, testing should be done to
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determine the optimum number of stages to decrease the minimum transmitted
power required.

2. The powermanagement circuit and storage elementmay be configured to provide
just enough power to power the sensor tag to transmit one measurement before
deactivating. The final VBAT_OK_HYST and capacitor capacitance used allows
the powermanagement circuit to power the sensor tag for a long time before being
discharged. Consequently, however, the storage element takes longer to charge
then required if the goal is to enable the sensor tag to transmit once before being
disconnected from the storage element.
The power management circuit itself can be changed from a BQ25570 to a circuit
with a lower cold start or continuous operation minimum voltage. This will allow
the device to operate off even lower transmitted power levels.
The storage element can also be changed to reduce ESR and leakage to further
reduce power loss and increase efficiency.

3. The Sensor Tag end device firmware can be further edited to reduce the power
consumption. The standard end device has a function that waits for an acknowl-
edgement from the access point before sleeping. Disabling this function can
reduce power consumption, but will result in the end device not being able to
detect if its connection to the access point has been lost, and hence will reduce the
robustness of the system. A new sensor tag with even lower power consumption
and required input voltage can also be sourced to further increase the efficiency
of the system.
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A Novel Approach to Desalination Using
Modified Bio-wastes as Adsorbents

Ong Jia Xin

Abstract There is a dire need for an economical alternative to convert sea water
into fresh water owing to prevalent methods demanding high power and large-scale
infrastructures. In this regard, adsorption is considered as an attractive choice due
to its renewable and cost-effective nature. In this study, banana stem waste (plantain
pith) has been exploited for its capacity to efficiently remove sodium chloride from
aqueous solution (sea water). However, removal of Na+ remains as a challenging task
because of its high solubility in water. In the current work, cellulose-based polymer
hydrogels are synthesized to increase the adsorption capacity of the extracted cellu-
lose. Results show that cellulose, PVA, PAA and chitosan show similar adsorption
capacities which supports our hypothesis. Though themaximum adsorption achieved
is not very significant yet, these studies depict that modified bio-waste could serve
as viable second, in place of synthetic polymers for desalination process.

Keywords Adsorption · Desalination · Cellulose · Polymer · Hydrogel

1 Introduction

1.1 Background

There is a dire need for an economical alternative to convert seawater into freshwater
owing to prevalent methods demanding high power and large-scale infrastructures
[1]. In this regard, adsorption desalination is considered as an attractive choice due
to its renewable and cost-effective nature [2–4]. Moreover, exploration of industrial
wastes as potential adsorbents for purposes of water purification have been of interest
in recent times [5, 6]. In this study, banana stem waste (plantain pith) has been
exploited for its capacity to efficiently remove sodiumchloride fromaqueous solution
(sea water). Banana is widely grown across the world, with an average production
of 120–150 million tons per year. Yet, only 12% of the plant’s weight is the fruit,
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Fig. 1 Structure of
cellulose. Image downloaded
from https://en.wikipedia.
org/wiki/Cellulose in
January 2018

Fig. 2 (Self-drawn) Mechanism of chemical crosslinking of polymers using glutaraldehyde

and the rest is inedible. Banana stem comprises of cellulose (Fig. 1), lignin and a
small amount of ash [7] and has many hydroxyl functional groups on its surface thus
making it a potential cheap renewable adsorbent for Na+ fromwater [8, 9]. However,
removal of Na+ remains as a challenging task because of its high solubility in water
[10]. In this study, banana stem waste was bleached first to extract the cellulose
nanofibers and removing hemicelluloses, lignin and other functional groups, such as
carbonyls and carboxylic acids that make it an interesting adsorbent [11].

Polymers have been experimented with for various desalination methods and
good salt rejection was observed [12–14]. In particular, polymer hydrogels have been
extensively developed into draw agents for forward osmosis desalination [15, 16] and
as adsorbents for metal pollutants [17, 18]. The highly electronegative atoms, such as
nitrogen and oxygen, present in polymers can bind to the metal ions via electron pair
sharing to form a complex, therefore removing the metal ions from the solution [18].
In the current work, cellulose-based polymer hydrogels are synthesized to increase
the adsorption capacity of the extracted cellulose. The hydrogels are synthesized
by chemically crosslinking the polymers using glutaraldehyde [19] (Fig. 2). The
hydrogen bonds within cellulose and the polymers were broken up to form acetal
bonds with glutaraldehyde [19].

1.2 Objective

The aim of this project is to synthesize cellulose-based polymer hydrogels, via chem-
ical crosslinking using glutaraldehyde, to increase the adsorption capacity of the
extracted cellulose.

https://en.wikipedia.org/wiki/Cellulose
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1.3 Scope of Work

The adsorbents were fully characterized by Scanning Electron Microscopy (SEM)
and Fourier-Transform Infrared Spectroscopy (FTIR) while Na+ concentration of
samples was determined using Inductively Coupled Plasma-Optical Emission Spec-
trometer (ICP-OES), model Perkin Elmer Optima 5300DV. Results of batch studies
depict that modified bio-waste could serve as viable second for desalination process.

2 Methodology

2.1 Bleaching Banana Stem Waste

Banana stem waste was first mashed into smaller pieces to allow larger surface area
for the bleaching agent to act upon. NaOCl was used as the bleaching agent, along
with HCl in water. When mixed with a material which can be oxidized, NaOCl
gives out nascent oxygen which then oxidizes any impurities. After about 18 h,
the bleached banana stem (BBS) would appear white. Then, BBS was filtered out
and rinsed with ultra-pure (UP) water until Na+ concentration of the solution is
<0.10 ppm, determined from ICP-OES. The dried samples were then characterized
using SEM and FTIR (Fig. 3).

Fig. 3 (Self-drawn) Diagram depicting the process of bleaching banana stem waste
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Fig. 4 (Self-drawn)
Diagram depicting the
process of dialysis of
polymers

2.2 Dialysis of Polymers

This procedure was done to remove as much Na+ as possible from the impure solid
polymers before use in the synthesis of the hydrogels. This decreases the number of
washes needed to reduce Na+ concentration in the gels to <0.10 ppm (Fig. 4).

First, 10 g of solid polymer was dissolved in 100ml of UPwater (heated at 200 °C
and stirred at 500 rpm). The necessary length of the dialysis membrane (around the
height of the container used for the dialysis) was cut out. One end of the membrane
was then folded two to three times and sealed with a clip to make a tube, which was
filled with the polymer solution until about two-thirds full. The tube was not fully
filled as water would enter the tube during the dialysis process. After all air pockets
in the tube were removed, the other end was also folded two to three times and sealed
with a clip. The tube was then submerged in a container filled with UPwater. One end
of the tube was tied to the retort stand to ensure that it remains suspended in the water.
The water was continuously stirred at 250 rpm, and changed every hour to increase
the efficiency of the dialysis. Once theNa+ concentration of the polymer solutionwas
<0.10 ppm, the polymer solutions in the tubes were transferred into 50 ml centrifuge
tubes and left in a freezer at −80 °C to freeze-dry before lyophilization.

2.3 Synthesis of Hydrogels

Different combination of polymers, including bleached banana stem (BBS),
polyvinyl alcohol (PVA), polyacrylic acid (PAA) and chitosan, were experimented
with to form a hydrogel. The protocol is as follows (Fig. 5):
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Fig. 5 (Self-drawn)
Diagram depicting the
process of hydrogel synthesis

1. Lyophilized polymer was dissolved in UP water (heated when necessary). Note
that chitosan powder was used as it is insoluble in water and was dissolved in an
acidic solution instead of UP water.

2. All polymer solutions that were required for the particular combination were
mixed and allowed to stir until the solution was homogenous.

3. BBS, if needed, was then added into the solution and allowed to stir until the
mixture was homogenous.

4. A few drops of 50% glutaraldehyde in water was added dropwise into themixture
for cross-linking.

5. A few drops of concentrated hydrochloric acid were then added as a catalyst.
6. The mixture was left to evaporate while being stirred at 750 rpm until a gel

formed.
7. UP water was added to the gel and replaced every 3 h until Na+ concentration in

the gel is <0.10 ppm, determined from ICP-OES. This is to ensure that as much
Na+ from the BBS is removed as possible before each batch adsorption studies
(Table 1).

Table 1 Amount of polymers used to synthesize the hydrogels

Hydrogel in
varying
concentration

Amount of PVA
used (grams)

Amount of PAA
added (grams)

Amount of
chitosan added
(grams)

Amount of BBS
used (grams)

PVA 5 0 0 0

BBS-PVA 1:10 0 0 0.5

BBS-PVA 1:5 5 0 0 1

BBS-PVA 1:2 0.5 0 0 0.25

BBS-PVA 1:1 5 0 0 5

BBS-PVA 2:1 2 0 0 4

BBS-PVA 5:1 1 0 0 5

BBS-PVA 10:1 5 0 0 50

PVA-PAA 1:1 5 5 0 0

Chitosan 0 0 5 0
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BBS only hydrogel could not be formed but instead remains as a thick white mix-
ture. Therefore, BBS in its fibrous form was used as a control instead of a hydrogel.
Other polymers were tried as well andwere concluded to be unsuitable as adsorbents.
The observations were as follows:

Polyvinyl Alcohol (PA): A pale yellow and relatively soft hydrogel, compared to
PVA hydrogel, was formed. When added into water in a 5 ml centrifuge tube and left
to shake at 150mot for a few minutes, the hydrogel began breaking off into smaller
pieces. Therefore, it was not suitable as an adsorbent.

Polyethyleneimine (PEI): Glutaraldehyde reacts too quickly with PEI, resulting in
patches of red hydrogel suspended in the solution while glutaraldehyde was added in
dropwise. Glutaraldehyde was mixed with a small amount of water to dilute it before
attempting the procedure again. While no red patches were formed immediately
upon adding the diluted glutaraldehyde, a red and paste-like mixture was formed. A
hydrogel could not be obtained therefore PEI was not suitable as an adsorbent.

Polyethylene Glycol (PEG): The PEG solution remained as a liquid even after
adding a large amount of glutaraldehyde. Since a hydrogel could not be obtained,
PEG was not suitable as an adsorbent.

Starch: The gel formed was relatively soft and, breaks off easily into smaller
when added into water in a 5 ml centrifuge tube and left to shake at 150mot for a
few minutes. Therefore, it is not suitable as an adsorbent.

2.4 Batch Adsorption Studies

The adsorption of NaCl onto the synthesized cellulose-based polymer hydrogels was
studied by a series of batch adsorption experiments. The efficiency of the synthetic
adsorbents for the removal of sodium chloride ions from aqueous solutions has been
determined at the different adsorbent dosage (100, 300, 500 mg) in water (10 ml),
fixed Na+ concentration (10 and 2500 ppm), agitation speed (150 rpm) and temper-
ature (25 °C). The solutions after adsorption for a duration of 24 h were filtered and
the Na+ concentrations quantified using ICP-OES.

3 Results and Discussion

3.1 Characterization

Raw and bleached banana stem were characterized via various techniques such as
SEM and FTIR. After bleaching treatment, the banana stem is significantly smoother
with less residues on it as shown in the SEM photographs (Fig. 6). The fibrous
structure obtained is representative of the vast cellulosic network present in banana
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X1000 X1300

(a) (b)

Fig. 6 a SEM of raw banana stem b SEM of bleached banana stem

stem. The SEM image has shown that the bleaching agent has removed the non-
cellulosicmatter,which are dissolved andwashedoutwithwater during the treatment.

Difference between the FTIR spectra of raw and bleached banana stem can be
observed below (Fig. 7). Different absorption bands characteristic for cellulose were
observed in raw banana stem, which became less pronounced after bleaching. The
broad band from 3000 to 3700 cm−1 is characteristic of –OH stretching. The sharp
peak at around 2900 cm−1 is due to C–H symmetrical stretching and that at around
2800 cm−1 is due to aliphatic C–H stretching. The small peak at around 1750 cm−1

is assigned to C=O stretching vibration which disappeared in the BBS sample. The
sharp peak at about 1600 cm−1 is representative of –OH bending of absorbed water.
The peak at about 1400 cm−1 which disappeared in the BBS sample is representa-
tive of –HCH and –OCH in-plane bending vibration. The broad absorption band at
800–1200 cm−1 may be due to C–C vibration within the cellulose backbone [20, 21].
As cellulose does not contain any carbonyl groups, it can be concluded that most of
the non-cellulosic organic matter has been washed away by bleach.

Photographs of a piece of the hydrogels and cellulose were taken (Fig. 8). It was
observed that the hydrogel becomes whiter than transparent, and also more solid, as
the BBS:PVA ratio increases.

Fig. 7 FTIR of raw banana
stem and BBS



206 O. J. Xin

Fig. 8 a PVA hydrogel
b BBS-PVA 1:10 hydrogel
c BBS-PVA 1:5 hydrogel
d BBS-PVA 1:2 hydrogel
e BBS-PVA 1:1 hydrogel
f BBS-PVA 2:1 hydrogel
g BBS-PVA 5:1 hydrogel
h BBS-PVA 10:1 hydrogel
i BBS

(a) (b) (c)

(d) (e) (f)

(h)(g) (i)

3.2 Batch Adsorption Studies

Batch adsorption studies were conducted with initial Na+ concentration of 10 ppm
(or 0.001%). The average adsorption capacity of BBS was 0.1027 mg/g which is not
shown in the graph because the measured adsorption capacity of BBS fibers cannot
be used for comparison with the hydrogels directly. This is because the hydrogels
comprise water which makes the concentration of adsorbent different. To overcome
this problem, we had lyophilized the synthesized hydrogels so that we could use
its dry weight for a more accurate experiment, but the lyophilized hydrogel had an
increased Na+ concentration which made them unsuitable for use. Another solution
we attempted was to synthesize a BBS only hydrogel, which we failed to obtain as
cellulose is insoluble in water. We are still looking into other experimental methods
to quantify the adsorption capacity of BBS, on top of the method of using varying
ratios of BBS and another polymer to estimate its adsorption capacity which we will
discuss next.

The synthesized hydrogels shown in Fig. 9 do not show a general trend in their
adsorption capacity with the increasing BBS:PVA ratio. Note that for every cellulose
monomer, which has a molecular weight of 324.3 g/mol, there are five oxygen atoms
while for every PVA monomer, which has a molecular weight of 44.05 g/mol, there
is one oxygen atom. This means that for the same mass of BBS and PVA (we used
synthetic PVA that was about 90% hydrolyzed), there would be around the same
number oxygen atoms. Assuming that all the oxygen molecules in both BBS and
PVA have equal attraction force for Na+ ions, we can approximate the adsorption
capacity to be that of PVA. This also explains the results we obtained in Fig. 9
(Figs. 10 and 11).
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Fig. 9 Comparison of
adsorption capacities of PVA
and BBS-PVA hydrogels in a
10 ppm NaCl solution 0.0281
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Fig. 10 Structure of
Polyvinyl Alcohol (PVA).
Image downloaded from
https://en.wikipedia.org/
wiki/Polyvinyl_alcohol in
May 2018

Fig. 11 Comparison of
adsorption capacities of
PVA, PPA and chitosan
hydrogels in a 2500 ppm
NaCl solution

10.7667

12.2833 12.2333

10

10.5

11

11.5

12

12.5

2500

A
ds

or
pt

io
n 

C
ap

ac
ity

 (m
g/

g)

Initial Na+ concentration (mg/L)

BBS-PVA 10:1 PVA-PAA 1:1 Chitosan

Batch adsorption studies were conducted with initial Na+ concentration of
2500 ppm (or 0.25%). The increase in Na+ concentration used was done to observe
more significant differences between the adsorption capacities of the hydrogels and
to minimize the possibility that any differences is due to chance.

PVA-PAA 1:1 hydrogel was synthesized instead of a PAA only hydrogel because
PAA alone would remain as a viscous liquid rather than a gel. The addition of the
highly viscous PVA solution could help solidify the PAA solution into a gel (Fig. 12).

https://en.wikipedia.org/wiki/Polyvinyl_alcohol
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Fig. 12 Comparison of
estimated adsorption
capacities of hydrogels in a
10 ppm NaCl solution
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Fig. 13 Structure of
polyacrylic acid (PAA).
Image downloaded from
https://en.wikipedia.org/
wiki/Polyacrylic_acid in
May 2018

By scaling, we can make a rough estimation of the differences between all the
gels. The data shows that PVA-PAA 1:1 hydrogel has an average adsorption capacity
of 12.2833 mg/g which is only slightly greater than that of all PVA hydrogels. This
may be due to the fact that PAA has twice the number of oxygen atoms of PVA but
its molecular weight (72.06 g/mol) is also about twice as much, therefore having
similar adsorption capacities (Fig. 13).

We also noted that chitosan has a similar adsorption capacity to all the other
tried polymers. Nevertheless, the need to use acid to dissolve the chitosan powder
may result in negative side effects such as degradation of BBS when we attempt
to synthesize BBS-chitosan hydrogels. Hence, chitosan is highly unsuitable as an
adsorbent.

The mechanism of adsorption is based on the interaction of electronegative atoms
on the cellulose fiber and salt in water, as shown below cartoon (Fig. 14) and appears
to be consistent with the data we have obtained.

4 Conclusion

Desalination via adsorption is a promising field of research but remains a challenging
task due to the high solubility of Na+ in water. In this study, we experimented using
cellulose-based polymer hydrogels as renewable adsorbents and concluded that BBS,

https://en.wikipedia.org/wiki/Polyacrylic_acid
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Fig. 14 (Self-drawn) Cartoonistic representation of the sodium complexation of hydrogels

PVA, PAA and chitosan show the equal potential as adsorbents of salt due to the
similar number of electronegative atoms present in the polymer hydrogels which
is in line with our hypothesized mechanism of sodium complexation in hydrogels.
From our experiments, we can also conclude that PVA is themost suitable polymer to
form a hydrogel with BBS as it is the most stable and can achieve similar adsorption
capacities as the other tried synthetic polymers.

5 Future Work

We can look into increasing the concentration of the polymers or cellulose extracted
from other bio-wastes for optimization.We can also bemore selective in choosing the
polymers to work with by looking at the structures now that we are more certain of
the properties of the hydrogels. We can also try using other methods to synthesize the
hydrogels. The hydrogels will be used for batch adsorption studies before proceeding
with kinetic studies to decide whether cellulose in hydrogel form has any advantage
over cellulose in solid form.
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Dye-Sensitised Solar Cells Using Flora
Extracts

Hui Yu Cherie Lee, Xin Yi Ariel Ho, Di er Kaylee Therese Poh
and William Phua

Abstract Dye-sensitized solar cells (DSSC) are simple and low-cost solar cells that
can efficiently generate electricity from visible light, serving as environmentally
friendly sources of energy. However, recent studies have shown that DSSCs have not
been effective in generating a significant amount of voltage for usage as compared to
the traditional silicon solar cells. Hence, this research aims to improve the efficacy of
DSSCs for future uses with the addition of 1% agarose gel with 4%NaCl and natural
sensitisers from flower or leaf extracts on TiO2-based cells. With a hypothesis that
the spectrum of light absorbed from passing through the dye would affect the amount
of voltage generated by solar cells, natural dyes extracted from various flowers and
leaves were then tested for the range of light absorbed by a spectrophotometer. A thin
layer of agarose gel that reduces internal resistance within the solar cells was also
used to obtain a higher yield of voltage as compared to previous researches. With
successful results of a highest 0.58V from a single solar cell with the dye extract from
the Wall Daisy flower (Erigeron Karvinskianus), the sustainability of these DSSCs
in terms of efficiency were also considered to achieve a better dye-sensitised solar
cell for future use.

Keywords Low-cost · Environmentally friendly · Flora extracts · Agarose gel ·
Dye-sensitised solar cells

1 Introduction

In an increasingly polluted environment, it is necessary to find alternative sources of
energy that are environmentally friendly and will not become a cause of pollution.
Such a source is dye-sensitized solar cells (DSSC), which are simple and low-cost
solar cells that can efficiently generate electricity from visible light, serving as envi-
ronmentally friendly sources of energy (Fig. 1).

Dye sensitized solar cells (DSSC) mainly consist of three components: dye sen-
sitized mesoporous TiO2 nano crystallites, a counter electrode and an electrolyte
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Fig. 1 Working principle of dye-sensitised solar cells

containing an iodide (I−) or tri-iodide (I3−) redox couple. With TiO2 as a semicon-
ductor, this layer is formed between the dye-sensitised anode and the electrolyte.
When light is shone, dye molecules get excited and inject electrons into the TiO2

conduction band, oxidising the dye molecules. The injected electrons diffuse in the
TiO2 conduction band and reach the outer circuit. Oxidized dyes are rapidly regener-
ated by I− ions, resulting in the formation of I3− ions. The I3− ions are then reduced
by the electrons reaching the counter electrode through the external circuit. To pro-
duce electricity, the photo-injected electrons do not recombine with acceptors, but
are transferred to an external circuit instead [1, 2].

As DSSC is a great alternative to the conventional silicon solar cells, many recent
studies have made use of DSSC to generate electricity. However, these studies have
shown that DSSChave not been effective in generating a significant voltage potential,
with a peak conversion efficiency of 11.1%. [3]. This percentage is significantly lower
than the traditional silicon solar cells, which have a peak conversion efficiency of
26.6% [4].

Hence, this research aims to improve the efficacy of DSSCs for future uses with
the addition of 1% agarose gel with 4% NaCl and natural sensitisers from leaf and
flower extracts on TiO2-based cells, so that DSSCs can be widely used around the
world. The agarose gel is used to separate the iodine from the layer of TiO2 to obtain
better results. Where liquid NaCl is solidified within the agarose gel, the thin layer
of agar can reduce energy loss due to electron transfer between the layer of TiO2 and
iodine. Agarose gel is also easily accessible and environmentally friendly as it is an
extract from seaweed and is biodegradable. The natural dyes used in this research
study are extracted from Red Flame Ivy (Hemigraphis Alternata), Moses in the
Cradle (Tradescantia Spathacea), Wall Daisy (Erigeron Karvinskianus) and Red Ti
(Cordyline Terminalis). It is hypothesised that the spectrum of light absorbed after it
passes through the flora extract would affect the voltage generated by dye-sensitized
solar cells.
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2 Methods

2.1 Dye Extraction

Natural dyes were extracted from Red Flame Ivy, Wall Daisy, Red Ti and Moses in
a Cradle by cutting them up into small pieces and soaking them in 30 ml acetone
overnight. The mixture was then filtered to remove the leaves or petals and obtain
the liquid dye. The range of light that the liquid dye for each type of leaf or flower
absorbs was also tested for. This was done by taking a small sample of the liquid
dye for each type of leaf or flower and placing it in a spectrophotometer. The graphs
generated from the spectrophotometer were then analysed to find out the range of
light absorbed by each liquid dye.

2.2 Preparation of TiO2 Paste

The TiO2 paste was made by adding 6 g of TiO2 to 9 cm3 of acetic acid (4pH) to
1 cm3 of water, before letting it sit for 15 min. A thin layer of TiO2 paste was then
applied on the conductive side of the ITO glass plate and left to dry. Once dried, the
plate was placed in the furnace for a total of an hour, 30 min to reach 450 °C, 15 min
at 450 °C and the last 15 min to cool down. When the glass plate was removed from
the furnace, it was soaked in the natural dye overnight.

2.3 Preparation of Carbon Coated Glass Plates

The carbon coated plate was made by coating the conductive side of another ITO
glass plate with graphite pencil lead. It was then held over a flame from a Bunsen
burner to form a thin layer of soot.

2.4 Preparation of 1% Agarose Gel with 4% NaCl

1.0 g of agarose gel powder and 2 cm3 of 4% NaCl was added to 100 ml of 1X
TAE buffer. The mixture was then placed in a microwave, and heated for one minute
intervals. Once all the agarose gel powder has completely dissolved and the mixture
is clear, pour a thin layer over agar plate and allow to solidify (Fig. 2).

2.5 Assembly of Dye-Sensitised Solar Cells

The TiO2 coated ITO glass plate was placed at the bottom while the carbon coated
ITO glass plate was placed above it, with both conductive sides facing inwards.
Iodine was then dripped into the solar cell through the seams at the sides. Binder
clips were then used to hold the entire structure together. Two protruding sides on



214 H. Y. C. Lee et al.

Fig. 2 Structure of Dye-Sensitised solar cells

the DSSCs would be made in order for connection to the digital multimeter used for
testing of voltage.

A thin layer of agarose gel was placed above the TiO2 side of the conductive ITO
glass plate. Iodine was then dripped onto the agarose gel. Lastly, the carbon plate was
placed above the iodine layer and binder clips were used to hold the entire structure
together (Fig. 3).

2.6 Test for Voltage

After complete assembly of both types of DSSCs, they are immediately tested for
the voltage yielded under direct sunlight. A digital multimeter would be connected
to the two protruding conductive sides of the DSSCs, with the negative lead to the
TiO2 glass and the positive lead to the other glass. With one side facing the direction
of the sunlight, the voltage (V) shown is recorded.

3 Results and Discussion

3.1 Analysis of Experimental Results

With reference to both Figs. 4 and 5, the natural dye extracted from the flower, Wall
Daisy, could produce the highest voltage amongst the four dyes used. Comparing
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Fig. 3 Structure of Dye-Sensitised solar cells with agarose gel

Fig. 4 Measurements of
voltage produced by solar
cells without agarose gel
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Fig. 5 Measurements of
voltage produced by solar
cells with agarose gel

only the dyes extracted from the leaves, Red Flame Ivy and Moses in the Cradle had
shown a higher yield than Red Ti, ranging from 0.29 to 0.39 V.

It was also observed that the solar cells made degraded over time. Decreasing in
voltage produced when tested after about two days from when the solar cells were
made, these cells were unable to sustain their original states of efficacy. Regardless
of the presence of the agarose gel, all results showed this trend. However, it could
be seen in the two graphs that the addition of the agarose gel could sustain the solar
cells much better than those in the absence of the gel. Comparing the decrease in
voltage for both types of solar cells, it was obvious that solar cells with agarose gel
did not reduce in the production of voltage as much as the basic structure.

It could be deduced that the addition of the 1% agarose gel with 4%NaCl aided in
the electron transfer between the redox mediator and the layer of TiO2 with attached
dye particles within the improved solar cells. Acting as an additional electrolyte, it
was hypothesised that the aqueous Na+ and Cl− ions would be able to increase the
voltage produced by solar cells. However, according to results shown in the Figs. 4
and 5, the effectiveness of 1% agarose gel with 4%NaCl has not been proven as there
is no significant increase in the voltage generated by improved solar cells. It was yet
observed that the addition of agarose gel was able to sustain the voltage produced
by the solar cells with only a slight decrease of about 0.15 V in Fig. 5 as compared
to a complete degradation of the cells in Fig. 4. This trend could be explained where
the agarose gel helped to prevent the excessive loss of liquid electrolytes and iodine
solution, giving the cell a higher durability as shown.
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Fig. 6 Spectrum graph of Moses in the Cradle dye extract

3.2 Spectrum Graph Analysis

By comparing the spectrum graphs of the various natural dyes, it was shown that the
light range from ultraviolet to visible light rays was absorbed by all the dyes. It could
also be seen that the range of light absorbed by the dye affected the voltage produced.
Since the range of the light spectrum shows the number of photons absorbed by each
dyes, it is deduced that the larger the range of peaks across the light spectrum, the
more the number of photons absorbed by the dye. Comparing the higher peaks on
the graphs in Figs. 6, 7, 8 and 9 within the range of 300–400 nm, dye extracts from
Moses in a Cradle andRed Flame Ivy leaves had shown a higher yield of voltage from
Figs. 4 and 5. Where the range of light absorbed by both dye extracts are similar,
it can be seen that the similar high voltages produced was caused by the current
conversion of excited dye molecules due to the similar number of photons.

4 Conclusion

In this study, assemblingDSSCand generating voltage usingDSSCwas successful. It
was shown from results that the addition of a thin layer of agarose gel could possibly
increase the voltage produced by most solar cells since two out of the four solar cells
produced a considerable amount of voltage as compared to basic cells. This could be
an addition to future dye-sensitised solar cells and increase the 11.1% efficiency after
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Fig. 7 Spectrum graph of Red Ti dye extract

Fig. 8 Spectrum graph of Red Flame Ivy dye extract
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Fig. 9 Spectrum graph of Wall Daisy dye extract

further research. From the results of the research, it was also found that the DSSCs
created degraded over time and produced even less voltage than when it was first
made. This trend is shown to be similar to those in researches done by Yuvapragasam
et al. [5] and Calogero et al. [6].

5 Future Work

In the future, experiments should be conducted to study the effect of the agarose
gel on the voltage generated by solar cells. A solar panel could also be created by
combiningmany solar cells together so as to observe the amount of voltage produced.
As this research has not succeeded in generating enough voltage, hence to increase
the voltage that each individual solar cell produces, future research should seal the
sides of the solar cell properly with a good sealant to prevent any air from entering
and oxidising the dye. More types of flora dyes could also be tested. Only specific
chosen parts of the plants should be used to extract the natural flora dye, for example
the petals or stem. Solar cells are used to produce clean energy, however materials
such as titanium dioxide can be hard to find in certain places, hence materials used
to make the solar cells should be more easily accessible to everyone. As the flora
dye made in this research deteriorated over time and affected the efficiency of the
solar cells, there is a need to find a way to preserve the flora dye such that it will
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not deteriorate over time. The application of successful dye-sensitised solar cells in
powering loads should also be conducted to test for the efficacy for future uses.
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Abstract Renal Cell Carcinoma (RCC) incidence has consistently been on the rise
in recent years. There are 4 main types of RCC, namely Bladder Urothelial Carci-
noma (BLCA), Kidney Chromophobe (KICH), Kidney Renal Clear Cell Carcinoma
(KIRC), and Kidney Renal Papillary Cell Carcinoma (KIRP). The aim of this investi-
gation is to identify genes in the tumors across the various renal cancers that can best
distinguish patients with good versus those with poor disease-free survival (DFS),
and determine pertinent cancer-related pathways that genes associated with DFS
reside in. We hypothesized that genes significantly associated with DFS are associ-
ated with pathways that can be targeted for gene therapy and be identified as potential
biomarkers for RCC. Genes in the tumors of RCC patients significantly associated
with DFS were identified from The Cancer Genome Atlas (TCGA) database using
Kaplan-Meier analyses. Geneswith high expression that are associatedwith poor sur-
vival of patients might serve as potential biomarkers and/or targets for gene therapy
across renal associated cancers with the exception of BLCA.
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1 Introduction

Renal Cell Carcinoma (RCC), a form of kidney cancer, originates from cells in the
renal cortex [1]. 59% of Renal Cell Carcinoma (RCC) cases occur in developed
countries, with statistics showing rates of diagnosis of RCC being three times lower
in developing regions compared to developed regions. This could be due to obe-
sity being a significant cause of renal cancer, as reflected in various studies [2].
With worldwide obesity rates nearly tripling since 1975, and almost 39% of adults
aged 18 years and above being overweight, RCC incidence is naturally expected to
increase with time [3]. In the last decade, there has been an increased risk of renal
cancer in many countries, in particular, Korea, China, Hong Kong, Singapore and
Japan [4]. Due to the growing significance and risk of RCC, it was selected as the
focus of this study. Here, four subsets of RCC documented in The Cancer Genome
Atlas (TCGA), a collaboration between the National Cancer Institute (NCI) and the
National Human Genome Research Institute (NHGRI), were studied. They are Blad-
der Urothelial Carcinoma (BLCA), Kidney Chromophobe (KICH), Kidney Renal
Clear Cell Carcinoma (KIRC), and Kidney Renal Papillary Cell Carcinoma (KIRP).

In this investigation, we identify genes whose expression are significantly higher
in the tumors of RCC patients with good disease-free survival (DFS) compared to
those with poorer DFS, are involved in pertinent cancer-related pathways, and have
functions that may affect cancer relapse. In this study, DFS has been defined as the
time between the point of diagnosis and the first sign of relapse of RCC [5]. DFS
was studied instead of Overall Survival given the high chance of cancer recurrence
following nephrectomy [6].

It is hypothesized that genes significantly associated with DFS are associated with
pathways that can be targeted for gene therapy or can serve as potential biomarkers
for RCC.

2 Methodology

2.1 Overview

The flow of our methodology has been presented in Fig. 1. Based on data from
TCGAdatabase, geneswith themost significant difference in relapse time (p < 0.004)
between high and low expression of the genes were taken for each of the 4 subsets
of RCC. RCC patients in the data set were arranged in order of their expression of
a given gene, with the bottom quartile taken as the high expression population and
the top quartile taken as the low expression population.

Kaplan-Meier plots were plotted for each of these genes, and a rigorous selection
procedure was employed to allow for the screening of potential biomarkers and
targets for gene therapy, which will be further explained below.
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Fig. 1 Overview of methodology reflecting the number of genes selected for further downstream
analysis at each step of our project. The orange boxes include the criteria used to select the genes
while the colour-coded boxes reflect number of genes for each RCC subtype that meet criteria
following the step taken



224 G. T. Y. Chuen et al.

2.2 Selecting Differentially Expressed Genes
from the Cancer Genome Atlas

Genes with most significant differential expression between tumor cells of patients
with good and poor DFS were obtained from the TCGA database [7]. The most
significantly differentially expressed genes (p < 0.004) were taken for each of the 4
subsets of RCC.

2.3 Kaplan-Meier Plots

From the raw data obtained from TCGA, Kaplan-Meier (K-M) survival curves were
plotted for each gene obtained (Fig. 2). These curves represent processed data from
a K-M statistical analysis, and are graphs of Percent Survival/probability against
Time/months, and are hence used to estimate population survival over time. RCC
patients in the data set were arranged in order of their expression of a given gene,
with the highest 25% taken as the high expression population and the lowest 25%
taken as the low expression population. Each population was monitored over time
for relapse, allowing survival probability to be calculated according to (1):

survival probability = number of patients yet to relapse

total number of patients
. (1)

As can be seen in Fig. 2, each plot has two curves, and each curve represents the
proportion of patients that have yet to experience a relapse with high gene expression
(red line) or low gene expression (blue line) for the respective genes [8]. The curves
are not smooth, but rather are a series of downward steps occurring each time a
patient experiences a relapse [9].

From the K-M plots, we were able to determine whether higher expression or
lower expression of the genes in the tumors were associated with better DFS of
patients.

2.4 Log-Rank Test and Hazard Ratio

Each K-M plot also includes the log-rank p-value obtained from a log-rank test of
the data. The log-rank test calculates the chi-square value for each event time (i.e.
the time taken for RCC relapse to occur) for each curve and sums the results, which
was then added to derive the final chi-square value to compare the two curves of each
plot.

If the final p-valuewas less than 0.05, the survival times of the two plotswere taken
as significantly different from each other, indicating that level of gene expression of
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Fig. 2 Kaplan-Meier survival plots showing the difference in DFS between KIRP patients with
high gene expression (red line) and low gene expression (blue line) of Genes 23, 38 and 40

the specific gene was more likely to be associated with the DFS of the patients. As
such, genes with log-ranked p-values above 0.05 were removed from the list of genes
for each cancer.

Each plot also has a hazard ratio, derived from the Cox proportional hazards
model, which is a regression method for survival data [10]. It indicates the relative
likelihood of the hazardous outcome occurring (i.e. relapse of RCC) in the group
with patients experiencing high levels of gene expression compared to patients with
low levels of gene expression. A hazard ratio of greater than or less than 1 indicates
that DFS was better in one of the groups [11].

However, unlike the log rank test, there is no standard value for hazard ratios upon
which the difference between the two groups would be considered significant. As
such, to filter out genes not significantly associated with DFS in patients, the gene
list was narrowed down to those with hazard ratios greater than 1.5 or less than 1/1.5.
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Hence, only genes whose increased expression led to a 1.5 times increased likelihood
of experiencing no DFS (hazard ratio greater than 1.5) or DFS (hazard ratio less than
1/1.5) were considered.

2.5 Criterion for Kaplan-Meier Plots

From the remaining genes (log-ranked p-value < 0.05, hazard ratio > 1.5 or < 1/1.5),
those with high expression and low expression curves crossing in their respective
Kaplan-Meier plots were not considered for future stages. This is because in such
a case, the differential expression of the gene is unlikely to predict the DFS status.
Furthermore, the curves do not indicate that there is a consistent effect of gene
expression on DFS of the respective type of RCC, and thus the genes were rejected.
An example of such a plot would be that of Gene 40 in Fig. 2.

Additionally, only genes whose high expression were found to lead to poorer DFS
were further analyzed. Such genes are preferred as it is easier to downregulate gene
expression rather than attempting to upregulate it in gene therapy, and products of
genes with high expression would be more easily detected, making them also better
potential biomarkers. This is reflected in the K-M plot as the high expression curve
being below the low expression curve. An example of such a plot would be that of
Gene 23 in Fig. 2.

Genes whose low expression were more likely to lead to poorer DFS were thus
eliminated. This is reflected in the K-M plot as the low expression curve being below
the high expression curve. An example of such a plot would be that of Gene 38 in
Fig. 2.

Hence, using the examples given in Fig. 2, Gene 40 is rejected due to intersecting
curves and gene 38 is rejected as high gene expression (red curve) led to better
DFS compared to low gene expression (blue curve), while Gene 23 will be further
analysed as it met both criteria set for Kaplan-Meier plots (Fig. 2).

2.6 Database for Annotation, Visualisation and Integrated
Discovery (DAVID) v6.8

DAVID v6.8 is a web-based functional annotation tool that includes an integrated
annotation knowledgebase, and provides various bioinformatics tools to analyze
pathways enriched by specific gene sets [12, 13]. Using DAVID v6.8, genes whose
expression can significantly predict the DFS status of patients with hazard ratios
greater than 1.5 or less than −1/1.5 were analyzed, and then grouped according to
their functional pathways. For each cancer, genes that were found in two or more
pathways were identified as genes with great potential to be useful as targets for gene
therapy or biomarkers for better prognosis.
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3 Results and Discussion

3.1 Overview

In the discussion below, gene names have been substituted to alternative names due
to intellectual property matters.

After being grouped into their functional pathways using the DAVID program, the
open source software platform Cytoscape, in conjunction with the Agilent Literature
Search Software, was used to illustrate the interaction network between the various
genes in each group for easier visualization [14–17]. However, not all of the genes
in this study were recognized by Agilent Literature Search Software due to the
limitations of the databases linked, though they were still taken into account in later
stages of the methodology, just not reflected in the respective pathway diagrams.

Aside from BLCA, significant genes in the other three RCC types were found
to be associated with DFS. The resulting genes obtained are of interest as they can
serve as potential biomarkers or as targets for gene therapy.

Biomarkers are used to better guide therapy and enable more accurate prognosis
of renal cancers. Biomarkers are defined as “any substance, structure, or process that
can be measured in the body or its products and influence or predict the incidence
of outcome or disease” by the World Health Organization (WHO) [18]. Biomarkers
are helpful in early prognosis, and treatment of various diseases, and is important
for cancer. For example, the BRCA1 germline mutation has been used in estimating
the risk of developing breast and ovarian cancer while the prostate specific antigen
biomarker has been used in the screening for prostate cancer [19, 20]. However,
there has yet to be a satisfactory biomarker (i.e. associated with survival of patients
and easily measured) introduced for the prognosis of the different subsets of renal
cancers, thereby adding to the significance of our work.

At the same time, the resulting genes obtained can also be targets of gene therapy.
For instance, genes whose high expression are associated with poor DFS rates and
are involved in pathways associated with the hallmarks of cancer can be targeted by
therapy to downregulate their expression to prevent relapse in RCC patients. Given
the rising prevalence of renal cancers, the possible useful applications of our results
are thus laudable.

3.2 Kidney Chromophobe

Five genes, Genes 1, 2, 3, 4 and 5, fulfilled all given criteria (Fig. 3).
Given the high hazard ratios of these genes ranging from 4.9 to 10, their high

expression is shown to negatively impact DFS of KICH patients. Furthermore, these
genes all code for secretory proteins found in blood plasma, making them good
candidates as KICH plasma biomarkers.
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Fig. 3 Network of genes and pathways where higher expression of these genes is associated with
poorer DFS ofKICHpatients. Blue rectangles represent pathways, while the circles represent genes.
Non-grey circles represent the genes significantly associated with DFS while grey circles represent
genes associated with the said genes. The larger the circle, the greater the number of pathways the
gene is found in

Gene 1 andGene5,with high hazard ratios of 10 and9.9, alongwith low log ranked
p-value of 0.0077 and 0.011 respectively. These two genes are involved in cancer-
related pathways: they affect ubiquitin function, and are involved in transcription and
thus could regulate the expression of other cancer-related genes. The latter is themain
function of Gene 5, which codes for a protein that is involved in mRNA splicing. The
two genes also code for phosphoproteins, and excessive phosphorylation of proteins
has been known to be associated with the emergence of cancers [21].

Furthermore, Gene 1 is also involved in cell mitosis and thus affects tumor growth,
as well as cellular response to hypoxia, a pathway that is important in circumventing
tumor hypoxia common in solid tumors. Specifically, Gene 1 functions to encode
for cyclins involved in transition through cell cycle checkpoints, and upregulation of
Gene 1 would thus result in increased proliferative signaling in the cell, which is a
hallmark of cancer [22].

Given the high association of these two genes with DFS, and their apparent
involvement in cancer-related pathways, they can potentially be used as targets for
gene therapy. As the high expression of these two genes are strongly associated with
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poorer DFS, it may be possible to employ gene therapy or other approaches to reduce
the expression of these genes to better control the disease.

3.3 Kidney Renal Clear Cell Carcinoma

44 genes had significant p-values and hazard ratios. Out of these 44 genes, 12 had
Kaplan-Meier plots without any intersecting survival curves, and when upregulated,
were associated with poorer DFS. Out of the 12 genes, eight were recognized by
Agilent Literature Search, and are reflected above (Fig. 4). As can be seen, only two
genes were found to be associated with two or more pathways: Gene 6 and Gene 7.

Gene 6 is involved in the transcription and sprouting angiogenesis pathways.
Sprouting angiogenesis is the mechanism of blood vessel growth, which includes
growth toward tumor cells. This process provides oxygen and nutrients to enable
further tumor growth, and the blood vessel proximity to the tumor facilitates metas-
tasis [23]. Metastasis, a hallmark of cancer, will greatly increase chances of cancer
relapse due to difficulty in eliminating all secondary tumor and circulating tumor

Fig. 4 Network of genes and pathways where higher expression of these genes is associated with
poorer DFS of KIRC patients. Blue rectangles represent pathways, while the circles represent genes.
Non-pale-grey circles represent the genes significantly associated with DFS while pale-grey circles
represent genes associated with the said genes. Colourful circles represent genes that are associated
with two or more pathways. The larger the circle, the greater the number of pathways the gene is
found in



230 G. T. Y. Chuen et al.

cells during treatment [24]. Promoting metastasis could be one of the reasons why
high expression of Gene 6 is associated with poorer DFS.

Meanwhile, Gene 7 is involved in transcription and affects zinc finger function.
Since zinc fingers are the largest transcription family in humans and are involved in
RCC progression, this suggests Gene 7 affects cancer progression through affecting
gene expression in cancer cells [25].

The hazard ratios of Gene 6 and Gene 7 are 2.7 and 2.2, while their log ranked
p-value is 0.00027 and 0.0021 respectively.

Hence, they are clearly associated with DFS, and their function further suggests
their association with relapse of KIRC. Since products of expression of Gene 6 and
Gene 7 are not secreted, they can only function as biomarkers if there are circulating
tumor cells which are extractable from the patient’s blood. Additionally, these two
genes could potentially be targeted for gene therapy, as their high expression is
associated with the relapse of KIRC.

3.4 Kidney Renal Papillary Cell Carcinoma

60 genes had significant p-values and hazard ratios. Out of these 60 genes, 33 had
Kaplan-Meier plots without any intersecting survival curves, and when upregulated,
were associated with poorer DFS.

23 of the 33 remaining significant genes were recognized by Agilent Literature
Search (Fig. 5). However, there were 28 genes that were associated with two or more
pathways. Of these 28, there were 3 genes, Gene 8, Gene 9 and Gene 10, with hazard
ratios more than or equal to 10, and log rank p-values of less than 10−7. This signifies
an extremely strong association with DFS.

All three of these genes are involved in transcription and cell mitosis pathways.
Gene 8 encodes for a protein belonging to a dual specificity protein phosphatase
family which regulates the cell cycle. Gene 9 codes for a component of the essential
kinetochore-associatedNDC80 complex,which is required for chromosome segrega-
tion, spindle checkpoint activity and kinetochore stability. Gene 10 codes for histone
H3-like nucleosomal protein that is specifically found in centromeric nucleosomes.

Upregulation of these three genes will thus increase the proliferative rate of cells,
which is a hallmark of cancer. The functions and pathways these 3 genes are involved
in are intrinsically involved in the cell cycle, which in turn could affect cancer pro-
gression when upregulated and thus rates of cancer relapse. Hence, Genes 8, 9 and
10 present themselves as potential targets for gene therapy. Additionally, genes 9 and
10 codes for secretory proteins found in blood plasma, making them good candidates
for biomarkers.
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Fig. 5 Network of genes and pathways where higher expression of these genes is associated with
poorer DFS of KIRP patients. Blue rectangles represent pathways, while the circles represent genes.
Non-pale-grey circles represent the genes significantly associated with DFS while pale-grey circles
represent genes associated with the said genes. Colourful circles represent genes that are associated
with two or more pathways. The larger the circle, the greater the number of pathways the gene is
found in

3.5 Bladder Urothelial Carcinoma

As can be seen in Fig. 6, only Gene 36 and 37 were found to be associated with one
pathway, related to the centrosome.

As such, when genes that were found in less than two pathways were removed
from the gene list, therewere no genes left associatedwith theDFS ofBLCApatients.
Therefore, in this investigation, none of the significant genes of BLCA patients were
associated with DFS of the patients, and thus no potential biomarkers or targets for
gene therapy can be inferred for BLCA.

4 Conclusion

Out of the four cancers studied, three cancers (KICH, KIRC and KIRP) had genes
that met all the set criteria of having suitable K-Mplots, andwere associatedwith two
or more cancer-related pathways. The expression levels of these genes were found
to be significantly associated with DFS, with high expression leading to poor DFS,
and the genes are associated with two or more cancer-related pathways.
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Fig. 6 Network of genes and pathways where higher expression of these genes is associated with
poorer DFS of BLCA patients. Blue rectangles represent pathways, while the circles represent
genes. Non-pale-grey circles represent the genes significantly associated with DFS while pale-grey
circles represent genes associated with the said genes. The larger the circle, the greater the number
of pathways the gene is found in

These genes obtained could be considered as potential biomarkers and/or targets
for gene therapy. This would ensure better prognosis and more effective treatments
for patients of the respective cancers.

In summary, genes identified as potential biomarkers and targets for gene therapy
are Genes 1–5 for KICH, Genes 6 and 7 for KIRC, and Genes 8–10 for KIRP.
Potential biomarkers of particular interest would be the protein products of Genes
1–5 for KICH and Genes 9 and 10 for KIRP, as these genes’ protein products are
secreted, making themmore easily detectable given a blood sample. The results have
been summarized in Table 1, with all the noteworthy genes having been included.

As can be seen in Table 1, most of the genes that have been identified are involved
in the pathways of transcription, cell cycle and metastasis. It is also interesting to
note that the genes significant to DFS of KIRC patients differ vastly from those
significant to DFS of the other two cancers, in terms of the pathways that the genes
are associated with. This could be due to different developmental pathways of the
cancer.
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Table 1 Summary table
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Regeneration of α-Cellulose Nanofibers
Derived from Vegetable Pulp Waste
to Intercept Airborne Microparticulates

Jing Wesley Leong, Jie Hui Deon Lee, Wan Yu Jacqueline Tan, Kaede Saito
and Haruna Watanabe

Abstract One of the most pertinent challenges we face is to increase protection to
harmful and carcinogenic airborne particulate matter smaller than 2.5 μm, which
can accumulate in the human respiratory system and cause irreversible impacts to
human health. Currently existing N95masks are relatively expensive and insufficient
in supply during periods of severe air pollution. Furthermore, it is not accessible to
people worldwide due to its cost. Nanofiber masks made from electrospun Cellulose
Acetate are regarded as a promising filtration material due to its effectiveness in
sieving out microparticulate matter as compared to existing solutions like the N95
mask. However, electrospinning technology used to generate such masks is often
expensive and is of a large scale. This project proposes a novel way in regenerating
Cellulose Nanofibers (CN) while reducing by-product food waste from vegetables.
Fibril aggregation was carried out through dissolving leftover carrot pulp from juic-
ing, employing the Kraft Process and Acetylation. Scanning Electron Microscopy
was applied to demonstrate the intricacy of the CN polymers as compared to other
respiratory mask materials. The Nanofiber polymer sheet was tested for its filtration
capabilities and its efficiency was evaluated against the existing N95. The Cellulose
Nanofibers regenerated from leftover vegetable waste are highly effective in reduc-
ing exposure to microparticulates and display remarkable potential as an alternative
to N95.
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1 Introduction

Causing approximately 6.5 million premature deaths globally in 2016, air pollution
is the leading cause of death worldwide—and almost all (94%) of these deaths
occur in low- and middle-income countries due to insufficient protection. Airborne
microparticulates (PM) are the deadliest form of air pollution, as these aerosols
ranging from 0.1 to 2.5μm in size can penetrate deep into the lungs and bloodstream.
They are unable to be naturally expelled by the human body [1], eventually leading to
devastating and irreversible damage health such as increasing the risk of lung cancer.
Hence, these are designated as carcinogens.

Currently, N95 respirators are sought after as an effective form of filtration against
Particulate Matter originating from industrialization, such as slash-and-burn agri-
cultural methods and industrial smoke. Despite its proven usefulness in reducing
exposure to pollution, the masks are not readily available to many around the world
due to its high costs. The lack of access to effective aerosol respirators caused many
people to be unable to receive enough protection. The 2013 Singapore Haze saga
was a case whereby the Pollution Standards Index (PSI) hit 400, causing N95 masks
to be sold out across the island. This is even though the government had a stockpile
of 9 million N95 masks. When the Pollution Standards Index is high, demand for
N95 masks often overbears its supply. In China, due to industrial factories producing
carbon emissions on a regular basis, air pollution is a common sight. Locals tend to
use common household materials which do not have filtration properties to prevent
themselves from inhaling the Particulate Matter (PM).

On the other hand, food wastage has continued to be a pertinent challenge to
overcome as waste by-products from the food industry are not maximized to their
full potential. At the same time, cellulose exists as the most abundant polymer on
Earth [2] and it can be extracted from plant-based waste that are high in cellulosic
content, such as those in carrots. Carrots can easily be found in all parts of the world,
even in less developed countries such as China. Furthermore, the alpha cellulose
in carrots are around 7000–15,000 μm units per polymer, which makes it a highly
intricate structure. In recent years, vegetables with Cellulose Nanofibers (CN) such
as carrots are of interest and have been substituted as alternatives to carbon fibres.
However, no research has been done to apply these versatile yet abundant fibres
as polymer sheets. Hence, given carrots’ intricate structure and its abundance, we
have decided to use leftover vegetable pulp as a novel material in creating filtration
polymers to combat pollution.

2 Hypothesis

We hypothesize that the carrot-derived Cellulose Nanofiber is equally as effective
as existing N95 respiratory masks in filtration efficiency and show high potential in
being able to reduce waste while minimizing human exposure to air pollution.
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Table 1 Comparison
between various classes of
cellulose

Polyose (β-, γ-) Cellulose (α-)

Units per polymer 500–3000 7000–15,000

Structure Random, amphorous Crystalline, linear

Highly branched Unbranched

Strength Little strength Strong

3 Methodology

3.1 Selection of Fibre Composition

Out of the 3 classes of cellulose, onlyα-cellulose is desired as it is themost stablewith
the highest degree of polymerization and has a high predicted stiffness of 130 GPa
[3].

β-cellulose and γ-cellulose, collectively referred to as polyose or hemicellulose,
and are branched (Table 1).

3.2 Dissolving Pulp

Various methods have been employed to utilize extracted cellulose from plant fibres.
Other of such methods is the Viscose process, which dissolves pulp using intermedi-
ate chemicals such as the highly toxic C2S and produces pollution to the environment
as well as harms factory workers during the production [4]. In contrast, the newly
discovered Lyocell process used to make materials such as Tencel is pollution-free
but has a high cost as it involves dry-wet jet spinning and is unsustainable to create
low-cost polymers. Hence, the papermaking method of dissolving pulp was chosen
as an in-between solution to address both concerns. The process of dissolving pulp
requires high chemical purity and with distinctly low polyose content, as the chem-
ically similar polyose can interfere with fibril aggregation [5]. Cellulose pulp with
high purity is typically extracted using two industrial methods, the Sulphite andKraft
processes.

During the Sulphite process (SP), sulphur is burnt with oxygen to create SO2

which is then absorbed in water, releasing acidic sulphurous acid (H2SO3). However,
during the burning process, SO2 is unavoidably oxidized to form SO3 that gives
undesirable H2SO4 when dissolved in water, which promotes hydrolysis of cellulose
without contributing to delignification. Undesirably, does not fully degrade lignin
to the extent which the Kraft Process does [6] and hence allows for more useful
by-products such as lignosulfonates used to make concrete and vanilla flavouring.
However, it is undesirable for make cellulosic fibres as the pH 1.5 acidic conditions
hydrolyse part of the α-cellulose, making them not as strong as those regenerated
using the Kraft Process.
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Fig. 1 Chemical illustration of delignification

Dissolving pulp allows for derivatization into a homogenous solution, making
the pulp chemically accessible and removes remaining undesirable fibrous structure.
This allows for high brightness and uniform molecular weight distribution.

3.3 Fibril Aggregation via Kraft Process

While polyose is easily hydrolysed in dilute acids or bases, α-cellulose is resistant to
hydrolysis. Hence, the carrot fibres were dissolved in NaOH to separate α-cellulose
from polyose for further treatment. Lignin and polyose degrade to give fragments
that are soluble in the strongly basic liquid, by breaking the bonds between them
(Fig. 1).

Carrot pulps obtained after juicing were pre-treated by washing with distilled
water as per laboratory practice. The pulp was then dissolved for derivatization into
a chemically accessible homogenous solution. It was then treated with an alkali
of 17.5 wt% NaOH solution at 80 °C for 2 h under mechanical stirring to purify
cellulose by removing other constituents and to achieve uniform molecular weight
distribution. The polyose which was soluble in NaOH was then disposed of, leaving
the residue of α-cellulose with high brightness. It was then filtered and washed with
distilled water to eliminate the alkali, which was essential not to affect pH, as exact
values are required during later steps.

Other works, such as that described by Siqueira et al. [7] had used 2 wt% NaOH
as an alkali to decrease hemicellulose content for assay purposes and not achieve
complete elimination, which was undesirable in this research. The bonds between
lignin and hemicellulose were broken and degraded, giving fragments of polyose
that were soluble in the strongly basic NaOH (Image 1).

3.4 Acetylation, Hypochlorite Bleaching and Drying

A subsequent bleaching treatment was carried out to remove non-cellulosic compo-
nents such as lignin, tannin and β-carotene. With the use of a pH meter, 1 M NaOH
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Image 1 Recovery of
α-cellulose from carrot waste

was added to 1MCH3COOH until a pH value of 4.5 was achieved. Then, the amount
of solution was measured and an equal amount of NaClO (1.7 wt% in water) was
added. The bleaching treatment was performed at 80 °C for 2 h under a magnetic
stirrer for a shorter completion time. Once again, thematerial was filtered andwashed
with distilled water to achieve a neutral pH and to purify the solid recoveries. The
cellulose gel was thinly laid out into a sheet and dried in a drying oven at 50 °C for
2 h until completely dry.

TheNaOH in the set-up also contributes to saponification, removing acetyl groups
from the surface to leave themwith a cellulose coating which reduces the tendency of
fibres to acquire static charges. Furthermore, the NaOH treatment allows for a stable
re-dispersed suspension. This translates in possibilities for future, further recycling
of the re-dispersed fibres and its stability in a solvent when dissolved (Image 2).

4 Results and Analysis

4.1 Characterisation via Scanning Electron Microscopy

Scanning Electron Microscopy (SEM) was applied to analyse the arrays of fibre
networks in the various polymer surfaces. As the diameter of Nanofibers, as well as
pore size gap was of the magnitude of about 10 nm, SEM was critical in allowing
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Image 2 Dried cellulose
nanofiber sheet

estimation of the pore size, as well as to allow visualisation of the spatial arrangement
and distortion of the fibre networks.

The main filtration mechanism employed was the Interception mechanism, which
works by filter fibre diameters smaller and more intricate than that of target particles
and hence carry out a size-based filtration (Fig. 2).

The gaps between Nanofibers should be smaller than 2.5 μm to perform filtration
by size. The Nanofiber regenerated from spent carrot has a pore gap size of smaller
than 1 μm, compared to about 20 μm (Surgical/Clinical Mask) and 10 μm (N95
Mask) (Images 3, 4, 5, 6, 7 and 8).

Fig. 2 Visual representation
of interception filtration
mechanism

Targeted 
Particles ≥ 2.5 μm
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Image 3 Clinical mask at
400× magnification under
SEM

Image 4 Clinical mask at
2500× magnification under
SEM

4.2 Efficiency Test via Aerosol Microparticulate Counter Test

To compare the efficiency of the mask, a filtration test was conducted with the aid
of an Aerosol Particulate Counter. The experiment was carried out in an indoor
laboratory setting with temperature of 25.0 °C in Ebetsu, Hokkaido, Japan (Image 9
and Fig. 3).

It was used to assess the permeability of the regenerated CelluloseNanofiber poly-
mer to microparticulates, hence testing for its filtration efficiency as a respirator. The
experiment was conducted in an indoor laboratory under room temperature. Control
readings were first taken by measuring the amount of existing microparticulates in
the room. Then, the two samples of CN and N95 were separately placed to cover
the particulate counter to allow for a decrease in aerosol concentration readings. The
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Image 5 N95 mask at 400×
magnification under SEM

Image 6 N95 mask at
4000× magnification under
SEM

decrease in number of particulates that had permeated was attributed to the filter-
ing surface. This method had allowed for accurate comparison of the effectiveness
of both polymers as it had reduced the possibility of human error and allowed for
consistency of results. The device was placed in a fixed position to prevent drastic
changes in air composition and degree of microparticulate concentration. Repeated
readings were collected to ensure consistency and reliability of data collected to
attribute effective filtration due to the regenerated Cellulose Nanofiber masks, and
not due to inaccuracy during experimentation.

FromFig. 4, it can be inferred thatmost particulatematterwere between the size of
0.3 and 0.5μm.Hence, an effectivemask should have pore sizes smaller than 1μm in
size for effective filtration by size to prevent permeation by extremely fine aerosols,
leading to filtration inability. However, this does include filtration resulting from
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Image 7 Cellulose
nanofiber at 400×
magnification under SEM

Image 8 Cellulose
nanofiber at 6000×
magnification under SEM

Image 9 Aerosol particle
counter set-up
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Fig. 3 Visual representation
of particle counter

Fig. 4 Graph of average
particle size abundant in air

other reasons such as inertial impaction and particle attraction due to electrostatic
charges.

From Fig. 5, it was shown that the Cellulose Nanofiber mask was over 200%
as effective in filtering out microparticulate between the sizes of 0.3 and 2.0 μm,
proving to be effective in reducing exposure to PM2.5 particulate matter.

For particles about 5.0 μm in size, the Cellulose Nanofiber polymers were less
effective than the N95 masks in filtration efficiency. This was probably due to incon-
sistent heat that was applied to the sample during the drying of the regenerated
Cellulose, and the methods used to lay out the fibres into a thin sheet, resulting in
small pore holes in the fibre polymer that had allowed 5.0 μm microparticulates to
permeate through.
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Fig. 5 Graph of percentage of particles filtered against particle size

Also, the percentage of 10.0 μm sized particles that were filtered was the same:
this is most likely because such particulates exist in very small quantities in the
atmosphere. Nevertheless, this is not of relevance or concern as the human body is
able to naturally expel particulates that are larger 2.5 μm in size, and hence the mask
is not required to achieve high levels of protection against (Tables 2, 3 and 4).

Table 2 Specific data from microparticulate counter test (normal air, control set-up)

Particulate size/μm Normal air (control)

1 2 3 4 Average

0.3 5370 6300 6089 6191 5987.5

0.5 767 799 658 724 737

1.0 204 194 141 184 180.75

2.0 124 122 80 120 111

5.0 42 42 16 49 37.25

10.0 13 18 5 17 13.25

Table 3 Specific data from microparticulate counter test (N95 mask, variable 1)

Particulate size/μm N95 mask

1 2 3 4 Average

0.3 5300 5269 5007 5700 5319

0.5 660 682 661 697 675

1.0 180 135 120 141 144

2.0 61 62 56 61 60

5.0 9 8 7 8 8

10.0 5 4 3 4 4
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Table 4 Specific data from microparticulate counter test (regenerated cellulose fibre, variable 2)

Particulate size/μm Cellulose nanofibers derived from leftover carrot pulp

1 2 3 4 Average

0.3 4639 4570 3973 5139 4580.25

0.5 499 524 487 601 527.75

1.0 108 120 97 114 109.75

2.0 50 55 47 48 50

5.0 15 11 8 10 11

10.0 4 5 2 5 4

Fig. 6 Transmittance values (arb.) of CN fibre at varying wavelengths [8, 9]

4.3 Characterisation via Fourier-Transform Infrared
Spectroscopy

Fourier-Transform Infrared Spectroscopy allows for characterisation of fibres to
ensure that desirable properties and qualities are achieved (Fig. 6 and Table 5).

5 Conclusion

Carrot-derived Cellulose Nanofiber polymers are 200% effective as compared to
present N95 masks in terms of filtration efficiency. In addition, waste carrot is an
abundant source of starting material and can be easily found in all parts of the
world, making it readily available to everyone. Producing carrot-derived Cellulose
Nanofiber polymers can also reduce large amounts of food waste and these Cellulose
Nanofiber polymers are biodegradable.
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Table 5 FT-IR data relevant for cellulose nanofibers

Wavelengths peaks at: (cm−1) Significance

Lower peaks, 3300–3335 Due to stretching vibrations of OH, indicating partial
acetylation

2900–2800 Stretching of C–H groups of cellulose

Absence, 1840–1760 Free of unreacted acetic anhydride (CH3CO)2O, undesirable
by-product

Absence, 1700 No carboxylic group [COOH] in acetic acid by-product

1700–1745 and 1235–1240 Acetylated fibres
C=O stretching of carbonyl in ester bonds
Vibration peaks due to C–O stretching of acetyl groups

1320–1330 Bending vibration of C–H, C–O aromatic rings in
polysaccharides

1020–1030 Stretching of C–O and O–H

6 Future Work

One aspect to improving the Cellulose Nanofiber polymers is to test its filtration
efficiency in varying climates, where there are different types of Particulate Matter
(PM) present. Unlike N95 masks which are made of charged polypropylene fibres,
carrot-basedmasks are non-charged and can possibly bemore versatile in its applica-
tion in various climates globally—from being able to filter smog in winter climates to
forest fire haze in summer climates. Being able to work in different climates would
greatly benefit different groups of people living in all parts of the world as these
carrot-derived Cellulose Nanofiber polymers would be able to have a 200% filtration
efficiency against any type of Particulate Matter (PM) at different climates.

Also, commercial masks provide vague instructions of when it is necessary to
replace for a new mask, which may be wasteful during use in relatively less-polluted
environments. It would be of benefit if the Cellulose Nanofiber polymers are able
to change colour visibly when its performance falls below a certain threshold, so
consumers are aware of having to dispose and recycle the mask. This can be tested
with the use of UV-vis Spectroscopy.

Lastly, research can be done on improving the mask to be applicable and effective
against various types of microparticulate globally, from pollen dispersal to dust from
Aeolian sand. On top of this, it is possible to investigate the effectiveness of Cellu-
lose Nanofiber polymers in the medical field, such as filtering bacteria, viruses and
other airborne pathogens. Different types of vegetable waste can be tested for their
relative effectiveness as well. We anticipate Cellulose Nanofibers as an alternative,
sustainable solution to reducing exposure to air pollution, and eventually improving
overall respiratory health worldwide.
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Biofabrication of Organotypic
Full-Thickness Skin Constructs

Abby Chelsea Lee, Yihua Loo and Andrew Wan

Abstract Organotypic skin constructs have gained significant research and com-
mercial interest in the face of EU bans on animal-tested cosmetic products. In this
project, a simplified, full-thickness organotypic skin construct was prepared using
fibroblasts encapsulated in a synthetic peptide hydrogel matrix, over which ker-
atinocytes were allowed to proliferate, differentiate and stratify. The self-assembling
peptide was synthesized using solid phase chemistry. The peptide was then used
to prepare hydrogels of varying concentrations and the formulation was optimized
based on gelation kinetics and mechanical strength. The long-term biocompatibility
of this matrix with dermal fibroblasts was also evaluated. Finally, the in vitro skin
constructs were characterized using histology and electron microscopy. Potential
primers to evaluate gene expression of epithelial biomarkers were also identified. In
conclusion, the peptide hydrogel is an appropriate matrix for culturing organotypic
skin constructs due to its stability and low cytotoxicity. Building on this model, more
elaborate systems can be cultured with the addition of more cell types. These biolog-
ical constructs can potentially be used to screen therapeutic candidates, as well as to
evaluate the effects of compounds on skin tissue viability, permeability and cellular
gene expression.

Keywords Organotypic skin construct · Ultra-small peptides · Peptide hydrogel

1 Background and Purpose of Research

Three-dimensional (3D), multi-cellular, tissue mimetic models are powerful experi-
mental platforms. They enable the in vitro study of mammalian tissue development,
the modelling of human disease and the evaluation of novel therapeutics [1]. Organ-
otypic 3D cultures are more biologically relevant and allow better understanding of
in vivo physiology and function as integral biological processes are altered when
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cells are cultured in 2D versus 3D. These include immune system activation, defense
response, cell adhesion and tissue development [2, 3].

Organotypic skin constructs, in particular, have gained significant research and
commercial interest in the face of EU bans on animal-tested cosmetic products [4].
Human cadaver skin and excised animal skin have been traditionally used as topical
and transdermal permeation models [5]. However, while human cadaver skin repli-
cates in vivo permeation performance to some extent, there is a high sample to sample
variation. Animal skin, though easily procured, is inherently different in physiology
and gene expression from human skin. A simple in vitro culture of full-thickness
skin can be constructed using dermal fibroblasts encapsulated in a 3D gel matrix,
over which keratinocytes are seeded. Various biomaterials which mimic the extra-
cellular matrix (ECM) have demonstrated applicability as matrices [6, 7]. Collagen
is currently the most commonly used matrix for building organotypic full-thickness
skin. It is a good scaffold material since it contains naturally-occurring ligands that
facilitate cell attachment and proliferation [8]. However, batch-to-batch variations
reduce the degree of experimental control; while potential risks of immunogenic-
ity and pathogen transmission hinder future applications as tissue transplants [8].
Experimentally, one of the major challenges of using collagen hydrogels is remod-
elling by dermal fibroblasts, resulting in significant and uneven shrinkage of the
tissue construct after 3 weeks of culture [9]. Hence, we propose the use of self-
assembling, synthetic peptide hydrogels as a substitute supporting matrix. Short
peptides are versatile building blocks for fabricating supramolecular structures. A
specific motif enables ultrasmall peptides with 3–6 amino acids to self-assemble to
helical supramolecular fibres [10]. This amphiphilic peptide motif consists of a tail
of aliphatic nonpolar amino acids with decreasing hydrophobicity and a hydrophilic
head group [10]. The peptides undergo a structural transition pathway from random
coils to α-helical intermediates to β-turn structures with increasing concentration.
The β-turn fibers further condense into meshed 3D nanofibrous networks, which
closely resemble the ECM [10]. Due to their strong amphiphilic nature, the peptide
networks entrap water, forming 3D nanofibrous hydrogels. In this study, we use a
hexamer peptide, IK6, which demonstrates salt-enhanced gelation. They are highly
suitable due to their outstanding biocompatibility, mild gelation conditions [10], and
excellent mechanical properties. Moreover, they have been investigated as bioink
candidates to facilitate bioprinting of 3D tissue constructs [11].

2 Engineering Goal

The objective of this project is to synthesize, optimize and characterize the formula-
tion of peptide hydrogels for building full-thickness organotypic skin constructs.
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3 Methods and Materials

3.1 Solid-Phase Peptide Synthesis

The ultrashort peptides were synthesized manually, using solid phase peptide chem-
istry (Appendix) [12]. Briefly, L-lysine residues conjugated to polystyrene beads via
a Rink-amide linkage (GL Biochem, China) were swelled in dimethylformamide (JT
Baker, USA), de-protected and each succeeding amino acid residue added sequen-
tially. After the terminal amino acid had been added, the N-terminus amine group
was acetylated using acetic anhydride (Sigma Aldrich, USA). The peptides were
then cleaved using trifluoroacetic acid (Acros Organics, USA), precipitated and
washed with diethyl ether (JT Baker, USA). After vacuum drying, the crude products
were dissolved in dimethylsulfoxide (Kanto Chemical Co. Inc., Japan) and purified
using reverse-phase high-performance liquid chromatography mass spectrometry.
The purified peptide solution was subsequently lyophilized to obtain a dry powder.

3.2 Preparation of Peptide Hydrogels

Hydrogel samples were prepared in polydimethysiloxane moulds to obtain 8 mm
diameter discs, approximately 1 mm thick. Peptide powder was first dissolved in
milliQwater. 10%volume of 10× phosphate-buffered saline (PBS)was subsequently
added to stimulate gelation.

3.3 Rheological Analysis

Dynamic strain and oscillatory frequency sweep experiments were carried out using
the ARES-G2 Rheometer (TA Instruments, USA) with 8 mm titanium parallel plate
geometry. The storage (G′) and loss (G′′)moduli were recorded in response to varying
strain (γ) and angular frequency (ω). The readings of 3 samples were averaged for
each condition.

3.4 HDF and HDK Culture

Human dermal fibroblasts (HDFs) were obtained from Lonza (Basel, Switzerland),
cultured in Dulbecco’s minimum essential media (DMEM) supplemented with 10%
fetal bovine serum and 1% penicillin-streptomycin. Human dermal keratinocytes
(HDKs) were also purchased from Lonza (Basel, Switzerland), cultured in Ker-
atinocyte Serum Free Medium (Life Technologies, USA).
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3.5 Encapsulation of HDF and Cytotoxicity Assay

HDFs cultured were either cultured on tissue culture plates (24-well) or encapsulated
in 6 mg/mL peptide hydrogel, and cultured for 1 or 3 weeks. Cytotoxicity was
evaluated using the LIVE/DEAD assay (Thermo Fisher Scientific, USA). Constructs
were incubated at 37 °C for 5 min before being viewed underneath a fluorescence
microscope (Olympus IX71 Research Inverted microscope).

3.6 Organotypic Skin Co-cultures

HDFs were combined with the IK6 hydrogel and NaOH and seeded onto a 24-well
transwells (Corning, USA) at 4 × 106 cells/mL (Fig. 1). After a week, the HDKs
seeded onto the constructs. The constructs were maintained in 50% DMEM media
and 50%Keratinocyte SFMmedia for anotherweek.Afterwhich, theywere switched
to air-liquid interphase culture in stratification media for another 2 weeks [13].

3.7 Histology

Samples were fixed in 4% paraformaldehyde. Paraffin embedding was carried out
and 5 μm sections were stained with hematoxylin and eosin (H&E) for routine
histological evaluation under an Olympus IX71 microscope.

Fig. 1 Schematic representation of preparation of 3D organotypic skin constructs. a Peptide hydro-
gels encapsulating human dermal fibroblasts are pipetted into transwells and allowed to gel at 37 °C
for 30 min. The hydrogels were subsequently submerged in fibroblast media for a week. b Ker-
atinocytes are seeded onto the hydrogel surface and the construct is maintained under submerged
conditions in mixed media for another week. c Air-liquid interface culture wherein the construct is
exposed to stratificationmedia on the basolateral surface. This results in keratinocyte differentiation
into a stratified epidermis
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3.8 Field Emission Scanning Electron Microscopy

Organotypic skin constructs were dehydrated by sequential immersion in ethanol
solutions of increasing concentration, followed by crucial point drying using an
Autosamdri-815 Series A Critical Point Dryer. The dried samples were then sputter-
coated with platinum in a JEOL JFC 1600 High Resolution Sputter Coater. The
coated sample was then examined with a JEOL JSM-7400F FESEM system using
an accelerating voltage of 5 kV.

3.9 Qualitative Gene Expression Analysis Using Real Time
PCR

The constructs were dissolved in 500 μL of TRIzol (Life Technologies, USA). The
mRNA was extracted using chloroform extraction, followed by isopropanol-ethanol
precipitation. The concentration of mRNA content was quantified via absorbance
reading using NanoDrop 2000 Spectrophotometer (Thermo Fisher Scientific, USA).
500 ng mRNA was subsequently used to prepare cDNA via reverse transcription
using Super Script (Thermo Fisher Scientific, USA). 4 μL of template cDNA, 5 μL
SYBRGreen (Kapa Biosystems, USA) and 0.2μLROXdyewere combined tomake
the template mix. 9 μL of the template mix and 1 μL of diluted primer (col3A1,
CRABP2, KLK5, CDSN2 and GADPH) were added to the walls of a 96 well plate.
The plate was sealed with thermosensitive film and incubated in the 7500 Fast Real-
time PCR System (Applied Biosystems, USA).

4 Results and Discussion

4.1 Peptide Synthesis

The peptide was synthesized by solid-phase peptide synthesis and subsequently puri-
fied using high performance liquid chromatography. The collection of the desired
product is triggered by the detection of the 641 mass peak in the spectrometer. With
reference to the chromatograph (Fig. 2a) and mass spectra of the collected fragment
(Fig. 2b), there is little contamination of the crude product by deletion, addition or
substitution peptide sequences. The collected product (Fig. 2c) is very pure.
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Fig. 2 Purification of the peptide product. The a chromatograph and bmass spectra of the collected
fraction reflect the purity of the product. The desired product has a molecular weight of 640. It is
detected in the mass spectrometer as a singly charged species as denoted by the 641 peak. The 642
and 643 peaks contain deuterium isotopes, while the 321 peak is indicative of the double charged
species. c The purified, lyophilized peptide product is a fluffy white powder

4.2 Gelation Behavior and Mechanical Properties

Rigid hydrogels with storage moduli (G′) in the range of 10 kPa were obtained, using
PBS as the buffer. From the frequency sweep study (Fig. 3a), as frequency increases,
the gel remains fairly stable. Increasing peptide concentration increases both storage
and loss (G′′) moduli. Variation between samples is very small (n = 3). From the
amplitude sweep study (Fig. 3b), G′ and G′′ drops sharply when the strain increases
past a certain point, indicating that the hydrogel’s microstructure is breaking down.
In both studies, G′ remains higher than G′′, demonstrating that the samples remain
as gels throughout the measurement. When peptide concentration increases from 6
to 7.5 mg/mL, G′ increases from 104 to 1.5 × 104 Pa. When peptide concentration
increases from 7.5 to 9 mg/mL, G′ increases from 1.5 × 104 to 6 × 104 Pa.

The 6mg/mLhydrogel formulationwas chosen for preparation of tissue constructs
as it sufficiently stable (above 104 Pa). The lower concentration hydrogel conserves

Fig. 3 The peptide hydrogels demonstrate good mechanical strength, as reflected by high storage
moduli in the range of 10 kPa. a Frequency and b amplitude sweep studies show that hydrogel
rigidity increases with peptide concentration
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Fig. 4 Encapsulated fibroblasts maintain their viability after a one and b three weeks of culture,
as evident from calcein (green) staining

material and reduces cost, resulting in significant savings when producing tissue
constructs on a large scale. Moreover, the gelation time of the 6 mg/mL hydrogel
was about 30 min, which is comparable to that observed in literature. During this
window, the gel is very soft and fluid. It can bemixed to distribute the cells uniformly,
and consistently dispensed into the transwells before solidification.

4.3 HDF Encapsulation

The cell viability of the encapsulated HDFs is high following encapsulation at the
one- and three-week time points (Fig. 4), demonstrating that the hydrogel has low
cytotoxicity. These results suggest that the peptide hydrogel can support the long-
term culture of fibroblasts in organotypic skin constructs.

4.4 Organotypic Skin Culture

The gel retained its shape and size after 3weeks of culture; no shrinkagewas observed
(Fig. 5a). The surface of the gel at the air-liquid interphase was smooth.
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Fig. 5 Organotypic skin constructs after culturing for 3 weeks. Comparison of the collagen control
(left) and peptide hydrogels (right) reflect the dramatic shrinkage of the former while the latter
remains largely unchanged in both the a top view and b side view

From the histology images (Fig. 6), the stratified layer of the organotypic skin
construct can be observed. Similar to the keratinized stratified squamous epithelium
of human skin, the upper most layer of the construct consists of tightly packed,
flattened keratinocytes, layered on top of more cuboidal cells near the hydrogel.

The surface topology of the organotypic skin constructs was smooth (Fig. 7a).
From the SEM image of the underside, the hydrogel is visibly present and the nanofi-
brous microarchitecture is preserved even after 3 weeks of culture (Fig. 7b).

Fig. 6 Histology of the tissue constructs after 2 weeks of stratification culture. a At low magnifi-
cation (4×), it is observed that the keratinocytes formed a continuous layer on the hydrogel. b At
higher (10×) magnification, the organization of differentiated keratinocytes into a pluristratified
epidermis was seen



Biofabrication of Organotypic Full-Thickness Skin Constructs 257

Fig. 7 Field emission scanning microscopy images of the a apical and b basolateral surfaces of the
tissue constructs. a The stratified keratinocytes have a smooth, continuous surface. bThe basolateral
surface reflects the nanofibrous microarchitecture of the peptide hydrogel

4.5 Gene Expression

After exploring different primer sequences, the following primers are found to
be appropriate for detecting gene expression in these organotypic skin constructs.
Col3A1 codes for type 3 collagen, while CRABP2 codes for the Cellular Retinoic
Acid Binding Protein, both of which are likely expressed by the fibroblasts. CDSN2
codes for corneodesmosin, which is involved in corneocyte maturation, and KLK5
codes for Kallikrein-related peptidase 5, which is suggested to regulate desquama-
tion, which are likely expressed by the keratinocytes (Fig. 8).

Fig. 8 Relative expression of genes
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5 Conclusions, Challenges Encountered
and Recommendations for Future Work

During the course of this project, the specific aims to synthesize a suitable peptide
candidate, optimize the formulation of peptide hydrogels and characterise a simple
organotypic skin construct were achieved. These biological constructs can subse-
quently be used to screen therapeutic candidates, as well as to evaluate the effects of
compounds on skin tissue viability, permeability and cellular gene expression.

Due to the limited time frame of this project, the evaluation of a model test com-
pound—retinoic acid, was limited in scope. The results are presented in Appendix.
Briefly, two concentrations of retinoic acid (RA) (0.05 and 0.25%) were applied to
the constructs. The preliminary data suggests that KLK5 and CDSN2 were upregu-
lated with increasing concentration of RA. However, the small sample set and limited
data points did not allow reliable conclusions to be drawn. One of the major chal-
lenges encountered was designing the dosages for the in vitro model to correlate
well with published studies on human samples. Majority of the published literature
utilize human patient participants who applied the test compound as a cream to parts
of their skin, which was subsequently either biopsied or evaluated non-invasively. To
eliminate potentially confusing results from possible permeation enhancers or toxic
additives in the cream, attempts were made to dissolve RA in dimethylsulfoxide
and dilute in PBS for application to the in vitro constructs. Due to differences in
application medium, as well as differences in surface area of application, there were
discrepancies between our results and literature published date. The RA applied in
our study is likely to be of a higher concentration than what is applied to skin in vivo
per unit area. Therefore, in the future, determining concentrations of RA more sim-
ilar to that of what is applied topically can be explored in order for more reliable
comparisons between organotypic skin constructs and in vivo studies can be made.
Additionally, a wider variety of model compounds, such as salicylic acid or benzoic
acid, across a wide range of concentrations should be tested, to validate the model
for evaluating novel therapeutic candidates.

In this project, a simplified organotypic skin construct was prepared using fibrob-
lasts encapsulated in a synthetic peptide hydrogel matrix, over which keratinocytes
were allowed to proliferate, differentiate and stratify. Building on this model, more
elaborate systems can be culturedwith the addition ofmore cell types such as immune
cells and adipocytes into the dermal compartment, as well as melanocytes into the
epidermis. For example, the addition of normal versus malignant melanocytes can be
used to study the mechanism of epidermal pigmentation and melanoma progression
[14].

In conclusion, IK6 is an appropriate matrix for culturing organotypic skin con-
structs due to its stability and low cytotoxicity. With great advancements in biomedi-
cal engineering in the last decade, it can be hoped that such constructs will be reliable
and accurate solution to the complex problems of animal testing, including inher-
ent differences in skin physiology and gene expression between human and animal
samples.
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Appendix

Solid phase peptide synthesis scheme. Source https://www.sigmaaldrich.
com/life-science/custom-oligos/custom-peptides/learning-center/solid-
phase-synthesis.html

https://www.sigmaaldrich.com/life-science/custom-oligos/custom-peptides/learning-center/solid-phase-synthesis.html
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Primers used in real time PCR

Relative expression of genes under 0.05 and 0.25% retinoic acid
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Resolving the Diagnostic Odyssey
of a Patient with an Undefined
Neuromuscular Disorder Using
Massively Parallel Sequencing
Approaches

Yu Yiliu, Ong Hui Juan, Swati Tomar, Grace Tan Li Xuan, Raman Sethi,
Tay Kiat Hong and Lai Poh San

Abstract We investigated the effectiveness ofDNA-based next-generation sequenc-
ing (NGS) targeting different genomic region and coverage from five platforms in
resolving the diagnostic odyssey of a patient with an unidentified neuromuscular dis-
order. There were advantages and limitations associated with the different platform
approaches. On average, over 22,000 rare protein effecting single nucleotide variants
(SNVs), 1955 structural variants (SVs), and 229 copy number variants (CNVs) were
identified and analyzed. Seven candidate SNVs fulfilled filtration criteria but were
likely to be non-causative due to their classification or disease phenotype. Assess-
ment of an intronic event through IGV and PCR suggested a region of structural
rearrangement in DMD gene, which mismatched to two other genes on chromosome
X hinting towards a possible novel mechanism of gene inactivation. Our results
show that NGS platforms detect candidate variants but some disease mechanisms
may remain undetected and points for need for caution when applying NGS for
diagnostic purposes.

Keywords Next generation sequencing · Targeted sequencing · Whole exome
sequencing · Whole genome sequencing · Neuromuscular disorder

1 Introduction

A diagnostic odyssey is a journey of searching for an accurate diagnosis of a patient,
typically involving multiple clinical evaluations and laboratory tests for effective
disease management [1]. During this period, patients may seek advice from multiple
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specialists, where many receive at least one incorrect diagnosis [2]. Hence, a diag-
nostic odyssey is a period of financial and emotional burden for the affected family
[3].

In recent years, there has been an increase in the use of next-generation sequencing
(NGS) to resolve diagnostic odysseys due to its high throughput platform and cost
effectiveness [4]. There are three common types of DNA-based NGS platforms used
clinically-targeted/exome panel sequencing, whole exome sequencing (WES) and
whole genome sequencing (WGS). However, the diagnostic yield is still low and
ranges from 8 to 45% [5–7], which is in turn linked to uneven coverage, incomplete
capture [8] and discovery of variants of unknown significance (VUS) [9]. The choice
ofNGSplatformalso influences the diagnostic success rate, as they are categorized by
varying read depth, average genomic region covered and types of variants detected
[10–12]. Variations in read depth can affect the number and accuracy of detected
variants, even when using same sequencing platforms [13]. Higher sequencing depth
is recommended for accurate results for current NGS platforms which are primarily
short-read sequencing (100–150 bp paired end) with a higher error rate (0.1–1%
depending on sequencing platform) [14].

Neuromuscular disorders (NMDs) are a group of diseases which affect the periph-
eral nervous system and muscles [15]. Major challenges associated with diagnosis
of NMDs include genetic heterogeneity [16, 17], overlapping phenotypes [18], and
large repertoire of genes associated with muscular disorders [15]. In this project, we
aimed to determine the candidate gene or genetic mechanism underlying an undi-
agnosed case of neuromuscular disorder (NMD) via five different NGS platforms
encompassing targeted (to investigate specific genes closely associated with NMD),
whole exome (to investigate all coding genes of human genome) and whole genome
(to investigate the non-coding regions of humangenome) sequencing.Wealsowanted
to compare the effectiveness of the different sequencing platforms.

2 Hypothesis

We hypothesized that the use of multiple DNA based NGS platforms targeting differ-
ent genomic region and coverage can increase the effectiveness of detecting disease
associated candidate gene(s).

3 Methods

The anonymized patient’s data was provided to us. The patient had no known family
history and displayed following phenotypes: elevated serum creatine phosphokinase,
muscular hypotonia, muscular dystrophy, flexion contracture, childhood onset, and
autistic behaviour. Based on the above phenotypes, a panel of 109 genes was short-
listed for targeted sequencing (Platform T) which included top candidates associated
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with muscular dystrophy like DMD, FPRK, LAMA2 and LMNA among others. The
overall workflow of this project was categorized into three stages: variant identifica-
tion, variant filtration and variant prioritization. Variant identification involved the
use of three different kinds of NGS to sequence genomic DNA from the patient.
WES platform was called Platform E. WGS was conducted through three different
sequencing coverages, namely Platform G (40x), Platform N (60x) and Platform A
(90x). Trios analysis was performed through data generated from Platform G, as
DNA samples from father, mother and the proband were sequenced (Appendix 2).
The identified variants were categorized based on sequence ontology and size as fol-
lows: Single nucleotide variations, insertions and deletions (SNV-indels), structural
variations (SVs) and copy number variations (CNVs).

3.1 Variant Filtration

SNV-indels (Fig. 1)were detected from all five sequencing platforms.Variants affect-
ing the coding regions of the genes—exonic/splice site, were selected as more likely
candidates to alter gene function. For splice site variants, they were considered to be
deleterious if they had a dbscSNV_ADA score and dbscSNV_RF score of ≥0.6 [19]
and only essential splice site variants (±2 bp) were considered to have a significant

Fig. 1 Inhouse variant analysis pipeline
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impact on the gene product. The dbscSNV scores predict splicing impact and a larger
score indicates more likely splice altering. We further filtered out synonymous and
non-frameshift variants. All variants were annotated against five common population
databases—ExAC [20], ESP [21], 1000 Genomes [22], Kaviar [23] and gnomAD
[20]. Only variants with a minor allele frequency (MAF) of ≤1% were categorized
as rare variants. An exception was made for the filtration of Platform G whereby the
MAF filtration criteria was relaxed to 5%MAF as no results could be obtained from
the former criterion. Furthermore, a total read depth ≥10 and an alternate read depth
≥5 was considered as a cutoff for true positive variant.

Gene inheritance patterns were obtained from Online Mendelian inheritance In
Man (OMIM) [24]. All single heterozygous variants inherited from either or both
parents were removed, for they could not sustain a dominant disease model as the
parents were healthy, nor a recessive model as a single variant would be incapable of
disease manifestation. The remaining variants were then categorized into de novo,
compound heterozygous and X-linked (inherited in heterozygous state from mother
only) models. For compound heterozygous variants, genes that were associated with
only dominant disease models and variants that were inherited from same parent, i.e.
inherited in cis, were ruled out.

SVs and CNVs (Fig. 1) were detected by WGS platforms only (Platforms A, N
and G). SVs were categorized into deletions, duplications (or insertions), inversions
and translocations. We used BEDTools [25] to compare variants against common
variations database—DGV [26] and dbVar [27] and variants with >50% overlaps
across normal known variants were removed. Variants were further filtered out based
on (i) any breakpoint located within 1 kb of a known assembly gap region in the
reference genome, or with both breakpoints within repeat region, (ii) <50 bp and
(iii) disrupted non coding regions. Platform G was filtered only for de novo SV and
CNV variants as it contained trios data. High quality SVs were selected based on
JunctionSequenceResolved >0 (for physical connection between the left and right
genomic sequences of a breakpoint junction) and MatePairCount >10 (for sufficient
DNB support for the junction) [28]. For Platform N, mapping quality (MAPQ) >40
was considered. Only variants involving exonic regions of genes or entire copy of
gene were considered for CNVs.

3.2 Variant Prioritisation

Genes of selected variants were prioritized using VarElect [29] and only those with
a direct association to the given phenotype were selected as they were more likely to
be causative. Final SNV-indel candidates were classified by incorporating American
College of Medical Genetics and Genomics (ACMG) guidelines [30]. The top SVs
and CNVs were visually assessed using IGV (Integrative Genomics Viewer) [31].
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4 Results and Discussion

4.1 Sequence Variations

When considering only rare (≤1%MAF) protein effecting variants, 15,185 variants
were identified from Platform A (~90x), 2501 from Platform N (~60x), 2611 from
Platform G (~40x), 1694 from Platform E (~60x) and 36 variants from Platform T
(~140x) (Appendix 3). Of these, only 7 SNV-indels in five genes fulfilled all the
filtration criteria (Table 1). TTN is directly associated with neuromuscular diseases
such as limb-girdlemuscular dystrophy (LGMD) type 2J andFRG1 is associatedwith
facioscapulohumeral muscular dystrophy (FSHD) while MYOM3 overexpression is
a biomarker for Duchenne muscular dystrophy and LGMD phenotype (32). LDB3
causes cardiomyopathy, left ventricular noncompaction 3 andmyofibrillar myopathy
4. This was ruled out, as our patient did not present any heart related phenotype and
myofibrillar myopathy 4 has a late onset (from 44 to 73 years) and our patient is
a child. Lastly, the missense mutation in FRG1 was removed as a candidate as the
phenotype of FSHD included muscle weakness that first affects the facial muscles
and upper extremities which was inconsistent with our patient’s phenotype. Finally,
there were 3 candidate variants remaining from the genes TTN and MYOM3. Both
variants in TTN were classified as likely benign while the variant in MYOM3 was
classified as a VUS.

4.2 Structural and Copy Number Variations

Final CNV events as obtained from Platforms A, N, and G were 203, 3, and 0
respectively. A total of 63, 1888, and 4 SVs were detected from each platform,
respectively. Only two genes associated with neuromuscular disorders harboured
copynumber losses (LARGE(Chr 22),ATXN7 (Chr 3), one copy loss each), andnone
harboured any gains.Only one gene associatedwith neuromuscular disorders (FRG1)
harboured an SV (translocation) from Platform A. Among the genes harbouring
final SV variants from Platform N, 55 muscle panel genes harboured deletions, 25
harboured duplications, 33 harboured inversions, and 2 harboured translocations.
All 33 muscle panel genes carrying final SVs from Platform G harboured inversions
(Fig. 2). Overlapping SVs across the three WGS platforms were detected through
Shell script (Appendix B). A total of 112 overlapping SVs effecting 575 genes were
detected. Of which, one muscle-panel gene (GNB4) was a part of 40 Mb deletion at
Chr3, and 5 muscle-panel genes (AKAP9, AP4M1, GATAD1, HSPB1, SGCE) were
contained in a 38 Mb duplication at Chr7. However, these variants were unlikely to
be true as the number of discordant reads as seen through IGVwere too low (<15%).
No overlapping CNVs were found.

Multiple large SVs (of size >3 mb) were found by Platforms N (108 SVs) and
G (29 SVs), spanning 96 muscle panel genes. Of which, 2 deletion with insert sizes
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Fig. 2 Number of muscle panel genes affected by final SV variants in each chromosome. aNumber
of genes harbouring variants fromPlatformA.bNumber of genes harbouring variants fromPlatform
N. c Number of genes harbouring variants from Platform A. Annotation: Chr, chromosome

3Mbp and 18Mbp were observed in DMD by Platform N, which is associated with
Duchenne muscular dystrophy. The deletions were matched to CFAP47 gene and
GLRA2gene respectively, eachwith one breakpoint residing in Intron 9 ofDMD.The
breakpoint matched to CFAP47 gene had approximately 51% (18/35) of discordant
reads from Platform N and 37% (10/27) from Platform A. The breakpoint with reads
mapping to GLRA2 gene had approximately 41% (12/29) of discordant reads from
Platform N and 52% (15/29) from Platform A. A PCR was performed on normal
and patient’s DNA encompassing this region to verify whether raw DMD sequence
could be amplified.Our PCR result showed that therewas no amplification in patient’s
DNA vs the control DNA (Fig. 3). However, the region between the two breakpoints

Fig. 3 a 2 primers were designed for PCR. b Lane 1: normal control for 759 bp amplicon; Lane
2: DMD sample; Lane 3: negative control for 759 bp amplicon; Lane 4: normal control for 350 bp
amplicon; Lane 5: DMD sample; Lane 6: negative control for 350 bp amplicon. Test samples were
not amplified, suggesting the presence of a deletion
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were well covered in general and showed no significant signs of a deletion as viewed
from IGV. Bam file visualization for both Platform A (90x) and Platform N (60x)
both confirmed similar phenomena although the large deletion was reported in the
NGS data from both platforms. Previous research based on a well-studied pedigree
NA12878 reported SV identification tools DELLY (used by Platform N) and Manta
(used byPlatformA) to have high false discovery rates [32, 33].While an abnormality
is confirmed to be present in Intron 9 ofDMDgene, in light of the inconclusive results
from IGV visualisation, it is unclear whether this variant truly effects the entire DMD
gene. If the causal variant is really the structural rearrangement as observed in intron
9 of DMD gene, it is rather complex and cannot be detected by the other testing
technologies, and was hence missed in previous and current studies.

4.3 Discussion

The overlapping SNV-indels identified across five sequencing platforms included
13 stop-gain, 10 frameshift, 600 missense and 1139 splice site variants. However,
we excluded final filtered variants in TTN that were classified under ACMG clinical
guidelines as “Likely benign”. Another candidate variant inMYOM3 has been previ-
ously reported in dbSNP (rs143187236) but not in ClinVar [34]. MYOM3 belongs to
a family of structural proteins that localize to theM-band of the sarcomere in striated
muscle and are involved in sarcomere stability as well as resistance during intense or
sustained stretch. It was reported that MYOM3 protein were overexpressed in sera of
39 DMD patients but not in 38 controls [35]. However, since our proband harbours a
stopgain mutation in this gene, which would most likely result in a truncated protein
or result in nonsense-mediatedmRNAdecay, it is thus unlikely to have an association
with the previously reported observation in DMD patients.

Platform N’s CNV events were called using Control-FREEC [36] and it reported
copy number losses in Chromosome X, with copy number of only “1”. However,
they were found to be false positives because the proband is a male with one copy
of X chromosome.

The top candidate variants for SV and CNV were a copy number loss in LARGE
gene and a translocation in FRG gene. Both were muscle panel genes and were
directly related to the patient’s identified phenotypes. They are probable true variants.
Mutation in the LARGE gene is known to cause muscular dystrophy—dystrogly-
canopathy type A, 6 and type B, 6, both autosomal recessive. Phenotypes matched
with the patient were “Elevated serum creatine phosphokinase”, “Muscular dystro-
phy”, “Childhood onset”, “Muscular hypotonia” and “Flexion contracture”. How-
ever, mental retardation (muscular dystrophy—dystroglycanopathy type B, 6), and
brain and eye anomalies (muscular dystrophy—dystroglycanopathy type A, 6) were
not present in the patient. FRG1 is associated with facioscapulohumeral muscular
dystrophy (autosomal dominant). Phenotypes matched were “Elevated serum cre-
atine phosphokinase”, “Muscular dystrophy” and “Childhood onset”. Despite this,
the involvement of facial muscles, characteristic of facioscapulohumeral muscular
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dystrophy, did not coincide with the patient’s phenotype. Thus, it was unlikely that
these 2 variants were the cause of the patient’s disease.

Our results showed different platforms yielded varying results in detecting candi-
dates genes. This is related to different sequencing depths and approaches. Ability to
use targeted (Platform T) and lower coverage (either WES or WGS) to detect causal
variants would save cost. We noted that there are limitations and strengths for these
platforms. Nonetheless, our results showed candidate genes could be detected for
which further assessment is required which may rule them out. Multiple approaches
can enhance effectiveness of determining candidate gene expression for challenging
undiagnosed cases. In this project, we found many candidate variants but they were
likely to be benign based on our analysis. It is possible that other disease mecha-
nismsmay be involved such asmethylation, post-translational modification, etc., that
cannot be detected by our DNA-based NGS approaches. Hence, this points towards
caution when applying such technologies for diagnosis.

5 Conclusion

While the use of multiple platforms did provide us with a plethora of variants, most
of the identified variants were filtered out based on our in-house pipeline and only
a very small portion of them fulfilled all of our criteria. This observation highlights
that even though multiple DNA-NGS platforms may yield large data for analysis,
it may still be unable to find causative variants in some rare cases. This may be
explained due to the presence of undetectable sequence alterations or require other
means of NGS such as long read sequencing or whole transcriptome sequencing,
where feasible. Lastly, the presence of a disease-causing intronic variants cannot be
ruled out from our observation.

Acknowledgements Wewould like to thank our mentors: Professor Lai Poh San, Dr. Swati Tomar,
Ms. Grace Tan,Mr. Raman andMr. TayKiat Hong for their invaluable guidance and help throughout
the entire course of the project.

References

1. Thevenon, J., Duffourd, Y.,Masurel-Paulet, A., Lefebvre,M., Feillet, F., El Chehadeh-Djebbar,
S., et al. (2016). Diagnostic odyssey in severe neurodevelopmental disorders: Toward clinical
whole-exome sequencing as a first-line diagnostic test. Clinical Genetics, 89(6), 700–707.
https://doi.org/10.1111/cge.12732.

2. Zurynski, Y., Deverell, M., Dalkeith, T., Johnson, S., Christodoulou, J., Leonard, H., et al.
(2017). Australian children living with rare diseases: Experiences of diagnosis and perceived
consequences of diagnostic delays. Orphanet Journal of Rare Diseases, 12(1), 68. https://doi.
org/10.1186/s13023-017-0622-4.

https://doi.org/10.1111/cge.12732
https://doi.org/10.1186/s13023-017-0622-4


272 Y. Yiliu et al.

3. Wong, S. H., McClaren, B. J., Archibald, A. D., Weeks, A., Langmaid, T., Ryan, M. M.,
et al. (2015). A mixed methods study of age at diagnosis and diagnostic odyssey for duchenne
muscular dystrophy. European Journal of Human Genetics, 23(10), 1294–1300. https://doi.
org/10.1038/ejhg.2014.301.

4. O’Donnell-Luria, A. H., & Miller, D. T. (2016). A clinician’s perspective on clinical exome
sequencing. Human Genetics, 135(6), 643–654. https://doi.org/10.1007/s00439-016-1662-x.

5. Gilissen, C., Hehir-Kwa, J. Y., Thung, D. T., van de Vorst, M., van Bon, B. W. M., Willemsen,
M.H., et al. (2014). Genome sequencing identifiesmajor causes of severe intellectual disability.
Nature, 511(7509), 344–347. https://doi.org/10.1038/nature13394.

6. Savarese, M., Sarparanta, J., Vihola, A., Udd, B., & Hackman, P. (2016). Increasing role of
titinmutations in neuromuscular disorders. Journal of Neuromuscular Diseases, 3(3), 293–308.
https://doi.org/10.3233/JND-160158.

7. Dixon-Salazar, T. J., Silhavy, J. L., Udpa,N., Schroth, J., Schaffer, A. E., Olvera, J., et al. (2012).
Exome sequencing can improve diagnosis and alter patient management. Science Translational
Medicine, 4(138). https://doi.org/10.1126/scitranslmed.3003544.exome.

8. Zhang, X. (2014). Exome sequencing greatly expedites the progressive research of mendelian
diseases. Frontiers of Medicine in China, 8(1), 42–57. https://doi.org/10.1007/s11684-014-
0303-9.

9. Pal, L. R., Kundu, K., Yin, Y., &Moult, J. (2017). CAGI4 SickKids clinical genomes challenge:
A pipeline for identifying pathogenic variants. Human Mutation, 38(9), 1169–1181. https://
doi.org/10.1002/humu.23257.

10. Marian, A. J. (2014). Sequencing your genome: What does it mean? Methodist DeBakey Car-
diovascular Journal, 10(1), 3–6. https://doi.org/10.14797/mdcj-10-1-3.

11. Liew, W. K. M., Ben-Omran, T., Darras, B. T., Prabhu, S. P., De Vivo, D. C., Vatta, M., et al.
(2013). Clinical application of whole-exome sequencing. JAMA Neurology, 70(6), 788. https://
doi.org/10.1001/jamaneurol.2013.247.

12. Belkadi, A., Bolze, A., Itan, Y., Cobat, A., Vincent, Q. B., Antipenko, A., et al. (2015). Whole-
genome sequencing is more powerful than whole-exome sequencing for detecting exome vari-
ants. Proceedings of the National Academy of Sciences, 112(17), 5473–5478. https://doi.org/
10.1073/pnas.1418631112.

13. Fumagalli, M. (2013). Assessing the effect of sequencing depth and sample size in population
genetics inferences. PLoS One, 8(11), e79667. https://doi.org/10.1371/journal.pone.0079667.

14. Desai, A., Marwah, V. S., Yadav, A., Jha, V., Dhaygude, K., Bangar, U., et al. (2013). Iden-
tification of optimum sequencing depth especially for de novo genome assembly of small
genomes using next generation sequencing data. PLoS One, 8(4), e60204. https://doi.org/10.
1371/journal.pone.0060204.

15. Laing,N.G. (2012).Genetics of neuromuscular disorders.Neuromuscular Disorders of Infancy,
Childhood, and Adolescence: A Clinician’s Approach, 49, 17–31. https://doi.org/10.1016/
B978-0-12-417044-5.00002-0.

16. Timmerman, V., Strickland, A. V., & Züchner, S. (2014). Genetics of Charcot-Marie-Tooth
(CMT) disease within the frame of the human genome project success. Genes, 5(1), 13–32.
https://doi.org/10.3390/genes5010013.

17. Nigro, V., & Savarese, M. (2014). Genetic basis of limb-girdle muscular dystrophies: The 2014
update. Acta Myologica, 33(1), 1–12.

18. Bönnemann, C. G., Wang, C. H., Quijano-Roy, S., Deconinck, N., Bertini, E., Ferreiro, A.,
et al. (2014). Diagnostic approach to the congenital muscular dystrophies. Neuromuscular
Disorders, 24(4), 289–311. https://doi.org/10.1016/j.nmd.2013.12.011.diagnostic.

19. Li, Q., & Wang, K. (2017). InterVar: Clinical interpretation of genetic variants by the 2015
ACMG-AMP guidelines. American Journal of Human Genetics, 100(2), 267–280. https://doi.
org/10.1016/j.ajhg.2017.01.004.

20. Lek, M., Karczewski, K. J., Minikel, E. V., Samocha, K. E., Banks, E., Fennell, T., et al. (2016).
Analysis of protein-coding genetic variation in 60,706 humans. Nature, 536(7616), 285–291.
https://doi.org/10.1038/nature19057.

https://doi.org/10.1038/ejhg.2014.301
https://doi.org/10.1007/s00439-016-1662-x
https://doi.org/10.1038/nature13394
https://doi.org/10.3233/JND-160158
https://doi.org/10.1126/scitranslmed.3003544.exome
https://doi.org/10.1007/s11684-014-0303-9
https://doi.org/10.1002/humu.23257
https://doi.org/10.14797/mdcj-10-1-3
https://doi.org/10.1001/jamaneurol.2013.247
https://doi.org/10.1073/pnas.1418631112
https://doi.org/10.1371/journal.pone.0079667
https://doi.org/10.1371/journal.pone.0060204
https://doi.org/10.1016/B978-0-12-417044-5.00002-0
https://doi.org/10.3390/genes5010013
https://doi.org/10.1016/j.nmd.2013.12.011.diagnostic
https://doi.org/10.1016/j.ajhg.2017.01.004
https://doi.org/10.1038/nature19057


Resolving the Diagnostic Odyssey of a Patient with an Undefined … 273

21. NHLBI grand opportunity exome sequencing project (ESP). (2017). Accessed December 26.
https://esp.gs.washington.edu/drupal/.

22. Auton, A., Abecasis, G. R., Altshuler, D. M., Durbin, R. M., Abecasis, G. R., Bentley, D.
R., et al. (2015). A global reference for human genetic variation. Nature, 526(7571), 68–74.
https://doi.org/10.1038/nature15393.

23. Glusman, G., Caballero, J., Mauldin, D. E., Hood, L., & Roach, J. C. (2011). Kaviar: An
accessible system for testing SNV novelty. Bioinformatics, 27(22), 3216–3217. https://doi.
org/10.1093/bioinformatics/btr540.

24. Hamosh, A., Scott, A. F., Amberger, J. S., Bocchini, C. A., & McKusick, V. A. (2004). Online
Mendelian Inheritance in Man (OMIM), a knowledgebase of human genes and genetic dis-
orders. Nucleic Acids Research, 33(Database issue), D514–D517. https://doi.org/10.1093/nar/
gki033.

25. Quinlan, A. R. (2014). BEDTools: The Swiss-army tool for genome feature analysis. Cur-
rent Protocols in Bioinformatics, 47, 11.12.1–11.12.34. https://doi.org/10.1002/0471250953.
bi1112s47.

26. MacDonald, J. R., Ziman, R., Yuen, R. K. C., Feuk, L., & Scherer, S. W. (2014). The database
of genomic variants: A curated collection of structural variation in the human genome. Nucleic
Acids Research, 42(Database issue), D986–D992. https://doi.org/10.1093/nar/gkt958.

27. Lappalainen, I., Lopez, J., Skipper, L., Hefferon, T., Spalding, J. D., Garner, J., et al. (2013).
DbVar and DGVa: Public archives for genomic structural variation. Nucleic Acids Research,
41(Database issue), D936–D941. https://doi.org/10.1093/nar/gks1213.

28. Genomics Incorporated, Complete. (2013). Standard sequencing service data file formats.
http://www.completegenomics.com/documents/DataFileFormats_Standard_Pipeline_2.5.pdf.

29. Stelzer, G., Plaschkes, I., Oz-Levi, D., Alkelai, A., Olender, T., Zimmerman, S., et al. (2016).
VarElect: The phenotype-based variation prioritizer of the GeneCards Suite. BMC Genomics,
17(Suppl 2), 444. https://doi.org/10.1186/s12864-016-2722-2.

30. Rehm, H. L., Bale, S. J., Bayrak-Toydemir, P., Berg, J. S., Brown, K. K., Deignan, J. L.,
et al. (2013). ACMG clinical laboratory standards for next-generation sequencing. Genetics in
Medicine, 15(9), 733–747. https://doi.org/10.1038/gim.2013.92.

31. Thorvaldsdóttir, H., Robinson, J. T., & Mesirov, J. P. (2013). Integrative Genomics Viewer
(IGV): High-performance genomics data visualization and exploration. Briefings in Bioinfor-
matics, 14(2), 178–192. https://doi.org/10.1093/bib/bbs017.

32. Chen, X., Schulz-Trieglaff, O., Shaw, R., Barnes, B., Schlesinger, F., Cox, A. J., et al. (2015).
Manta: Rapid detection of structural variants and indels for clinical sequencing applications.
bioRxiv, 32, 24232. https://doi.org/10.1101/024232.

33. Kronenberg, Z. N., Osborne, E. J., Cone, K. R., Kennedy, B. J., Domyan, E. T., Shapiro,
M. D., et al. (2015). Wham: Identifying structural variants of biological consequence. PLoS
Computational Biology, 11(12), 1–19. https://doi.org/10.1371/journal.pcbi.1004572.

34. Reference SNP (refSNP) Cluster Report: rs143187236. (2018). Accessed January 3. https://
www.ncbi.nlm.nih.gov/projects/SNP/snp_ref.cgi?rs=143187236.

35. Rouillon, J., Poupiot, J., Zocevic, A., Amor, F., Leger, T., Garcia, C., et al. (2015). Serum
proteomic profiling reveals fragments of MYOM3 as potential biomarkers for monitoring the
outcome of therapeutic interventions in muscular dystrophies. https://helda.helsinki.fi/handle/
10138/225083.

36. Boeva, V., Popova, T., Bleakley, K., Chiche, P., Cappo, J., Schleiermacher, G., et al. (2012).
Control-FREEC: A tool for assessing copy number and allelic content using next-generation
sequencing data. Bioinformatics (Oxford, England), 28(3), 423–425. https://doi.org/10.1093/
bioinformatics/btr670.

https://esp.gs.washington.edu/drupal/
https://doi.org/10.1038/nature15393
https://doi.org/10.1093/bioinformatics/btr540
https://doi.org/10.1093/nar/gki033
https://doi.org/10.1002/0471250953.bi1112s47
https://doi.org/10.1093/nar/gkt958
https://doi.org/10.1093/nar/gks1213
http://www.completegenomics.com/documents/DataFileFormats_Standard_Pipeline_2.5.pdf
https://doi.org/10.1186/s12864-016-2722-2
https://doi.org/10.1038/gim.2013.92
https://doi.org/10.1093/bib/bbs017
https://doi.org/10.1101/024232
https://doi.org/10.1371/journal.pcbi.1004572
https://www.ncbi.nlm.nih.gov/projects/SNP/snp_ref.cgi%3frs%3d143187236
https://helda.helsinki.fi/handle/10138/225083
https://doi.org/10.1093/bioinformatics/btr670


Eccentric Mass Designs
of Membrane-Type Acoustic
Metamaterials to Improve Acoustic
Performance

Ruochen Xu and Zhenbo Lu

Abstract Membrane-type acoustic metamaterials (MAMs) are engineered to be
both extremely compact and lightweight with periodic structure. These materials
reveal dramatically better sound insulation especially at lower frequencies than the
conventional systems of similar dimensions and weight. It promises for the applica-
tions of lightweight construction and vehicular cabin to insulate sound at a specific
frequency range. In this experiment, MAMs with eccentric masses were designed,
and these prototypes were used for investigating their acoustic performances for
seeking the optimised distribution of eccentric masses that can drastically increase
the frequency band of sound absorption, which occurs especially in the low fre-
quency range. Through simulations, their acoustic performances were quantified
and graphed, and their surface displacement diagrams and transmission loss graphs
were generated and analysed. The results showed that the MAMs with optimised
eccentric mass distribution are able to drastically widen the frequency band of sound
absorption in the low-frequency range, with the effectiveness varying slightly for
different designs.

Keywords Metamaterials ·Membrane-type acoustic metamaterials · Sound
insulation · Eccentric masses · Acoustics

1 Introduction

Metamaterials are man-made materials engineered to possess properties that are
otherwise undiscovered in nature [1]. Their unique properties stem from their newly
designed structures, enabling them to manipulate electromagnetic, and even sound
and light waves [2]. The idea of such metamaterials was first conceptualised by
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Veselago in 1967, where he proposed a theory of probable materials which were
able to possess negative magnetic permeability (μ) and electric permittivity (ε),
which gives rise to a negative refractive index [3]. This was further supported by
Pendry, expanding on the theoretical development of electromagnetic metamaterials
and allowing negative magnetic permeability and negative electric permittivity to
be applied to many phenomena [4], such as superlensing, cloaking and negative
refractive index [5].

Acoustic metamaterials, a less well-developed counterpart of metamaterials, have
negative bulkmodulus and/or negativemass density [6]. In order to bend soundwaves
and create a cloaking effect, an acoustic metamaterial would have to possess both
negative bulk modulus and negative mass density [7]. Acoustic metamaterials also
have the potential to absorb sound at lower frequencies, and are significantly more
effective than typical systems of sound insulationwith similar weight and dimensions
[8]. This is applied to fields like the aerospace industry, where lightweight materials
are preferred when manufacturing bodies like aircrafts to retain the aerodynamic
nature and to reduce its overall mass [9].

Materials with negative mass density to effectively absorb and insulate sound
include those of phononic crystals that comprise of solid sphericalmaterialswith high
density and a soft elastic coating [10]. The membrane-type acoustic metamaterial
(MAM) postulated by Yang et al. is able to provide for a thinner elastic membrane
of up to 15 mm thickness and a density of less than 3 kg/m2 held in place by an
rigid frame. To adjust the resonances, a small weight is positioned in the middle of
the elastic membrane [11], and the MAM panel is able to screen around 20 dB of
sound at a frequency of 200 Hz. To aim for a broader range of sound absorption
and isolation, different designs of central masses and ring masses attached to the
elastic membrane were investigated to increase the effectiveness of the MAMs at
screening sound. In order to study the optimised eccentricmass designs of theMAMs,
MAMswith eccentricmasseswere designed to investigate and compare their acoustic
performances in terms of sound insulation, and seek the optimised mass distribution
which can effectively increase the frequency band of sound insulation in the low-
frequency range.

2 Hypothesis

It is hypothesised that an eccentric mass distribution of two circular masses would be
more effective than one due to new anti-resonance peaks inducedwith increasedmass
distribution. Separations between circular or split ring eccentric masses attached to
the elastic membrane may be able to induce new anti-resonance transmission loss
peaks, thus allowing parts of the masses as well as the elastic membrane to vibrate
independently [12, 13].
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3 Materials and Methods

TheMAMswith eccentric masses were each designed using SolidWorks, a computer
programme designed to facilitate solid modelling as well as 3-D engineering [14].
Each of the designs were drawn within a 100 mm by 100 mm membrane plate, and
extruded with a thickness of 0.4 mm. Figures 1 and 2 include the various designs of
the mass configurations on the MAMs drawn using SolidWorks.

The various MAMs with eccentric masses were then run through a COMSOL
Multiphysics simulation to predict and determine their respective acoustic perfor-
mances [15]. COMSOL Multiphysics is a computer software that will allow the
following setup to be simulated, generating relevant data for the analysis of effec-
tiveness of sound insulation of each eccentric mass design. In order to determine
the effectiveness in terms of sound insulation of the respective MAMs, a rectangular
duct with a loudspeaker is installed at one end and the MAM installed at the centre
is simulated in the COMSOL Multiphysics simulation [16]. Hyper elastic material
dielectric elastomer (DE) film of thickness 1.0 mm (3M VHB 4910) is used as the

Fig. 1 Circular split ringmass with different distances between each section, a circle1 and b circle2

Fig. 2 One circular split ring mass and one circular ring mass, a 2-circles1 and b 2-circles2
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Fig. 3 Diagram of setup simulated

MAM for the simulation. The measurement frequency range of the simulated duct
is 2–1000 Hz (Fig. 3).

An advantage of using simulations instead of the physical membrane and duct
would be that a tensed elastic membrane with a uniform inner-stress distribution for
the membrane would be guaranteed without using pre-stretch mechanisms while still
retaining accuracy of results.

4 Results and Discussion

To investigate the acoustic performance of MAMs in both the low- and mid- fre-
quency ranges, the aforementioned mass configurations were used, as illustrated in
Figs. 1 and 2. These masses were embossed from a copper plate of thickness 0.4 mm.
The eccentric mass designs on the elastic membrane will be able to induce new anti-
resonance transmission loss peaks, and the different radii of the circular ring masses
(i.e. 2-circles1 and 2-circles2) may be able to alter certain vibration modes of the
elastic membrane to alter the anti-resonance peaks induced. In addition, separations
between circular or split ring masses may allow part of the mass and the elastic mem-
brane to vibrate independently andmay induce new anti-resonance peaks. Therefore,
each proposed eccentricmass designwould have different acoustic performances and
experience different surface displacements.
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Fig. 4 Graph of transmission loss for membrane frame only

4.1 Membrane and Frame Only

Firstly, only the membrane and framewere run through the simulation and the results
were tabulated and graphed in Fig. 4.

The transmission loss for the membrane plate peaked at a frequency of 126 Hz
at a transmission loss of 10.7 dB. The surface displacement of the membrane plate
was also recorded at the frequency of 126 Hz in order to get a visual representation
of the membrane plate when sound waves are passed through it, as shown in Fig. 5.

Thereafter, the various MAM designs as shown in Figs. 1 and 2 were run through
the simulation as well. The insights gained from the effectiveness of these eccentric
mass configurations at sound insulation can contribute to drawing conclusions about
the optimised eccentric mass design.

4.2 Circular Split Ring Masses Circle1 and Circle2

With the mass configurations as shown in Fig. 1 attached to the DE membrane, the
surface displacement at the peak of transmission loss is derived using the simulation,
as can be seen in Fig. 6.

As shown in Fig. 6a, circle1 seems to act similarly to a circular ring mass, as its
surface displacement diagram does not show much separation between each of the
four sections. In Fig. 6b, since the distance between each of the three sections is
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Fig. 5 Surface displacement diagram of membrane only

much more pronounced, there seems to be a more distinct separation between each
of the sections in the surface displacement diagram. However, it can be noted that
the four sections in circle1 and the three sections in circle2 have the same or similar
surface displacement, as they are equidistant from the centre of the membrane.

The transmission loss for both mass distributions is tabulated and graphed in
Fig. 7. It can be observed from that the transmission loss (TL) graphs that new peaks
were induced. circle1 has two new peaks (at 78 Hz and 23.1 dB TL; 168 Hz and
23.2 dB TL), while of circle2 has three (at 72 Hz and 30.9 dB TL; at 92 Hz and
24.6 dB TL; at 156 Hz and 22.4 dB TL). 5 dB transmission loss was chosen as a
benchmark for sound insulation due to most noises being able to be filtered out when
that point is reached.

It can be observed that at lower frequencies, the first peak as well as the other
smaller spike in transmission loss only make up about a very narrow band of 8 Hz
range sound insulation (the band ranges from 122 to 128 Hz, and 216 to 218 Hz).
circle1 increases the 5 dB-TL band significantly to a range of around 70 Hz, a 775%
increase from the TL of the original membrane plate (the band ranges from 66 to
86 Hz, 122 to 124 Hz, and 140 to 188 Hz). circle2 increases the 5 dB-TL band up
to around 74 Hz, a 825% increment from the TL of the original membrane plate



Eccentric Mass Designs of Membrane-Type … 281

Fig. 6 a Surface displacement diagram of circle1; b surface displacement diagram of circle2
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Fig. 7 Graph of transmission loss for circle1 and circle2

(the band ranges from 56 to 78 Hz, 86 to 100 Hz, and 138 to 176 Hz). It can also
be observed that there is a very slight increase in transmission loss for both mass
configurations at the mid-frequency range.

Therefore, the additional masses added to the membrane are able to alter the
anti-resonance transmission loss peaks of the membrane, and even add new peaks,
especially at lower frequencies. The two mass configurations significantly increased
the attenuation band of 5 dB-TL with similar results, though circle2, with a larger
split ring separation, is a little more effective than circle1.

4.3 Circular Ring Masses 2-circles1 and 2-circles2

The simulation process was then repeated for the other twoMAMs in Fig. 2 to further
study the optimal mass configuration to further improve acoustic performance of the
MAMs.

In Fig. 8a, the two different circular masses clearly have different displacements,
with the inner split ring mass having a more negative displacement than the outer
split ring mass. It can be noted that the different sections that make up each split ring
still have the same or similar displacements. In Fig. 8b, the separation between the
four outer sections is a little more distinct than that of circle1 in Fig. 6a. The two
circular masses have different displacements as well, with the outer split ring mass
having a more negative displacement than the inner circular mass.

The transmission loss for both mass distributions is tabulated and graphed in
Fig. 9. It can be observed from that the transmission loss (TL) graphs that more new
peaks were induced when there were two split ring or circular masses present than
when there was only one, as can be seen in comparison to Fig. 7. 2-circles1 has four
new peaks (at 68 Hz and 16.7 dB TL; 100 Hz and 34.7 dB TL; at 132 Hz and 18.0 dB
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Fig. 8 a Surface displacement diagram of 2-circles1; b surface displacement diagram of 2-circles2
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Fig. 9 Graph of transmission loss for 2-circles1 and 2-circles2

TL; at 184 Hz and 15.1 dB TL), while 2-circles2 has two new, much higher peaks
(at 66 Hz and 30.5 dB TL; at 94 Hz and 37.1 dB TL).

The transmission loss here is significantly greater than that in the previous simu-
lations with circle1 and circle2. As previously mentioned, the transmission loss for
the membrane plate at lower frequencies make up only a 8 Hz narrow range of sound
insulation. This is tremendously improved with the presence of the newer mass dis-
tributions, with 2-circles1 increasing the 5 dB band to a range of around 120 Hz, a
1400% increase from the TL of the original membrane plate (the band ranges from
56 to 116 Hz, 126 to 152 Hz, and 164 to 198 Hz). 2-circles2 increases the 5 dB-TL
band up to around 82 Hz, a 925% increment from the TL of the original membrane
plate (the band ranges from 48 to 70 Hz, and 74 to 134 Hz). It can also be noted
that apart from the improvement in sound insulation for lower-range frequencies, the
transmission loss mid-range frequencies have increased as well, such as the 5 dB-TL
range from 280 Hz to 420 Hz for 2-circles1 and the 5-dB-TL range from 256 Hz to
282 Hz for 2-circles2.

Therefore, the new masses added to the membrane are able to alter the anti-
resonance transmission loss peaks of the membrane even more significantly than
before, adding higher and more new peaks at lower frequencies, even increasing the
transmission loss formid-range frequencies aswell. This therefore provides evidence
that the presence of two split ring or circular mass distributions, as can be seen in
2-circles1 and 2-circles2 has a more effective acoustic performance than having only
one split ring or circular mass distribution, with 2-circles1 having the more effective
eccentric mass distribution out of the two.
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5 Conclusion

The MAMs with eccentric masses designed have proven to provide much more
effective sound insulation as can be seen in their respective acoustic performances.
The results agree with previous experimentation [10] that MAMs with optimised
eccentric mass distribution are able to drastically increase the effectiveness of sound
absorption at a wider range of frequencies. Findings conclude that having two split
ring or circular masses instead of one can further tremendously increase the trans-
mission loss of the MAMs, and even have potential to improve acoustic performance
for mid-range frequencies as well. The optimised mass configuration for the present
paper is 2-circles1, with two circular split ring masses of different radii.

For future studies, more research work can be proposed to test out these MAMs
with eccentric masses experimentally to confirm the findings from the simulation.
In addition, further experimentation can be done to investigate the specific variables
tested in this paper (i.e. radii and number of split ring/circular masses), while keeping
all other variables constant such as surface area and mass of eccentric mass. This
would corroborate the findings made in this paper, investigating the effects of the
different eccentric mass designs across a wider range. Furthermore, other different
mass designs of different natures (e.g. polygons, spirals, ellipses, etc.) can also be
further looked into to seekmore optimisedmass configuration for theMAMs. Further
investigation can also be made into the statistical differences of each design.

Acknowledgements I would like to thank Dr. Lu Zhenbo from the Aero-science Division of
Temasek Laboratories at the National University of Singapore (NUS) for his support and invaluable
guidance as my research mentor.

Appendix

See Figs. 10, 11, 12 and 13.
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Fig. 10 Individual graph of transmission loss for circle1

Fig. 11 Individual graph of transmission loss for circle2
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Fig. 12 Individual graph of transmission loss for 2-circles1

Fig. 13 Individual graph of transmission loss for 2-circles2
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Investigating the Aerodynamic
Performance of Biomimetic Gliders
for Use in Future Transportation

Jiwei Wang and Yiyang Wang

Abstract This study focuses on the concept of biomimicry, looking to nature’s best
flyers and gliders and comparing the flight performances of the structures of eight
chosen species. The species were 3D modelled then analysed by the Xfoil method.
Generated results were verified by theComputational FluidDynamicsmethod (CFD)
in ANSYS Fluent. The top-two models in terms of aerodynamic performance were
3D printed and tested in an open return wind tunnel. Javan Cucumber performs the
best among the chosen species. This model also outperforms a reputable current
commercial model, XT912, in terms of lift. In addition, the successful test of such
wing design manufactured through Computer Numerical Control (CNC) on a Micro
Air Vehicle (MAV) platform also highlights its flying capability.

Keywords Biomimicry · Aerodynamics · Glider · Xfoil · CFD · ANSYS Fluent ·
Javan Cucumber · CNC · MAV

1 Background and Purpose of Research

1.1 Importance of Research

Personal flying vehicles have long been a staple of science fiction and imagination.
Unlike land transport, aircrafts use air space. Thus, flying vehicles can allow for
better use of space instead of relying on land area. Personal flying vehicles would
also help in reducing congestion as commuters can fly at different heights and even
use routes that would otherwise be inaccessible by road.
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1.2 Literature Review

Companies such as Uber are already working on flying cars which are set to be
complete by 2020 [1]. However, apart from flying cars, there are also other flying
vehicles that are currently already in use but can be further improved [2]. One such
vehicle is the powered glider, which requires less distance to take off and land, can
take 1–2 people and use gliding as its primary power source [3]. Currently, it is
widely used as a sport activity, especially in the United States. Although it has been
used for many years, its overall structure has remained mostly unchanged. Thus, it
can be improved so that it can also be used in future transportation. Biomimicry has
been long applied in aircraft design [4]; however, these aircrafts usually have a tiny
load capacity [5], or there has not been a broad comparison across species to discover
which offers the best structure for flight [6, 7].

1.3 Rationale for Research

We thus embarked on a research that seeks to find a better design for powered gliders
usingbiomimicry [criteria refer toChapter “StudyofBirdFeathers to ImproveDesign
of Absorbent Pads for Greater Efficiency of Oil Spill Removal (A)”]. This research is
anticipated to greatly contribute to the research of personal flying vehicles for future
transport.

1.4 Flying and Gliding Species Studied

This research studies the features of some of nature’s most notable flying and glid-
ing creatures and examines their structures. The eight species chosen for study
are Atlantic Flying fish (Cheilopogon melanurus), Spotted Eagle Ray (Aetoba-
tus narinari), Snowy Owl (Bubo scandiacus), Albatross (Diomedeidae), Malaya
Colugo (Galeopterus variegatus), Golden-capped Fruit Bat (Acerodon jubatus), Fly-
ing Dragon (Draco Volans) and Javan Cucumber (Alsomitra macrocarpa) (refer to
Fig. 2).

2 Hypothesis

Among all the species to be studied, we hypothesised that the Javan Cucumber would
perform the best, i.e. be the most effective at having a high lift, a high coefficient of
lift (CL) to coefficient of drag (CD) ratio (CL/CD) and be able to sustain them across
a wide range of Angles of Attacks (AoA). The Javan Cucumber features elliptical
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wings, which was seen in the advanced Spitfire plane during the Second World
War. Furthermore, according to Model Aircraft Aerodynamics by Martin Simons,
the elliptical wing produces a constant downwash at any speed with the minimum
induced drag for a given lift [8].

3 Method and Materials

This research was done in seven stages. Firstly, we shortlisted the species to study.
Secondly, we scaled all the models to have a wingspan of 15 cm which would be
convenient for our investigation. Thirdly, we utilised Autodesk CAD 2016 to sketch
out their planforms and imported them into XFLR5. We then did a computational
simulation to analyse the aerodynamic characteristics of these models. Fourthly, we
constructed the 3Dmodels using CATIA V5 R20, then meshed the models in ICEM-
CFD 18.0 and conducted the verification test using ANSYS 18.0 Fluent. Fifthly, the
best two models are selected, 3D-printed, and tested in an open return wind tunnel
to validate the results obtained from the simulations. Sixthly, we chose a reputable
commercial model, XT912 Tundra-Merlin, to compare and evaluate the performance
of the best model. Lastly, the prototype of the best model was made using CNC and
applied on a MAV to test its flying capability.

3.1 Choosing of Species

The species were chosen such that they allowed us to broadly cover most types of
flying species in nature, allowing us identify which type of flying species has the best
structure that we can apply to powered gliders. The process of choosing the species
to study can be divided into three phases. In the first phase, we shortlisted all flying
or gliding species. In the second phase, we then looked at whether the structures of
these species could be applied to human use. It was at this phase that we removed
the flying snake from the list of species to be modelled. The flying snake has to
continuously move side to side throughout the flight and it can only glide at high
speeds [9], making it unsuitable to be adapted to personal flying vehicles. Lastly, in
the third stage, we grouped similar species and selected one to represent each group.
This step was to ensure that there were no repeats in structures and that we could
get a broad range of structures to study. It was at this phase that the flying squirrel
was removed from the shortlist as it shared a very similar structure with the Malaya
Colugo (Figs. 1 and 2).



292 J. Wang and Y. Wang

Fig. 1 Overall methodology

3.2 Scale Modelling and Realisation of Distorted Models

Due to the feasibility of realisation in XFLR5, we had to scale our models so as
to comply with the software limitations. The official guidelines for XFLR5 [10]
suggest that this software cannot handle a full-scale test, hence necessitating scal-
ing. In order to keep the consistency with physical wind tunnel testing, we fixed
the wingspan at 15 cm and let their wing areas vary. This is because we consider
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Fig. 2 Eight different flying species selected

their wing areas, which are determined by the species’ body shapes, as a feature
of those species selected. Additionally, according to Similitude requirements, the
dimensionless quantities, e.g., Reynold numbers should remain the same before and
after scaling [11]. However, this will lead to a hugewind speed for scalemodels when
we set the application velocity as 20 ms−1, approximately 1333 ms−1, or 3.922Mach
equivalent (taking the Javan Cucumber as the example). According to Scaling laws:

Re =
(

ρVL

μ

)
→ VModel = Vapplication ×

(
ρa

ρm

)
×

(
MACa

MACm

)
×

(
μm

μa

)
(1)

VModel = 20 × 3.721

0.05581
= 1333 ms−1 = 3.922 Mach

Thus, as we cannot have the models satisfy first-order similarities, we chose to
realise distorted models rather than adequate models under the working conditions
of full-scale ones. We would then conduct a horizontal analysis across scale models,
selecting the best one to conduct the full-scale test in a more advanced and sophis-
ticated software—ANSYS Fluent. The full-scale simulation will suggest the real
performance, while scale models are only used in horizontal analysis, i.e. select the
ones with better performance among species.

3.3 3D Modelling and Analysis Using XFLR5

(1) Pre-validation of XFLR5 by Testing NACA 0015 Airfoil Section

The first wind tunnel simulation software used was XFLR5. Prior to the simulations,
to ensure that the data generated by the software was valid, we first simulated the
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airfoil NACA 0015 and compared the results obtained from the simulations with
existing literature and experimental data of the airfoil [12]. The results matched in
all aerodynamics characteristics, proving the validity of XFLR5 algorithms.

(2) 3D-Modeling Using Autodesk CAD and XFLR5

We searched suitable pictures of the eight species online. Using these pictures, we
then plotted the outline of all these models in Autodesk CAD. The outline was
separated into several parts. The coordinates of the turning points and corresponding
chord lengths were obtained and then imported into XFLR5. All models used MH60
airfoil, exported from Profili 2.21, since this airfoil has a high Cl/Cd over a wide
range of AoA. This airfoil is also self-stablising as it has an “S” shape thickness
distribution. This characteristic is helpful in levelling a blended body-wing design
aircraft by significantly reducing its pitching moment (Fig. 3).

Thus, this airfoil is widely used in fly wing designs. Considering the Reynold
Number (Re) of physical powered gliders, it will perform better than most airfoils
when the wingspan is relatively larger [13]. (All models refer to Fig. 4).

(3) Analysis of All Models Using XFLR5

Firstly, we ran the Xfoil Direct Analysis and collected polar data of MH60 under
different Re numbers. The polar curves were obtained throughMulti-threaded Batch
Analysis from Re 0 to 300,000 under Mach 0.059 (20 ms−1). The increment for Re
was 10, and the testing AoAwas from−20° to 20° with increment of 0.5°. The speed
of 20 ms−1 is comparable with the average speed of a Mass Rapid Transit (MRT)
train [14] and a current personal flying vehicle, EHANG 184. As its speed is higher,
less time is taken to transport commuters, thus fewer vehicles would be using the
roads, resulting in less congestions.

We then tested the models with a fixed speed of 20 ms−1 by using the Horseshoe
Vortex (VLM1) analysis method. This method was chosen as the models generally
had a low aspect ratio (AR), whichwas a hindrance of applying Lifting-Line Theories
(LLT) method. The analysis sequence started at −10.0° and ended at 10.0° with an
increment of 0.5°. The air data was extracted from the U.S. Standard Atmosphere
1976 [15]. The set of data we selected, at a temperature of 15 °C and altitude of
25 m, is the one closest to Singapore’s environment. All polars are exported and then
analysed in Microsoft Excel. The values of their CL divided by their CD gave their
CL/CD values (refer to Eqs. 3 and 4). The higher the ratio, the greater the capability
of the models to generate lift and reduce drag. This feature, together with relatively
high lift force, indicates the better aerodynamic performance of such a design. The
various sets of CL/CD data were then plotted on a graph against the respective AoA.

Fig. 3 MH 60 airfoil exported from Profili V2.21
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Fig. 4 Isometric projection and Bird’s-eye view of eight models

3.4 Verification of Results Using ANSYS Fluent

Aftermodelling and analysing allmodels inXFLR5, the results obtainedwere proven
to be accurate [16]. However, a verification process is needed because there might
be potential software flaws. Apart from using wind tunnel data to validate the results
obtained from XFLR5, we repeated the simulations in another software, ANSYS
Fluent. We re-modelled all species using CATIA with the same control points and
MH 60 airfoil used in XFLR5. The 3D files in .STP format were imported in ICEM-
CFD to createmeshes using a structuredCartesian–Hexahedron (C–H) grid topology.
The y+ value for each mesh was controlled below 1 to satisfy the requirement of
Spalart–Allmaras (S–A) turbulence model which resolves viscous sublayers. Later,
the meshes were imported into ANSYS Fluent to test their performance under the
same condition in XFLR5 simulations. The AoA was given as 0°, ±2°, ±4°, ±5°,
±8° and ±10°. The results of lift, drag and CL/CD were recorded and compared
together with the data generated from XFLR5.
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3.5 Validation of Top 2 Models’ Results Using the Open
Return Wind Tunnel

From the first two experiments, we shortlisted the two best performing models to be
tested in a wind tunnel.

(1) 3D Printing of Top 2 Models

The models were 3D printed using Acrylonitrile Butadiene Styrene (ABS) by Fused
Deposition Modelling (FDM) (Fig. 5).

These two models were well-sanded to reduce viscous drag due to the rough
surface. Their supportive connectors, which allowed us to change the models’ AoA
in the test section, were also 3D-printed and well-sanded.

(2) Wind Tunnel Set-up and Experiment

Thosemodels were then placed into the wind tunnel (Fig. 6) by the connector (Fig. 5)
at the bottom of the models (Fig. 7).

A digital micromanometer was used to measure the change in air pressure in the
wind tunnel (refer to Fig. 7).

Applying Bernoulli’s Velocity equation (Eq. 2), we then calculated thewind speed
in the tunnel.

V =
√
2 × �P

ρ
(2)

where V is the wind speed, �P is the change of air pressure, and ρ is density of
the air. In the experiment, the rotational speed of the suction turbine motor in the
wind tunnel was adjusted till the micromanometer hit the reading of 245 Pa, which
by Bernoulli’s Velocity equation would mean the wind speed is 20 ms−1. We then
waited for another 5 s for the reading to stabilise. If the micromanometer reading
deviated from 245 Pa, we made corrections by adjusting the rotational frequency of

Fig. 5 3D printed models and connectors
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Fig. 6 Open return wind tunnel set up

Fig. 7 Fixed model, close ups of the test section and digital micromanometer

the motor. If the micromanometer reading remained at 245 Pa after 5 s, the lift and
drag was then recorded for the next 10 s. After each test we changed the connector
to change the AoA of models. The AoA was given as 0°, ±5°, and ±10°.

(3) Collecting Data from Wind-Tunnel Sensors

The lift and drag readings were displayed on two data loggers, and then recorded
by videos. After which we took down the data from videos every 0.345 s (29 sets in
total). Then we calculated the mean of the data from each of the two sets of wind
tunnel tests and took the mean value of both. Subtracting the reading without model
i.e. the forces of supporting structure, would give the lift and drag of models, which
will be compared with the simulation results.
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(4) Calculation of CL/CD

We first derived the CL and the CD of tested models respectively. We can calculate
the CL with the lift from the wind tunnel and the Eq. (3). We can also calculate the
CD with the drag and Eq. (4).

CL = L

ρV2 A
2

(3)

CD = D

ρV2 A
2

(4)

where L is the lift, D is the drag, ρ is the density of air, V is the wind speed, and A
is the reference area of models.

From here, the CL/CD of each model can be found for the respective AoA. The
different sets of CL/CD for each of the tested models were then plotted against the
AoA in respective graphs. The graphs were then compared to the results obtained
from the computational simulations.

3.6 Analysis of Conventional Design Using ANSYS Fluent

The conventional design of the delta wing was also analysed in ANSYS Fluent. We
took the example of XT912 Tundra-Merlin, a popular powered glider that is readily
available in the market with excellent aerodynamic performance. The wingspan of
the 3D model was 10.0 m and the airfoil applied was also MH 60. We analysed
this model using the same method in Chapter “Optimization of the Electrospinning
Process to create Pure Gelatin Methacrylate Microstructures for Tissue Engineering
Applications (D)”.

3.7 Full-Scale Model Simulation Using ANSYS Fluent

Due to the limitation in software algorithm mentioned in Chapter “Optimization of
the Electrospinning Process to create Pure Gelatin Methacrylate Microstructures for
Tissue Engineering Applications (B)”, XFLR5 is not suitable to simulate full-scale
models. Thus, we decided to use ANSYS Fluent for the full-scale simulation. Taking
current commercial powered gliders as references, we designed the full-scale model
of the best model with a wingspan of 10.0 m. The 3D model of the best one was
further refined by adding new control points in its planform in CATIA. It was also
meshed in ICEM-CFD using C-H grid topology (Fig. 8 left) and later simulated in
ANSYS Fluent under the same condition experienced by its scaled counterpart and
the conventional design. The post-processing was done in Tecplot 360 (Fig. 8 right).
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Fig. 8 Meshing in ICEM-CFD and pressure distribution in Tecplot

3.8 Prototyping and Testing of the Best Model

After previous testing and experiments, we manufactured a prototype of the best
model with a wingspan of 50 cm. We used Computer Numerical Control (CNC) to
mill themodel out fromExpanded Polypropylene (EPP). This prototypewas installed
on an MAV (refer to Fig. 15) as the test platform to examine the flying capability of
such a design.

4 Results and Discussion

4.1 Criteria for Comparing and Selecting Models with Better
Performance

Considering the purpose and future potential of our research, we think that the new
design of a powered glider for transportation use should have a relatively highCL/CD,
be capable to sustain highCL/CD under itsworking conditions and be able to generate
a relatively large lift. Taking the gliding theories into consideration, the wind speed
was fixed at 20 ms−1 and their performance was examined by plotting their CL/CD
against theAoA.A better structurewould be the onewith higherCL/CD andmaintain
a high ratio over a broad range of AoA with a relatively large lift force.
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4.2 Characteristics and Comparison of Results

(1) XFLR5

From our initial simulations in XFLR5, we obtained the polar of all models. Overall,
all models had a high capability of flying due to their high CL/CD (refer to Fig. 9).

Among all the models, Javan Cucumber has the highest CL/CD of 10.823 when
AoA is 7.0° and a wide range of CL/CD above 10.0, from 4.2° to beyond 10°. These
sets of data proved our hypothesis and will be further discussed later. Compared with
the Colugo, Flying Dragon has a slightly higherCL/CD of 10.423 when AoA is 6.5°,
and the range of AoA that gives CL/CD higher than 10.0 is also wider. Hence, Javan
Cucumber and Flying Dragon were the top two models that would be further studied
in wind tunnel testing.

(2) Verification Using ANSYS Fluent

The lift data produced by ANSYS Fluent accurately matched that produced by
XFLR5 (refer to Fig. 10).

However, the drag data has a small deviation between XFLR5 results and ANSYS
Fluent results. Despite this, those two sets of data, after plotting against AoA, show
consistent trends. The deviation, which may be due to the inviscid assumption of
Horseshoe Vortex method of XFLR5 in calculating drag, was also in an acceptable
range (average difference is less than 10%). The inaccuracy with reference to the

Fig. 9 Simulated results of all eight species in XFLR5
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Fig. 10 Simulated data from XFLR5 and ANSYS Fluent for comparison
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deviation can be considered negligible as all the results were affected to the same
extent due to the limitations of the software used. Overall, the XFLR5 data was
proven to be accurate and convincing [16], which made our comparison reasonable
and reliable.

(3) Results from Open Return Wind Tunnel Testing

Due to the limitation of the wind tunnel, we did not manage to get valid lift data.
However, we still obtained the set of drag data which were comparable (refer to
Figs. 11 and 12). Although these data were not accurate enough quantitatively com-
pared with the simulated drag force, they both showed the same trend of the change
of drag against the AoA. This gave a certain credit to our simulations, and we may
infer that the lift may also follow the trend of the simulated results as the lift is
correlated to the drag.

Fig. 11 Javan Cucumber
drag comparison

Fig. 12 Flying Dragon drag
comparison
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4.3 Comparison between Javan Cucumber and Conventional
Design

(1) Scale Models in XFLR5

Javan Cucumber had a much higher polar of CL/CD against AoA compared with the
conventional delta wing design with the same wingspan of 15 cm. (Refer to Fig. 4)
ThemaximumCL/CD of the deltawing is only 7.9whenAoA is 5.5°.Meanwhile, the
polar of it is not as smooth as that of Javan Cucumber, which suggested that the Delta
Wing design might not have a stable flying capability under various AoA compared
to the Javan Cucumber. These illustrate that Javan Cucumber had the potential to be
further studied to improve on the current flying models for the powered glider.

(2) Full-Scale Testing of the Best Model and the XT912 Tundra-Merlin Using
ANSYS Fluent

Compared with the current commercially available powered glider, such as XT912
Tundra-Merlin [17] with a 10.0-m wingspan, both data and graph showed that Javan
Cucumber has a slightly low CL/CD polar curve and greater drag (refer to Figs. 13
and 14).

Fig. 13 Javan Cucumber and XT912 comparison

Fig. 14 Javan Cucumber versus XT912 CL/CD
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Fig. 15 MAV with Javan Cucumber wing

However, the lift that the Javan Cucumber can generate at the speed of 20 ms−1

was about 66% greater than the lift that the XT912 can generate at the same AoA
(refer to Fig. 13). Hence, the greater drag is acceptable given this model’s advantage
in lift force. Meanwhile, the Javan Cucumber maintains a high CL/CD over a broad
range of AoA, above 10.0° from 1.3° to 12.1°, with a relatively large lift force. This
full-scale testing showed that the Javan Cucumber potentially performed better than
the currently used wing model for powered gliders. However, physical and detailed
experiments were needed to achieve such an engineering goal since the actual flying
performance greatly depends on the manufacturing technology.

4.4 Testing Prototype on a MAV

The testing of the prototype on a MAV test platform was successful. The plane took
off at a slower speed and required less throttle to maintain its altitude compared to
that with conventional wings. The success of this trial showed the great potential of
Javan Cucumber to be further studied and commercialised (Fig. 15).

4.5 Limitations

(1) Software–XFLR5

We used the Horseshoe Vortex method (VLM1) to analyse all the models. This
method was derived from non-viscous assumptions of the fluids. Hence, results from
this method ignored the viscous drag and were independent of speed. However, due
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to the small dimension and low speed of our model aircraft, the viscous drag cannot
be ignored. Due to the lack of theory for low Re numbers 3D analysis, the XFLR5
software had to extrapolate it from the 2D analysis.

In XFLR5 testing, due to the limitation of the algorithm of Xfoil, we did not
manage to fix the problem that some points could not be interpolated in the Xfoil
direct analysis. For example, the Albatross model with Span pos = 0.07 m, Re =
3333, CL = −1.18 could not be interpolated. That error was because we had reached
the limits of the 2D approximation for the viscous drag. This limitation would lead
to approximation and affected the accuracy of a simulated result. These suggested
that the models needed more accurate wind tunnel tests to validate the analysis.

(2) Limitations of the Open Return Wind Tunnel Testing

While using thewind tunnel,we encounteredmultiple challenges and limitations, one
of which was that the wind tunnel’s lift sensors were not sensitive enough. Another
was that the structure of the supporting bar of the model was connected to a pivot
instead of a wind tunnel balance (refer to Fig. 7). The drag that the model and the
bar experienced is much greater than the lift the model experienced. Hence, the bar
cannot be lifted, thus the lift sensor was unable to produce reliable data.

Besides, yet another limitation was the accuracy of the wind tunnel. For the
Institute that allowed us to use this wind tunnel, faculties usually only use it for
qualitative demonstration but seldom used it for quantitative analysis. Hence, the
calibration done for this wind tunnel might not have been sufficient to produce
accurate data.

5 Conclusion and Recommendations

In conclusion, the hypothesis was proven to be true: Javan Cucumber performs the
best amongall the selected species. It could sustain highCL/CD across awide rangeof
AoA. This excellent performancewas because the JavanCucumber features elliptical
wings and could experience constant lift under different AoA. The models of Flying
Dragon and Colugo also performed well in the simulations and testing. The similar
structure of Colugo was applied in the wing-suit currently and those two designs
should also have the potential to be developed in the motor glider area.

In comparison with the existing wings for motor gliders, our best model Javan
Cucumber has comparable or even better aerodynamic performance. The Javan
Cucumbermodel can carry theoretically 373 kg ofmass under a low speed of 20ms−1

when its AoA is 7° while the XT912 Tundra-Merlin can only carry 223 kg of mass
at the same speed. Although this is mainly because of the bigger wing area of Javan
Cucumber, such design features can still possibly be applied in future power glider
designs.
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6 Future Work

In this research, we have identified the structure of the Javan Cucumber to be one of
the most suitable structures to mimic for flight or gliding. However, as this study was
done on a range of very different structures from nature, further studies could be done
to investigate plant structures similar to that of the Javan Cucumber to determine an
ideal structure. Further studies could also be done to investigate the stability and
manoeuvrability of such structures as such attributes would also be important to
flight, especially in the context of future traffic.

The geometry of these designs can be further explored in other personal air vehicle
development aided by the future improvement of the technologies, such as thrust
vector control engine, new material like aerogel and full-scale 3D printing. All these
revolutionary technologies can be utilised in our designing process to create more
efficient powered gliders or other flying vehicles.
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Building Nanostructured Porous Silica
Materials Directed by Surfactants

Wayne W. Z. Yeo, Su Hui Lim, Connie K. Liu and Gen Yong

Abstract Silica nanomaterials have found prevailing use in biomedical applica-
tions due to their biocompatibility and non-toxicity. The use of a structure-directing
agent in silica sol-gel synthesis enables us to direct the formation of silica nanostruc-
tures into forms that are otherwise difficult to obtain, allowing the exertion of a fine
degree of control over themorphology, dimensions and architecture of the nanostruc-
tures. Single-tailed surfactants have been used extensively as soft templates to pro-
duce mesoporous silica materials. This study investigates the use of a double-tailed
surfactant, a didodecyldimethylammonium phosphate surfactant (DDAH2PO4) as a
structure-directing agent in the sol-gel synthesis of silica at ambient conditions in
aqueous solution. The effects of varying reaction parameters such as surfactant con-
centration and solution temperature on resulting silica morphology are presented.
Morphological transitions from nanobeads to hexagonal plates and toroidal concave
particles are observed with increasing surfactant concentrations, as well as a grad-
ual loss in templating ability at elevated solution temperatures (up to 25 °C). This
allows us to access different morphologies and dimensions of nanostructures within
the same synthesis scheme templated with DDAH2PO4.
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1 Introduction

Silica is of central importance in nanomedicine. The suitability of silica nanoparticles
in various in vivo biomedical applications, including drug delivery, encapsulation
[1] and fluorescence imaging [2] has been established in previous work [3]. This is
largely by virtue of its biodegradability, biocompatibility and low toxicity [4]. The
thermal and mechanical stability of silica, with low density and high specific surface
area, lends itself to numerous applications [5]. We foresee that silica of different
morphology and sizes have novel biomedical uses that have yet to be established,
such as artificial platelets.

The synthesis of colloidal silica, consisting of monodisperse nano- to micrometer
sized silica nanoparticles, was first described in 1968 [6] using a sol-gel process
where a silicon alkoxide precursor undergoes hydrolysis with water in an alcohol
solution containing ammonia as a catalyst. Recent developments to silica sol-gel
chemistry has enabled the synthesis of silica using aqueous solvents at neutral pH
for convenient and environmentally sound processing [7]. In addition, modifying the
sol-gel approach through composition doping can incorporate various ions into the
silica nanostructure [8], modifying material properties such as biodegradability.

Different strategies for making silica particles with diverse morphologies have
been previously reported. Templated synthesis has been a notably effective technique
for the controlled synthesis of nanostructured materials [9]. Here, a pre-existing tem-
plate, or structure-directing agent (SDA), with desired nanoscale features, directs the
formation of silica into unique structural forms that are otherwise difficult to obtain
without the directing effect of the template. As a result, templated synthesis is capable
of fabricating nanomaterials with an abundance of consistent and well-defined struc-
tures, morphologies and properties. Inanc et al. demonstrated the templated synthesis
of a complex and functional silica nanostructure in the development of dual-porosity
hollow silica nanospheres as a vehicle to deliver nonhuman enzyme therapies [11].
Such morphological precision was attained through the use of colloidal polystyrene
nanoparticles as templates and nanomasks [11, 12]. This demonstrates the utility of
the synthesis described by Yang et al. [12] with appropriate hard colloidal physical
templates.

In addition to hard templating strategies such as the polystyrene nanospheres
described in the previous paragraph, a myriad of soft template methods ranging
from emulsions, micelles or vesicles, to polymers and biological molecular assem-
blies have been developed. The principal advantage of soft template synthesis is the
capacity to synthesize different materials with various non-traditional morphologies
[13], as demonstrated with MCM-41 [10, 20]. The fabrication of amorphous hexag-
onal silica platelets using polypeptides such as poly-l-lysine (PLL) [14, 15] has
been reported. However, the synthesis described by Tomczak et al. is dependent on
the unstable secondary structure transition of PLL coils to alpha helices. Failing to
undergo a secondary structure transition would result in the loss of any templating
ability. A robust and flexible fabrication approach that allows for the synthesis of a
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wide variety of nanostructures, over the variation of a broad range of precise reac-
tion conditions has yet to be developed and remains a key objective that this work is
centered upon.

Surfactants are promising candidate SDAs as they self-assemble to form different
aggregate structures resulting in a diverse range of lyotropic liquid crystal phases.
Microstructures in surfactant systems are governed by the interplay of geometrical
constraints [16] and for cationic surfactants, electrostatic interactions due to differ-
ent counterions [17]. In addition, microstructure formation can also be influenced
by the addition of salts and other electrolytes [18]. Indeed, the first incidence of
mesoporous silica structures was successfully produced in 1992 by templating on
liquid crystalline surfactant phases [10, 20]. MCM-41, is prepared by a hydrother-
mal sol-gel reaction with cetyltrimethylammonium bromide (CTAB) surfactant as
the SDA, yielding a three-dimensional ordered mesoporous silica material with non-
intersecting hexagonal channels.

In this work, we explore the soft template synthesis of silica at ambient condi-
tions using double-chained cationic surfactant, didodecyldimethylammonium phos-
phate (DDAH2PO4) (Fig. 1). The preparation, self-assembly and phase behavior of
double-tailed didodecyldimethylammonium (DDA+) surfactants have been exten-
sively reported in the literature [21]. The microstructure formation of DDA+ surfac-
tants have been found to be sensitive to the surfactant concentration and hydrolysis
state of its counterions [22]. In this research, we chose DDA+ phosphate systems as a
candidate structure-directing agent, primarily because double-tailed surfactants have
largely been unexplored as soft templates for the synthesis of silica nanostructures. In
addition, DDA+ phosphate form prolate micelles that are stabilised by hydrolysable
phosphate counterions [22]. This project aims to study the effects on the morphol-
ogy of silica nanostructures templated by DDA+ phosphate surfactant when varying
reaction conditions such as surfactant concentration and reaction temperature. We
posit that accessing a plethora of varied silica morphologies will result in unveil-
ing a wealth of previously unattainable biomedical applications, including targeted
delivery vehicles and artificial platelets through biofunctionalisation.

Fig. 1 Molecular structure
of DDAH2PO4, the major
species of DDA+ phosphate
present in synthesis
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2 Methods

2.1 Materials

Milli-Q water prepared by a SGwater UltraClear Basic TWF system with a resistiv-
ity of 18.2 M� cm was used for all reactions and dilutions in this study. Amberlite
IRA-400(OH) resin and orthophosphoric acid (85 wt%) were obtained from Sigma-
Aldrich. pH measurements were made with a Metrohm 827 pH lab meter. Tetram-
ethoxysilane (TMOS) was used as received from Merck. Methanol was obtained
from J. T. Baker. Didodecyldimethylammonium bromide (DDAB, 98%) was used
as purchased from TCI.

2.2 Preparation of Starting Materials

Dilute phosphoric acid was prepared by diluting concentrated orthophosphoric acid
withwater. DDABwas dissolved to form a colorless solution in amethanol-water sol-
vent.Didodecyldimethylammoniumhydroxide (DDAOH)was prepared by substitut-
ing bromide ions with hydroxide ions fromDDAB using the Amberlite ion exchange
resin for 24 h. The successful conversion of the counterion frombromide to hydroxide
was verified using pH measurements to confirm that the DDAOH is highly alkaline
(pH 12.8). Methanol from the DDAOH was removed through rotary evaporation,
which yielded a clear, viscous solution of aqueous DDAOH. The final DDAH2PO4

was then prepared by titrating dilute phosphoric acid into DDAOH solution to an
appropriate equivalence to pH 7.02, which indicates that the hydroxide ions are suc-
cessfully neutralized to a buffer system of phosphate species (H2PO4

−/HPO4
2−). The

clear, viscous solution of aqueous DDAH2PO4 was then freeze-dried and isolated as
a fine white powder. In this study, we denote the phosphate surfactant used in syn-
thesis as DDAH2PO4, because the predominant counteranion was later determined
to be H2PO4

−, though it coexists with a minor fraction of HPO4
2−.

2.3 Synthesis of Templated Silica Nanostructures

5wt%stockDDAH2PO4 solutionwas prepared bydissolving the previously prepared
anhydrous powderedDDAH2PO4 inwater,whichwas then equilibrated undermixing
for 48 h.Different required concentrationswere drawn from sub-dilutions of different
batches of the stock solution. 1 mL of a desired concentration of surfactant solution
was equilibrated in a water bath at the desired temperature for 30 min. A silica
alkoxide source, in our case, tetramethoxysilane (TMOS) was added into the above
surfactant solution in one portion. The reaction was conducted on a vortex agitator
on a high speed, which provides rapid mixing of reactants. The reaction mixture was
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then returned into the water bath and retrieved after 24 h. The silica nanostructures
were separated from the supernatant by centrifugation as a pellet and resuspended
in deionised water for further characterization.

2.4 Design of the Experimental Matrix

The two reaction variables are the surfactant concentration and solution temperature,
as the phase behaviour of similar DDA+ surfactant systems are known to be respon-
sive to these variables [17]. As such, a range of concentrations and temperatures
have been generated from what is feasible, afforded by the viscosity of the solution
to ensure homogeneous mixing. The sol-gel synthesis experiments were conducted
at temperatures ranging from 0, 4, 8, 12, 16 and 20 °C and concentrations from 0.5,
1.0, 2.0, 3.0 and 5.0 wt%.

2.5 Scanning Electron Microscopy

High resolution SEM images were taken using a JEOL JSM-6700F Field Emission
Scanning Electron Microscope. SEM samples were prepared by drop casting an
aqueous suspension of nanosilica onto a silicon substrate, and dried before being
sputtered with gold for microscopy.

3 Results and Discussion

3.1 Preparation of the DDAH2PO4 Structure-Directing
Agent

DDAH2PO4 was prepared from commercially available DDAB as in Scheme 1.
DDAOH was titrated against phosphoric acid, with the resulting pH tracked with a
pH meter.

A typical triphasic titration curve was obtained from the titration, shown in Fig. 2.
For the purpose of the following synthesis steps, an endpoint of pH 7 was chosen
for the titration. During the titration, numerous observable changes to the titre were
seen. At pH 13, the titre turned cloudy, with bubbles forming at the surface of the
titre. At pH 11.6, the titre adopted the appearance of a milky emulsion. From pH 10.9
onwards, the titre remains a clear, viscous solution until the experimental endpoint
of pH 7.02.

DDAH2PO4 was determined to be the major surfactant species present, making
up 60.6% of all surfactant species in solution. A minor species of DDA2HPO4 made
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Scheme 1 Preparation of
DDA+ phosphate from
DDAB through an ion
exchange and titration

Fig. 2 Triphasic titration curve of phosphoric acid into DDAOH, with the titration endpoint of 7.02
indicated by the arrow

up the remaining 39.4%. This is because hydrolysis leads to a distribution of different
phosphate counterion species in solution (H2PO4

−, HPO4
2−, PO4

3−) which can be
expressed as a function of solution pH. This is done by firstly considering the Ka

expressions for the three deprotonations of phosphoric acid and expressing the initial
concentration of phosphoric acid as the sum of the concentration of all species.

This can be solved as a system of four equations, with the species fraction being
expressed as a function of the hydronium ion concentration (see Derivation 1 in the
Supplementary Information section). The graph showing the fractional speciation of
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Scheme 2 Templated sol-gel synthesis of silica with DDA+ phosphate surfactant from TMOS, in
an aqueous solution at ambient conditions

the phosphoric acid system as a function of pH is displayed as Fig. S1. The fractions
of H2PO4

− and HPO4
2− are indicated in the plot.

3.2 Synthesis of Surfactant-Directed Silica Nanostructures

SilicamadewithDDAH2PO4 was synthesised according toScheme2, and themethod
described in Sect. 2.3. In the sol-gel synthesis, TMOS is hydrolysed in aqueous
solution to give silicic acid, which acts as a precursor for the polycondensation
reaction at the nucleation point. The initial chemistry of the process is detailed below
[7].

The hydrolysis of TMOS is an acid-catalysed reaction, whereas the formation of
the silicate species and further polymerization are base-catalysed. Previous studies
indicate that the precipitation reaction can potentially be controlled through prefer-
ential precipitation at the high positive charge density at the surface of self-assembled
structures of cationic surfactant.

This leads to a high concentration of silicate species at the positively charged
surfactant headgroup interface, resulting in favourable silicate polymerisation at the
surfactant-silicate interface [23]. The mechanism of the templating employed in this
synthesis is still a topic of much debate by the community, but there is a general
consensus that the occurrence of direct geometrical templating is improbable [19].
Instead of geometrical templating, the electrostatic interactions between cationic
headgroups and counterions of the DDA2HPO4 surfactant are postulated to play a
significant role in the control of silica formation.

3.3 Silica Morphologies as a Function of Concentration

At a reaction temperature of 0.5 °C, the nanostructures are discrete particles and
do not form a continuous network. Increasing surfactant concentration from 0.5 to
2.0 wt% results in the silica morphology changing from nanobeads to hexagonal
plates (Fig. 3q, m, i). Thus, we can conclude that by varying the concentration of
surfactant in solution morphologies of silica can be changed.
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Fig. 3 a–t A matrix of representative SEM images of silica structures made with the surfactant
template, varying concentration and temperature

When the surfactant concentration is increased further, at low temperatures, a
second transition inmorphology fromhexagonal plates (Fig. 3i, e) to concave toroidal
structures (Fig. 3a) was observed. These concave structures are approximately 0.5
times smaller than the hexagonal plates that were produced at lower concentrations. It
has been previously reported that silica condensation causes the charge density across
the silicate network to decrease, causing an increase in the effective head group area
of the surfactant. As a result, it is more favourable to form surfactant microstructures
with high surface curvatures [16, 25]. This increase in surfactant concentration will
provide a greater headgroup charge density which drives the transformation from
plates to concave structures in a similar fashion.
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3.4 Silica Morphologies as a Function of Temperature

At elevated reaction temperatures, above 16 °C, we observed a loss in structure-
directing ability (Fig. 3l, t) by the surfactant. This effect was especially apparent at a
lower range of surfactant concentrations. The pellet of silica that could be retrieved
from the supernatant and re-suspended in water became vanishingly small, and the
wavy streaks (Fig. 3k, o, s) in the micrograph resemble colloidal silica or traces of
surfactant residue that could not be removed by centrifugation.

Increasing temperature at high surfactant concentrations produced a range of inter-
mediate morphologies ranging from spheroids, to large toroidal and larger nanorod
structures. The wide range of structures could be attributed to changes in the aggre-
gate structure of the surfactant that the silica can interact with. At high concentrations
and temperatures, we see gradual shifts toward more consistent morphologies and
size distributions. In this region, we see two main morphologies, nanobeads and
larger spheroids, of which some can be identified as concave (Fig. 3c, d, g, h). A
number of trends can be identified from the data collected and are summarised below.

At low temperatures, an increase in surfactant concentration will result in clearly
defined morphological transitions from nanobeads, to hexagonal plates and concave
toroidal particles. Across the range of concentrations that were investigated in this
study, an increase in temperature results in a gradual loss in structure-directing abil-
ity by the surfactant, yielding colloidal silica at low surfactant concentrations and
spheroidal nanoparticles at high surfactant concentrations.

4 Conclusion and Future Work

In summary, we have shown that the sol-gel method and the use of double-tailed
cationic surfactant, DDAH2PO4 as a structure-directing agent can be developed into
a promising platform for producing a diverse range of functional silica nanostruc-
tures, with varying morphological, architectural and dimensional properties. Differ-
ent morphologies and dimensions of silica nanostructure, such as hexagonal plates
and concave toroidal particles can be made through controlling the concentration of
DDAH2PO4 in the reaction system. Furthermore, an increase in the solution temper-
ature results in a decrease in the structure-directing ability of the surfactant, yielding
interesting intermediate morphologies. This work has demonstrated that varying eas-
ily accessible reaction parameters, such as solution temperature and surfactant con-
centration, can allow researchers to modulate the structure of silica produced from
the same surfactant-templated synthesis, displaying consistent trends in morphology
and can be applied to various biomedical applications.

As it was previously established that the phase behaviour of DDA+ surfactants are
affected by the hydrolysis state of the counterion [22], pH is another dimension of
control over the structure-directing behaviour of DDAH2PO4 that can be investigated
in the future. Another parameter for exploration is doping quantities of different
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cations into the surfactant solution as it is well-known that the addition of salts and
electrolyte change the self-assembly behaviour of cationic surfactants.
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Buccal Delivery of Curcumin to Address
Its Poor Gastrointestinal Stability

Bing Lim and Mak Wai Theng

Abstract Curcumin has numerous health benefits but has low bioavailability in the
digestive system due to its low aqueous solubility, high metabolism rate caused by
bile (from the liver), and degradation of curcumin under the basic conditions of the
small intestine. The alternative way of delivering curcumin into the systemic circu-
lation is through the buccal mucosa, but curcumin has to be delivered quickly before
it undergoes degradation under the neutral conditions of the mouth. Oral disinte-
grating films (ODFs) are investigated as a pathway to release nanoparticles across
the buccal mucosa to improve bioavailability. Chitosan, a mucoadhesive polymer,
is used to coat nanoparticles. Pregelatinized starch (PGS), granular hydroxypropyl
starch (GHS), hydroxypropylmethylcellulose (HPMC) and polyvinyl alcohol (PVA)
are mucoadhesive polymers used in films, and propylene glycol (PG) as plasticizer.
Mass, thickness, percentage recovery, surface pH, disintegration time and dissolu-
tion are assessed for each film. All films have a surface pH of around 6.7, making
them non-irritant. Films with formulation of GHS and HPMC has highest maximum
percentage dissolution, and has high percentage recovery, giving high drug load. It
has released more curcumin than other films in the same time frame, allowing for
curcumin to be released quickly. The average disintegration time for it is 53 minutes,
which is long for ODFs. More drug can be released across the buccal mucosa over a
longer timeframe. Films with PVA may be the thinnest and lightest, but break upon
handling, making them hard to apply onto the buccal mucosa and unsuitable as an
oral film.
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1 Introduction

Curcumin is a polyphenol derived from turmeric. It is known for its health benefits,
including anti-tumour, anti-inflammatory and antioxidant properties [1]. It is also
found that curcumin has a cytotoxic effect on different types of cancerous cells
[2–11]. However, the aqueous solubility of curcumin is low (approx. 11 ng/ml in pH 5
buffer solution) [12] and curcumin experiences highmetabolism rate due to bile from
the liver. [13]. It also degrades in basic conditions of the small intestine. This results
in poor bioavailability of curcumin and a higher dosage of curcumin is required for
sufficient amount of curcumin to enter systemic circulation. An alternative location
of systemic absorption of curcumin is in the mouth. However, curcumin is also found
to degrade quickly in the neutral condition of the mouth [13]. As such, for curcumin
to possess high bioavailability in the mouth, it is required for the curcumin to be
delivered quickly to the systemic circulation before it undergoes degradation in the
mouth.

In the recent years, nanomedicine has been recognised as a means to improve
dissolution of poorly soluble drugs, hence improving bioavailability. The size of
the nanoparticles makes it suitable for administration through the mucosa [14]. Cur-
cumin is found to have cytotoxic effects on cells, hence it is important to have targeted
delivery of curcumin to avoid destruction of healthy cells [15]. To achieve the desired
response and reduce cytotoxic effects, the drug then has to be encapsulated within
nanoparticles [16]. Studies has shown that the solubility of curcumin nanoparticles
in water was approximately 640-fold that of crude curcumin, proving nanoparti-
cles of curcumin as a suitable form of drug delivery [13]. The choice of polymer
for polymeric nanoparticles is then important such that it improves the solubility,
mucoadhesiveness and hence bioavailability of curcumin.

In traditional methods of administration, the process of producing tablets and cap-
sules lead to agglomeration, poor-redispersion and poor recovery of nanoparticles.
The conversion of nanoparticles in patient dosage form is then time consuming [12].
This leads to using Oral Disintegrating Films (ODFs) as an alternative administration
method to deliver curcumin. Specific types of ODFs can possess high mucoadhesive
ability [17–23] and permeability, releasing great amount of nanoparticles through
the mucosa [13, 21]. This allows for quick systemic absorption of curcumin through
the mouth, and brings us to the possibility of administration of curcumin through the
oral mucosa in a film. Pregelatinized starch (PGS), Granular hydroxypropyl starch
(GHS), hydroxypropylmethylcellulose (HPMC), polyvinyl alcohol (PVA) and chi-
tosan are all mucoadhesive polymers, given their high hydrogen bonding capacity,
which is important for their mucoadhesive ability. As such, these polymers are used
in the films. Our aim is to create a film that releases a large amount of curcumin
that passes through the buccal mucosa within the shortest time, into the bloodstream.
This way, an effective film with high bioavailability is created to prevent the need
for higher drug intake and drug wastage.
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2 Hypothesis

The formulation with PVAwill be the most thin, and most lightweight. Furthermore,
both starch and PVA films will have high drug release rates, as PVA and starch have
improved drug release rates for films in other studies [24, 25]. However, with the
inclusion of HPMC to increase mucoadhesive ability of films, starch and PVA films
containing HPMC can have lower drug release rates, as HPMC controls drug release
[26].

3 Methodology

3.1 Nanoplex

500 mg of curcumin was dissolved in 100 ml of 0.1 M KOH, giving a mixture with
a concentration of 5 mg/ml. 100 ml of chitosan, which was 5.835 mg/ml dissolved
in 1.2% (volume per volume) acetic acid, was added to the mixture and mixed well.
The mixture was sonicated for 6 min and poured equally into six falcon tubes. Each
tube contains 33.3 ml of mixture. All falcon tubes were centrifuged at 13,000 rpm
for 90 min at 4 °C. The supernatant in all tubes were decanted. Resuspension was
conducted with 15 ml of deionised (DI) water added into each falcon tube. They
were centrifuged again at 13,000 rpm for 60 min at 4 °C, followed by decantation.
Resuspension was conducted again with 5 ml of DI water. The contents in the falcon
tube which underwent the second resuspension were transferred to another falcon
tube. This process was repeated for the remainder of the falcon tubes. The final falcon
tube would contain all the nanoplex. 8000 times serial dilution with 80% ethanol was
conducted onto the nanoplex. The absorbance value was measured with a Ultravio-
let spectrophotometer (UV-VIS) blanked with 80% ethanol at 423 nm wavelength.
Concentration of curcumin in nanoplex was calculated using the equation

y = 0.0079 x − 0.0002, (1)

where x = absorbance value × dilution factor and y =
concentration of nanoplex in mg/ml.

3.2 Film Matrix and Plating

All formulations contain 5% (weight per volume) propylene glycol as plasticiser.
Plasticisers can overcome the brittleness and soften the rigidity of the film structure
by reducing the intermolecular forces [27]. For starch films, they contain 15% (weight
per volume) starch. For PVA films, they contain 0.5% (weight per volume) PVA. The
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theoretical concentration of curcumin for each film is 1 mg/cm2. Films that contain
HPMC as sole polymer will act as a control.

3.2.1 Starch

4050 mg of starch (PGS or GHS) was added into a falcon tube, followed by 23.4 ml
of DI water, then vortexed, giving a 15% starch formulation. The test tubes were
heated in preheated water bath at 80 °C until starch mixture was translucent. 1.37 ml
of propylene glycol was added to each tube. All tubes were vortexed. To find the
volume of nanoplex to be added into each tube, take

mass of curcumin needed (mg)

concentration of curcumin in nanoplex (mg/ml)
. (2)

The tubes were vortexed and degassed (to remove bubbles for plating of films). For
films containing HPMC, was added until total volume had reached 27 ml.

3.2.2 PVA

135 mg of PVA was added into a falcon tube, followed by 12.77 ml of DI water. The
resultant 0.5% PVA mixture was vortexed. 1.37 ml of propylene glycol was added,
followed by 1.61 ml of vortexed nanoplex. For PVA HPMC, HPMC was added until
total volume had reached 27 ml. 22.7 ml of matrix was pipetted into each petri dish.
All plates were then left in the drying oven at 60 °C for approximately 16 h.

3.3 Characterisation of Film

3.3.1 Mass and Thickness

Themass (mg) of each filmwasmeasured with an electronic balance (to 0.1mg). The
thickness of each film (mm) was measured at three different sides with an electronic
vernier caliper (to 0.01mm). The thickness of filmwas obtained by taking the average
of three sides measured.

3.3.2 Percentage Recovery

One curcuminfilmwas dissolved in 5ml ofDIwater in each falcon tube.After 20min,
20 ml of 100% ethanol was added to make the mixture to 80% ethanol. All tubes
were centrifuged at 10,000 rpm for 10 min. 10 times serial dilution was conducted
on supernatant with 80% ethanol. With the UV-VIS blanked with 80% ethanol at
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423 nm wavelength, absorbance value was measured. Using Eq. (1), concentration
of curcumin in film was calculated, then used to derive percent recovery of curcumin
via the following equation

concentration of curcumin (mg/ml)× Total volume of solvent used to dissolve the film (ml)

concentration of curcumin by area of film (mg/cm2)
× 100% (3)

3.3.3 Disintegration Time

Simulated salivary solution (SSS) at pH 6.75 was prepared by adding 4.494 g of
Na2HPO4:7H2O, 0.19 g of KH2PO4, 8 g of NaCl to 1000 ml DI water, and adjusting
with 540 µl of concentrated H3PO4. Petri dishes were filled with 10 ml of SSS and
left to warm in an incubator set at 37 °C. One 1 cm by 1 cm film was added to each
dish. The time required for each film to disintegrate was recorded. Films were not
adhered to glass slides in order to eliminate the possibility that sticking films on
glass slides will affect the duration the film takes to disintegrate. This serves as an
estimation to residence time of films in patients’ mouth.

3.3.4 Surface pH

The film-SSS mixture was stirred slightly after the film had disintegrated. With a
calibrated pH meter, pH values were recorded. pH values of each type of film is
determined by taking the average of the first set of film triplicates and the respective
second set of film triplicates from duplicate film.

3.3.5 Dissolution

A variable amount of film was weighed, then adhered onto a glass side with double
sided tape. Each glass slide is placed into a one Pyrex bottle. The mass of the film
was then used to calculate the volume of SSS to be added to the Pyrex bottle with
the following equations

drug final concentration = 1.5 µg/ml (4)

mass of film (mg)×mass of curcumin for 1 cm2 of film = x µg of curcumin (5)

x

1.5
= volume of simulated salivary solution (6)

Up to a total of four hours, 2 ml of solution was transferred from Pyrex bottle
to cuvette. With the UV-VIS blanked with SSS, the concentration of curcumin and
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Fig. 1 Mass/mg of films

starch in starch films, or PVA in PVA films was measured at 423 nm wavelength,
and turbidity, exhibited by starch and PVA, [28] at 600 nm wavelength. The differ-
ence between the two values is taken to find concentration of curcumin, to derive
percentage dissolution.

4 Results and Discussion

4.1 Characterisation of Films

4.1.1 Mass

From Fig. 1, formulations containing PGS or GHS Starch have similar mass, and are
heavy as compared to films that do not contain starch. Films containing HPMC also
weigh more than their counterparts which do not contain HPMC. It can also be seen
that PVA is a lightweight polymer as compared to starch, as PVA films are lightest.
With HPMC, PVA HPMC and PVA films being significantly lighter, they are more
desirable films.

4.1.2 Thickness

From Fig. 2, films that contain starch are thicker compared to other films without
starch. HPMC increases the thickness of films. However, with PGS HPMC being of
similar thickness to GHS, we can tell that GHS results in thicker films, as GHS films
are similar in thickness to PGSHPMC films even though they do not contain HPMC.
Thinner films, which are those without starch, or the thinnest film, which contains
solely PVA, are better films.
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Fig. 2 Thickness/mm of films

4.1.3 Percentage Recovery

From Fig. 3, all films have high percentage recovery, with a minimum of about
80%. Films containing HPMC combined with another polymer (i.e. GHS or PGS
or PVA), have greater percentage recovery than other films. It can be deduced that
without either of the polymers, the percentage recovery will be reduced, as seen
from formulations containing only one type of polymer. The exception is PVA films,
which still have percentage recovery as high as PGS HPMC, a formulation with
two types of polymers. However, when compared with PVA HPMC, we can tell that
having two types of polymers and using PVA results in higher percentage recovery.
HPMC, PVA HPMC and PVA films have a very high standard deviation of above
20%, which can be caused by low drug uniformity in the films as they are formed.
As for the other films, the standard deviation is significantly lower. This can be

Fig. 3 Percentage recovery/% of films
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Fig. 4 Surface pH of films

attributed to greater difference in particle sizes between curcumin nanoparticles and
PVA particles, leading to lower drug uniformity, as compared to that of curcumin
nanoparticles and starch particles [29].

4.1.4 Surface pH

From Fig. 4, films of all formulations have very similar pH level of around 6.7, a
suitable pH to be adhered to patient’s buccal mucosa so no discomfort will be felt.
The result has also taken into account the pH of SSS, since the films are dissolved
in SSS to simulate the pH of films when placed in the oral cavity.

4.1.5 Disintegration Time

HPMC and PVA HPMC films did not disintegrate within 240 min, so it is given the
maximum time span of the test. From Fig. 5, HPMC plays a large part in lengthening
disintegration time for the film, since HPMC films have the highest disintegration
time, and films containing HPMC have longer disintegration time than films that do
not. PGS and GHS starch promotes disintegration, as both films have the shortest
disintegration time.While PGSandGHSfilms,with orwithoutHPMCare hard, these
films become soft shortly after being submerged in SSS. On the patient, these films
can become flexible to follow curvature of mouth, increasing comfort. While PVA
films have the third shortest disintegration time, they are very fragile and easily break
apart during handling, making it difficult for patients to apply the film.With addition
of HPMC, PVA films do not break apart as easily. While keeping its flexibility,
this also makes it easy for patients to apply it. PVA HPMC films also have a long
disintegration time of over 240min, allowing it to release a large amount of curcumin
before it degrades in the mouth. The time when curcumin starts to degrade due to
neutral conditions [13], leading to lower concentration is also the time percentage
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Fig. 5 Disintegration times/min of films

dissolution drops, shown by the decreasing slope of most line graphs in Figs. 6 and
7.

Fig. 6 Percentage dissolution/% of starch and HPMC films



330 B. Lim and M. W. Theng

Fig. 7 Percentage dissolution/% of PVA and HPMC films

4.1.6 Dissolution

From Figs. 6 and 7, the percentage dissolution of all films increase to a maximum,
then remain constant or decrease. This is attributed to disintegration time, of which
the film stops releasing curcumin after it has completely disintegrated. There is also
a standard deviation of 0–5% for percentage dissolution of a sample at a certain
time point, as the UV-VIS used to measure absorbance is not sensitive, giving such
errors. However, the percentage dissolution for PGS, GHS, HPMC, HPMC PVA and
PVA films still increase beyond their respective average disintegration time. This
can be due to the films being adhered to a glass slide during dissolution and hence
lengthening disintegration time, enabling the film to release curcumin for a longer
period of time, as compared to disintegration tests where the film is submerged in
saliva without a glass slide. As such, it is recommended that the films have a backing
layer, so the films are not exposured to saliva, and hence lengthening disintegration
time for continued drug release [30–32]. From Fig. 6, it can be seen that both GHS
and PGS help improve drug release when added to HPMC formulation. However
from Fig. 7, PVA restricts drug release when added to HPMC formulation. With the
assumption that all curcumin released passes through the buccal mucosa to enter
bloodstream, GHS HPMC films release the most curcumin, and at fastest rate, and
given the second highest percentage recovery of 98.8, this makes it a very desirable
film for drug load and drug release. Even though PVA HPMC films have a higher
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percentage recovery, their drug release is low as compared to GHS HPMC film,
making them an undesirable film for drug release.

5 Conclusion

GHSHPMCfilms not only have the highestmaximumpercentage dissolution (18.7%
at 60 min), but also have the second highest percentage recovery after PVA films
(98.8%), with low standard deviation (±4.28%). This shows that drug uniformity in
GHSHPMCfilms is good as well. Despite being the heaviest and thickest of all films,
during disintegration tests, it was found that GHS HPMC films soften upon contact
with saliva. This allows patients to feel comfortable while the film is adhered to their
buccal mucosa. In contrast to the hypothesis, starch films containing HPMC have
greater drug release than those that do not as seen from Fig. 6, and HPMC does not
greatly affect drug release rates of PVA films as seen from Fig. 7. As HPMC controls
and delays drug release [26], there may be concerns that GHS HPMC films have not
released all of its drug across buccal mucosa before disintegrating at 53 min. It is
hence recommended to attach a backing layer to the drug film to prevent curcumin
from undergoing degradation in the basic condition of the mouth when the film is
exposed to saliva. This ensures that residence time of film in the patients’ mouth is
sufficient for it to release as much curcumin as possible across buccal mucosa. This
backing layer should also be thin enough to not greatly increase film’s thickness,
reducing patients’ comfort.
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Developing Modified Peptide Nucleic
Acids to Regulate Dysregulated Splicing

Samuel Foo Enze, Tristan Lim Yi Xuan and Jayden Kim Jun-Sheng

Abstract Peptide Nucleic Acid (PNA) can stabilise the Tau Exon 10-Intron 10
self-regulatory RNA hairpin, known to regulate the alternative splicing of exon 10 in
Microtubule-Associated Protein Tau (MAPT) transcript [1], and thus rescue the aber-
rant ratio of protein isoforms (4R/3R), preventing tauopathy.We used antisense PNA
(ASPNA) and triplex-forming PNA (TFPNA) methods, and compared the effective-
ness of both. We synthesised PNA oligomers using solid phase peptide synthesis
(SPPS) and tested binding affinity to the RNA hairpin using polyacrylamide gel
electrophoresis (PAGE). TFPNA is less costly and more efficient to synthesise, but
has low binding affinity, whereas ASPNA costs more to synthesise but has a higher
binding affinity.

Hypothesis—Binding a PNA strand to the Tau Exon 10-Intron 10 self-regulatory
hairpin can rescue the aberrant ratio of 3R:4R isoforms and thus cure tauopathy.

Keywords Antisense strands · Alternative splicing · Hairpins · Hoogsteen base
pair · Missense mutation · Peptide nucleic acid (PNA) · Steric hindrance ·
Isoform · U1snRNP · ASPNA · TFPNA

1 Introduction

PNA is an artificially synthesised nucleic acid composed of a peptide backbonewhich
replaces the negatively-charged phosphate backbone in RNA and has nitrogenous
bases (Fig. 1). PNA consists of a neutral N-(2-aminoethyl)-glycine (AEG) backbone,
a methylene carbonyl linker and nucleobases. While many labs in the world are
using traditional antisense strands and oligonucleotides to achieve similar aims of
stabilising RNA, PNA has the following advantages: [2–4]
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Fig. 1 Structures of PNA
(left) and RNA (right) [3, 4]

• They are stable thermally and chemically, and are resistant to enzymes.
• Electrically, the peptide backbone has no charge, thus there is no electrostatic
repulsion between PNA and RNA, making the bonds stronger [2].

• PNA can be hybridised at lower salt concentrations than DNA or RNAwhich leads
to higher stringency.

• PNA has high selectivity yet a broader binding range, as PNA can be artificially
altered to bind to many different specific targets.

This project deals with 2 types of PNA, ASPNA and TFPNA.
ASPNA consists of unmodified, natural monomers in conventional nucleotides

(A, C. G and T). In binding, it disrupts the preformed RNA duplex and substitutes
the existing strand, forming a PNA-RNA duplex instead of a PNA-RNA2 triplex
(known as strand-invasion), producing a stray nucleotide strand in the process. The
process of synthesis is often costly becausemost labs are not equippedwithmachines
to synthesise the natural monomers needed for antisense binding, and they have to
buy commercially. The sequence used is also often very long, which increases the
cost of synthesis and makes it harder for the strand to penetrate into the cell nucleus.
Another disadvantage is that strand invasion results in a stray nucleotide strand being
produced. This strand may bind with other complementary single-stranded RNA in
the cell or may cause further strand invasions in other RNA duplexes. This poses the
danger of side mutations that may have adverse effects. However, antisense binding
is a tried and testedmethod used inmany labs, and it has shown to have a high binding
affinity due to it being complementary to one of the RNA strands. Therefore, our use
of ASPNA is not only to evaluate its effectiveness up against TFPNA, but also to test
our hypothesis (mentioned in the abstract) that binding PNA to the target hairpin can
regulate the 3R:4R ratio.

TFPNA is made up of artificial monomers (T, L, S, Q) and binds to duplexes
to form a PNA-RNA2 triplex. A RNA triplex is a complex structure stabilised by
multiple base triples formed between anRNAduplex and a third strand of nucleic acid
(PNA in this case). A triplex structure usually forms through tertiary interactions in
the major or minor groove of a Watson Crick base-paired hairpin. When consecutive
major-groove base triples such as U·A-U and C+·G-C are formed, a major-groove
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Fig. 2 Chemical structure of several base triples like TAU, EUA, QCG

RNA triplex becomes stable in isolation. These are formed without disrupting the
preformed duplex structure.Using the four letter code of artificial TFPNAmonomers,
we can recognise the RNA duplexes by forming T·AU, L·GC, S·UA, and Q·CG
base triples. The four modified nucleobases are subsequently attached to the Peptide
Nucleic Acid (PNA) [2].

The use of artificial monomers gives TFPNA several advantages. Firstly, it has a
wider binding range compared to strands with natural monomers. For example, only
the PNA monomer E can recognise the U-A Watson-Crick base pair (Fig. 2), while
no natural nucleotide is found to have such an affinity to the U-A pair. Secondly, as
these artificial monomers facilitate the targeting of both the sequence and secondary
structure of RNA (as opposed to only sequence in the case of natural monomers),
this results in high selectivity. For example the L PNA monomer only recognises G
in duplex but not G in single strand (Fig. 2). Thirdly, as a triplex is formed, there
is no stray nucleotide strand being produced, the related disadvantages of antisense
thus do not apply here. Fourthly, artificial monomers can be easily synthesised using
liquid phase and solid phase organic synthesis with raw materials. Combined with
the fact that TFPNA strands are often only 7 or 8 monomers long, the cost of TFPNA
is much lower and synthesis is faster.

To the best of our knowledge, our lab is currently the first group utilizing TFPNA
for the specific application of stabilising the tau hairpin. TFPNA is our main focus
as it is the novelty of our project and has the above-stated advantages over the
conventional method of ASPNA.

2 Understanding Tauopathy

Dysregulated RNA splicing can result in a multitude of diseases, ranging from mus-
culoskeletal ones such as Duchenne Muscular Dystrophy or X-linked dilated car-
diomyopathy, to neurodegenerative ones such as Alzheimer’s Disease or dementia

In this project, we are seeking to stabilise the tau exon 10-intron 10 self-regulatory
pre-mRNAhairpin to regulate dysregulated splicing of theMAPT transcript, by using
PNA to target the corresponding RNA hairpin in order to restore the correct 4R:3R
isoform ratio.
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RNA alternative splicing is exhibited in regulating the formation of the 3R and 4R
tau protein isoforms. Tau is a microtubule-associated protein found in the axons of
the brain, important for morphogenesis and helps to stabilise axonal microtubules,
assemble the tubulins and regulate axonal transport via phosphorylation by kinases in
neurons, thus playing a pivotal role. However, point mutations in the regulatory hair-
pin often reduces its thermal stability by inducing mismatched base pairs (Fig. 3),
resulting in the overproduction of 4R. When there is aberrant isoform ratio, the
general structure of the proteins is disrupted, leading to the tau proteins being hyper-
phosphorylated (as kinases are no longer able to remove the phosphoryl groups,
the phosphorylation sites are fully saturated). Hyperphosphorylated tau disassem-
bles microtubules and sequesters normal tau into tangles of paired helical filaments
(PHFs). The tau proteins are thus no longer able to bind to the microtubules. The
previously highly soluble tau protein now aggregates due to insolubility, resulting
in the formation of neurofibrillary tangles and insoluble PHFs (Fig. 4) [5]. These
are deposited in the cytosol of neurons and glial cells and are cytotoxic, eventually
killing neuron cells, resulting in supranuclear palsy (gradual deterioration and death
of specific volumes of the brain). Furthermore, as normal tau proteins also help to sta-
bilise the microtubules, the lack of normal tau proteins bound to microtubules will
destabilise them, causing disintegration (Fig. 4) [6–8]. 4R aggregation is thus the
predominant cause for the class of neurodegenerative diseases known as tauopathy.

Research shows that a 4R:3R ratio should ideally be 1, whereas an aberrant ratio
is a 4R:3R ratio that greatly exceeds 1, beyond a currently uncertain threshold value
[5, 6].

Fig. 3 Tau pre-mRNA
regulatory RNA hairpin. The
natural occurring mutations
in FTDP-17 are underlined.
The 4R and 3R beside each
mutation refers to the
isoform preferred
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Fig. 4 A demonstration of how dysregulated splicing of the tau protein results in tau aggregation
and the formation of toxic neurofibrillary

Tau protein is encoded by the MAPT gene on chromosome 17q21 which consists
of 16 exons. Alternative splicing of the MAPT gene results in 6 tau isoforms being
created, translated by exons 2, 3 and 10. Exon 10 inclusion leads to a 4R isoform,
its exclusion a 3R isoform (Fig. 5).

There is potential to synthesise a PNA oligomer that targets and stabilises the
tau RNA self-regulatory hairpin, found in the tau pre-mRNA exon 10-intron 10
junction site. The biological function of this RNA hairpin is to regulate the splicing
of exon 10. In order for the splicing to occur, the splicing machinery U1 snRNP has

Fig. 5 The six tau isoforms produced by alternative splicing of exon 2, 3 and 10 [1]
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to recognise the 5′ splice site (5′ss) by base pairing. When this particular hairpin
is formed, the 5′ss is masked, thus the U1 may not be able to recognise the splice
site. Point mutations found in the hairpin reduce the thermal stability of this hairpin
resulting in the equilibrium shifting to the side where the hairpin is not formed
(unfolded state). The hairpin conformation is in a dynamic equilibrium regulated
by polypyrimidine tract protein associated splicing factor (PSF) and the trans-acting
DDX5 helicase, both modulating a stem loop structure at the 5′ss. When the hairpin
is not formed, the 5′ss is exposed and then U1 can easily recognise the 5′ss and
splicing will occur, including exon 10 in splicing. In essence, when the hairpin is
folded, U1 is blocked from reading the 5′ss and exon 10 is excluded, resulting in a
3R isoform (3 microtubule binding domains). Whereas when the hairpin is unfolded,
U1 reads the 5′ss and exon 10 is included, resulting in a 4R isoform (4 microtubule
binding domains, one of which is exon 10) [8–10]. If there is an excess amount of
exon 10 inclusion in the splicing, there will be an aberrant 4R:3R ratio.

Thus, binding a PNA strand to the hairpin, will stabilise it and allow it to stay in
the folded state longer without interference by the point mutations. The 5′ss will thus
be masked and exon 10 will not be incorporated into the production of the protein
isoform. This results in a 3R isoform being formed instead, reducing the 4R:3R ratio.
Targeting and stabilising the tau regulatory exon 10 hairpin helps to induce steric
hindrance against the binding in the region of exon 10 and intron 10 of the trans-
acting proteins to the cis-acting sites, preventing U1 from excessively removing exon
10 and thus limits the overproduction of 4R isoform (Figs. 6 and 7) [9–11].

Fig. 6 The location of 5′ss at the intron 10 and exon 10 junction and the result of inclusion and
exclusion of exon 10

Fig. 7 The left shows the recognition of the 5′ss by the U1 snRNP hairpin and the right shows the
hairpin inducing steric blockage at the exon 10-intron 10 junction
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3 Methods and Materials

The synthesis of TFPNA and ASPNA follow the same steps, except that most of the
monomers of TFPNA were synthesized using solid phase organic synthesis (SPOS),
but the monomers for ASPNA were bought commercially.

We synthesised the PNA oligomers through solid-phase peptide synthesis (SPPS),
carried out in a nitrogen-based condition (a necessary condition for the formation
of peptide bonds). Thereafter, to maximise the yield and to ensure that our desired
compound was obtained, we would carry out aqueous workup and various methods
of chromatography like thin-layer chromatography (TLC) and reversed phase-high
performance liquid chromatography (HPLC).

3.1 Synthesis of PNA Monomers by Solution-Phase Organic
Synthesis

PNA T monomer is purchased commercially. PNA L, E and Q monomers are syn-
thesised based on the procedure below.

1. Set up the reaction by adding starting material, reagents and solvent based on the
reported procedures.

2. Monitor the reaction progress by Thin Layer Chromatography (TLC).
3. After the reaction is complete, perform aqueous workup (purification, removal

of excess reagents, etc.) if necessary.
4. Purify the product using Flash Column Chromatography, Recrystallization, etc.
5. Characterise the product using Mass Spectrometry and Nuclear Magnetic Reso-

nance.

3.2 Synthesis of PNA Oligomers by Solid-Phase Peptide
Synthesis

1. Synthesise the PNA using 0.3 mmol/g of mBHA resin as a solid support to
synthesise the PNA oligomers.

2. Apply tert-butyloxycarbonyl protecting group chemistry (Boc) and use PyBop
as the activating agent.

3. Monitor the coupling of each step by the Kaiser test.
4. Couple the PNA monomers on the solid support and cleave the PNA from the

solid support by using the trifluoroacetic acid (TFA)/trifluoromethanesulfonic
acid (TFMSA) system in the ratio 10:1.

5. Carry out cold ether precipitation before dissolving the oligomers in water.
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6. Purify the desired PNA by Reversed-Phase High Performance Liquid Chro-
matography (RP-HPLC).

7. Characterise and rapidly identify that the desired PNA has been obtained by
Matrix Assisted Laser Desorption/Ionization (MALDI-TOF).

3.3 Testing the Affinity of the Designed PNA to the Target
RNA Hairpin (PAGE)

1. 12 wt% (weight percent, 6 g in 50 ml) Polyacrylamide Gel was used and all
samples contain 1 µM of RNA hairpin.

2. PNAs with increasing concentrations were titrated into 20 µL of RNA hairpin
each

3. Snap cool RNA hairpin at 95 °C.
4. Annealing of PNA was carried out at 65 °C to room temperature.
5. Incubation at 4 °C overnight with the incubation buffer of 200mMNaCl, 0.5mM

EDTA, 20 mM HEPES (pH 7.5).
6. Mix the samples with 35% glycerol and load them into the wells.
7. Gel was run at 4 °C with a constant voltage of 250 V for 5 h with the running

buffer: 1X Tris-Borate EDTA (TBE) buffer at pH 8.3.
8. Ethidium bromide staining was carried out for 30 min.
9. Gels were imaged using the Typhoon Trio Variable Mode Imager and observed.

4 Results and Discussions

We evaluated the binding affinity of both ASPNA and TFPNA with the tau RNA
hairpin through PAGE. Shown above are the sequences with the best binding affinity
for each approach. From Fig. 8, the duplex RNA hairpin band concentration (shown
by the black band at the bottom) decreases as the TFPNA concentration increases.
We are unable to stain the triplex band (which will appear above the RNA hairpin
band) as we used ethidium bromide (EtBr), which could only intercalate and show a
staining with Watson-Crick base pairs. In our case, the Watson-Crick base pairs left
after binding was insufficient to show observable staining as our RNA oligomer has
quite a short sequence. However, we can deduce the formation of the PNA•RNA2

triplex as the bands start to disappear as the TFPNA concentration increases, this
implying that there is less intercalation of base pairs occurring due to the decrease
in duplex RNA concentration.

By observation, there is a significant drop of duplex RNA concentration from
sample 8 (10 µM of duplex concentration) onwards, until it almost fully disappears
in sample 12 (50µM). This means that the PNA’s binding affinity is strong enough to
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Fig. 8 Effect of TFPNAconcentration on intensity ofRNAhairpin. Sample 1 to 12 contains TFPNA
with increasing concentrations of 0, 0.2, 0.4, 1, 1.6, 2, 4, 10, 16, 20, 28 and 50 µM respectively.
This is the PAGE result of 7-mer Tau TFPNA versus 30-mer Tau WT RNA Hairpin model

bind to the RNA duplex at a concentration of 10 µM and above. While the triplex is
successfully formed, the binding affinity of this particular TFPNA is unsatisfactory.
For cell culture studies, TFPNA with stronger binding affinity is required, taking
into account the unpredictability of the PNA’s specificity and affinity towards the
desired target sequence within the cell. This will be further discussed in our future
extensions.

Looking at Fig. 9, binding is also seen between ASPNA and the target RNA
hairpin. The risen band shows the PNA-RNA duplex after strand invasion. EtBr is
able to intercalate as the product is a duplex. Observable strand invasion first occurs
at 0.05 µM, whereas complete strand invasion occurs at 0.1 µM. Thus, the sequence

Fig. 9 Effect ofASPNAconcentration on intensity of target hairpin andduplex after strand invasion.
ASPNA concentrations is shown in µM. This is the PAGE result of 10-mer Tau ASPNA versus
32-mer Tau WT RNA Hairpin
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Table 1 Cell culture studies
with ASPNA

3R:4R ratio before and after injectiona

Phase Percentage of 3R/% Percentage of 4R/%

Before injection 30 70

After injection 50 50

aCarried out with immortalized cells. Raw data not shown due to
lab approval issues. Figures as reported by affiliated department
within NTU

can move on to cell culture testing (since PNA attachment is observable through
PAGE at ≤1 µM).

Table 1 shows cell culture testing results. Our hypothesis that binding a PNA
with the target hairpin can regulate the 3R:4R ratio. This is critical for our future
extensions as it gives us confidence in further developing both ASPNA and TFPNA
methods.

From Fig. 10, shows the theoretical interaction between the PNA strands and the
target hairpin. For TFPNA, monomer L interacts with Watson Crick base pair G-C
and G-U, Q interacts with C-G, E interacts with U-A and T interacts with A-U and
A bulge by Hoogsteen base pairing.

Fig. 10 On the left shows
strand invasion by ASPNA,
with sequence
CGCCGTCACA. The right
shows TFPNA binding with
sequence N-terminal
Lys-LLQTLEL
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5 Conclusion and Future Work

PNA has tremendous potential and we should further continue our studies until we
find a sequence that shows strong binding. However, few labs around the world
use PNA for antisense applications, even fewer use TFPNA for stabilising hairpins.
PNA could still be further explored as since it is artificiallymade,manymodifications
could be made to change its properties, especially to increase binding affinity, and
thus surpass effectiveness of natural oligonucleotides.

We intend to take the following steps in future.

• Explore other staining methods such as fluorophores to improve the visibility of
our PAGE bands, especially for TFPNA

• Programme a computer simulation to visualise the interaction between PNA and
the target

• Try out other sequences in future to get better binding.
• Try out a possible approach by injecting both TFPNA and antisense PNA
• Establish a cost and time efficient method of synthesising PNA with high binding
affinity

• Move on to advanced cell culture studies, animal testing and human subjects
• Due to time constraints, we could only test out the PNA sequences in Fig. 10 once,
so we can repeat our experiments several more times to get more reliable, accurate
and conclusive results.

• For TFPNA, our mentor suggested that ideal selectivity is most often achieved
by a TFPNA of length 8 (we currently only have 7). We could thus increase the
length of the TFPNA sequence. In extending the TFPNA sequence, it would not
be easy extending the PNA upwards of L as the TFPNA can only bind to the RNA
duplex downwards in sequence from the 5′ss. Extending above L would require
resequencing the entire PNA sequence. Thus, the better alternative is to find out
which PNA monomer binds best to the C monomer in RNA, for which there is
currently no publication about.

• Eventually deliver PNA into cells through carriers such as aminoglycosides and
polypeptides, across the plasma and nuclear membranes of the cells, and then
observe the 4R to 3R isoform ratio within living cell.
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Making 2D Nanolayers Visible by Optical
Imaging

Xiaohe Zhang, Yang Jing, Hiroyo Kawai and Kuan Eng Johnson Goh

Abstract Recent developments have proved optical imaging to be a promising
method to identify and locate 2Dmaterials efficiently and non-invasively. By putting
a 2D material on a substrate, the nanolayer will add to an optical path and create a
contrast with the case when the nanolayer is absent, which can be used to identify
the 2D material and its number of layers. To make the optical imaging process in the
laboratories more convenient, this report uses Fresnel Law as a model to simulate
the optical imaging results of various 2D materials (graphene, MoS2, MoSe2) on top
of different thickness of SiO2 and Si wafer. The results provide details of the optimal
conditions (the optimal light wavelength and optimal thickness of SiO2) to identify
and locate the 2D nanolayer, which can be used directly in laboratories. The model
used in this report was benchmarked by simulating the system of graphene on top of
SiO2 and Si to ensure its accuracy and comparing with existing literature. The model
was then used to simulate the optical contrasts of 1–5 layers of MoS2 andMoSe2, the
latter of which has not been reported in previous literature. In particular, we highlight
the sensitivity of the used model on the accuracy of the refractive indices used. In
conclusion, we show through computational modelling that optical contrast can in
principle allow effective determination of layer numbers in few layered 2Dmaterials.

Keywords 2D materials · Optical imaging · Substrate · Fresnel law

1 Background and Purpose of Research

Since the research paper published in 2004 by Novoselov et al. [11] reported the
successful isolation of graphene, great interests has been attracted to the field of two-
dimensional (2D) materials, which are crystalline materials consisting of a single
layer of atoms. They are expected to have a significant impact on a large variety
of applications, ranging from electronics, gas storage or separation, catalysis, high
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performance sensors, support membranes to inert coating [8]. Graphene, for exam-
ple, exhibits high crystal quality [7] and can be used to accurately mimic massless
Dirac fermions [16]. Transition metal dichalcogenides, with the common formula
MX2, where M stands for transition metals and X for chalcogens, are a new group
of promising 2D materials which exhibit a large variety of electronic behaviors such
as semiconductivity, superconductivity or charge density wave. For example, semi-
conducting dichalcogenides such as MoS2 are promising materials for electronic
applications. Their high charge carrier mobilities make them suitable candidates to
be used for flexible field effect transistors (FETs) [2, 13]. Furthermore, optical prop-
erties of these materials can be used for solar cells, photoelectrochemical cells and
photocatalytic applications [9, 17]. As the most instrumental step in the study and
practical application of 2D materials, great significance is put into identifying and
locating these layered materials.

There are a few techniques to identify and locate 2Dmaterials. Ramanmicroscopy,
which can distinguish graphene monolayers, was not able to search for graphene
monolayers automatically [5]. Atomic force microscopy (AFM) can determine the
dimensions of nanolayers deposited on insulating substrates but is time-consuming
and produces slow throughput. Scanning electron microscopy (SEM) and transmis-
sion electron microscopy (TEM) can locate the nanolayers but seriously contaminate
the layer [4]. Therefore, optical imaging is predicted to be themost promisingmethod
forward among all these measures. This is because by calculating the optical con-
trasts, optical imaging offers the possibility of a simple, rapid and non-destructive
way to characterize large-area samples. Herein, the simulations of optical imaging
have been widely used to detect the 2D materials. Blake et al. suggests in the paper
published in 2007 that the thin flakes of 2D materials on a certain thickness of SiO2

are transparent enough to add to an optical path when placed on an oxidised Si wafer,
creating a contrast with the case when the nano-layers are absent. This contrast is
sufficient for the human brain to identify and locate the thicker flakes. Benameur
et al. simulated the process by calculating the optical contrast of MoS2, WSe2 and
NbSe2 on top of SiO2 wafer and suggested that single layers of MoS2, WSe2 and
NbSe2 could be detected on 90 and 270 nm SiO2 using optical means. However,
there has been no report on the optical contrast of MoSe2 (a thorough search of the
relevant literature yielded no results), neither single layer nor a few layers. MoSe2
will hence be the one of the focuses of this study. This study will also investigate
the optical contrast simulation of single to 5 layers (which can be regard as bulk-like
materials) of MoS2 to enhance the current existing studies on this material and make
the study of MoS2 more systematic.

2 Hypothesis

Each 2D material, characterized with thickness and refractive index, will exhibit a
unique optical contrast when stacked on top of a substrate, such as SiO2. The optimal
detecting conditions of various 2D materials can be predicted from the simulations
of their optical contrasts.
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3 Methods and Materials

3.1 Experimental Setup

Under the microscope, the 2D material with a refractive index of n1 and thickness
of d1 is placed on top of SiO2 of thickness d2 and silicon wafer. Light of differ-
ent wavelengths is shone on the sample using narrow-band filters [5]. Any results
involving the color of the light based on different wavelengths are in accordance
with the spectrum shown in the annex. The resulting contrast can be either obtained
experimentally from the microscope or calculated theoretically based on Fresnel law
(Fig. 1).

3.2 Determination of Indices

As the case of normal light incident from air to the trilayer structure (nanolayer,
SiO2, Si wafer), refractive index of air (n0) is 1, independent of all other variables.

The 2D material in test is described by a thickness of d1 (data obtained from
Blake et al. [5]; Zhang et al. [15]; Beal and Hughes [3]), and its refractive index is n1,
which is dependent on the wavelength of the light. For graphene, its refractive index
was found to be well described by the refractive index of bulk graphite n1 = 2.6 −
1.3i, independent of the wavelength [5, 12]. This can be attributed to the fact that
the optical response of graphite with the electric field parallel to graphene planes
is dominated by the in-plane electromagnetic response [5]. However, in the cases
of other dichalcogenides nanolayers, a set of light wavelength dependent values of
refractive indices is used, as presented in the annex. Literature has reported the effect
of extinction coefficient of the 2D materials [6], however, it is not considered in this
report.

SiO2 is described by the thickness d2 and another wavelength dependent refractive
index n2 but with a real part only: n2 (400 nm) = 1.47 [14]. The Si layer is assumed

Fig. 1 Experiment setup of
the substrate system for the
optical imaging of 2D
materials. Paths A, B, C are
light paths with and without
the nanolayer. The top layer
is air, which is above the
nanolayer, while the Si wafer
is subsequently referred to as
the fourth layer
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to be semi-infinite and described by a complex refractive index n3 dependent on
wavelength of light. The set of indices is found from previous literature [1, 5].

3.3 Computation

Fresnel law is used to calculate the contrast [5]. Using the described indices, the
reflected light intensity (with the presence of the 2D material) can be written as:

P(n1) =
∣
∣
∣
∣

r1eiφ+ + r2e−iφ− + r3e−iφ+ + r1r2r3eiφ−

eiφ+ + r1r2e−iφ− + r1r3e−iφ+ + r2r3eiφ−

∣
∣
∣
∣

2

,

where r1 = n0−n1
n0+n1

, r2 = n1−n2
n1+n2

, r3 = n2−n3
n2+n3

are the relative indices of refraction
between each two layer;

φ1 = 2πn1d1
λ

, φ2 = 2πn2d2
λ

are the phase shifts due to changes in the optical path;
φ+ = φ1 + φ2, φ− = φ1 − φ2 are for the ease of computing.

On the other hand, the reflected light intensity in the absence of the 2D material
can be found using the same formula, but with n1 = n0 = 1. Similarly, r1 = 0 and
φ1 = 0 as there would be no refraction nor phase shifts between the first two layers.
The light intensity with the absence of the 2d material can hence be written as:

A(n1 = 1) =
∣
∣
∣
∣

r ′
2e

iφ2 + r3e−iφ2

eiφ2 + r ′
2r3e

−iφ2

∣
∣
∣
∣

2

,

where r ′
2 = n0−n2

n0+n2
is the new relative index between the second and third layer.

The contrast is defined as the relative intensity of reflected light with the presence
and absence of the 2D material. It is written as:

C = P(n1) − A(n1 = 1)

A(n1 = 1)
.

Graphs are plotted to investigate the correlation between the contrast, thickness
of SiO2 and the wavelength of light to find the optimal situation to identify and
locate the nanolayer. The refractive index of SiO2 and Si is obtained from previous
experimental data.
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4 Results and Discussion

4.1 Benchmark

In order to test that the mathematical model derived from Fresnel law is accurate in
interpreting the contrast for the experiment, a set of calculated data for the contrast of
graphene on top of SiO2 and Si wafer is compared to that obtained experimentally.
Our simulated results show excellent agreement with the experimental data when
the wavelength of incoming light is between 410 and 750 nm. Furthermore, the
colour plot produced by the model described previously proves that graphene can be
visualised on top of any thickness SiO2 except for around 150 nm and below 30 nm,
and that optimal contrast is producedwith the use of 90 and 280 nm thickness of SiO2

under green light, as shown in the annex. These conclusions are in agreement with
the results in previously published literature [5]. The tests on graphene proves that
the model used in this report is accurate and can give reliable result when comparing
with the experiment, which suggests that the conclusions made based on this model
are likely to be applicable in laboratories (Figs. 2 and 3).

4.2 Molybdenum Disulfide (MoS2) on Top of SiO2 and Si
Wafer

This set of results was generated by simulating aMoS2–SiO2–Si system (Fig. 4). For
a single layer ofMoS2, as shown in Fig. 4(1), the optical contrast simulation suggests
that it can be detected on 70 and 240 nmSiO2 using red light.With increasing number

Fig. 2 Contrast as a function of wavelength for graphene–SiO2–Si system with a 200 nm-thick
SiO2 substrate. The solid line is the simulated result and the red circles are the experimental data
obtained from Blake et al. paper
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Fig. 3 Colour plot of the
contrast (colour bar) as a
function of wavelength
(y-axis) and SiO2 thickness
(x-axis) for
graphene–SiO2–Si system.
The colour bar is the
expected contrast
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Fig. 4 Colour plots of the contrasts (colour bar) as a function ofwavelength (y-axis) and SiO2 thick-
ness (x-axis) for the MoS2–SiO2–Si system. Graphs (1)–(5) used 1–5 layers of MoS2 respectively.
The crosses are marked on the (150,600) point on all the graphs
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Table 1 Optimal detecting condition for different layers of MoS2

Number of layers of
MoS2

Optimal light
wavelength (nm)

Colour of the optimal
light

Optimal thickness of
SiO2 (nm)

1 (a) 675–750 (a) Red (a) 50–80

(b) 675–750 (b) Red (b) 220–250

2 (a) 500–750 (a) Blue–red (a) 50–120

(b) 580–750 (b) Yellow–red (b) 200–300

3 (a) 480–750 (a) Blue–red (a) 40–150

(b) 570–750 (b) Yellow–red (b) 190–300

4 (a) 450–750 (a) Blue–red (a) 40–180

(b) 560–750 (b) Green–red (b) 190–300

5 (a) 450–750 (a) Blue–red (a) 40–180

(b) 550–750 (b) Green–red (b) 180–300

of layers (from 1 up to 5 layer) of MoS2 put on the substrate, the contrast generally
increases. The appropriate condition to produce the optimal contrast in order to
identify the MoS2 is easier to achieve with more layers of MoS2, suggesting that the
thicker is the 2D material, the easier it can be detected. Also, it is found that 4 and 5
layers of MoS2 exhibit similar optical contrast. This conclusion is agreeable with the
widely accepted idea that a 2Dmaterial with thickness up to 5 layers can be regarded
as a bulk material. The optimal detecting condition for different layers of MoS2 is
summarized in Table 1.

The differences in the contrast can also be used to predict the number of layers of
MoS2 in the experiment. When an appropriate point is selected from the colour plot,
for example, 150 nm-thick of SiO2 with 600 nm-wavelength of light (as indicated by
the cross in Fig. 4), different number of layers of MoS2 produces different contrast.
Therefore, the experiment data can be compared with the data from the graph to
determine the number of layers. This is however only applicable to one to four layers
of MoS2 because five or more layers of MoS2 are considered as bulk materials and
exhibit different properties.

4.3 Molybdenum Diselenide (MoSe2) on Top of SiO2 and Si
Wafer

This set of results was generated by simulating a MoSe2–SiO2–Si system (Fig. 5).
Similar toMoS2, it is easier to detect more layers ofMoSe2 than less layers ofMoSe2
as the condition to produce optimal contrast is easier to be met. It also approaches
bulk-likematerialswhen there aremore than5 layers. Theoptimal detecting condition
for different layers of MoSe2 is summarised in Table 2.
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Fig. 5 Colour plots of the contrasts (colour bar) as a function ofwavelength (y-axis) and SiO2 thick-
ness (x-axis) for theMoSe2–SiO2–Si system.Graphs (1)–(5) used 1–5 layers ofMoSe2 respectively.
The crosses are marked on the (150,650) point on all the graphs

Table 2 Optimal detecting condition for different layers of MoSe2

Number of layers of
MoSe2

Optimal light
wavelength (nm)

Colour of the optimal
light

Optimal thickness of
SiO2 (nm)

1 (a) 450–750 (a) Blue–red (a) 50–125

(b) 600–750 (b) Orange–red (b) 200–300

2 (a) 450–750 (a) Blue–red (a) 40–170

(b) 580–750 (b) Yellow–red (b) 190–300

3 (a) 450–750 (a) Blue–red (a) 40–190

(b) 570–750 (b) Yellow–red (b) 190–300

4 (a) 450–750 (a) Blue–red (a) 20–200

(b) 550–750 (b) Green–red (b) 160–300

5 (a) 450–750 (a) Blue–red (a) 20–210

(b) 540–750 (b) Green–red (b) 160–300
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Also, the data can be used to roughly distinguish the different number of layers
of MoSe2. For example, on the point when 150 nm-thick of SiO2 and 700 nm-
wavelength light are used, the contrast increases as the number of layers increases.
The number of layers can be determined by comparing the experiment data with the
simulated data. Similar to MoS2, MoSe2 approaches bulk-like material when there
are four or more layers. Any number of layers above four are hence indistinguishable
using this method.

4.4 Further Analysis of Data

In order to test the dependence of the results on the accuracy of the refractive indices
used, the second graph of Fig. 6 was generated using only the real part of the MoS2
refractive index for four layers of MoS2 on a MoS2–SiO2–Si substrate system. It is
observed that the two graphs show significantly different results, suggesting that the
results are sensitive to refractive index value. In other word, an accurate experimental
measurement of the refractive indices of the materials is essential in producing an
accurate prediction on the optical imaging condition.

Furthermore, cross-referring the contrast produced by theMoS2 andMoSe2 on the
same substrate system, MoSe2 always produces higher contrast. Therefore, MoSe2
is easier to be detected than MoS2 using the optical imaging method.
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Fig. 6 Graphs using both the real part and the imaginary part of the MoS2 refractive index (left)
and using only the real part of the MoS2 refractive index (right) for four layers of MoS2 on a
MoS2–SiO2–Si system. The crosses are marked on the point (100,540) on both graphs
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5 Conclusion and Recommendations for Further Work

This report has simulated the optical imaging of 1–5 layers MoS2 and MoSe2 on top
of SiO2–Si substrate by calculating their optical contrasts. This simulation model
has been successfully benchmarked with previous experimental data, indicating that
this model is able to yield reliable results. To the best of this author’s knowledge,
there is no existing report on optical contrast of MoSe2 and our study on MoS2
would enhance existing studies. This report then presented the optimal conditions
for detecting 1–5 layers of MoS2 and MoSe2 which are summarized in Tables 1 and
2. The results can be translated directly into laboratory works for further usage.

In the future, studies can be done to provide more accurate refractive indices of
the 2D materials as the results are proven to be highly sensitive to the index values.
Further development in this area can enable the computation simulation to be more
accurate, hence more effectively translating into laboratory work. Moreover, studies
should be done in other substrate systems, such as silicon nitride and PMMA, to find
the most effective one in identifying various nano-layers, or for other 2D materials
such as other transition metal dichalcogenides.

Annex

The refractive indices of Si (n3) under different wavelength of light (λ)

λ n3 λ n3

400 5.59 + 0.30i 580 3.99 + 0.02i

410 5.31 + 0.22i 590 3.96 + 0.02i

420 5.09 + 0.17i 600 3.94 + 0.02i

430 4.93 + 0.13i 610 3.92 + 0.02i

440 4.79 + 0.11i 620 3.90 + 0.02i

450 4.68 + 0.09i 630 3.88 + 0.02i

460 4.58 + 0.08i 640 3.86 + 0.02i

470 4.49 + 0.06i 650 3.84 + 0.02i

480 4.42 + 0.06i 660 3.83 + 0.01i

490 4.35 + 0.05i 670 3.82 + 0.01i

500 4.29 + 0.05i 680 3.80 + 0.01i

510 4.24 + 0.04i 690 3.79 + 0.01i

520 4.19 + 0.04i 700 3.77 + 0.01i

530 4.15 + 0.03i 710 3.76 + 0.01i

540 4.11 + 0.03i 720 3.75 + 0.01i

550 4.08 + 0.03i 730 3.74 + 0.01i

(continued)
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(continued)

λ n3 λ n3

560 4.04 + 0.03i 740 3.73 + 0.01i

570 4.02 + 0.02i 750 3.72 + 0.01i

Obtained from Aspnes and Studna [1]

The refractive indices of MoS2 (n1) under different wavelength of light (λ)

λ n1 (MoS2) λ n1 (MoS2)

410 2.618907483 + 2.370021053i 580 3.815753044 + 0.700631287i

420 3.014371463 + 2.393303884i 590 3.866571732 + 0.939710275i

430 3.403675391 + 2.119403715i 600 3.982798133 + 1.152804209i

440 4.167467336 + 1.498213218i 610 4.355782042 + 1.0971244i

450 4.256552674 + 1.320743724i 620 4.432288287 + 0.873786334i

460 4.54855381 + 1.217525152i 630 4.370715779 + 0.66616927i

470 4.531845087 + 0.902397657i 640 4.280148276 + 0.769723872i

480 4.460022602 + 0.834155468i 650 4.319564865 + 0.980618163i

490 4.555527227 + 0.91077546i 660 4.798946962 + 0.753548024i

500 4.763262257 + 0.896765813i 670 4.697663505 + 0.328942748i

510 4.64436128 + 0.769289673i 680 4.35435329 + 0.26367002i

520 4.502635476 + 0.707720181i 690 4.128525765 + 0.14716099i

530 4.454385348 + 0.639439657i 700 3.905526901 + 0.108340472i

540 4.23777656 + 0.540692668i 710 3.780854838 + 0.136344553i

550 4.141289654 + 0.517426911i 720 3.697186582 + 0.166696212i

560 4.036426341 + 0.604108665i 730 3.53002181 + 0.025206426i

570 3.998970996 + 0.64626683i 740 3.043110006 + 0.034871247i

Obtained from Zhang et al. [15]

The refractive indices of MoSe2 (n1) under different wavelength of light (λ)

λ n1 (MoSe2) λ n1 (MoSe2)

400 3.26 + 2.97i 580 4.93 + 1.47i

410 3.47 + 3.08i 590 4.93 + 1.47i

420 3.81 + 2.95i 600 4.90 + 1.40i

430 3.81 + 2.95i 610 4.87 + 1.34i

440 3.99 + 2.90i 620 4.83 + 1.28i

450 4.13 + 2.81i 630 4.80 + 1.25i

460 4.23 + 2.71i 640 4.77 + 1.21i

470 4.34 + 2.61i 650 4.74 + 1.18i

(continued)
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(continued)

λ n1 (MoSe2) λ n1 (MoSe2)

480 4.44 + 2.52i 660 4.72 + 1.18i

490 4.53 + 2.42i 670 4.71 + 1.23i

500 4.62 + 2.32i 680 4.81 + 1.26i

510 4.62 + 2.32i 690 4.81 + 1.26i

520 4.71 + 2.22i 700 4.94 + 1.24i

530 4.78 + 2.11i 710 5.01 + 1.08i

540 4.85 + 2.00i 720 4.98 + 0.98i

550 4.91 + 1.87i 730 4.95 + 0.89i

560 4.92 + 1.70i 740 4.89 + 0.86i

570 4.94 + 1.57i 750 4.83 + 0.83i

Obtained from Beal and Huges [3]
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Predicting Individual Thermal Comfort

Lim Xin Yi, Lee Jia Jia and Daren Ler

Abstract Thermal comfort is a very important factor in many people’s lives;
when people do not feel comfortable, their focus, productivity and performance
are affected. In our research, we investigate how to help students achieve optimal
comfort by predicting their comfort levels. We collected data on 5 students, and then
utilised the k-nearest neighbour machine learning algorithm, in conjunction with ten-
fold cross-validation, to generate models of student comfort in the classroom. The
features utilised are air temperature, air velocity, air relative humidity, body temper-
ature and heart rate. In our experiments, we seek to learn if acceptable individual
models may be derived, and more importantly, if combined models can help increase
predictive accuracy. Our work suggests that combined models are applicable only
when used to augment datasets that are applied to a subject with a more complex
thermal comfort model.

Keywords k-nearest neighbor algorithm · Thermal comfort ·Machine learning ·
Accuracy rate · Variables · Features · Relative humidity · Heart rate ·Wind speed ·
Body temperature · Time of the day · Air temperature · Self-assessed comfort
level · Comfort level · k value · Individual subjects ·Merged dataset · Datasets ·
Classifier · Tenfold cross validation ·Wrapper based technique · Instances

1 Introduction

1.1 General Problem

We are investigating on using machine learning and algorithms to produce a model
that can gauge students’ comfort level in their classrooms then test if it only works
for specific individuals or is generalized and able to predict comfort levels of most
people.
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1.2 Motivation

It is important for us to learn how to predict comfort level in classrooms as comfort
level of students affect their productivity rate and in turn affect many other factors
such as results and performance in school. By engineering a machine learning, we
can better predict students’ comfort level and the school can then access their comfort
level in their classrooms and provide better learning environment for them, causing
learning to be more effective. It is important to know whether such data on thermal
comfort can be merged and still be used effectively as it can provide insights about
creating an environment with maximum thermal comfort for everybody in the same
area.

1.3 Hypothesis

We hypothesize that machine learning can accurately predict student’s comfort level
by using input of relative humidity level, air temperature, body temperature, wind
speed and heart rate. We will be testing our machine learning by catering it for every
specific individual. We will also be testing if the same machine learning can predict
comfort level accurately for others, to see if it works for most people or only for an
individual.

2 Background, Terminology and Problem Statement

2.1 Problem Statement

We are looking into the question of how do we know whether a person is com-
fortable in a certain temperature. This is important as many industries, such as
air-conditioning, may have good use for such information to be used on devices
customized to the person’s comfort level, so as to maximize comfort levels.

2.2 Defining “Thermal Comfort”

Thermal comfort can be defined as that condition of mind which expresses satisfac-
tion with the thermal environment and is assessed by subjective evaluation.
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2.3 Specific Problem

We will find out one’s comfort level on a scale of 1–5, 1 being more uncomfortable
and 5 being most comfortable. We will be using 7 different features: air temperature,
relative humidity, body temperature, heart rate, wind speed, time and self-assessed
comfort level.

3 Experimental Setup

3.1 Plan

We are creating a model to predict comfort levels for specific individuals. After-
wards, we will try to merge the models together and see if the models work better or
worse for the general. To do this, we will be collecting data from 5 students. Then,
we will use the data collected to conduct machine learning and create a classifier
using k-nearest neighbours and tenfold cross validation. The features used are: air
temperature, relative humidity, wind speed, body temperature, heart rate, time of the
day and self-assessed comfort level. We will first choose the best k value, that gives
us the highest accuracy percentage, for each dataset. Then, we will carry out feature
selection and choose the best features for each dataset. Then, we will be merging the
data sets together and choose the best k value and features again. In total, we will be
doing 16 experiments (Table 1).

Wewill then compare the accuracy rate and evaluate our results to see if the model
works for most of the people or can it only work for specific individuals.

Table 1 The 16 experiments we will be working on

a a + b b + c c + d d + e a + b + c + d + e

b a + c b + d c + e

c a + d b + e

d a + e

e

Let a be dataset of student 1, b be dataset of student 2, c be dataset of student 3, d be dataset of
student 4 and e be dataset of student 5
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3.2 Reasoning

Based on Fanger’s thermal comfort model, there are 6 factors that they consider: air
temperature, mean radiant temperature, air velocity, air humidity, clothing resistance
and activity level.

We are including air temperature, air velocity, air relative humidity with reference
to the Fanger’s model; however we removed mean radiant temperature, clothing
resistance and activity level due to it being not feasible due to our limited resources.
We added factors that are similar or related to the factors removed. Since, it is not
easy for us to measure mean radiant temperature, we included body temperature as
one of the factors. Body temperature can be determined by the clothes an individual
is wearing, which affects thermal comfort. We also included heart rate as there
are correlations between heart rates and activity level and human metabolism rate.
Whenever we have higher heart rate, it is usually because we are engaged in vigorous
activities, affecting our thermal comfort. We also included time as a factor as the
net temperatures changes according to time of the day, which determines thermal
comfort.

We have also used a similar concept to the ASHRAE thermal sensation model as
a measure for thermal comfort, which serves as our output. However, we shrunk the
range from 7 to 5 as the environment that our subject matters are placed in will be
constant, hence there would not be great differences in temperatures and such a large
scale is unnecessary. We also changed it such that it shows comfort levels instead of
level of warmth as there is a need to adjust to our local climate which is very rare for
somebody to feel cold in normal room temperature. These are the adjustments we
have made in order to be more practical and make our experiments more feasible.

We used kNN although it is a simple classifier because it can benefit no matter
how large training data is. In addition, no assumptions has to be made during the
learning process. For tenfold cross validation, all the datasets are used for training
and testing, ensuring that results are more accurate and precise and all datasets will
be tested. In addition, k fold cross validation provides more accurate estimates of the
test error rate.

3.3 Methodology

For our experiment, we collected data of relative humidity, air temperature and wind
speed in TB33 and also body temperature and heart rate of 5, aged 15, females
studying in TB33. We recorded the time when readings were taken (readings were
taken every hour from 8.30 am to 2.30 pm for 6 days). The students were asked
to rate their comfort level from 1 to 5, 1 being least comfortable to 5 being most
comfortable. The criteria for the scale of comfort levels as shown in Table 2.

After obtaining the dataset, we used kNN algorithm and tested out different k
values to find the optimum value for our dataset. Then, we did feature selection and
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Table 2 Guideline to rate comfort level on a scale of 1–5

tested for accuracy percentage for each individual feature and the accuracy for all the
features. We recorded down the worst feature(s) which gave us the lowest accuracy
percentage. After removing the worst features, we tested for accuracy percentage
again. We then experiment with different datasets to test if the datasets only works
for specific persons and is different to each person or it is generalized and applies to
most of the crowd.

4 Results and Analysis

4.1 Results

See Tables 3 and 4.
For different values of k, the accuracy percentage varies. The more variable the

accuracy rates over different values of k, themore susceptible that person is to comfort
level changes due to external factors such as wind speed, air temperature, time of the
day and relative humidity (Table 5).

Some features give low accuracy percentage while some give high accuracy per-
centage, showing that certain features are less important, thus it is not necessary
that if all features are used, accuracy level produced will be highest. Table 6 shows
the accuracy level of different individuals after removing the worst feature from its
dataset (Table 7).

Table 3 Table of accuracy percentage for the best k value

Best k value Number of correctly
classified instances

Accuracy
percentage (%)

Total number of
instances

Person A 22 17 41.4634 41

Person B 20 31 58.5366 41

Person C 6 22 53.6585 41

Person D 4 31 75.6098 41

Person E 18 21 51.2195 41
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Table 4 Table of accuracy percentage of features

All 7
features

Relative
humidity

Wind
speed

Body
tempera-
ture

Air tem-
perature

Heart
rate

Time

Pereon A 41.4634% 34.1463% 41.4634% 41.4634% 41.4634% 43.9024% 34.1463%

Person B 58.5366 53.6585% 56.0976% 56.0976% 56.0976% 56.0976% 56.0976%

Person C 53.6585 56.0976 34.1463 39.0244 51.2195 43.9024 39.0244

Person D 75.6098 73.1707 73.1707 75.6098 75.6098 70.7317 75.6098

Person E 51.2195 51.2195 51.2195 51.2195 51.2195 43.9024 51.2195

Table 5 Table of accuracy percentage of best k value for pairs

Pair/group
number

Individuals
in the
pair/group

Best k value Number of
correctly
classified
instances

Accuracy
percentage
(%)

Total number
of instances

1 C & B 5 49 59.7561 82

2 C + E 14 42 51.2195 82

3 C + D 13 53 64.6341 82

4 E + D 19 52 63.4146 82

5 E + B 19 44 53.6585 82

6 D + B 13 53 64.6341 82

7 A + C 14 40 48.7805 82

8 A + E 14 49 59.7561 82

9 A + B 23 40 48.7805 82

10 A + D 14 46 56.7901 82

11 All 5 21 114 56.0976 205

4.2 Figures and Tables

See Table 8.

4.2.1 General Analysis of Individual Test Subjects’ Accuracy Results

With reference to Table 3, the general best obtained accuracy of individual test
subjects range from 41.4634 to 58.5366%; an anomaly in which person 4’s best
obtained result is far more accurate: 75.6098%. This shows that our proposed model
accuracy changes according to different people but is effective to a small extent as
accuracy rate is not as low as 20%—guessing rate due to 5 possible outputs: 1–5.
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Table 7 Table of accuracy percentage of different individuals

Person Accuracy percentage (%)

A 39.0244

B 53.6585

C 46.3415

D 75.6098

E 51.2195

Table 8 Comparison of accuracy level after removing most inaccurate feature

Pair/group
number

Accuracy
percentage of
pair (%)

Accuracy
percentage of
1st individual of
the pair (%)

Accuracy
percentage of
2nd individual
of the pair (%)

Change in
accuracy
percentage (%)

1 52.439 46.3415 53.6585 –

2 48.7805 46.3415 51.2195 –

3 75.6098 46.3415 75.6098 Increase

4 63.4146 51.2195 75.6098 –

5 53.6585 51.2195 53.6585 Increase

6 52.439 75.6098 53.6585 –

7 46.3415 39.0244 46.3415 Increase

8 45.122 39.0244 51.2195 –

9 53.6585 39.0244 53.6585 Increase

10 63.4146 39.0244 75.6098 –

11 54.1463 – – –

If the percentage of both the individuals increases, “increase” is indicated in the last column, if the
percentage of one individual increases while the other decreases, a “–” is indicated

4.2.2 General Analysis of Best k Value Individually

In order to obtain the best k value, we tested the accuracy percentage for the best k
value. Person A had the highest best k value of 22, 17 correctly classified instances
and the lowest accuracy percentage of 41.4634%. Person D had the lowest best k
value of 4, 31 correctly classified instances and the highest accuracy percentage of
75.6098%.

4.2.3 General Analysis of Best k Value in Pairs

The highest k value of 23 was obtained by pair 9 (A + B), and had the lowest
accuracy of 48.7805%. However, the lowest k value of 5 was obtained by pair 1 (C
+ B), but did not have the highest accuracy (59.7561%). The highest accuracy was
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at 64.6431%, obtained by pair 3 (C + D), which had k = 13, and pair 6 (D + B),
which had k = 13.

4.2.4 Analysis of Individual Accuracies in Relation to Each Feature

The results in the features are rather varied for the individual test subjects as seen in
Table 6. The highlighted values are the lowest accuracy results of the individual test
subjects. The features that produce 2 lowest accuracy results are relative humidity
and heart rate while features that produce 1 lowest accuracy result are wind speed
and time. The features that did not produce any lowest accuracy results are all of the
7 features combined, body temperature and air temperature; features that have more
direct relation with thermal comfort. Through these results, it is seen that different
people have different features that better determine their thermal comfort, with the
exception of air and body temperature being a slightly more accurate determiner of
thermal comfort.

4.2.5 General Analysis of Accuracy Percentage of Merged Test Relative
to Individual Test

To test whether our proposed model will have a similar accuracy result when merged
with another individual’s dataset, we paired the test subjects and carried out the
classification. As seen in Table 5 in comparison to Table 3, the results were rather
inconsistent. When some of the individuals were paired up, accuracy rate increased
drastically relative to their individual accuracy results, on the other hand, some has
accuracy rate dropped relative to their individual accuracy results. We induced that
this is due to the incompatibility of the two individuals that were paired up, meaning
that both subjects’ datasets were consistent with each other, with minimal contradic-
tions that may cause an incorrect classification.

From Table 8 we can tell that the model can be shared between some people as the
accuracy percentage increases. Accuracy percentage for Pair 3 (C+D) (75.6098%),
Pair 5 (E+B) (53.6585%), Pair 7 (A+C) (46.3415%) andPair 9 (A+B) (53.6585%)
increases. Everyone has different levels of accuracy, some have better accuracies
than others. From our experiment, it is shown that the model can accurately predict
comfort level of certain types of people but not for all people in a crowd.
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5 Conclusion and Future Work

5.1 Summarisation of Findings

For certain pairs (pair 3, 5, 7 and 9), the accuracy percentage increases but for the rest
of the pairs, the accuracy percentage does not increase as the accuracy percentage of
one in the pair increases while the other decreases. Thus, we can tell that the model
can work on not only an individual but also some of the people of a crowd, but not
all.

5.2 Link to Motivation

By creating this machine learning, we can predict others’ comfort level, helping
schools access comfort levels in classrooms, providing a better learning environment.

5.3 Future Work

In our data collection, we used Kestrel 4000 Pocket Weather Tracker weather tracker
to measure relative humidity, air temperature and wind speed, Braun infrared ther-
mometer and Garmin heart rate sensing watch to measure the individual’s temper-
ature and heart rate respectively. In the future, we would invest in higher quality
thermometer and heart rate sensor to obtain more reliable results. In this experiment,
our dataset only consist of 41 instances which is very small, causing low accuracy
rate. In the future, we will increase the number of instances in the dataset. As all
individuals tested were females, we would also like to collect data from males, so
that we can find out if the model can produce accurate results for the crowd, which
consists males.
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Novel Design of Anode Flow Field
in Proton Exchange Membrane Fuel Cell
(PEMFC)

Xun Zheng Heng, Peng Cheng Wang, Hui An and Gui Qin Liu

Abstract In this paper, the authors presented a few new design flow field in hope
to further optimize the fuel flow distribution within the flow field. Fuel distribution
in PEMFC plays a critical role in the current density, temperature distribution and
water concentration. Moreover, the effects of the geometric parameters on the cell
performance are assessed.

Keywords PEMFC · CFD · Flow field design · Fuel cell simulation

1 Introduction

Fuel cell technologies are increasing getting renewed interest due to the surge in
demand for clean energy. Fuel cells are mainly classified based on the electrolyte.
The classifications are based on the kind of electro-chemical reactions taking place,
the kind of catalyst, the temperature ranges for the fuel cell to operates, fuel required
and other factors [1]. There are various types of fuel cell currently in the market as
shown in Fig. 1.

Polymer Electrolyte Membrane-based Fuel Cell (PEMFC) is an energy conver-
sion device which generates electricity through converting chemical energy between
hydrogen and air [2]. It offers cleaner energy and highly efficient as compared to
traditional energy conversion technologies. The chemical reaction taking place in
the fuel cell are as follows:

Anode Reaction

Anode: H2 → 2H+ + 2e− (1)

X. Z. Heng
Engineering Cluster, Newcastle University in Singapore, Singapore Institute of Technology,
Singapore, Singapore

P. C. Wang (B) · H. An · G. Q. Liu
Engineering Cluster, Singapore Institute of Technology, Singapore, Singapore
e-mail: Victor.Wang@SingaporeTech.edu.sg

© Springer Nature Singapore Pte Ltd. 2019
H. Guo et al. (eds.), IRC-SET 2018,
https://doi.org/10.1007/978-981-32-9828-6_30

375

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-32-9828-6_30&domain=pdf
mailto:Victor.Wang@SingaporeTech.edu.sg
https://doi.org/10.1007/978-981-32-9828-6_30


376 X. Z. Heng et al.

Fig. 1 Different types of fuel cell [1]

Cathode Reaction:

Cathode: 1/2O2 + 2H+ + 2e− → H2O (2)

At the Anode, the hydrogen ions are broken down into protons and electrons
respectively. The electrons produce electricity current as shown in Eq. (1) to power
up the circuit. While at the Cathode, the oxygen ions would react with the Hydrogen
protons to produce the by-product of water reflected in Eq. (2) [2]. Figure 2 illustrated
the chemical reactions reacting in PEMFC.

Although this technology has been around for more than a decade, research is
still ongoing to further optimize the performance of the fuel cell—with the aim of

Fig. 2 Chemical reactions involved in a PEMFC
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achieving a higher power output using lesser fuel (Hydrogen) whilst maintaining a
reasonable heat flux generation.

Much research had been conducted to improve the performance of the fuel cell,
with one key focus area on the effects of the design of the channel flow designs.
The flow field is a very important and critical component that can directly affect the
performance of the PEMFC. Flowfield serves as the reactants distributors and current
collector where an optimum design could increase up to 50% in power density [3,
4]. One crucial requirements for flow field design is to achieve uniform distribution
of reactants over the entire active area of the fuel cell [5]. This is to prevent hot spots
forming while keeping an optimal pressure drop to prevent water flooding within the
flow field.

With the advent of computers hardware and readily available high fidelity numer-
ical codes, computational fluid dynamics (CFD) is use to study the flow field design.
CFD studies had proven to be a cheaper and faster alternative as compared to experi-
mental prototyping. CFD studies could reduce up to 20–40% of experimental cost [6]
yet achieving results accurately close to experimental data. In addition, CFD provide
ease for the engineers to make amendments without incurring any additional cost.

Most research investigated on the influence of geometric parameters on the per-
formance of the PEMFC [7–11]. Manso et al. [8] reviewed the results conducted
in the recent years related to the different geometric parameters of the flow chan-
nels. They concluded that geometric parameters show great influence on the overall
performance of the PEMFC. There are a few geometric parameters that should be
consider in optimizing the flow field. The parameters are as follows below.

Cross sectional shapes of channels such as rectangular, semicircle, trapezoidal etc.
had been widely investigated. Dewan et al. analyzed 3 different cross-sectional area
namely rectangular, parallelogram and trapezoidal. They concluded that rectangular
channel cross-section provides higher cell voltages while trapezoidal channel cross-
section gave more uniform reactant and local current density distributions at the
membrane–cathode GDL interface [12].

Two other essential geometry; Channel and Rib Widths were also investigated
[12–15]. Yoon et al. [16] conducted an experiment to investigate on the effects of
the different channel and rib configurations. The authors proved that narrower rib
improves the overall performance of the fuel cell. However, it shows that wider rib
has better water vapor retention. In general, narrower ribwidths provides high current
density due to higher pressure drop.

The purpose of this paper is therefore to investigate on the different anode flow
field design which could lead to improving the fuel cell efficiency.

Nomenclature

ε Porosity of membrane

k Permeability of membrane

τ Fluid stress

(continued)
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(continued)

Nomenclature

ρ Density

Yi Species mass fraction
�U Gas velocity

Dieff Effective mass diffusivity

E Total energy

h Enthalpy

τe f f Effective fluid stress

Sh Sink term

Kef f Effective conductivity

2 Methodology

2.1 ANSYS Fluent 18.2

ANSYS Fluent 18.2 was used in this study to simulate the reaction of the PEMFC.
ANSYS Fluent was chosen due to the fuel cell module add on in build in the software
that simulate the fuel cell’s reaction and behaviors through a fewgoverning equations.
The governing equations that was required for the simulation are shown below. The
equations are derived based on the non-Darcy law (turbulence flow).

Mass equation:

∇
(
ερ �U

)
= 0 (3)

Momentum equation:

∇
(
ερ�U �U

)
= −ε∇P + ∇(ετ ) + ε2μ�U

k
(4)

Species equation:

∇(ερUYi ) = ∇Dief f · ∇Y i + Si (5)

Energy equation:

∇
( �U(ρE + P)

)
= ∇

⎛
⎝Kef f ∇T −

∑
j

h j �J j +
(
τe f f · �U

)⎞
⎠ + Sh (6)
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Potential equation:

dφs

dx
= − I

σ e f f
(7)

2.2 Model Geometry

A 3-D one channel parallel flow field based reference model is developed based on
the dimensions provided by Cheng et al. [7] as shown in Table 1. The model shown
in Fig. 3 includes all the components in the fuel cell namely the anode current collec-
tor, anode flow channel, anode gas diffusion layer, anode catalyst layer, membrane,
cathode catalyst layer, cathode gas diffusion layer, cathode flow channel and cathode
current collector.

Table 1 Cell dimensions Geometrical parameters Dimensions (mm)

Length of gas channels 50

Height of gas channels 1

Width of gas channel 1

Width of cell 2

Thickness of catalyst layer 0.01

Thickness of gas diffusion layer 0.3

Thickness of membrane layer 0.178

Thickness of current collector 2

Fig. 3 a Isometric view of fuel cell model, b front view
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Table 2 Model boundary conditions

Boundary conditions Location Value

Inlet mass flow rate Inlet anode flow channel Anode inlet mass flow rate 0.3 ms−1

Anode inlet mass fraction
H2

0.445

Anode inlet mass fraction
H2O

0.555

Inlet cathode flow channel Cathode inlet mass flow
rate

0.5 ms−1

Cathode inlet mass
fraction O2

0.212

Cathode inlet mass
fraction H2O

0.079

Pressure Operating pressure – 101,325 Pa

Pressure outlet anode flow
channel face

Anode outlet gas pressure 0 Pa

Pressure outlet cathode
flow channel face

Cathode outlet gas pressure 0 Pa

Porosity GDL 0.3

Catalyst layer 0.112

Wall The anode terminal and
upper anode current
collector face

Specific electric potential 0 V

Temperature 343 K

The cathode terminal and
lower cathode current
collector face

Specific electric potential 0.8–0.6 V

Temperature 343 K

All other cell faces Thermal condition
constant temperature

343 K

2.3 Boundaries Conditions

Anode and Cathode boundaries conditions are set as reactant species velocities at
the inlet to simulate the momentum transport. Table 2 illustrated the summary of the
model boundary conditions set in Fluent.

2.4 Model Validation

Validation work is conducted as a preliminary study to ensure that the computa-
tional model proposed here can accurately predict the flow field behavior within the
PEMFC. The I-V graph showing both the simulated and experimental results in Fig. 4
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Fig. 4 Comparison of CFD model and experimental results

shows good agreement with the experimental data reported by Cheng et al [7]. There
is minimal variance between the simulated polarization curve and the experimental
data.

3 Ideation

3.1 Description of Design 1

Studies from literature reviews had shown that serpentine flow field by far are still
the best performing flow field in the PEMFC as compared to other different types of
flow field design [17, 18]. Leveraging on the advantages of serpentine flow field for
being the best performing and highest pressure drop amongst the rest, the motivation
behind this design is to increase the amount of pressure drop by putting the serpentine
design beside each other in a parallel configuration. As shown in Fig. 5, Design 1 has
two congruent serpentine flow channels next to each other while being connected by
one fuel inlet and having two outlets at the end of the channels.

3.2 Description of Design 2

Design 2 was inspired after studying the various differences in the existing flow field.
Taking into account the advantages of the serpentine and parallel flow field, Design 2
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Fig. 5 Ideation of design 1

Fig. 6 Ideation of design 2

aims to strike a balance between the both. Design 2 aimed to optimize the hydrogen
gas being fed through 1 inlet and evenly distributed to its various outputs channels.
As shown in Fig. 6, Design 2 has 1 inlet and various outlets.

3.3 Description of Design 3

Design 3 was inspired by the air con vent which allow air flow through in a diagonal
layout. As shown in Fig. 7, Design 3 was different from Design 1 and 2 as the input
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Fig. 7 Ideation of design 3

fuel is being transported freely through the diagonal channels instead of being fed
through the inlet and flow within the channel design. There will be only one of each
inlet and outlet respectively.

4 Results and Discussion

Before running on the fuel cell simulation, an air flow simulation was conducted on
proposed designs to ensure that all the hydrogen is evenly distributed.

Prior to designing of the flow field, uniform fuel distribution and high-pressure
drop are the key design criteria that are taken into considerations. Ideally, both factors
should be met in order to achieve the optimal design.

Other than the key parameters required to be met, there are various design consid-
erations that are essential in contributing to the effects of the performance of the fuel
cell to be considered. Firstly, the length of channel and number of channels plays
a role in affecting the performance because shorter path lengths have better reac-
tants distribution as compared to long channels. Secondly, channel and ribs width
contributed a significant effect on the performance of the fuel cell. Lastly, the cross-
sectional shape which might show improvements in various aspect of the fuel cell
operation.

From Fig. 8, it depicts that only the air flow in Design 1 are evenly distributed.
Design 2was observed that the last few channels in the parallel regionwas not utilized
at all as there were almost close to zero in the velocity as seen in Fig. 7. Whereas for
Design 3, only the center region is experiencing air flow.

After noticing Design 2 and 3 are experiencing some air flow difficulties in some
area of the flow field, modification had been made to further optimized the air flow.
The rib widths were increased and the number of channels were reduced. After which
the simulation was conducted and the results are shown in Fig. 9.
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Fig. 8 Velocity magnitude of design 1 (a), design 2 (b) and design 3 (c)

Fig. 9 Variations of geometric parameters for design 1 (a) and design 3 (b)
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Table 3 Pressure drop for
various geometric parameters

Cross sectional
area (mm2)

Cross sectional
shape

Pressure drop (Pa)

0.25 Square 152.57

1 29.68

4 9.33

1 Trapezoidal 39.08

Table 4 Pressure drop for
different cross-sectional
shapes

Cross sectional
area (mm2)

Cross sectional
shape

Pressure drop (Pa)

1 Square 62.59

1 Trapezoidal 65.15

It was observed that design 2 shows significant improvement in the air flow with
wider ribwidths and lesser channels.However, the same trendwas observed.Whereas
for Design 3, the same trend persists even though the modification was made. Thus,
design 2 and 3 were eliminated for further analysis.

Different types of cross sectional shapes were analyzed in Design 1. For a fair
comparison, the number of channels and active area are fixed. Based on Table 3, it is
observed that the smaller the cross-sectional area, the larger the pressure drop.While
the trapezoidal shows a slightly higher value in the pressure drop comparing with a
1 × 1 mm square cross-sectional area.

Moreover, Design 1 was modified by increasing the number of channels and
smaller ribs width. Table 3 shows the pressure drop between the differences in cross
sectional shape.

In comparison to the results shown in Tables 3 and 4, it is observed that trapezoidal
cross-sectional shape shows higher pressure drop as compared to square shape. How-
ever, as the pressure drop difference between the 2 shapes are minimal, it is almost
negligible in the improvement of the fuel cell performance taking into the manufac-
turing process and cost of trapezoidal shape.

5 Conclusion

In conclusion, geometries parameters show significant effects in the performance
of the fuel cell had been studied earlier. Simulation results had shown that smaller
channel width make a significant impact on the pressure drop which could let to
increase of the overall current density. Although trapezoidal cross sectional shows
better performance as compared to rectangular, the slight improvement is negligible
taking into consideration the manufacturing cost.
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Design 1 is expected to show an improvement in performance due to its higher
pressure drop as achieved during the air flow simulation compared to the parallel
flow field.

6 Future Work

Moving forward, the above-mentioned designs will run various CFD simulations in
a fuel cell configuration to further prove its hypothesis stated by the authors.

Acknowledgements The authors would like to thank Singapore Institute of Technology for the
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Simulation-Based Analysis of a Network
Model for Autonomous Vehicles
with Vehicle-to-Vehicle Communication

Qi Yao Yim and Kester Yew Chong Wong

Abstract Autonomous vehicle technology is an expansively researched area of
transport that aims to tackle long-standing problems of traffic such as congestion,
safety and efficiency. Many of these vehicles combine automated driving with com-
munication among vehicles and infrastructure to bring about a seamless driving
experience that would not have been possible with human driving. The development
of computer simulations for such vehicles aims to address concerns on whether the
benefits proposed by autonomous vehicle makers can be realized in various traffic
environments. This paper assesses the efficiency of autonomous vehicles that are
introduced on an arterial road network with features similar to Singapore’s road
networks. A cellular automata simulation has been developed that considers vehicle-
to-vehicle communication abilities of autonomous vehicles. A traffic data collection
algorithm based on web traffic services was developed to estimate real-time travel
times along each stretch of road in the network simulation, from which autonomous
vehicles can optimize their speed and route for a faster journey time. Based on prelim-
inary results, the simulation was tested under multiple traffic densities and situations.
The results display interesting interactions between vehicles and road elements such
as lanes and traffic lights, which has allowed both autonomous and non-autonomous
vehicles to travel to their designated destination faster when autonomous vehicles
have been introduced.
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1 Introduction

Autonomous vehicle (AV) technology, particularly when users can rely fully on the
vehicle’s built in driving capabilities, has been widely explored as an alternative to
conventional human-driven vehicles, spurred by reasons such as convenience, safety
and traffic congestion. In Singapore, the development and testing of autonomous
vehicles has been picking up pace in recent years, where various vehicle types from
taxis to buses have been studied. Problems addressed in the local context include land
scarcity for roads and parking,mobility and shortage or limitations of drivers [1]. One
useful feature of autonomous vehicles is vehicle-to-vehicle (V2V) communication,
which aims to improve traffic flow in road networks. V2V communication allows
vehicles to gain information about other vehicles, including location, velocity and
intended route, and thereafter make decisions regarding their own movement to
achieve optimal time savings while driving safely. V2V communication does not
require the presence of additional infrastructure on roads, therefore making it a good
starting point in implementing AV technology. Litman [2] hypothesized that while
certain companies hope tomake autonomous vehicles available for commercial use in
amatter of years, large-scale benefits such as improving traffic flow (which cuts down
on road congestion, energy costs and carbon emissions of vehicles) will only become
significant when the use of the technology is common.He suggests possible obstacles
in achieving the intended benefits, such as coexistencewith non-autonomous vehicles
and optimization between benefits.

2 Previous Work

Computer-aided traffic simulation enables developers to test the efficiency of the
communication technology employed, especially when a wide range of road types
and networks is considered, before implementation of vehicles and infrastructure on
actual roads. Gora and Rüb [3] proposed a traffic simulation framework that incor-
porates communication features of autonomous vehicles. Hu et al. [4] considered
a highway model with autonomous vehicles, with capabilities such as coordinated
driving and lane changing. Models of network-based traffic could be applied to the
scheduling of other autonomous systems such as robotic servers [5] and autonomous
vehicles in ports [6].

This research aims to design a microscopic traffic simulator based on existing
models to investigate the effects of introducing autonomous vehicles on a road net-
work on both trip efficiency (measured by mean trip velocity) and road efficiency
(measured by traffic flow). Parameters of this network can be modified to simulate
multiple traffic conditions. These vehicles have V2V communication capabilities
that enable it to coordinate its velocity with nearby vehicles as well as finding, where
possible, a route taking shorter time.
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3 Mathematical Model

Cellular automaton, a microscopic traffic model where vehicles’ positions are rep-
resented as cells in a matrix, was used as the mathematical model. Microscopic
traffic models simplify the movements of vehicles while being accurate enough to
detail large-scale traffic data. The first cellular automaton model for traffic flow was
devised byNagel and Schreckenberg (referred to as theNaSchmodel) [7], simulating
single-lane highway traffic. The model recreates traffic flow with accuracy and has
become the basis for numerous studies on trafficmodelling. Its stochastic (rather than
deterministic) nature, brought about though a randomization process, is important
when constructing a model that differentiates the behavior of autonomous and non-
autonomous vehicles. In particular, spontaneous formations of jams are observed,
which exemplifies the physical limitations of drivers.

3.1 Research Methodology

This research combines the NaSch model and road network models [8, 9], with
features such as vehicles changing direction and lanes. For this simulation, a 2-by-
2 network of two-way intersecting roads was considered (Fig. 1). Each road is of
length 216 sites (including two 8 × 8 site junctions) and has 3 lanes per direction.
The following describes the steps taken for updating a vehicle n’s current velocity,
vn.

Step 1: Acceleration
vn ← min(vn + 1, vmax), where vmax = maximum velocity
Step 2: Lane Changing (see below)
Step 3: Braking due to traffic lights or vehicles in front
If both n and the next vehicle (vehicle directly in front) are autonomous vehicles:
vn ← min(vmax, vj + jn − 1, sn – 1, oldvn + 1) where vj = velocity of the next
vehicle, jn = headway from n to next vehicle, sn = number of sites after n’s site
where stopping site of a STOP signal is located, oldvn = vn before step 1

Fig. 1 Diagram of the road
network studied. The
distance between any two
adjacent nodes (orange) is 50
sites, and consists of a
bi-directional road (blue)
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Else:
vn ← min(vn, jn − 1, sn − 1)
Step 4: Randomization (non-autonomous vehicles only)
vn ← max(vn − 1, 0) with probability pslow
Step 5: Motion
n is advanced vn sites in its respective direction, changing direction as required.

Based on the NaSch model, vmax was kept at 5 while pslow was set to 0.5 in
accordance with cellular automata studies on road network traffic. Comparing the
simulation with real-world traffic systems, one site corresponds to a square of side
3.7 m (allowing each vehicle to be represented as a single cell), and one time step
corresponds to 4/3 s. This gives each vehicle a maximum acceleration of one site per
timestep or 2.775 ms−2 (10 km/h). The maximum velocity is 13.9 ms−1 (50 km/h),
the speed limit for major roads in Singapore. Each simulation runs for 1000 timesteps
and the data collected are averages over 3 simulations.

Data obtained from the simulation includes mean velocity v, mean density ρ and
traffic flow q. Mean density is the mean total number of occupied sites among all
time steps divided by the number of sites, and represents the average probability a
vehicle can be found at a particular site and time. Traffic flow is a measure of the
efficiency of the roads in the network:

q = ρv (1)

3.2 Modifications Made for a Road Network Adaptation

The road network incorporates four directions in two dimensions. Each intersection
consists of a traffic light (signal) for each direction, and signals are synchronized in
cycles of length 4T + 40. Signals stop vehicles during Step 3 if the signal’s status
is ‘0’ for the particular direction. When its status is ‘1’, each signal allows traffic to
pass for T steps. Traffic in the next direction then waits for 10 steps before it can
pass, to allow traffic from the previous direction to clear. Vehicles are able to turn
perpendicularly at intersections, or go straight on. Turning has been simplified to a
single change of direction in no time when the vehicle has reached the site of its new
lane [3]. In addition, turning vehicles look for vehicles along the path of their turning
in both their old and new directions in Step 3. Individual lanes have been reserved
for a specific turning direction, which requires lane changes to be made.

Changing lane takes a negligible amount of time, where vehicles check whether
their target site is vacant and move to the site if so. An important assumption is that
for road network traffic, a vehicle’s main priority is to move to the correct lane for
facilitating its turning desires; hence vehicles do not overtake each other. After it
was observed that autonomous vehicles would be unable to change lane if travelling
in parallel with another autonomous vehicle on is target lane, a rule was set such
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that vehicles reduce their speed conditionally by one step /site if a lane change is not
possible.

3.3 Modifications Made for Autonomous Vehicles and Their
V2V Capabilities

Autonomous vehicles are able to interact with those directly in front and coordinate
their speeds.While this is a popular solution also known as “convoy driving” adapted
for highway traffic autonomous vehiclemodels, it can also be applied to road network
traffic especially with the presence of traffic signals that slow down groups of drivers
significantly. Each autonomous vehicle communicates its intended travel speed to
the autonomous vehicles behind it, until all vehicles have finalized their plans for the
next time step [3]. As such, instead of the next vehicle’s current position, autonomous
vehicles can use the velocity of a vehicle in front and adjust its own velocity (while
keeping within maximal acceleration) such that it maintains a safe distance behind.

The traffic model starts empty, and generation of new vehicles is done through
Poisson-distributed inter-arrival times a, modelled using the following distribution
function. λ is the rate of vehicle entry and can be adjusted independently for each
origin node such that the measured ρ is indirectly affected:

P(a ≤ x) = 1 − e−λx for x ≥ 0 (2)

Each car has a pre-determined origin and destination node (which can be any node
except the four intersection nodes 4, 6, 10 and 12) within the network (Fig. 1). For
non-autonomous vehicles, it is assumed that drivers have planned their routes based
on the shortest distance to their destination. Vehicles are generated at their origin and
move through the network to their destination, after which the vehicle is removed
from the system.

Autonomous vehicles can optimize their routes to save travel time based on infor-
mation gathered from other vehicles in the network. Currently, certain vehicles relay
real-time information on their position via in-vehicle systems or mobile devices to
web services [10], such as Google Traffic, which then display the traffic condition
along that road. In the simulation, each vehicle sends its location and velocity to the
system with probability plocate (representing the percentage of vehicles that transmit
data). The collective information is then used to estimate the time taken to drive
along the road. At every node where multiple routes are possible, autonomous vehi-
cles calculate the shortest route by time instead of distance, computed with Dijkstra’s
shortest path algorithm. Another variable datastep limits the number of time steps
before the current time step fromwhich this data is retained. For this model, datastep
= 4T + 40, since flow in the network is highly dependent on traffic signals. If no
data on a road is available due to a lack of vehicle information, it is assumed the road
is largely clear, and the travel time can be estimated through the following formula
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based on the periodicity of the traffic signals:

∑ptred
t=1 t

ptcycle
+ D

vmax
(3)

where D = road section length, ptred = 3T + 40 and ptcycle = 4T + 40 for this
particular implementation.

4 Results and Analysis

4.1 Impact of Signal Time, T

First, simulations for a non-autonomous vehicle network were performed. Figure 2
shows the relationship between vehicular density and traffic flow. When compared
to other road network traffic studies [8], each value of T displayed a similar curve.
For that model, with greater T, the stop phase for each signal also increases, thereby
reducing traffic speed.

However, while the curve gradients in Fig. 2 for T > 50 follow the model, the
curves for T < 50 deviate from themodel and have a smaller gradient with decreasing
T. Further investigation revealed that this is due to the introduction of a 10-step delay
between go phases.

On the other hand, traffic flow for a fully autonomous vehicle network is observed
to be directly proportional to vehicular density. This can be attributed to the com-
munication between autonomous vehicles which enables more vehicles to pass by
an intersection during each green phase. There is also a clear inverse relationship
between values of T tested and traffic flow.

4.2 Impact of Autonomous Vehicle Implementation Rate

The study of traffic under varying percentage of autonomous vehicles (pauto) confirms
a reduction in travel time with implementation of autonomous vehicles. Increasing
pauto for the same entry rate valueλ results in increases ofmean velocity for both types
of vehicles (Fig. 3a) and a decrease in measured road density shows that vehicles
spend lesser time in the network (Fig. 3b). The combination of both effects leads to
a stable or slightly increasing traffic flow (Fig. 3c). In both cases, the improvements
become more effective with higher entry rates λ. One of the concerns of autonomous
vehicle implementation is how vehicle travel and hence congestion could ultimately
increase as the use of the technology increases travel convenience [2]. However, the
mean velocity for various values of λ converge to a small range as the percentage
of autonomous vehicles increases, indicating that such induced vehicle travel is not
necessarily an issue for trip efficiency.
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Fig. 2 Traffic flow, q against road density ρ for varying green phase duration T with pauto = 0 (top)
and pauto = 1 (above). plocate = 1

4.3 Impact of Shortest Path Algorithm

The shortest path algorithmwas also tested for its efficiency with pauto = 0.5 and pauto
= 1: firstly without any modifications to the road network (Fig. 4a); and secondly
(Fig. 4b) with an uneven distribution of vehicles, where the rate of vehicle entry λ at
node 5 was increased by 8 times, hence increasing traffic on the stretch of road 4–5–6
(see Fig. 1). Critical vehicles, defined as vehicles that have a choice of multiple paths
with the same distance (e.g. journey from node 1 to node 14), were also considered.
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�Fig. 3 a Graphs of percentage of autonomous vehicles against non-autonomous (top) and
autonomous (above) mean velocity for T = 40, plocate = 1 and varying λ. b Graphs of percentage
of autonomous vehicles against actual measured density for T = 40, plocate = 1 and varying λ.
c Graphs of percentage of autonomous vehicles against traffic flow for T = 40, plocate = 1 and
varying λ
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Fig. 4 a Top to bottom: graphs of average density against average velocity of critical vehicles,
overall average velocity and traffic flow with T = 40. pauto = 0.5 (left) and pauto = 1 (right). b Top
to bottom: graphs of average density against average velocity of critical vehicles, overall average
velocity and traffic flow, with increased influx of vehicles at site 5 and T = 40. pauto = 0.5 (left)
and pauto = 1 (right)
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Fig. 4 (continued)

In both cases, the algorithm produced a slight improvement in overall traffic flow
with high-density traffic for mixed vehicle types (pauto = 0.5); in particular, critical
vehicles displayed an improvement of 0.5 m/s for normal traffic and 1.0 m/s for the
increased influx scenario. The driving behavior of the autonomous vehicles is hence
able to organize the extra load at a particular node. In addition, there is no significant
difference between values of plocate > 0 tested, showing that a small amount of data
collated is enough to obtain an estimate of the condition of the network as Herrera
et al. [10] suggested. With a network where pauto = 1, the algorithm showed no
significant effect in optimizing the overall traffic speed and flow. This suggests that
coordinated driving enables autonomous vehicles to mitigate situations which could
have caused otherwise caused congestion.
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5 Conclusion and Future Work

This research work has produced a model of vehicles in a small traffic network. The
results show that generally, with a high density of vehicles and an ideal communica-
tion system between autonomous vehicles in place, increased efficiency and reduced
congestion of road networks results. In addition, the existing traffic data collected
from vehicles has proven sufficient for autonomous vehicles to find a route taking
shorter time. A greater saving in time is predicted for larger road networks as well
as those with larger irregularities in road density.

Further work may be conducted to improve the model’s dynamics based on real-
istic road network traffic, as Knospe, Santen, Schadschneider and Schreckenberg
[11] did with highway traffic. The study of vehicle-to-infrastructure communication
(V2I) and vice versa (I2V) is also possible. For example, vehicles can get information
on signal information directly rather than through vehicles located nearby. Within
a small network, all AVs are ideally capable of communication with each other, so
limitations of this communication have to be considered for larger road networks. It
is worth noting that the durations of traffic lights in Singapore are controlled based on
real-time vehicle density provided through sensors, and autonomous vehicles using
these data can plan their routes better.
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Structural Biomimetic Scaffold
Modifications for Bones

Xin Yi Ariel Ho, Hui Yu Cherie Lee, Jing Wen Nicole Sze and Tee Wei Teo

Abstract Over the years, biomimetic scaffolds have been commonly used in the
process of tissue regeneration for treatment of bone defects. Even though current
biomimetic scaffolds are easily accessible, they lack mechanical strength for ideal
applications. This research aims to improve on current designs to create new three-
dimensional biomimetic scaffolds for bones. Different biomimetic scaffolds were
designed and 3D-printed and was tested for mechanical strength conducting a tensile
strength test on the scaffolds. The tests show that the scaffold with hexagonal pores
proved to be the most effective scaffold due to its geometrical properties which
allows it to withstand more pressure. This was concluded according to the spread of
pressure along the scaffold that is dependent on the amount of pressure exerted, and
the identification of first fracture which affects the line of breakage across the entire
scaffold. This research is able to better help extend the field of tissue engineering
and the applicability of 3D biomimetic bone scaffolds for clinical usage.

Keywords Tissue regeneration · Bone defects ·Mechanical strength · Biomimetic
3D scaffolds

1 Introduction

Bones are the second most transplanted tissues within the body, with approximately
3.5 million bone graft procedures performed each year. There have been many cases
whereby a great number of bone grafts have been used to reconstruct defects of a large
bone. These faults can be caused by accidents, trauma, tumors, infections, and birth
defects, or in some cases where the bone is unable to regenerate itself: osteoporosis,
necrosis and atrophic non-unions [1].

Being one of the most common type of treatment for such damaged bone tissues,
autografting has been used to transplant tissue from one site to another in the same
patient. Autografting is usually described beneficial by its high osteoconductivity,
osteogenic characteristic if grafted rapidly and its minimal osteoinductivity [2]. This
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method of treatment however is an expensive and painful process and is often asso-
ciated with donor site morbidity caused by infection and hematoma. An alternative
for treatment is by harvesting allografts, which is the transplantation of tissues from
living donors to patients. This method of treatment is more efficient than autografting
but carries a risk of introducing infectious agents to the patient or rejection of tissue
by the patient’s immune system [1, 3].

Although these two types of bone grafts are commonly used formedical treatment,
they have their limitations and are not the best methods to be used. The regeneration
of tissueswithin the patient would bemore desirable in treating damaged bone tissues
through tissue engineering. With the use of biomimetic scaffolds, an ideal environ-
ment is provided for regeneration of tissues, which in turn can repair bone fractures
that are extremely complex and pose significant health risks to the patient [3, 4].
These biomimetic scaffolds mimic the important features of the extracellular matrix
(ECM) architecture and act as templates for tissue formation, assisting functional
cells physically, chemically and biologically in their growth. [3, 5] The biomimetic
scaffolds are typically seeded with cells and occasional growth factors which are
then cultured in vitro to synthesise tissues that will then be implanted directly into
the injured body site [3].

Even though these three-dimensional biomimetic scaffolds are said to be better
than other bone grafting methods, the existing three-dimensional scaffolds for tissue
engineering are shown to be less than ideal for actual applications. A good scaffold
should have appropriate mechanical properties to provide a suitable environment for
the regeneration of tissues. Ideally, these scaffolds should be porous in structure and
permeable for cells and nutrients to enter. Having an appropriate surface structure
and chemistry for cell attachment would also prove its benefits in creating a more
efficient environment for cell growth. Furthermore, there are many other complex
requirements in the design of scaffolds for tissue engineering that are not yet fully
understood. However, an important aspect of such scaffolds would be mechanical
strength in which such structures must be able to withstand high pressures, a charac-
teristic of bones. Current biomimetic scaffolds may hence be seen as advantageous
because of their unlimited availability but may not be as preferred due to the lacking
in mechanical strength [1, 6].

The aim of this research paper is to design an improvised version of the current
mechanical structure of three-dimensional biomimetic scaffolds made of synthetic
materials which are able to best support the regeneration of bones. By modifying and
creating a new design of the three-dimensional scaffold, the project aims to further
understand biomimetic scaffolds for the field of tissue engineering, as well as to
enhance its application and efficacy for clinical use. The use of the basic and different
designs in the created scaffolds would allow varied properties of these shapes to be
analysed. A scaffold design with hexagonal pores is hypothesised in this research
to be most effective for tissue regeneration according to its tensile strength from
geometrical properties.
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2 Methodology

2.1 Designing of Scaffold

In order to create an improved and efficient design for biomimetic scaffolds for bones,
comparisons and contrasts are made and observed from current scaffold designs for
application. Designsmust consider the requirements for scaffolds which help in bone
cell regeneration or consist of functions similar to bone cell structures. 3 different
types of scaffolds were made with varying porosity and surface area. The volume of
material of each scaffold were kept consistent at 7.00 cm3 as an independent variable
to ensure that the volume of the scaffolds does not affect the results of the strength
test. A border ring of 0.5 cm (width)× 1 cm (height) was also added to each scaffold
to ensure that the pores at the sides of the scaffolds do not affect the amount of
pressure it is able to withstand. The scaffolds were also printed with a consistent
diagonal infill pattern with a percentage of 55% and a Z resolution of 0.20 mm. A
consistent circular shape of the scaffold has also been applied for closest replication
of a portion of the bone.

These scaffolds are designed and 3D-printed with ABS plastic using UpBox
(3D printer). ABS plastic is chosen for its high tensile strength, impact resistance,
good electric insulation, moisture resistance and its high strength to weight ratio [7]
(Figs. 1 and 2).

2.1.1 Circular Porous Scaffold

This scaffold design is designed to mimic the effects as that of a sponge, thus the
circular porous design. By using a circular design, relatively precise designs and
microstructure of the scaffolds can be incorporated. Thus the physicochemical prop-
erties of the porous scaffolds canbe easily engineered tomimic thephysical properties
of the native ECM in target tissues, making it advantageous for making tissues that

Fig. 1 Dimensional
scaffolds printed using ABS
plastic. From left to right:
Hexagonal scaffold, circular
porous scaffold, lattice
scaffold
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Scaffold Details of design/mm Volume 
/cm3

Surface 
Area/cm2

Mass of 
Material 
Used/g

Circular 
Porous

50mm X 50mm X 
10mm Cylinder
5mm thick ring border

10.00mm X 10.00mm 
circular pores with 
5.00mm space between 
each circular pore 
vertically and 
horizontally 

ABS 

6.93 59.67 17.30

Hexagon 50mm X 50mm X 
10mm Cylinder
5mm thick ring border

5.51mm X 5.70mm 
hexagonal pores with 
3.86mm horizontal 
space and 4.00mm 
vertical space between 

ABS 

6.96 59.69 17.45

Lattice 50mm X 50mm X 
10mm Cylinder
5mm thick ring border

5.00mm X 4.50mm 
rectangular pores with 
3.25mm vertical space 
and 3.24mm horizontal 
space between 

ABS 

7.00 60.30 17.70

Fig. 2 Properties of Scaffolds

has to bear a large amount of weight which contributes to the mechanical properties
desired in this project [8].

2.1.2 Hexagon Scaffold

This scaffold design was used with reference to the honeycomb structure of beehives
where the sides of the hexagons are of equal length. The use of a hexagonal design
would ensure a high specific stiffness and high impact absorption for the scaffolds
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which is a necessary property of a bone cell. The known flexibility of axial and shear
tensile strength of this structural design can potentially provide very goodmechanical
properties of the scaffold [9].

2.1.3 Lattice Scaffold

This scaffold design was made based on current bone scaffolds that are commonly
used. These lattice bone scaffolds are formed with hierarchical structures where the
rods that connect to the lattice are alsomadeof lattices and smaller rods. Thehierarchy
structure of the lattice allows the bone scaffolds to have their compressive strength,
just like how bones do. Furthermore, this structure has a peak in surface-volume ratio
when there are changes in the unit cell length which is the individual cubes and the
overall size of the scaffold, this suggests that there are optimal points to be found in
the design [10]. Hence, this serves as a positive control setup for comparison with
other scaffolds.

2.2 Tensile Strength Test

Each designed scaffolds were placed under increasing pressure and weight across
the diameter with the use of 10, 5, 2.5, 1.25 and 0.050 kg weights. The amount of
pressure or weight that the scaffold could sustain before breakage was observed and
the type of fractures on the scaffolds were identified.

The setup for the test shown in Fig. 3 was designed and 3D printed to hold the
scaffold in place while the weights were placed above the metal rod in the middle

Fig. 3 Schematic diagram (top view) of strength test setup
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of the scaffold. The pressure will be exerted on the center diameter of the scaffold
with a metal rod held in place by supports to allow the scaffolds to break cleanly in
half. This method of breakage is to determine the amount of stress each scaffold can
sustain in the middle where all weakest points can be found. A high speed camera
(Phantom Microlab 310) was used in order to capture the moment of fracture and
breakage in the scaffold. The type of fractures in the scaffold were recorded and
analysed further. This setup was conducted by a proved hypothesis in which the
greater the amount of pressure and weight sustained by the scaffold results in greater
strength of the scaffold.

For every test on each scaffold, two 10 kg weights were used as a starting weight
since all three scaffolds could withstand the pressure exerted by the weights without
any fractures occurring. Weights of smaller masses were then placed carefully above
the scaffold and the maximum number of weights added would be dependent on the
final breakage of the scaffold. Masses of 0.050 kg were used for more accurate and
precise results for the last test.

3 Results and Discussion

3.1 Comparison of Surface Area

When the structure of the scaffold was designed and printed, dimensions were mea-
sured and recorded. The surface areas were then compared against one another to find
out which had the highest exposed surface area and how the strength of the scaffold
was affected by it. As shown in Fig. 2, the lattice structured scaffold had the highest
amount of surface area exposed; however, the difference between the exposed surface
area of the lattice scaffold as compared to other scaffold was no more than 1 cm2.
Hence, the amount of exposed surface area does not affect the results of the strength
test as the difference of the surface area between each one of them is not significant
(Fig. 4).

Fig. 4 Graph of average
weight causing complete
breakage 31.43

26.20

34.17

0

10

20

30

40

Circular Porous
Scaffold

Lattice Scaffold Hexagonal
Scaffold

Average weight causing complete breakage/kg 
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4 Strength of Scaffolds

4.1 Amount of Sustainable Pressure

A good scaffold is considered to be able to withstand a high amount of pressure,
mimicking the characteristic of bones in which they are strong and flexible. When
stress is applied, these scaffolds must be proven durable and effective in supporting
the damaged bone of the patient. From the results shown in Fig. 5, it can be seen
that the scaffold with hexagonal pores could sustain the highest amount of weight
before breakage throughout all three tests on each type of scaffold. With reference
to the lattice scaffold, a significant difference of 5.23 and 7.97 kg between the posi-
tive control setup with the circular porous and hexagonal scaffolds respectively was
observed. This determines the effectiveness of the two designs in which they can
withstand a higher exertion of stress as compared to the basic lattice structure of
scaffolds commonly used for tissue engineering.

Scaffold Weight
causing 
complete 
breakage/
kg

Average 
weight 
causing 
complete 
breakage/kg 

Points of 
fractures (where 
fractures first 
occurs) 

Type of 
Fracture 

Circular 1 31.25 31.43 Side weak points Tensile 
stress 

Circular 2 30.00 Side weak points

Circular 3 33.05 Side weak points

Lattice 1 26.50 26.20 Side weak points

Lattice 2 25.00 Center weak 
points

Lattice 3 27.10 Side weak points

Hexagonal 1 35.00 34.17 Side weak points

Hexagonal 2 33.75 Side weak points

Hexagonal 3 35.75 Center weak 
points

Fig. 5 Table of results taken from strength test
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4.2 Analysis of Fracture

According to the test setup for finding out strength for scaffolds, tensile stress, in
which equal and opposite forces were exerted on the scaffold, is identified to be
applicable for all scaffolds. Over the point of weakness located in the middle, lon-
gitudinal cracks were formed due to the large amount of weight, causing a fracture
and then breakage of the scaffolds [11].

According to Fig. 6, the hexagonal scaffold in Test 1 was broken into half, fol-
lowing the line of stress that was applied in the middle of the scaffold. The line of
breakage showed the fractures of the weak points between the hexagonal pores, in
which corners of the continuous shapes were split. These observations can also be
seen in Test 3 where the thinner corners of connecting distance between the hexago-
nal pores fractured, causing the breakage. Test 2, however, showed different results
in which the line of breakage was along the middle of thicker material between
the hexagonal pores. Comparing the results obtained from these tests in Fig. 5, the
amount of weight that the scaffold could sustain in Test 2 was lesser than the first
and last.

When the fracture occurred along most of the weaker points of the scaffold, more
weight could be sustained by the scaffold as compared to when fractures were seen
on the structured sides. In Test 1 and 3, the pressure from the weights was exerted
evenly causing the weaker points to fracture before the points with thicker material.
The result in Test 3 was caused by the uneven spread of weight on the scaffold in
which a higher amount of the total pressure was exerted on the thicker material.
From these differing longitudinal cracks, it can be seen that the amount of pressure
the scaffold can sustain would depend on the spread of pressure along the scaffold.

Based on Fig. 7, a first fracture occurred on the side of the lattice scaffold in Tests
1 and 3 when the starting weights were placed. As the sides of these scaffolds were
one of the weak points along the horizontal line of breakage, the pressure exerted by
the weights would be concentrated on the sides more than the center of the scaffold
causing the first fracture on the side of the scaffold. On the other hand, the first
fracture on Test 2 occurred in the center as a longitudinal crack along the thick
material connecting the pores of this scaffold. This could be due to the application of

Fig. 6 Hexagonal scaffold Test 1, Test 2, Test 3
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Fig. 7 Lattice scaffold Test 1, Test 2, Test 3

Fig. 8 Circular porous scaffold Test 1, Test 2, Test 3

the pressure on the scaffold or a limitation within the setup. It can thus be concluded
that the first occurrence of fracture would usually affect the way in which the line of
breakage would appear.

Throughout the 3 tests, with reference to Figs. 5 and 8, first fracture occurrences
were at the side weak points. This was due to the even distribution of weight applied
on the scaffolds from the geometrical properties of the circular pores. According to
the shape of the pores, a circular design is able to spread the amount of pressure
exerted evenly due to its lack of edges, which are the main reasons for the greater
number of weak points in the other scaffolds. Since there were no specific weak
points on the circular porous scaffold, the fractures occurred on random points of
weaknesses found near the center of the scaffold. Hence, with a reduced number
of weak points and equal amount of pressure applied on each point of the circular
porous scaffold, uneven lines of breakages were formed on the scaffolds.

5 Conclusion

As discussed above, the spread of pressure along the scaffold is dependent on the
amount of pressure exerted while the first occurrence of fracture affects the line of
breakage across the entire scaffold. With reference to the amount of pressure a basic
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lattice scaffold can sustain, both the hexagonal and circular scaffolds have proven
effective in having a greatmechanical strength.However, although the circular porous
scaffolds had fewer specific weak points, a scaffold design with hexagonal pores as
able to spread the pressure evenly across its specific weak points in the design. Due to
its high tensile strength from its geometrical properties, this allowed it to withstand
the highest amount of weight than the rest of the scaffolds. The reason as to why the
circular porous scaffold was unable to withstand a higher amount of pressure could
be due to the random weak points across the scaffold, leading to uneven fractures
and an easier breakage. Therefore, it is proven that a scaffold design with hexagonal
pores is indeed most effective for tissue regeneration.

6 Limitations

One vital limitation of this project that cannot be overlooked is the interlayer adhe-
sion of the 3 dimensional printed scaffolds. The layering of the infill of the three-
dimensional printed items resulted in the seams between each layer and line, and the
strength of adhesion between them. This caused points of weaknesses to be formed in
the scaffold due to the inconsistent layering resulting in random errors in our strength
test. This can be seen from Figs. 6, 7 and 8, where the points of weaknesses were
typically found along the distance between the pores as they were thinner and had to
resist a larger amount of weight and pressure. However, in Fig. 7, the lattice scaffold
in test 2 did not show any signs of bending or lines of weaknesses on the thinner
distance between the pores until it suddenly fractured into 2 clean halves along the
thicker areas of the scaffold. This can be due to 3D printing defects such as weak
interlayer adhesion which resulted in the bad bonding layer between the two halves.
As such, the points of weaknesses in Fig. 7 lattice test 2 occurred at an unusual place
where the longitudinal crack was on the thicker areas of the scaffolds instead of the
thinner areas, unlike other scaffolds.

7 Future Work

Cell cultivation can be applied in future researches as these scaffolds are used in the
medical field as supports for bone cell growth. Scaffolds are used to deliver growth
factors to sites of fractures, speeding up recovery processes-the repair of the bones.
Through cell cultivation, the efficiency of the scaffolds can be tested to find the best
scaffold in terms of osteoinduction which is the capacity of attracting immature cells
to the healing site and stimulating these cells to develop into bone-forming cells [12].
There are various techniques for cell cultivation, one of such is cell seeding whereby
a concentrated cell suspension is passively placed on the scaffolds designed to attain
a high yield, kinetic rate and spatial uniformity of cell attachment. This method can
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be used on the scaffolds designed in the future to take the rate of cell growth on the
scaffold into consideration for the best scaffold design.

In addition, future scaffolds should be printed out to a 100% infill instead to carry
out strength tests. In this research, scaffolds were printed to be 55% infill and it was
unexpected that the interlayer adhesion between the fibers of the 3D-printed scaffolds
would be such a serious issue that affects the accuracy of the data collected. Hence,
by using a 100% infill, there will be no major defects in the scaffold such that would
not affect the way in which the scaffold fractures and the points of weaknesses on
the scaffold when under pressure.

Furthermore, scaffolds can also be printed using PLA plastics tomake appropriate
comparisons with the scaffolds printed in ABS plastics. As compared to ABS plastic,
PLAplastics are stronger,more rigid and have a lowmelting point. From this research
it can be seen that ABS plastic does not have a strong interlayer adhesion and through
the benefits of PLA plastics, using PLA plastics instead may be able to reduce the
3D printing defects for data of higher accuracy to be obtained.
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Vision-Based Navigation for Control
of Micro Aerial Vehicles

Xavier WeiJie Leong and Henrik Hesse

Abstract This paper presents the use of an external vision-based positioning system
for navigation and flight control of micro aerial vehicles. The motion capture system
Optitrack is used to localize the vehicle which is a nano-quadcopter Crazyflie 2.0.
An interface was created to pass positioning data to the Robot Operating Software
(ROS). ROS acts as communication layer to bridge between Optitrack and available
control nodes for Crazyflie 2.0 platforms.

Keywords Vision-based navigation · Robot operating system (ROS) · Aerial
robotics · Micro aerial vehicles (MAVs)

1 Introduction

In the last decade, Micro Aerial Vehicles (MAVs) have been used extensively for
research and, recently, also find applications in areas such as inspection surveillance
[1–3]. To achieve autonomous operation for such applications, we require robust
positioning and control performance of MAVs. To localize the MAV and estimate its
state, common sensor fusion approaches typically rely on inertial sensors and GPS to
obtain a position measurement. However, in GPS-denied environments the vehicle
has no sense of its position [4, 5]. This lack of position information naturally hinders
the control performance and is especially relevant in recent applications of MAVs
for inspection of enclosed areas. For such industry applications, we typically require
a reliable, inexpensive positioning system [2].

The choice of the MAV in this work is the open-sourced, open-hardware nano-
quadcopter Crazyflie 2.0 as shown in Fig. 1. The Robot Operating Software (ROS)
is used as the communication layer to demonstrate the flexible and modular code
design for MAVs using ROS. To obtain external position measurements we use the
motion capture system Optitrack.
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Fig. 1 The palm-sized
nanoquadcopter, Crazyflie
2.0, attached with reflective
markers

The main objective of this work is to implement a ROS framework for the inex-
pensive localization and control of MAVs using vision-based position data from
Optitrack.

1.1 MAV Platform: Crazyflie 2.0

The research platform Crazyflie 2.0 is a nano-quadcopter which was developed by
a team of software engineers at Bitcraze. It weighs 27 g and can be easily flown
indoors with the dimensions of 92 mm × 92 mm × 29 mm.

The MAV comes equipped with a micro-processor which reads measurements
from a 10-degree-of-freedom (10-DOF) inertial measurement unit (IMU). The IMU
consists of a 9-DOF instrument with gyroscope, accelerometer and magnetometer
and 1-DOF unit with a pressure sensor. The IMU therefore provides measurements
of angular velocity, linear acceleration, orientation and lastly altitude. However, the
Crazyflie 2.0 has no 3D position measurements and the pressure sensor tends to drift
providing inaccurate altitude measurements due to external disturbances [6, 7].

1.2 External Positioning System: Optitrack

In the aerial robotics research domain, quadcopters are typically localized using the
external positioning system VICON system [4, 8, 9]. Recent work [10], however,
has demonstrated the use of the motion capturing systemOptitrack as an inexpensive
solution to provide 6DOF accuracy. Optitrack is used to detect infrared light reflected
from markers on the MAV. After calibration and so-called wanding [11], the system
is able to stream data in real time to a 3D virtual reality graph.
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Fig. 2 ROS flowchart of
nodes in publishing and
subscribing

1.3 Robot Operating System: ROS

ROS is a communication interface extensively used in the robotics community to
program robots. Its strength is the modular nature which allows code reuse and
compatibility. It is operated on an Ubuntu operating platform and features open
source libraries and tools for robotic applications. ROS nodes are bits of codes C++
or Python to perform specific tasks. In Fig. 2, ROS is illustrated as a communication
layer between nodes, where nodes can publish and subscribe to topics. These topics
are messages sent to ROS and which can be subscribed to by other nodes to make
use of this data [11, 12].

2 Mathematical Modelling

2.1 Crazyflie Dynamics

The dynamics of the Crazyflie 2.0 quadcopter is modelled with respect to an inertial
Earth frame as defined in Fig. 3. The body reference frame is also presented with the
X,Y and Z axes and the Euler angles for roll, pitch and yaw denoted as ϕ, θ and ψ

respectively [13]. Using these Euler angles, we can derive a transformation between
the quadcopter body-attached frame B and the inertial frame E as,

HE
B =

⎡
⎣

Cθ Cψ −Cθ Sψ Sθ

Sϕ Sϑ Cψ + Cϕ Sψ Cϕ Cψ + Sϕ Sθ Sψ −Sϕ Cθ

−Cϕ Sϑ Cψ + Sϕ Sψ Sϕ Cψ + Cϕ Sθ Sψ Cϕ Cθ

⎤
⎦ (1)

where C is the cosine and S the sine operator.
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Fig. 3 Coordinate system
for Crazyflie 2.0

The dynamic equations are derived next under the following assumptions:

1. The quadcopter is a rigid body that cannot deform.
2. The quadcopter is symmetrical in terms of mass distribution and geometry.
3. The mass of the quadcopter is constant.

Based on Newton’s 2nd Law we can find the translational equations of motion
(EoM) in the body frame B as [14],

∑ �FB = m�a =
(
�̇vB + �ωB × �vB

)
= HB

E
�FE
g + �FB

a

wherem is mass, �a is total acceleration vector, �̇vB is linear acceleration vector, �ωB =
[p, q, r ] is the angular velocity vector, �vB = [u, v, w] is linear velocity vector, �FE

g is

the gravity vector of the Crazyflie 2.0 in the Earth from E and �FB
a = [

Fx , Fy, Fz
]
is

the vector of total motor forces in the body frame B resulting from all four propellers.
The translational EoM can then be expressed in vector form as,

⎡
⎣
u̇
v̇

ẇ

⎤
⎦ =

⎡
⎣

0
0

Fz/m

⎤
⎦ − HB

E

⎡
⎣
0
0
g

⎤
⎦ −

⎡
⎣
p
q
r

⎤
⎦ ×

⎡
⎣
u
v

w

⎤
⎦

Next, the rotational dynamics are derived using the theorem of angular momen-
tum,

∑ �MB = �̇h = �̇hB + �ωB × �hB

where �h is the total angular momentum around the center of gravity, �hB the angular
momentum with respect to the rotating body frame B and �MB the vector of resultant
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torques from the motors. With �hB = J �ωB , we can find the angular EoM as,

∑ �MB = J �̇ωB + �ωB × J �ωB

with the inertiamatrixJ of theCrazyflie 2.0 assumed to be diagonal due to symmetry,
such that

J =
⎡
⎣
Ixx 0 0
0 Iyy 0
0 0 Izz

⎤
⎦

where Ixx = 1.395 × 10−5 kgm2, Iyy = 1.436 × 10−5 kgm2 and Izz = 2.173 ×
10−5 kgm2 [8].

The relationship between the translational and angular EoM is given by the trans-
formation HB

E defined in (1). TheEuler angles are propagated through the relationship
between �ωB and Euler rates,

⎡
⎣
p
q
r

⎤
⎦ =

⎡
⎣
1 0 − sin θ

0 cos θ sin φ cos θ

0 − sin φ cosφ cos θ

⎤
⎦

⎡
⎣

φ̇

θ̇

ψ̇

⎤
⎦

which can be re-arranged to compute the Euler rates,

⎡
⎣

φ̇

θ̇

ψ̇

⎤
⎦ =

⎡
⎣
1 sin φ tan θ cosφ tan θ

0 cosφ − sin φ

0 sin φ/ cos θ cosφ/ cos θ

⎤
⎦

⎡
⎣
p
q
r

⎤
⎦ for θ �= π

2

where the angular velocities �ωB = [p, q, r ] are now the inputs and can come from
IMUmeasurements of the Crazyflie 2.0. To avoid gimbal lock, pitching cannot reach
90° (θ �= π/2). Quaternionswill be introduced in Sect. 3.2 to resolve the gimbal lock.

3 Motion Tracking with the Optitrack System

Figure 3 shows the Optitrack system with six Flex 13 cameras which can detect
reflected infrared light from reflective markers on the Crazyflie 2.0. With the six
measurements the Optitrack System can then compute the 3D coordinates of the
quadcopter with high precision and frequency. The softwareMotive is used to process
the 3D position data as the virtual graph and must be calibrated through a process
called wanding [11].

The red-dotted area in Fig. 4 is measured 3 m × 2 m and is the effective area the
system can operate. The Optitrack system is validated inMotive by placing reflective
balls around the borders of the effective area and calculating the distance to match
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Fig. 4 Six Flex 13 cameras
detecting the reflective
markers on the Crazyflie 2.0.
The red area is the effective
field of vision

Fig. 5 Optitrack
North-Up-East (left) versus
and ROS East-North-Up
(right) coordinate frame
convention

the above dimensions. The axis coordinate system for the Optitrack is right-handed
North-Up-East (NUE) as show in Fig. 5 (left).

The six Flex 13 Cameras are connected to hub (Optihub 2) which captures the
data and sends it to Motive. Motive then computes the 3D virtual graph in real time
from the measurements of the reflective markers. This process is illustrated in the
top part of the schematic in Fig. 6.

As shown in the bottom part of Fig. 6, the data is then streamed to a router
which broadcasts the position data over to ROS. Motive is Virtual Reality Peripheral
Network (VRPN) compatible which allows the data streaming to produce a report
identifiable as amovable tracker inROSwith position andorientation.However, since
ROS standards follow a different axis coordinate system, East-North-Up (ENU) as
illustrated in Fig. 5 (right), it is necessary to convert the position and orientation data.
The VRPN node therefore has additional code to transform between the Optitrack
and ROS frame conventions as explained next [11, 15].
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Fig. 6 Flow of Optitrack to
motive and streaming
through Wi-Fi to ROS

Fig. 7 Axis conversion from
NUE to ENU defined in
Fig. 5

3.1 Coordinate Axis Conversion for Position

Figure 7 illustrates the transformation required to rotate between Optitrack and ROS
frames [16]. This is done by applying a 90° rotation on the X axis. Using the trans-
formation matrix in (1) and applying a roll rotation of ϕ = π/2, we can find the
required transformation to be

HROS
Opti =

⎡
⎣
1 0 0
0 0 −1
0 1 0

⎤
⎦

The transformation effectively means swapping the Y and Z coordinates and
applying a negative sign to the Z coordinate.

3.2 Coordinate Axis Conversion for Orientation

To transform the orientation of the Crazyflie 2.0 from Optitrack to ROS frame con-
ventions, we will use quaternions. Quaternions are the generalization of complex
numbers to 3D and commonly used in robotics to describe rotations [13]. Following
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Table 1 Example of quaternion transformation between Optitrack and ROS conventions for α =
π/2, �nOpti = [0, 1, 2]

Orientation w x y z

Optitrack −1 0 1 2

ROS −1 0 −2 1

the Euler Theorem of Rotation, quaternions can be introduced as the magnitude of
rotation (the angle α) and a vector as [13],

qOpti =
[
cos

(α

2

)
, n1 sin

(α

2

)
, n2 sin

(α

2

)
, n3 sin

(α

2

)]
= [w, [x, y, z]]

where the vector

�nOpti = [n1, n2, n3] = sin
(α

2

)
[x, y, z]

defines axis of rotation. To convert the quaternion representation in Optitrack, qOpti ,
to ROS standards, we need to first isolate the angle part α by taking inverse cosine
of w in qOpti . With the angle of rotation, α, we can then compute the vector �nOpti .
Finally, to convert from Optitrack to ROS standards we simply need to apply the
transformation HROS

Opti to �nOpti such that

�nROS = HROS
Opti · �nOpti = [N1, N2, N3]

with �nROS computed in ROS standards, we can then form the new quaternion qROS

as

qROS =
[
cos

(α

2

)
, N1 sin

(α

2

)
, N2 sin

(α

2

)
, N3 sin

(α

2

)]

which describes the orientation of the Crazyflie 2.0 with respect to the Earth frame
E in ROS-based (ENU) convention.

Similar to the position transformation, the orientation transformation effectively
swaps the Y and Z coordinates and negates the Z coordinate as illustrated in Table 1.

4 Software Integration in ROS for Path Control
of the Crazyflie 2.0

Next, we will demonstrate the integration of the vision-based navigation of the
Crazyflie 2.0 in ROS for a simple waypoint tracking control exercise. The soft-
ware structure for the controller in ROS is illustrated in Fig. 8 where the red arrows
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Fig. 8 Software structure
with ROS for communication

represent the topics that are subscribed by the controller and the green-colored arrows
are published by the controller. Note that the software integration for the control of
Crazyflie 2.0 has been adapted from [15].

The VRPN node accepts the position and orientation data from Optitrack and
transforms the data to ROS standards. The published data /crazyflie_baselink has the
same structure as /tf which is subscribed to by RVIZ [11, 15]. RVIZ is a ROS tool
that displays the 3D data on a ROS graphical user interface. The input /joy allows
the user to command take-off, landing or emergency landing using a joystick. The
input /goal is the desired path and coordinate point which can also be defined by
the user and is in ROS coordinates. With published IMU data /crazyflie/imu from
the Crazyflie 2.0 and the waypoints /goal, the controller node is able to publish the
desired velocity /cmd_vel to the Crazyflie 2.0. These commanded velocity inputs are
subsequently processed by the onboard controller as described next.

Figure 9 shows the generic flow of the software integration from a control perspec-
tive, i.e. the position and orientation data is extracted from Optitrack which finally
lead to control inputs on the Crazyflie 2.0 itself. The boxes in green represent ROS
computing, yellow represents Motive processing and orange are operations executed
directly onboard the Crazyflie 2.0.

Based on the desired waypoints and current position data the offboard controller
in ROS produces the velocity control inputs. This input is then transmitted to the
Crazyflie 2.0 using the CrazyRadio and processed by the onboard controller [17].

Fig. 9 Generic flow of the Crazyflie 2.0 controller
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Finally, the onboard controller computes the motor inputs in the form of Pulse-Width
Modulation (PWM) signals for the four motors as [9],

PWMmotor1 = Thrust − φ/2 − θ/2 − ψ

PWMmotor2 = Thrust + φ/2 − θ/2 + ψ

PWMmotor3 = Thrust − φ/2 + θ/2 + ψ

PWMmotor4 = Thrust + φ/2 + θ/2 − ψ

5 Experiments and Test Results

The following experimental results demonstrate the software integration of the Opti-
track system with ROS, including the transformation of position and orientation data
for the first test. The following tests showhover andwaypoint tracking to demonstrate
the ROS integration for autonomous flight of the Crazyflie 2.0.

5.1 Position and Orientation Axis Conversion Experiment

The first experiment is to test the conversion between Optitrack and ROS axis sys-
tems. Table 2 shows the results for a position and orientation experiment. For the
position test, a location of the Crazyflie 2.0 was measured by hand. Table 2 compares
the measured data to the Optitrack results and the converted ROS data.

Table 2 Experimental results to validate the position and orientation transformation fromOptitrack
to ROS

Position X (m) Y (m) Z (m)

Measured −0.5 0.5 −0.5

Optitrack −0.502 0.497 −0.503

ROS −0.502 0.503 0.497

Orientation w x y z

Optitrack 0.754 −0.0227 −0.653 0.0593

MATLAB 0.756 −0.0290 −0.0598 −0.6518

ROS 0.754 −0.0227 −0.0593 −0.653
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Fig. 10 3D trajectory (blue)
for hover experiment to hold
0.8 m height

Second part of Table 2 demonstrates the transformation of the quaternion orien-
tation extracted from Optitrack to ROS. The MATLAB test uses the corresponding
Euler angles, which can also be extracted fromOptitrack, converts the Euler angles to
a Direct Cosine Matrix and lastly converts these to quaternions. The MATLAB exer-
cise demonstrates the validity of the quaternion transformation proposed in Sect. 3.2.

5.2 Hover Experiment

For the hover test, the Crazyflie 2.0 is commanded to fly to a single waypoint at
0.8 m height, i.e. [X,Y, Z ] = [0, 0, 0.8 m]. This simple experiment demonstrates
the software integration and the correct interfacing between the different ROS nodes
introduced in Fig. 8. The hover results in Figs. 10 and 11 further show that the
Optitrack position and orientation data can be used reliably for the offboard controller
to command the Crazyflie 2.0 to fly to the defined waypoint.

Figure 11 shows the corresponding time history of the Crazyflie 2.0 during hover.
The measured Z data shows that the quadcopter accelerates first up to 1.2 m before
leveling at 0.8 m. The X and Y position data show that the controller is able to
command the Crazyflie 2.0 to the desired waypoint at [X,Y, Z ] = [0, 0, 0.8 m]. The
initial deviation from the reference is to overcome the ground effect.

5.3 Waypoint Trajectory

The final experiment demonstrates the waypoint tracking capability of the imple-
mented vision-based control framework for the Crazyflie 2.0. Figures 12, 13 and
14 show the corresponding experimental results for waypoint tracking. Note that the
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Fig. 11 Time history of 3D position components for hover experiment

Fig. 12 3D trajectory (blue)
for waypoint tracking
experiment with circles
identifying the waypoints

control task here is not to follow the trajectory indicated by the orange path in Fig. 12
but to fly to a waypoint and hold its position for 3 s at this waypoint before moving
to the next waypoint. The colored circles in Fig. 12 are the waypoints defined in the
code by the user.

Figure 13 shows the corresponding time history of the 3D position components
for the waypoint tracking experiment. The dotted curve in Fig. 13 represents the
reference position of the instantaneous waypoint that is followed at specific time
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Fig. 13 Time history of 3D position components for waypoint tracking experiment. Current way-
point in circles correspond to definition in Fig. 12

Fig. 14 2D projection of the
trajectory in Fig. 12
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instance. It is clear that the Crazyflie 2.0 is able to reach each waypoint, hover
around the waypoint for 3 s and then proceed to the next one.

The oscillations in the Z direction in Fig. 13 arise as the Crazyflie 2.0 is not com-
manded to follow a specific trajectory but to reach the next waypoint. To accelerate
in the X and Y directions, the onboard controller tends to also apply excess thrust in
the Z direction.

To demonstrate the waypoint tracking capabilities, Fig. 14 shows the projection
of the Crazyflie 2.0 trajectory on the X − Y plane only. Figure 14 highlights that the
controller can successfully command the Crazyflie 2.0 in dynamic situations with
only minor overshoots. The waypoint tracking can be further extended to trajectory
control by discretizing the trajectory with multiple waypoints and considering the
vehicle dynamics in the discretization.

6 Conclusion

The objective of this work was to use the motion capture system Optitrack as an
external localization system for autonomous flight control of the nano-quadcopter
Crazyflie 2.0. This paper provides a comprehensive documentation on how to inte-
grate the Optitrack system with ROS and it especially addresses the transformation
between coordinate conventions in ROS and Optitrack. This enables the use of the
Optitrack localization system, as an alternative to the standard VICON positioning
system, for educational purposes.

The integration of Optitrack with the communication platformROS further makes
for a versatile platform which can rely on the modular and open-source nature of
ROS for a wide range of robot applications. In this work, we have demonstrated this
capability by using open-source controller nodes to enable waypoint tracking of the
Crazyflie 2.0 nano-copter. This simple integration further highlights the benefits of
ROS in combination with Optitrack as an education platform in aerial robotics.
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